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Abstract

Small-scale, coupled wind-wave dynamics within the atmosphere-ocean bound-
ary layer control energy and momentum fluxes across the air-water interface. To
date, these complex physical interactions between wind and waves remain poorly
understood.

The present work aims to provide a better understanding through two exper-
imental studies: novel high-resolution in-situ airflow observations, and velocity
measurements within the first micrometers to centimeters above and below labora-
tory surface gravity waves, both using the particle image velocimetry (PIV) technique.

A remotely operated, large-field-of-view PIV system was installed on a single pile
platform in the Odra Lagoon, Germany. We observe modulations of the airflow by
locally generated wind waves, including sheltered regions downwind of wave crests,
where the wind speed is reduced, for a wave age c,/u. = 14.16, where c, is the peak
wave phase speed and u. is the air friction velocity. After averaging all instantaneous
velocity fields, we find direct evidence of a critical layer, where the wind speed equals
the wave speed, and the wave-coherent vertical velocity is phase shifted. The shape
and phase of the vertical velocity eigenfunction show partial agreement with linear
wave growth theory. In addition, the estimated dimensionless wave growth rate
using different approaches is in agreement with previous studies.

Using a combination of high-resolution PIV and large-field-of-view laser-induced
fluorescence (LIF) measurements at the University of Miami’s SUSTAIN air-sea
interaction facility, we are able to resolve viscous stresses above and below wind-
generated waves. Strong along-wave modulations of both the air-side and water-side
viscous stresses are directly observed for a young wave age c, /u. = 1.92. On the air side,
the modulation exhibits a clear horizontal asymmetry accompanied by an increase in
the standard deviation past the wave crest, caused by airflow separation events. In
contrast, the water-side phase-averaged viscous stress shows less asymmetry and
the standard deviation peaks just at the crest, a possible result of microscale wave
breaking. We further focus on the influence of individual wave slopes on the viscous
and turbulent stresses. For steep instantaneous waves, we observe airflow separation
and increased turbulence for both sides of the air-water interface, which occurs in
concert with a dramatic drop in viscous stress below zero. With increasing wave
slope, we observe important changes in the relative contributions of viscous stress to
both wave growth and surface current generation (wind drift). While viscous stress
has a dominant contribution to surface currents in flat wave conditions, it contributes
mostly to wave growth as waves steepen. However, this contribution remains very
small. The relative contribution of viscous stress to wave growth decreases with
increasing wave slope, while that of form (pressure) stress increases.
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Zusammenfassung

Die kleinskalige, gekoppelte Wind-Wellen-Dynamik in der Atmosphéare-Ozean-
Grenzschicht bestimmt die Energie- und Impulstibertragung an der Wasseroberflache.
Diese komplexen physikalischen Wechselwirkungen zwischen Wind und Wellen sind
bisher nur unzureichend erforscht.

Die vorliegende Arbeit soll durch zwei experimentelle Studien zu einem besseren
Verstdndnis beitragen. Dazu werden neuartige hochauflésende in-situ Luftstro-
mungsmessungen und Geschwindigkeitsmessungen in den ersten Mikrometern bis
Zentimetern ober- und unterhalb von Schwerewellen in einem Wind-Wellenkanal
durchgefiihrt, beides unter Verwendung der Particle Image Velocimetry (PIV) Technik.

Ein ferngesteuertes PIV-System mit grofiem Sichtfeld wurde an einem Pfahl im
Oderhaff, Deutschland, installiert. Wir beobachten Modulationen der Luftstromung
durch lokal erzeugte Windwellen, einschliefSlich Bereiche im Windschatten der
Wellenberge, in denen die Windgeschwindigkeit verringert ist, fiir ein Wellenalter
cp/u.=14,16, wobei ¢, die maximale Wellenphasengeschwindigkeit und u. die Luftrei-
bungsgeschwindigkeit ist. Nach Mittelung aller momentanen Geschwindigkeits-
felder finden wir direkte Hinweise auf eine kritische Grenzschicht, in der die
Windgeschwindigkeit der Wellengeschwindigkeit entspricht und die wellenkohérente
Vertikalgeschwindigkeit phasenverschoben ist. Form und Phase der vertikalen
Geschwindigkeits-Eigenfunktion stimmen teilweise mit der linearen Wellenwachs-
tumstheorie tiberein. AuSerdem entspricht die dimensionslose Wellenwachstumsrate,
die mit verschiedenen Ansétzen berechnet wurde, den Ergebnissen friitherer Studien.

Mit einer Kombination aus hochauflosenden PIV- und grofiflichigen laserinduzier-
ten Fluoreszenzmessungen (LIF) in dem SUSTAIN Wind-Wellenkanal der Universitat
Miami konnten wir die viskosen Spannungen ober- und unterhalb windgenerierter
Oberflachenwellen berechnen. Starke Modulationen der viskosen Spannungen
sowohl auf der Luft- als auch auf der Wasserseite entlang der Wellen werden fiir ein
junges Wellenalter c, /u. = 1,92 beobachtet. Auf der Luftseite zeigt die Modulation
eine deutliche horizontale Asymmetrie, begleitet von einem Anstieg der Standardab-
weichung hinter dem Wellenberg, der durch Stromungsablésungen verursacht wird.
Im Gegensatz dazu weist die phasengemittelte viskose Spannung auf der Wasserseite
eine geringere Asymmetrie auf, und die Standardabweichung ist am Wellenberg
am hochsten, was ein moégliches Ergebnis von mikroskaligen Wellenbrechen ist.
Wir konzentrieren uns aufierdem auf den Einfluss der einzelnen Wellensteigung
auf die viskosen und turbulenten Spannungen. Bei steilen Wellen beobachten wir
eine Trennung der Luftstromung und eine erhohte Turbulenz auf beiden Seiten der
Luft-Wasser-Grenzfldche, was mit einem Abfall der viskosen Spannung unter Null
einhergeht. Mit zunehmender Wellensteigung zeigen sich signifikante Anderungen
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X Zusammenfassung

in den relativen Beitrdgen der viskosen Spannung sowohl zum Wellenwachstum als
auch zur Erzeugung von Oberflichenstromungen. Wéhrend die viskose Spannung
bei flachen Wellen einen dominanten Beitrag zur Oberflichenstromung liefert, tragt
sie bei steileren Wellen hauptséchlich zum Wellenwachstum bei. Dieser Beitrag bleibt
jedoch sehr gering. Der relative Beitrag der viskosen Spannung zum Wellenwachstum
nimmt mit zunehmender Wellensteilheit ab, wadhrend der Beitrag der Normalspan-
nung (Druck) zunimmt.



Mensch, das bisschen Mathe muss man zu schitzen wissen
Wer hitte damit rechnen kénnen, auch ich will nur den letzten Bissen

Dendemann, Ich dende also bin ich.
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Latin Letters

a Wave amplitude
c Wave speed
D Water depth
f Frequency
g Gravitational acceleration
k Wavenumber
p Pressure
t Time
u,v,w Horizontal, cross-tank, and vertical velocity
Us Friction velocity
Ug Wind-induced drift
Us Surface velocity
u Wind speed
uw Tangential and normal velocity
Uqo Wind speed at 10 m height
w Vertical eigenfunction
X, Y,z Cartesian coordinates
X,Z Curvilinear coordinates
Zo Roughness length
Ze Critical layer height
zZj Inner layer height
Greek Letters
p Wave growth rate
Y Surface tension
C Flat surface vertical coordinate
n Surface elevation
K von Kdrmén constant
A Wavelength
u Dynamic viscosity
v Kinematic viscosity

xiil

Nomenclature

N/m

5 B

kg/(ms)

m?2/s



X1V Nomenclature
0 Density kg/m?
o Intrinsic angular frequency 1/s
Tk Kolmogorov time scale s
Tp Particle relaxation time S
T4 Turbulent stress Pa
Ty Viscous stress Pa
Tw Wave-coherent stress Pa
¢ Phase -

) Angular frequency 1/s

Indices
0 Air-water interface
a Air
f Flat
S Steep
i Control variable
inst Instantaneous
m Measured
N Neutral
p Peak
v Viscous
w Water

Abbreviations
DNS Direct numerical simulation
LIF Laser-induced fluorescence
NSS Non-separated sheltering
PIV Particle image velocimetry
PSD Power spectral density
WBL Wave boundary layer
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Introduction

1.1 Motivation

In a closed system such as the atmosphere-ocean system, the total amount of energy
is conserved. The vast majority of the energy input to the ocean comes from winds
(~20 TW), with much smaller inputs from tides (~3.5 TW) and geothermal heating
(~0.05 TW). It is not surprising, then, that the mechanical action of the wind on the
wavy sea surface, and the subsequent energy dissipation through wave breaking,
accounts for most of the kinetic energy in the ocean (80 %) (numbers taken from
Wunsch and Ferrari (2004)). Therefore, the energy and momentum fluxes across the
air-sea interface, controlled by small-scale (<O(cm)) processes, are important for the
global energy budget and play an integral role in the atmosphere-ocean coupling.
An incomplete understanding of their interactions reduces the predictive power of
climate models. A comprehensive investigation of the turbulent boundary layer
above and below ocean surface waves, the so-called wave boundary layer (WBL), is
required.

Surface gravity waves are moving multi-scale undulations of the sea surface
that, in the linear approximation, generally follow a dispersion relation w? = ( g+
yk?/p)k tanh(kD), where w is the angular frequency, ¢ is the gravitational acceleration,
y is the air-water surface tension, p is the water density, k is the wavenumber, and
D is the water depth. Wavelengths (A = 2r/k) span a range from millimeters to
hundreds of meters, depending on the waves’ stage of development. In deep water,
the phase speed has a minimum for waves with a wavelength of 1.6 cm, which marks
the transition between capillary (shorter) and gravity (longer) waves: the phase speed
of gravity waves increases with their length, as opposed to capillary waves (Ayet and
Chapron, 2022).

The development of ocean surface waves is usually described by the balance of
wave energy E

dE
dt
where S;,, represents the input of energy by the wind, S;; are the transfers of energy

= Sin + Snl + Sdiss (1-1)
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2 1 Introduction

with other waves due to nonlinear wave-wave interactions, and Sy;ss (a negative
quantity) is the energy dissipated by wave breaking (e.g., Komen et al., 1994; Janssen,
2008; Grare et al., 2013b). The evolution of a wave has been mathematically described
by separating the sources and sinks into distinct physical processes, among them
wave growth.

To date, modern parameterizations of the air-sea fluxes at the ocean surface remain
insufficient because the pathways leading to the partitioning of wind energy between
wave growth, wave breaking, and current generation once waves are present, are
poorly understood (Sullivan and McWilliams, 2010). This is partly due to the technical
challenges in observing and measuring the physics in the complex, highly dynamic
two-phase flow regime. High-resolution velocity measurements within the first
millimeters to centimeters of the coupled wind-wave boundary layers are required to
capture small-scale turbulence and to elucidate the energy and momentum pathways
at the interface.

1.2 Dissertation Overview

This dissertation investigates experimentally the influence of waves on air-sea transfers
of energy and momentum. It aims to study the mechanisms of energy input S;,, by the
wind into the upper ocean through wave growth and the dynamics of microscale wave
breaking. For this purpose, field and laboratory experiments were conducted using
the particle image velocimetry (PIV) technique, which allows for a two-dimensional
visualization and quantification of the velocity field with a high spatial resolution.
These are documented in three research papers presented in chapters 3, 4, 5 of this
thesis, respectively, which are either in preparation for submission or published.

Chapter 2 provides a general theoretical background, since the materials and
methods used in this dissertation are described in detail in the three manuscripts
and their supplementary materials.

Chapter 3 presents novel in-situ measurements of airflow velocities over wind-
generated waves, revealing a direct observation of a critical layer in the vertical
wave-coherent velocity field. Evidence is provided for, but not exclusively, Miles
(1957) wave growth mechanism.

In chapter 4, instantaneous velocity fields above and below laboratory wind waves
are resolved. The viscous stress at the surface sporadically drops to negative values
in the event of airflow separation behind wave crests, in conjunction with increased
negative turbulent stress for both the air and water sides.

Chapter 5 focuses on the influence of individual wave slopes on the viscous and
turbulent stresses above laboratory wind waves, using the same dataset as in chapter
4. We divide waves into groups characterized by the wave slope, and the role of
viscous stress in the development of waves and surface currents is examined for flat
and steep waves.

Chapter 6 summarizes the scientific findings presented throughout this disserta-
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tion, and provides an outlook for future work.






Theoretical Background

Surface gravity waves are primarily generated by form stress from airflow over
deformations of the water surface, and subsequently dissipate by wave breaking,
which transports momentum, energy, and bubbles into the ocean (Sullivan and
McWilliams, 2010). The description of the local equilibrium of wind waves with the
near-surface turbulence is at the core of parameterizations of air-sea fluxes used in
numerical models, including the wind-input (wave growth) and dissipation (wave
breaking) terms (Komen et al., 1994; Janssen, 2008; Ayet and Chapron, 2022). In
recent years, experimental studies have employed a number of novel techniques
and methods to provide a better quantification and understanding of air-sea energy
and momentum fluxes that models attempt to reproduce, but some of the observed
variability remains unexplained (Ayet and Chapron, 2022).

2.1 Energy and Momentum Input by Wave Growth

The wave boundary layer (WBL) is assumed to be a constant momentum flux layer
7(z) = pus® = const, where u, is the friction velocity, so the mean (averaged over
turbulent fluctuations) horizontal velocity as a function of the vertical coordinate U(z)
is logarithmic. This assumption of the wind profile is often used in parametrizations
(e.g., Janssen and Bidlot, 2023). At low wind speeds, the profile follows the law of
the wall for turbulent flows above flat, solid, smooth surfaces with a distinct viscous
sublayer, buffer, and logarithmic layers. Over the ocean, however, the presence of
surface waves influences the structure and dynamics of the atmospheric boundary
layer (Belcher and Hunt, 1993), and the aerodynamic roughness of the airflow
increases with increasing wind speed (Buckley et al., 2020). The log-law over a rough
surface can then be written as (e.g., Kundu and Cohen, 2008)

U(z) = % 1nziO 2.1)

where « is the von Kdrmdin constant, z is the distance from the unperturbed air-water
interface, and zg is the ocean roughness scale, a fitted parameter of O(mm).

5



6 2 Theoretical Background

The roughness Reynolds number Re,, sometimes referred to as wall-normalized
roughness length z;, describes the dimensionless ratio of the inertial force to the
viscous force and therefore the origin of turbulence. It is given by

Uz
Re, = 5 0 (2.2)

where v is the air kinematic viscosity. According to Kitaigorodskii and Donelan
(1984), the ocean surface can be described as smooth when Re, ~ 0.1, transitional
when 0.1 < Re, < 2.2, and fully rough when Re, > 2.2. In rough flow conditions, the
airflow rather separates from the waves, and hence the surface roughness increases
in such a way that the roughness elements, on average, extend outside the viscous
sublayer, so that the outer flow is perturbed (Yousefi et al., 2020; Buckley et al., 2020).

In the presence of ocean waves, an instantaneous quantity g;,s; near the wavy
interface, for example the streamwise velocity u or vertical velocity w, can be
decomposed into a phase-averaged component (q), which is the sum of a phase-
independent mean § and a wave-coherent part 4, and a turbulent perturbation ¢, ,
(e.g., Phillips, 1977)

Ginst = {4+
= (7 + (7 + q;nst' (2'3)

The existence of wave-induced motions and of an undulating surface has important
consequences on the momentum balance of the mean flow (Ayet and Chapron, 2022).
The 2D instantaneous momentum balance can be written in Cartesian coordinates as
(Buckley, 2015)

i u'w’ + ;@ +ﬁ5i3—v(%+g—2)) =0 (2.4)
with the notation (1, u3) = (1, w), pressure p, and Kronecker delta 6. Note that for i =1
the pressure term disappears (613 = 0). Therefore a Cartesian curvilinear coordinate
system, that follows the surface near the air-water interface and tends toward the
Cartesian coordinate system away from the surface, is often used (e.g., Hara and
Sullivan, 2015) to estimate the pressure-form stress.

The balance of vertical fluxes of horizontal momentum, that are relevant to the
understanding and modeling of the coupled atmospheric and oceanic boundary
layers, can now be decomposed into a turbulent, wave-coherent, and viscous part

pul = T+ Ty + Ty

pu'w’ + pﬁ +u (8_11 + 8_w) (2.5)

Jz  odx

where p is the air dynamic viscosity (e.g., Veron et al., 2007). At the top of the WBL,
the momentum flux is supported entirely by turbulent stress (7, = 7, = 0) and at the
surface the turbulent stress vanishes and the flux is supported by wave-coherent and
viscous stress (Ayet and Chapron, 2022).
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A sketch of the motions within the WBL is shown in figure 2.1, including viscous
and form stress acting in directions that are tangential and normal to the surface,
respectively.

Atmosphere
W|nd w W U10 R
5 X u A
& | ] y R
—_ o
N i ~ 3
go] ] u Form
5 4 S —
/_\
_8 //// Wave_s/\> Lsytress v
Ve .
© | /Current Viscous
®© stress
=
Ocean

Figure 2.1: Sketch of the quantities within the region affected by the waves, which is called the wave
boundary layer (WBL). Viscous and form stress are acting tangential and normal to the
surface, respectively.

Equation 2.5 highlights that the impact of waves on the WBL momentum balance
occurs through wave-induced stress. As an energy balance reveals, waves extract
energy from the mean flow through the work of the wave-induced stress, thereby
leading to wave growth (Ayet and Chapron, 2022; Bonfils et al., 2022). Wave growth
is the main contribution to the air-water energy and momentum fluxes at high wave
slopes, while for small wave slopes the development of surface currents under the
action of surface tangential viscous stress is an important quantity as well (Buckley
et al., 2020).

A century ago, Jeffreys (1925) introduced the sheltering mechanism according to
which waves grow due to a pressure asymmetry caused by airflow separation - a
reversal in the direction of airflow on the leeside of the pre-existing wave crest,
leading to a pressure drop. However, the sheltering coefficient, which describes the
proportionality of the aerodynamic pressure to the wave slope, had to be determined
experimentally.

Phillips (1957) suggested that for an initial stage of wave growth, waves are
generated by resonance between pressure fluctuations in the air and the disturbed
water surface. The turbulent pressure fluctuations lead to linear wave growth
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with time, as shown experimentally by Zavadsky and Shemer (2017) and recently
analytically by Li and Shen (2025), as opposed to observed exponential growth rates
of already formed waves (Barnett and Kenyon, 1975).

At the same time, Miles (1957) defined the problem for a later stage of wave
growth using stability analysis. The principle of the critical layer theory is that for
air flowing concurrently with the waves, there exists a critical height z., where the
wind speed equals the wave speed c (U(z.) = ¢). An instability occurs at the critical
height, caused by the coupling of the airflow shear with the water wave so that the
upward motion of the airflow over the wave induces a sinusoidal pressure variation
which is balanced by a vortex force that removes energy and momentum from the
wind and imparts it to the wave (Lighthill, 1962). The theory builds on the concept of
resonant wind-wave interaction, using a quasi-laminar approach, where the viscous
and turbulent stresses are neglected.

Belcher and Hunt (1993) argued that for short waves, when the critical height is
very close to the surface, Miles (1957) inviscid theory is inappropriate, and extended
Jeffreys (1925) sheltering mechanism to a turbulent airflow without separation
downwind of wave crests, calling it non-separated sheltering (NSS). The non-separated
sheltering mechanism describes the wave growth through asymmetrical streamline
thinning and thickening in an inner region with depth z; around a wave crest
due to varying pressure gradients. This streamline asymmetry leads to a pressure
asymmetry, with higher pressure on the upwind face of the wave, and lower pressure
on the downwind face. This turbulence-driven pressure perturbation is, in turn,
favorable to wave growth.

According to Belcher and Hunt (1998), wind waves can be classified into three
parameter regimes, based on the wave age c/u. or c¢/Ujp, where Uy is the wind
speed at 10 m height above the still water level, the thickness of the inner layer z;,
and the critical height z.. For slow waves (c/u. < 15), of wavenumber k, the critical
layer lies within the thin inner region (kz; < 1,2z, < z;); for intermediate waves
(15 < ¢/u. < 25), the inner region is thick (kz; ~ 1) and its depth is of the same order
of magnitude as the critical height (z; ~ z.); and for fast waves (c/u. 2 25), the inner
region is thin (kz; < 1) and the critical height is far above the surface (kz, > 1).
Therefore, sheltering mechanisms probably dominate the momentum transfer from
wind for young and old waves, whereas the critical layer theory may be important for
wave growth for intermediate wave ages (Belcher and Hunt, 1998; Grare et al., 2013a).
Figure 2.2 provides a sketch of wave-growth mechanisms for these different stages.

Direct numerical simulation (DNS) results of airflow over monochromatic waves
by Sullivan et al. (2000) showed that a region of closed streamlines centered around
the critical height, the so-called cat’s-eye pattern, is dynamically important at low to
moderate values of c¢/u. (3.9, 7.8, 11.5). Coherent measurements of winds and waves
from the unique research platform FLIP (Floating Instrument Platform) by Hristov
et al. (2003) have shown the existence of critical layers within the first few meters
above ocean surface waves such that 16 < c¢/u. < 40. This was also confirmed by
Grare et al. (2013a) and Grare et al. (2018). Laboratory experiments using particle
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a
Turbulent eddies
Initial ripples @@@@

%_\\\ Sheltering

Developing waves

Long waves Critical height

Figure 2.2: Wind-wave-generation mechanisms adapted from Pizzo et al. (2021). a Turbulent eddies
in the air disturb an initially calm ocean and generate ripples with wavelengths on the
order of centimeters (Phillips, 1957). b These ripples grow to meter-scale wavelengths,
and the wind is sheltered on the leeward side of the wave crest. The pressure difference
between the windward and leeward sides of the crest transfers energy from the wind to
the wave, causing it to grow (Belcher and Hunt, 1993). ¢ The wind speed increases with
height above the ocean surface. An instability occurs at the critical height, where the wind
speed equals the wave speed, and where a vortex force transfers energy from the wind to
the wave (Miles, 1957).

image velocimetry (PIV) and laser-induced fluorescence (LIF) by Buckley and Veron
(2016) acquired detailed two-dimensional wind velocity fields in a wind-wave tunnel
and observed a distinct critical layer above the air-water surface for a wave age of
c/u. = 6.3, which was further investigated by Carpenter et al. (2022). As required by
the critical layer mechanism, a significant change in both amplitude and phase of the
wave-induced fluctuations crossing the critical layer was directly observed, as well as
a step-like distribution of the wave-induced stress that changes sign above the critical
height.

For smaller waves, the field measurements compiled by Plant (1982) provided a
dependence of wave-growth rate with wave age consistent with the NSS mechanism
(but with a difference in magnitude, explained by Kudryavtsev and Chapron (2016)).
The Reynolds-averaged Navier-Stokes equation (RANS) numerical simulations of
Mastenbroek et al. (1996), which included rapid-distortion effects, also confirmed
the NSS mechanism and the vertical distribution of wave-induced perturbations
of turbulent stress. Kihara et al. (2007) studied both the critical layer and the NSS
mechanisms using DNS and found that the NSS mechanism dominates at wave ages
of 2 < c/u. <4, where the critical height is in the thin inner region, and at c/u. > 16,
where the critical height is in the outer region far above the inner region. At wave
ages of 4 < c/u. < 12, the critical layer was found to be in the thick inner region



10 2 Theoretical Background

and had a strong link to momentum transfer across the interfacial wave. Recently,
Tan et al. (2025) conducted co-located sampling of air pressure, airflow, and water
elevation and estimated that the airflow-derived pressure based on NSS accounts for
more than 90 % of the momentum transfer until potential airflow separation occurs.

2.2 Dynamics of Microscale Wave Breaking

Wave breaking is an essential component of the sea surface, associated with intense
energy dissipation events from the wave field to ocean currents, but also with
enhanced air-sea fluxes of heat, mass, and momentum (Melville, 1996). As a rule
of thumb, about 90 % of the wave energy generated by the wind is locally lost to
the ocean through wave breaking, while the remaining 10 % is either advected away
or induces local growth (Janssen et al., 2001). Field measurements indicate that the
wave-breaking distribution is strongly correlated with the wind speed, and hence that
it can be an important parameter in the determination of the wind-wave equilibrium
(Sutherland and Melville, 2013; Sutherland and Melville, 2015). Even if only a small
fraction (depending on the wind speed) of the surface waves break, the impact on
atmospheric turbulence is significant (Banner, 1990; Kudryavtsev et al., 2014). On
the water side, intense mixing is generated within the WBL by wave breaking that
extends for some distance below the water surface (Melville et al., 2002; Siddiqui
and Loewen, 2007). Breaking is also responsible for generating large increases in the
mean flow (Stokes drift) of the wave-affected near surface layer, which then provides
a mechanism for the development of strong Langmuir circulations within the surface
mixed layer (McWilliams et al., 1997). These Langmuir circulations have been found
to redistribute the high turbulent kinetic energy throughout the surface mixed layer
of the ocean (Sullivan et al., 2007).

Breakers can be classified into air-entraining breaking waves, when large scale waves
(wavelengths of O(m)) break, thereby producing a whitecap due to significant air
entrainment, which can be quantified, for example, from above-water images of
evolving foam (e.g., Callaghan and White, 2009; Callaghan et al., 2016), and microscale
breaking waves.

Banner and Phillips (1974) introduced the term micro-breaking to describe the
breaking of short wind waves without air entrainment prevented by surface tension
forces (Banner and Peregrine, 1993). Microscale breaking waves occur at low to
moderate wind speeds (i.e., 4-12 m/s) and are typically O(0.1-1 m) in length, a few
centimeters in amplitude, and have a bore-like crest directly preceded by parasitic
capillary waves riding along the forward face (Jessup et al., 1997). On the ocean
surface, microscale breaking waves occur much more frequently than large-scale
breaking waves, leading to the suggestion that they may be important in controlling
the flux of heat, gas, and momentum across the interface (Banner and Peregrine,
1993; Melville, 1996). This has been confirmed by two sets of laboratory wind wave
experiments. Zappa et al. (2001) showed that microscale wave breaking is the physical
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process that determines the gas transfer rate at low to moderate wind speeds and
Siddiqui et al. (2001) found that the turbulent wakes produced by microscale breaking
waves enhance air-water heat and gas transfer rates.

Banner and Phillips (1974) and Phillips and Banner (1974) argued theoretically
and experimentally that incipient breaking is characterized by the occurrence of
stagnation points at wave crests, while surface wind drift reduces the maximum
wave height and wave orbital velocity that can be attained before breaking. Later,
Banner and Melville (1976) investigated the air side and concluded that airflow
separation requires a stagnation point corresponding to the onset of wave breaking,
otherwise continuity of vorticity (shear) across the interface prevents the airflow from
separating. A numerical model by Gent and Taylor (1977) supported the theory that
airflow separation occurs only in conjunction with wave breaking or with strong
near-surface underwater drift currents. Note that recently, Husain et al. (2019) found,
using Large Eddy Simulations and laboratory measurements, that for strong winds,
wave breaking is a sufficient but not a necessary condition for airflow separation.

Both the critical layer and the non-separated sheltering mechanisms require waves
that are not steep. For steep waves, airflow separation can occur, resulting in a sharp
pressure drop on the forward face of the wave in concert with a recirculating pattern
(Banner and Melville, 1976; Banner, 1990; Reul et al., 1999; Reul et al., 2008). Those
transient events are associated with wave slopes ak, where a is the wave amplitude,
generally confined between 0.1 and 0.5, which are also often breaking waves (Melville,
1996). Kudryavtsev and Chapron (2016) showed that airflow separations from
modulated breaking waves result in strong modulations of the turbulent stress in
the inner region of the modulating waves. In turn, this leads to amplify the slope-
correlated surface pressure anomalies. As evaluated, such a mechanism can be very
efficient to enhance the wind wave growth rate by factor 2 to 3.
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Key Points

e Novel in-situ measurements of airflow velocities over wind waves within the
first 80 cm above the water surface

* Direct observation of a critical layer in the vertical wave-coherent velocity field

* Evidence of Miles” wave growth mechanism, but not only

3.1 Abstract

The input of wind energy by wave growth into the ocean is an important process
for the global energy budget. However, observing and measuring the near-surface
physics remains challenging, especially in field experiments. We captured small-scale
motions in the airflow above surface waves. A high-resolution 2D particle image
velocimetry (PIV) system was developed for velocity measurements within the first
micrometers to centimeters above the wavy interface. The remotely operated, rotatable
system was installed on a single pile platform in a lagoon at a fetch of approximately
20 to 25 km. In this study, we focus on a peak wave age (c,/u.) of 14.16 with a slope
of 0.08 and a 10-m wind speed of 5.69 m/s. We observe modulations of the airflow
by locally generated wind waves, including small sheltering events downwind of
wave crests. The pattern of the vertical wave-coherent velocity field shows evidence
of Miles (1957) critical layer mechanism. In addition, we find dimensionless wave
growth rates using different approaches that agree with previous studies.

3.2 Plain Language Summary

Sitting in a boat watching ocean waves grow and break, you might think that these
processes should be easy to study, but they are controlled by small-scale motions that
are difficult to measure. Using a technique called particle image velocimetry (PIV),
we measured airflow motions micrometers to centimeters over the wavy surface by
imaging particles generated by fog nozzles and illuminated by a laser sheet. The
system was mounted on a single pile platform in a lagoon, remotely controlled,
and could be rotated to measure different wind directions. In the instantaneous
2D velocity fields obtained from the images, we observed sheltered regions in the
airflow just downwind of wave crests, where the speed of the wind is reduced. After
averaging all instantaneous snapshots, we directly observed a critical layer where
the wind speed equals the wave speed. This layer has an important influence on the
wave growth process. In addition, we calculated wave growth rates using different
approaches and found that all were in general agreement with previous studies. In
conclusion, we have provided evidence for an important wave growth mechanism,
but we assume that it is not the only one for this wind-wave condition.
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3.3 Introduction

The exchanges of energy and momentum across the air-sea interface play an important
role for the global energy budget (Wunsch and Ferrari, 2004). These fluxes are strongly
influenced by the small-scale, turbulent physical interactions between wind and
surface waves (Sullivan and McWilliams, 2010). In spite of extensive literature on
the topic, the physical coupling mechanisms between wind and waves remain, to
date, not fully understood. This is partly due to the challenging nature of airflow
structure observations in the immediate vicinity of the wavy water surface (Sullivan
and McWilliams, 2010; Pizzo et al., 2021).

While it is generally accepted that a wind wave grows most efficiently when there
is a difference in airflow pressure between the upwind and downwind faces of the
wave, the physical processes that cause this pressure asymmetry remain unclear.
Jeffreys (1925) introduced the sheltering mechanism, according to which, during the
early stages of wind wave development, airflow separation on the leeside of waves
causes the pressure perturbation. Miles (1957) generalized the problem for a later
stage of wave growth using stability analysis (Bonfils et al., 2022). At the critical
height, where the wind speed equals the wave speed, an instability occurs, caused by
the coupling of the airflow shear with the water wave, which removes energy and
momentum from the wind. Belcher and Hunt (1993) argued that for short waves,
when the critical height is very close to the surface, Miles (1957) inviscid theory is
inappropriate, and extended Jeffreys (1925) sheltering mechanism to a turbulent
airflow, calling it non-separated sheltering. A detailed summary of the mechanisms
can be found in Ayet and Chapron (2022).

The first two-dimensional airflow measurements over mechanically-generated
breaking waves using particle image velocimetry (PIV) by Reul et al. (1999) and Reul
et al. (2008) revealed airflow separation past wave crests. Later, Veron et al. (2007)
observed a separation of the viscous sublayer from the surface past the crest of wind
waves for low to moderate wind speeds. Single point air velocity measurements
using a hot wire anemometer by Grare et al. (2013b) above wind waves confirmed
that significant levels of viscous stress persist at moderate wind speeds. Recently,
airflow measurements as low as 100 pm above the air-water interface using combined
PIV and laser-induced fluorescence (LIF) for several different mechanically- and
wind-generated waves by Buckley and Veron (2016), Buckley and Veron (2017), and
Buckley and Veron (2019) allowed phase-averaging and triple decomposition between
the mean, wave-coherent, and turbulent velocity fields. It was shown that airflow
separation past young wave crests increased the average intensity of the turbulence
generated by detached free shear layers, while airflow separation was rare at low
wind speeds and small slopes. For a wave age of 6.3 (determined by the ratio of
the peak wave speed cj, to the air friction velocity u., ¢, /u.), a distinct critical height
above the water surface revealed Miles (1957) theory of a rapid change in flow
behavior, including a reversed asymmetry in the wave-coherent vertical velocity
tield. Furthermore, Buckley et al. (2020) found that the viscous stress (form drag)
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dominates at low (high) wave slopes, and that the tangential viscous forcing makes a
minor contribution to wave growth. Lately, Funke et al. (2021) developed a pressure
reconstruction technique and again found a greater influence of form drag at high
wind speeds and wave slopes. Carpenter et al. (2017) and Carpenter et al. (2022)
described the critical layer vorticity perturbations in a simple vortex sheet model,
and compared a novel wave growth diagnostic with the laboratory observations. It
was shown that Miles (1957) mechanism can cause significant wave growth in young
wind-generated waves.

Measurements using a vertical array of anemometers by Hristov et al. (2003)
and Grare et al. (2013a) over the open ocean from the Floating Instrument Platform
(FLIP) provided evidence that Miles (1957) theory is valid for the wave age range
16 < cp/u. < 40, i.e., intermediate to fast (old) waves (Belcher and Hunt, 1998). The
wave-coherent velocities changed in amplitude and phase at the critical height. In
addition, an upward wave-induced momentum flux was observed for older waves.

Sullivan et al. (2000) reported, using direct numerical simulation (DNS), that
slow (fast) moving waves increase (decrease) the form stress. A region of closed
streamlines (or cat’s-eye pattern) centered about the critical layer height was found to
be dynamically important at low to moderate wave ages.

Here, we present in-situ, high-resolution, two-dimensional measurements of the
airflow above surface waves using PIV. We show instantaneous velocity fields cap-
turing the rapidly changing turbulent structure. The patterns of the phase-averaged
wave-coherent airflow velocity fields reveal a distinct critical layer centimeters above
the water surface, and we find that the phase shift of the vertical velocity eigenfunction
shows some agreement with the prediction of linear theory. In addition, we find
wave growth rates using various approaches, e.g., a pressure reconstruction method,
which are in agreement with previous observations compiled by Komen et al. (1994).

3.4 Experimental Methods

3.4.1 Wind and wave measurements

The measurements were obtained from a single pile observational platform, shown in
tigure 3.1. The platform was installed in the Odra (Szczecin) Lagoon near the Baltic
Sea. A weather station (Gill MaxiMet GMX600) was mounted on the top of the pile at
10.5 m to measure wind direction and speed, as well as air temperature and relative
humidity. Three-dimensional wind velocity measurements were achieved using a
suite of ultrasonic anemometers (two Gill WindMaster 1590-PK-020 and one Campbell
Scientific CSAT3B) installed respectively at heights of 9.8 m, 4.3 m, and 1.2 m above
the mean water surface. An ultrasonic (Senix ToughSonic 50 TSPC-215-232) and a
laser (Renishaw ILM-500-R) distance sensor, mounted approximately 1.5 m above the
water surface, served as single-point wave gauges. Water temperature and density
were measured using a PocketFerryBox (4H-Jena Engineering, Germany), and the
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mean water depth was estimated using a bottom-mounted acoustic doppler current
profiler (Nortek Signature 1000). A Raspberry Pi single-board computer was used
to log wind and wave measurements from the instruments (sampling frequencies:
WindMaster 20 Hz, CSAT 10 Hz, MaxiMet 1 Hz, ToughSonic 10 Hz, ILM 30 Hz)
(Ahlers and Buckley, 2019) day and night.

dLaser
ePIV Cameras
- fFog Nozzles

Figure 3.1: a Experimental set-up of the PIV system and meteorological measurements, and examples
of instantaneous b horizontal u and ¢ vertical w velocity fields. Wind and waves move
from left to right. At that instant, the crest speed of this wave is approximately 1.27 m/s.
Regions with no data due to insufficient seeding are shown in black.

3.4.2 PIV airflow measurements

A remote-controlled, high-resolution 2D PIV system was developed especially for
this measurement campaign. The system was mounted on the pile near the water
surface and had the ability to be rotated around the vertical axis, to measure the
airflow velocities in a range of wind directions and fetches (20-25 km). Seeding (fog)
particles (diameter 15-20 pm) were produced by pumping water from the lagoon
through spray nozzles. These were illuminated by a high intensity green laser
sheet generated by a pulsed Nd:YAG laser system (Quantel EverGreen EVG00200,
532 nm wavelength). The airflow tracers were imaged by four 12 MP digital cameras
(IO Industries Victorem 120B68, 4112x3008 pixels, with a raw image resolution of
130 pm/px) mounted in two rows with overlapping fields of view. The cameras were
tilted downward (with an angle ~ 23° from horizontal), to avoid shadowing effects
from waves between the cameras and the laser sheet (Buckley and Veron, 2017). PIV
image pairs were sampled at a frequency of 14 Hz.

The fog tracer particles are expected to track well the motions of the airflow, with
a Stokes number of St = 7, /1x < 1. The Stokes time scale of the largest particles is
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7y = 1.3 ms. The Kolmogorov time scale, estimated in the bulk flow at a height of one
wavelength, is 70 times larger with 7 = 91.3 ms (Buckley and Veron, 2017).

The PIV laser and cameras were triggered by National Instruments software
(LabVIEW) and hardware (PCle 6612). In order to avoid optical noise from ambient
sunlight, the PIV measurements were performed at night, with the PIV laser as
the main light source. The PIV images were acquired using Streams 7 image
acquisition software combined with digital video recorders (IO Industries), before
being processed in MATLAB. For each run, the PIV system was rotated into the wind
direction, fog was generated, and laser illumination and imaging were started.

For this study, two vertically adjacent images were stitched together by correlation
(resulting in a final field of view of 3737x5775 pixels). PIV images were processed
with final interrogation windows of 8x8 pixels, with 50 % window overlap, resulting
in one velocity vector every 0.52 mm?. The general processing procedure of the raw
PIV images using MATLAB was: 1. project (dewarp) raw images into a vertical plane,
2. stitch adjacent images, 3. detect water surface manually, 4. mask out regions
with insufficient seeding, 5. perform the PIV analysis using the PIVlab toolbox from
Thielicke and Stamhuis (2014).

3.4.3 Coordinate transformation, phase detection, and decomposition

The instantaneous PIV velocity fields were mapped from a Cartesian coordinate
system (x,z) to a flat surface coordinate system (x,C) by defining a vertical coordinate
C that follows the wavy surface

C=z- ﬂ(x/ t) 3.1)

where 7 is the surface elevation at time ¢ in the plane of measurement.

Since a single PIV image may display only a fraction of the dominant wavelength,
wave phases were estimated by applying Hilbert transforms to two time series of
the water surface elevation, taken from the first (resp. last) 10 pixels (1.3 mm) on
the upwind (resp. downwind) edge of the PIV field of view. Subsequent linear
interpolation provided phase information for the entire PIV image, and allowed for
wave-phase conditional averaging in 18 phase bins.

An instantaneous quantity, say gi,s¢, near the wavy interface can be decomposed
into a phase-averaged component (g), which is the sum of a phase-independent mean
g and a wave-coherent part 4, and a turbulent perturbation ¢/, (Buckley and Veron,
2016)

= q + q + qzl'nst’ (32)
where the subscript inst stands for instantaneous. The instantaneous velocity fields

obtained from the PIV analysis are decomposed accordingly to obtain wave-coherent
horizontal and vertical velocities.
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3.4.4 Experimental conditions

The measurements show a range of conditions, on average we find in a time interval
of 105 s a wind speed at 10 m height Ujg = 5.69 m/s and waves with an average
amplitude a = 7.04 cm, significant wave height H; = 19.92 cm, and wavelength
A =5.53 m, giving a small slope ak, = 0.08 with the peak wavenumber k,. The mean
water depth D was 4.1 m, such that D/ Ap ~ 0.74. More details on the experimental
conditions are given in table 3.1.

A frequency analysis of the water surface elevation time series, measured by the
ultrasonic altimeter, delivers an apparent (measured) peak frequency of f,, = 0.55Hz.
We note that the water surface elevations measured directly on the PIV images confirm
this result (see the power spectral density (PSD) plots, figure 3.6).

The measured peak frequencies are Doppler shifted by the wind-induced drift 14
(Stewart and Joy, 1974; Smeltzer et al., 2019), following

27 fn = 0 + kug = k(c + ug) (3.3)

where o denotes the intrinsic radial wave frequency. Using cross-spectral analysis
on two adjacent optical wave gauge signals, the wind drift was estimated to be
ug =0.09 +£1.19 m/s and 1.6 % of Uyg (Buckley et al., 2020; Tenhaus et al., 2024).

The peak wave age was found to be ¢, /u. = 14.16 (c, /U1 = 0.52), where c, is the
peak wave speed and u, the friction velocity. This indicates a growing, wind-driven
sea state (Sullivan and McWilliams, 2010).

The water in the Odra Lagoon is mainly a mixture of Baltic Sea and Odra River
water (Pein and Staneva, 2024), and is less salty than open ocean water, with a
measured density of p;, = 1001.70 kg/m?3. Surfactants dampen the waves and affect
the higher frequency components (tail) in the PSD. Nevertheless, we assume that our
measurements are close to the reality in the open ocean, as we observe an airflow
structure coupled to the waves.

3.5 Results and Discussion

3.5.1 Instantaneous 2D velocity fields

Instantaneous horizontal u and vertical w velocity fields resulting from the PIV
analysis of one image pair as described above, are shown in figure 3.1. The airflow
velocity fields are overlayed on the raw (stitched) PIV image. The water surface
structure, including small capillary waves, is visible thanks to refracted laser light
(Liu and Duncan, 2003; Buckley and Veron, 2016). We note that only a fraction
of this wave (with a wavelength ~ 8.91 m) is captured by the PIV imaging system.
Nonetheless, the horizontal velocity field shows a sheltering event past the wave crest,
characterized by sharp decrease in the airflow velocity just downwind of the crest,
near the surface. The vertical velocity field displays more spatial variability than the
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horizontal one, with regions of upward and downward motions, in agreement with
past (laboratory) observations (Buckley and Veron, 2016).

For a more complete overview of the airflow kinematics above an entire wave, 14
consecutive velocity fields are displayed side by side in figure 3.2, corresponding to
1's of imaging. Time decreases from left to right, and wind and waves move from left
to right. The horizontal wind speed is higher at the crest and lower on the windward
and leeward sides of the wave. This indicates a boundary layer thinning on the crest
and thickening upwind and downwind of it (Belcher and Hunt, 1998). We assume
that there is a wake effect on the windward side, and that this is not the result of a
sheltering event behind the following wave crest, because we observe an increase
in surface speed between the two crests (not shown here). Since the measurements
were taken for an intermediate wave age, we believe that this is a realistic event. For
younger waves we would expect sheltering downwind of the crest, and for older
waves the trend is reversed (Buckley and Veron, 2016). Here we observe both.

Figure 3.2: 14 snapshots of instantaneous 2D PIV a horizontal 1 and b vertical w airflow velocity fields,
acquired over a 1 s time interval.

3.5.2 Phase-averaged velocities

Figure 3.3 shows the PIV phase-averaged wave-coherent velocities in a fixed frame of
reference, obtained after subtracting the mean velocities from the phase-averaged
velocities. We observe an alternating positive-negative pattern in the wave-coherent
horizontal velocity field i, with increased velocities on the windward side and at
wave crests, and a velocity reduction on the leeward side and at troughs. The dashed
line indicates the height of the critical layer, defined as (u(z.)) = cp.

The pattern of the wave-coherent vertical velocity @, unlike i, is not tilted
downwind and remains vertical with height. It shows phase-locked characteristics:
the air moves upward on positive wave slopes and downward on negative slopes.
Within the critical layer the pattern is reversed, the air is forced upward on negative
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wave slopes and downward on positive slopes, these motions are coherent with a
forcing from underwater and following the wave orbitals.

Theory
Observation
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Figure 3.3: Phase-averaged wave-coherent a horizontal ii and b vertical @ velocity fields (105 s interval,
18 phase ¢ bins). ¢ Amplitude and d phase of the vertical velocity eigenfunction @(C).
Dashed line indicates critical layer.

3.5.3 Comparison with recent studies and linear theory

The contours of the wave-coherent velocity fields are in good qualitative agreement
with the DNS simulation results of Sullivan et al. (2000), albeit for younger waves
(c/u. = 7.8) but with a similar slope (ak = 0.1), as well as the laboratory measurements
of Buckley and Veron (2016), Buckley and Veron (2017), and Buckley and Veron (2019).
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The latter were compared to linear theory by Carpenter et al. (2022), for c¢/u. = 6.3
and ak = 0.07, and found to be in good agreement.
In figure 3.3 the observed vertical eigenfunction, computed through the phase

average by w(C) = fozn @(¢p, 0)e™?d¢ /7, is compared with the prediction of linear
theory. The linear result is found by solving the linear stability problem for the
air-side, described by the Rayleigh equation

" — (k2 + uu_ C) =0 (3.4)

coupled to a water surface boundary condition (the numerical method used follows
Bonfils et al. (2023)). Here we denote the complex wave speed by ¢, using the
measured mean wind profile U and the (peak) wavenumber k as input. We find that
the shape and phase of the vertical velocity eigenfunction show partial agreement
with Miles (1957) linear theory. Notably, the observed eigenfunction exhibits a
rapid phase change at the critical height. However, the amplitude has a bump in
it (at C = 0.2 m) that is unaccounted for in the linear result, and at this height the
wave-coherent momentum flux is high (not shown here). In the laboratory, Carpenter
et al. (2022) found a phase shift of the vertical wave-coherent velocity of 140° for a
wave age of c/u. = 6.3 that was in close agreement with the linear prediction. Over
the open ocean Hristov et al. (2003) observed a phase shift of 135° (resp. 90°) for
c/u. =12 (resp. 19). We estimated 160-180° for ¢, /u. = 14.16.

The phase shift in @(C) across the critical layer, which is optimal at 71/2, leads to
wave-coherent pressure forcing, resulting in energy transfer from wind to wave. The
linear theory result above gives a dimensionless wave growth rate of 1 = 5.2-10~* by

By = pi “ 7 Im {Zk /0 we‘kc%?(odC}, (3.5)

where the subscript 0 represents the air-water interface, which is within the ob-
servations compiled by Komen et al. (1994), plotted in figure 3.4. However, these
observations show considerable scatter of approximately one order of magnitude at
these wave ages.

According to Buckley et al. (2020) and similar to Plant (1982), the dimensionless
wave growth rate can also be written as

By = dn———~ —— —8nRe ™! (3.6)

with the Reynolds number Re = ¢/(v, k) and expressing that the wave slope, wave
age, and wave-coherent momentum flux 7, are all essential components of the wave
growth process. Using the maximum value of the wave-coherent momentum flux as
input, we find f2 = 1.04 - 1073, which agrees well with the Komen et al. (1994) curve.
We conclude that the departures from linear theory observed in the vertical velocity
eigenfunction may have an influence on the wave growth.



3.6 Summary and Conclusions 23

Finally, we use the pressure reconstruction method described in Funke et al. (2021).
The pressure p is reconstructed from the 2D phase-averaged wave-coherent velocity
tields (figure 3.3, panels a and b), shown in figure 3.9. The pressure reconstruction
of the phase-averaged velocity field assumes a periodic, sinusoidal water surface at
the peak wavenumber with negligible velocity gradients above the PIV field of view.
Viscous terms in the reconstruction have been neglected since they are expected to be
small. A growth rate can be formulated based on the pressure of the airflow on the
water surface (po) and the work it performs. This is given by

B3z =— 2 wo — U 8_17 (3.7)
3= Dwgd? Po{wo—=to=-) 1, :
and found to be B3 = 3.6 - 1073. This result is close to the linear theory prediction.

100 L
10 E
Q.
10-2 L
10-3 L
® Momentum budget
Linear theory
— Pressure reconstruction
10 —
1072 107 10° 10"

Ui/ cp

Figure 3.4: Dimensionless growth rate f8 for three methods is plotted onto the observations compiled
by Komen et al. (1994).

3.6 Summary and Conclusions

Novel high-resolution in-situ airflow measurements over surface waves using PIV
were conducted in the Odra Lagoon. In the instantaneous 2D velocity fields, we
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observed sheltering events downwind of sharp wave crests. After averaging all
instantaneous snapshots over one wave phase, we directly found, for the first time
in the field, a critical layer where the wind speed equals the wave speed and the
wave-coherent vertical velocity is phase shifted. The phase shift was compared
with linear theory and showed some agreement with Miles (1957) wave growth
mechanism. In addition, the dimensionless wave growth rate was estimated using
three different methods and showed general consistency with previous observations.
To our understanding, there must be a pressure difference to make the waves grow,
the mechanism causing this asymmetry is still unclear, but it is not just Miles (1957).

Therefore, future work needs to look at different scenarios, since it is difficult to
set the experimental conditions in the field, we will use two-phase flow simulations
(Loft et al., 2023).

3.7 Supplementary Material

3.7.1 Detailed experimental conditions

Figure 3.5 shows the time series of wind speeds from the instruments, shown in
figure 3.1 and described in subsection 3.4.1, for a 2 h period. On average, the velocity
magnitudes increase with height. The two lowest anemometers, WindMaster2 and
CSAT, show large fluctuations because they are most affected by the waves. Over the
2 h period, we observe a very minimal trend in the mean wind speed, suggesting
that the wave field at the time and location of the measurements is fetch limited.
During the processed PIV interval of 105 s, the running average of the wind speed
is relatively constant. The mean wind speeds are measured by MaxiMet (10.5 m)
5.71 m/s, WindMaster1 (9.8 m) 5.71 m/s, CSAT (4.3 m) 4.88 m /s, and WindMaster2
(1.2 m) 1.95 m/s. Note that the lowest anemometer (WindMaster2) is not considered
in the following as it is assumed to be in the wake of the pile for this wind direction.

A comparison of the PSD estimates of the water surface elevation time series for
the 105 s period, measured with the ultrasonic altimeter (Toughsonic) and with the
PIV images using the surface detection as a wave gauge, is shown in figure 3.6. These
show a good agreement. They both have the same peak frequency f, = 0.55 Hz.
The tails of the frequency spectra follow the well-known f~*-shape, that was first
proposed by Toba (1973). This shows the good ability of the PIV images to serve as
an optical wave gauge, with additional local water surface slope information (not
shown here).

Table 3.1 provides the experimental conditions for the 105 s period.

3.7.2 Neutral wind speed, friction velocity, and roughness length

The air (from the MaxiMet weather station) and water (from FerryBox) temperatures
during the day of the processed PIV interval are shown in figure 3.7. Due to technical
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Figure 3.5: Wind speeds during a 2 h time interval from instruments mounted at different heights.
Black dashed line is the linear trend of MaxiMet. Black vertical lines indicate the processed
PIV interval.

issues, the water temperature measurements were stopped approximately three hours
before the PIV acquisition. However, while the air temperature fluctuates during
the day, the water temperature is relatively constant. Therefore, despite the lack
of data, we assume that the water temperature remains constant during the PIV
measurements.

Since there was a temperature difference between air (mean of 7.61°C during
the 105 s PIV period) and water (mean of 9.33°C during the day), a neutral 10-m
extrapolated velocity Un19 = 5.91 m/s was estimated for the 105 s PIV period using
the COARE algorithm by Fairall et al. (2003) with the MaxiMet data, which is only

Table 3.1: Experimental conditions. The measured, apparent peak frequency f, was obtained from
the optical wave gauge frequency spectra. The intrinsic wave speed c, and the wind drift 1,
were extracted by cross-spectral analysis on two adjacent wave gauges. The wavelength A,
and wavenumber k, were derived by applying linear wave theory to f, and c,. The wave
amplitude a was computed from the measured water surface elevation time series with
a = V2a,,s. The wind speed at 10 m height Ujo and the friction velocity u. were calculated
from the MaxiMet data using the COARE algorithm by Fairall et al. (2003).

Uip Us fr Cp Ug Ap a akp Cp / u. cp/Uig
m/s cn/s Hz m/s m/s m cm -
569 2075 055 294 0.09 553 7.04 0.08 14.16 0.52
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Figure 3.6: PSD estimates of water surface elevation time series measured with the ultrasonic altimeter
(ToughSonic) and PIV images.

slightly higher than the non-neutral Ujgp = 5.69 m/s given in table 3.1 and was
therefore neglected during processing. In addition, the friction velocity u. and
roughness length zp are important parameters to describe the airflow. Table 3.2
lists the results of different methods using a log-fit between two instruments or the
COARE algorithm by Fairall et al. (2003) with input of wind speed and height for each
anemometer, for the 105 s of sampling. The discrepancy in u. is a result of convection
due to non-neutral conditions, which is not accounted for by the log-fit method. In
addition, the CSAT at 4.3 m height is assumed to be in the wave boundary layer.

Table 3.2: Neutral velocity Unip at 10 m height compared to the extrapolated velocity Uy from
measurements for a 105 s period. The friction velocity u. and roughness length zg are given
using different methods.

Un1o Ujp Uy Z(
m/s m/s cm/s mm
log-fit CSAT MaxiMet - 5.67 3782 0.2
log-fit CSAT WindMaster1 - 5.72 40.57 0.03
COARE MaxiMet 591 5.69 20.63 0.09

COARE WindMaster1 593 571 20.69 0.09
COARE CSAT 534 510 1842 0.08
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Figure 3.7: Air and water temperatures measured using a MaxiMet and a FerryBox, respectively,
during a day. Black lines indicate the processed PIV interval.

3.7.3 Phase-averaged velocities

Figure 3.8 shows the PIV phase-averaged horizontal and vertical velocities in a fixed
frame of reference. The horizontal velocity is higher with increasing height above
the water surface. A fit of the mean horizontal profile shown in panel b is used in
equations 3.4 and 3.5. The phase-averaged (w) and wave-coherent @ vertical velocities
should be equal assuming that the waves are aligned with the mean wind direction
and that the sampling time is sufficiently long, but we find that the mean vertical
velocity @ is not zero and overall negative. Using the Stokes number (calculated in
subsection 3.4.2), we can assume that the fog tracer particles follow the airflow well
and do not fall down. Since the mean is subtracted from the phase-averaged field,
the pattern of the wave-coherent velocity field is assumed to be correct.

Note that the laser sheet was remotely rotated into the wind direction, so we
cannot rule out the possibility that it was not perfectly aligned. This would result in a
non-zero spanwise velocity component, not captured by the planar 2D PIV technique
developed for this study.

3.7.4 Pressure reconstruction

Figure 3.9 shows the pressure field obtained using the pressure reconstruction method
recently developed by Funke et al. (2021), on the 2D phase-averaged velocity fields.
The pressure field is nearly in phase with the water surface elevation, but with a
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Figure 3.8: a Phase-averaged horizontal velocity field, b mean horizontal velocity, ¢ phase-averaged
vertical velocity field, and d mean vertical velocity (105 s interval, 18 phase ¢ bins). Dashed
line indicates critical layer.

very slight downwind phase shift, which is favorable to wave growth. The peak
wavelength is used to convert wave phases to a spatial scale.

3.7.5 Comparison to model

Figure 3.10 compares the Cahn-Hilliard Volume-of-Fluid (CH-VoF) model from
Loft et al. (2023) for the horizontal wave-coherent velocity and the wave-coherent
stress with the PIV measurements. The model shows the same patterns as the
measurements, but with different magnitudes.
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Figure 3.9: Phase-averaged pressure field plotted above the peak wavelength.
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Figure 3.10: Results of CH-VoF model (a,c) and PIV measurements (b,d). a,b Normalized wave-
coherent horizontal velocity. ¢,d Normalized wave-coherent stress.
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Key Points

* Instantaneous velocity and vorticity fields are resolved within the first millime-
ters above and below laboratory wind waves

* Phase-averaged viscous stresses on both sides of the interface show strong
along-wave modulations, with less asymmetry on the water side than on the
air side

* In the event of airflow separation, the viscous stress sporadically drops to
negative values and the turbulent stress is increased

4.1 Abstract

B

The influence of wind stress, wind drift, and wind wave (microscale) breaking
on the coupled air-sea boundary layer is poorly understood. We performed high-
resolution planar and stereo velocity measurements within the first micrometers
to centimeters above and below surface gravity waves at the University of Miami’s
SUSTAIN air-sea interaction facility. A particle image velocimetry (PIV) system was
adapted and installed in the large (18 m long, 6 m wide) wind-wave tunnel at a
fetch of approximately 10 m. In addition, wave field properties were captured by
laser-induced fluorescence (LIF). Experiments were conducted with wind waves and
wind over mechanically generated swell. In this work, we focus on rather smooth,
young, wind-generated waves. We present instantaneous velocity and vorticity fields
above and below the air-water interface for the same wind-wave conditions. Both
instantaneous and phase-averaged fields show strong along-wave modulations in
viscous stress. For steeper waves, we observe airflow separation and increased
negative turbulent stress below crests, accompanied by sporadic drops in viscous
stress below zero. We describe the wave-induced modulations of the airflow structure
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as well as the wind-induced water dynamics, and discuss the importance of the
viscous stress for the total momentum budget.

4.2 Introduction

Momentum and mechanical energy exchanges across the air-sea interface are in-
fluenced by near-surface dynamics, including those within the coupled air-water
viscous sublayers. The detailed structure of viscous stress and specifically its role
in the development of waves and surface currents are not fully understood, due to
the technically challenging nature of detailed observations in the presence of wind
waves. Airflow separation and wave breaking events play an important role for the
momentum flux between the atmosphere and the ocean (Sullivan and McWilliams,
2010), as they dramatically modify the structure of the wind stress, above (Buckley and
Veron, 2019) and below the air-water interface. The coupling mechanisms between
wind stress, wind drift, and wind wave (microscale) breaking have been a topic of
interest for decades.

Banner and Phillips (1974) and Phillips and Banner (1974) argued theoretically
and experimentally that incipient breaking is characterized by the occurrence of
stagnation points at wave crests, while surface wind drift reduces the maximum wave
height and wave orbital velocity that can be attained before breaking. Later, Banner
and Melville (1976) investigated the air side and concluded that airflow separation
requires a stagnation point corresponding to the onset of wave breaking. A numerical
model by Gent and Taylor (1977) supported the theory that airflow separation occurs
only in conjunction with wave breaking.

The roles of viscous stress and form drag for wave growth and the momentum flux
into surface currents have also been the focus of a number of experimental studies.
Using hydrogen bubbles as flow tracers, Okuda et al. (1977) found that the shear
stress is the dominant momentum flux mechanism in very short, strongly forced
wind-wave conditions. Two decades later, Peirson (1997) and Banner and Peirson
(1998) used the technological advancement of particle image velocimetry (PIV) to
estimate the water-side tangential stress of wind-forced microscale breaking waves.
They found that the contribution of tangential stress to the total stress decreases as
waves develop and grow steeper.

Most recent experimental studies have examined either the water or the air side.
On the water side, for example, Melville et al. (2002) studied the velocity field
under laboratory breaking waves using water-side PIV measurements and found
that breaking generates at least one coherent vortex. Siddiqui and Loewen (2007)
and Siddiqui and Loewen (2010) showed that turbulence is most intense under the
crests of microscale breaking waves and coherent structures were observed. Savelyev
et al. (2020) found the effect of increasing wave steepness on turbulent kinetic energy
(TKE) to be negative at higher wind speeds and interpreted this as an effect of airflow
separation.
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Using air-side PIV measurements above wind-generated waves, Veron et al. (2007)
observed a separation of the viscous sublayer from the surface past the wave crest,
leading to a drop of viscous stress and near surface velocity. Grare et al. (2013b)
conducted single point airflow velocity measurements using a hot wire anemometer
above wind waves and found that substantial levels of viscous stress persist at
moderate wind speeds. Airflow velocity measurements 100 pm above the air-water
interface using combined PIV and laser-induced fluorescence (LIF) for mechanically
and wind-generated waves by Buckley and Veron (2019) and Buckley et al. (2020)
revealed that airflow separation past young wave crests increases the average intensity
of the turbulence, while airflow separation is rare for low wind speeds and small
slopes. Airflow separation events are accompanied by a dramatic drop in tangential
viscous stress past wave crests. They concluded that viscous stress (resp. form drag)
dominates at low (resp. high) wave slopes.

Simultaneous PIV measurements on both sides of the interface for breaking waves
in the absence of wind were performed by Belden and Techet (2011) and showed
the steadily increasing vorticity throughout the breaking process. André and Bardet
(2015) conducted air-water PIV measurements in a canonical flow and showed that
the shear at the interface is continuous.

In order to investigate the aforementioned longstanding questions on the coupling
of the air-water viscous and turbulent boundary layers above and below the wavy
interface, a novel air and water PIV /LIF measurement system was developed. The
system was able to sequentially capture the dynamics of the air and water flow
micrometers to centimeters above and below wind-generated surface waves using
2D /stereo P1IV, as well as the evolution of the air-water interface using LIF. Importantly,
the combination of a large-field-of-view, surface-detecting LIF system with a high-
resolution PIV imaging of the air or water flow makes it possible to identify the
influence of the position of individual waves within wind wave groups on the
dynamical coupling between the air and the water.

4.3 Experimental Methods

4.3.1 Experimental set-up

The experiments presented here were developed and conducted at the Alfred C.
Glassell, Jr. SUSTAIN (SUrge-STructure-Atmosphere INteraction) Laboratory at the
Rosenstiel School of Marine and Atmospheric Science, University of Miami. The
wind-wave tank is 18 m long, 6 m wide, and 2 m high. The PIV and LIF set-ups,
shown in figure 4.1, were installed at a fetch of 10 m and measured wind and wave
dynamics inside the tank at a distance of 0.8 m from the side wall. The tank was
filled with fresh water with a constant mean depth of D = 0.7 m. Mechanical waves
were generated by a piston-type wavemaker consisting of 12 paddles. Winds were
generated by SUSTAIN's large axial fan. Waves were absorbed at the downwind end
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by an energy-dissipating beach to eliminate reflections.

4.3.2 Air-side 2D PIV measurements

A planar PIV system was developed to measure along-tank 2D airflow velocity fields
above surface waves. The airflow was seeded with fog droplets (diameter 12 pm)
generated by pumping fresh water with a commercial-grade pressure washer (RYOBI
2700 PSI electric pressure washer) located above the tank, through 26 fog nozzles
(AFT ECO 0.20 mm UNC) arranged in 4 rows (about 1 m wide, 0.6 m high). A
pressure regulation system was developed and fitted to the pressure washer, allowing
the pressure to remain at a constant value of 80 bar. The fog generating system was
mounted close to the water surface at a fetch of 5 m. Two 6 MP CCD cameras (Dantec
Dynamics FlowSense EO 6M-25, 2208x2756 pixels) were vertically stacked on top
of one another. The cameras were slightly tilted downward (bottom ~ 7°, top ~ 9°).
The bottom camera was fitted with a 105 mm lens (Sigma 105 mm F2.8), the top
one with a 90 mm lens (Elicar Super Macro V-HQ 90 mm F2.5). The particles were
illuminated by a green light sheet oriented in the along-wind direction, generated
by a Nd:Yag laser flashing from above the tank (Litron Nano L 135 m] - 15 Hz P1V,
532 nm wavelength) and equipped with sheet-generating optics. PIV image pairs
were sampled at a frequency of 12 Hz, and accessed via Dantec DynamicStudio 6.7
before being processed in DynamicStudio and MATLAB. PIV images were processed
with final interrogation windows of 8x8 pixels, resulting in a velocity field of 275x343
vectors per pair. The fog particles are expected to closely follow the airflow streamlines,
with a Stokes number St = 1, /T < 1, a particle relaxation time of 7p = 0.4 ms, and
an estimated Kolmogorov time scale 7, that is 30 times larger in the bulk flow at the
height of one wavelength.

4.3.3 Water-side 2D and stereo PIV measurements

Three 6 MP CCD cameras (Dantec Dynamics FlowSense EO 6M-25, 2756x2208 pixels)
were mounted side-by-side on a Scheimpflug camera mount to measure along-tank
2D velocity fields below surface waves as well as the cross-tank velocity component.
The two outer cameras were used for stereo PIV imaging, while the middle camera
was used for planar PIV measurements. All three cameras were equipped with
50 mm lenses (Zeiss 50 mm f/1.4), bandpass green filters (Kentek ACRX-IR3B, with
0.73 optical density (OD) at 532 nm) to filter out all wavelengths except that of the PIV
laser, and were slightly tilted upward (~ 5°). The water was seeded with polyamide
particles (Orgasol, diameter 10 pm) and illuminated by a second laser (Litron Nano L
145 m] - 15 Hz PIV, 532 nm wavelength) flashing from below the tank. Water-side
PIV image pairs were sampled at a frequency of 10 Hz and processed with final
interrogation windows of 8x8 pixels, resulting in a velocity field of 317x266 vectors
per pair for stereo PIV.
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Figure 4.1: a Experimental set-up of air-side PIV at a fetch of 10 m, turbulent structures in the fog
are visible. b Sketch of experimental set-up: side view (left), top view of water-side PIV

(right).
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4.3.4 LIF measurements

Wave field properties were captured by LIF simultaneously with the PIV. For this
purpose, Rhodamine dye WT was added to the water. One 12 MP CMOS camera (IO
Industries Victorem 120B68, 4112x3008 pixels) was mounted above the air-side PIV
cameras and tilted downward (~ 19°). The camera was fitted with a 24 mm lens (Canon
macro 0.16m/0.52ft) and an amber acrylic bandpass optical filter (LASERVISION
PINO1, with OD5+ at 532-535 nm) to make the green-light reflecting fog particles
invisible to the camera. The images were transferred to hard drives via IO Industries
digital video recorders (DVR Express Core 2) and accessed by Streams 7 software (10
Industries) before being processed in MATLAB.

4.3.5 Experimental procedure

Air-side and water-side experiments were performed successively for the same wind-
wave conditions. Experiments were conducted with wind waves and wind over
mechanically generated swell. The wind blower and wave maker were controlled
by a separate PC (LabVIEW and HR Wallingford software). All cameras and lasers
were synchronized and triggered by a Dantec Dynamics Synchronizer. The time
between pulses for each PIV image pair was set individually for each run (8-32 runs
per experimental condition), varying between 80 (air-side) and 20000 ps (water-side).
For the air-side measurements, the PIV and LIF cameras sampled at a frequency of
12 Hz, resulting in 500 consecutive images, and for the water-side measurements, the
cameras sampled at 10 Hz, resulting in 300 consecutive images. Raw PIV and LIF
images are shown in figure 4.2.

atResolution: 38 pum/px b t[Resolution: 45 Um/px

=010 m
=0.10 m
= 0.40 m

~0.08m ‘ ~012m > ~048m

Figure 4.2: a Raw air-side PIV, b water-side PIV, and c air-side LIF images. Particles in air (a) and
water (b) are visible.

4.3.6 Experimental conditions

In this work, we focus on a single set of experimental conditions with young, short,
wind-generated gravity capillary waves and neutral conditions with air and water
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temperatures of 23°C. Results are shown from a 15 s run for the air-side PIV, and a
30 s run for the water side (i.e., 180 image pairs for the air side and 300 for the water
side). We use a larger time interval for the water side because a portion of the images
were discarded due to occasional shadowing of the region under wave crests.

Thanks to the relatively large field of view of the LIF measurements and the
short wind-wave wavelengths, the wavenumber spectra shown in figure 4.3 could be
directly computed from a series of spatial snapshots of the water surface. We observe
a good agreement between the wavenumber spectra of the two experiments. The
observed differences may be attributed to the effect of the fog tracer particles in one
case, and their absence in the other. At the peak wavenumber, the relative difference
in the power spectral density (PSD) is approximately 15 %. We estimate that this
difference is minimal and supports the assumption that the two experiments can be
considered to have very similar wind-wave conditions. In addition, the frequency
spectra are shown to compare the air-side and water-side measurements (panel b).
These were obtained by extracting the time series of the water surface elevation from a
fixed along-tank location (x = const) within the LIF snapshots. We note here that the
sampling frequencies (10 and 12 Hz for the water-side and air-side runs, respectively)
are slightly too small to obtain comparable spectral distributions. This explains the
mismatch in the energy density at the peak. However, with a peak around 4.5 Hz,
these sampling rates are likely sufficient for a reliable estimate of the peak frequency.
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Figure 4.3: PSD estimates of water surface elevations computed from LIF. a Wavenumber spectra
b Frequency spectra. Solid lines represent air-side measurements, while dashed lines
represent the water-side.
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The measured peak frequencies are Doppler shifted by the wind-induced drift 14
(Stewart and Joy, 1974; Smeltzer et al., 2019; Buckley et al., 2020)

wm =0+ kug = k(c + uy). 4.1)

The approach to calculate the intrinsic wave speed ¢ was as follows: 1. Use the

dispersion relation o = +/(g + vk2/p)k tanh(kD), considering the air-water surface
tension y, with the peak wavenumber k, from the wavenumber spectrum to calculate
the intrinsic wave frequency o, 2. Calculate the measured apparent wave frequency
wm = 27 fi, with the peak frequency f, from the frequency spectrum, 3. Calculate
the wind drift uy = (w, — 0)/k, 4. Calculate the intrinsic wave speed either directly
or with ¢ = ¢;;; — u4 using cross-correlation on the LIF fields to obtain the measured
apparent wave speed c,,. The wind drift was estimated to be 1z = 0.06 m/s, i.e., 0.8 %
of Ujo, and the intrinsic wave speed was directly estimated to be ¢, = 0.40 m/s. By
applying a cross-correlation to the LIF fields, we obtain ¢, = 0.38 m/s. These results
further demonstrate the versatility of LIF measurements. We note that the calculated
wind drift velocity broadly matches the value of the water-side PIV horizontal velocity
profile at the surface (not explicitly shown here).

Table 4.1 provides a list of the experimental conditions. The mean wind profile
U(z) follows the law of the wall with a viscous sublayer, buffer, and logarithmic layers
(e.g., Kundu and Cohen, 2008). The friction velocity u. was calculated by fitting the
logarithmic part of the air-side PIV profile with

Us ZU, Us z
U(Z) = ? In (7) + const = ? In (Z—O) (42)

where « is the von Kdrmidn constant, v is the kinematic viscosity, and zg is the roughness
length. The mean air velocity at 10 m height Ujp was obtained by extrapolating
the profile. The airflow was found to be aerodynamically smooth to transitional

according to Kitaigorodskii and Donelan (1984) with a roughness Reynolds number
of Re; = u.zg/v =0.11.

Table 4.1: Experimental conditions. The mean air velocity at 10 m height Uy, the friction velocity u.,
and the roughness length zj were calculated by fitting the logarithmic part of the air-side
PIV profile. The peak wavenumber k, and apparent peak frequency f, were obtained
from the optical wave gauge spectra. The intrinsic wave speed ¢, and the wind drift u,
were extracted using equation 4.1. The wavelength A, was derived by applying linear
wave theory to k,. The wave amplitude a was computed from the measured water surface

elevation time series with a2 = V2a,,;5. Note that the air-side and water-side parameters are
similar.

Uy U 20 ky fr Cp ug Ay a ak, cp/Uw cp/u.
m/s m/s mm 1/m Hz m/s m/s m mm - - -

720 021 0.01 61.62 450 040 0.05 010 190 0.12 0.06 1.92
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4.4 Results and Discussion

4.4.1 Instantaneous 2D velocity and vorticity fields

The instantaneous horizontal u, vertical w velocity, and vorticity w = —dw/dx +du /dz
fields resulting from PIV analysis of one image pair for the air (bottom camera) and
water (middle camera) sides are shown in figure 4.4. Using the larger field of view of
the LIF measurements, local wave properties such as wave steepness or crest speed
could be obtained (see caption of figure 4.4), which are higher than the peak values
in both cases (see table 4.1). In the air, the horizontal velocity drops dramatically to
near zero values downwind of the wave crest. The vertical velocity is rather positive
(upward) upwind of the crest, with a negative patch (downward velocity) downwind
of the crest. The spanwise vorticity field shows a layer of high vorticity (defined as
positive in the clockwise direction) that detaches from the surface past the crest of
the wave. This detached vorticity layer indicates airflow separation (Buckley et al.,
2020). These air-side observations are in general agreement with previous laboratory
measurements from Buckley and Veron (2016) and Buckley and Veron (2017), and
more recently from Do et al. (2024) and Abu Rowin et al. (2024). In the water, the
wave-induced orbital motions dominate near the surface and decay with increasing
water depth. Note that the velocity magnitudes are larger in the air than in the water,
as expected for such strongly forced young wind waves.

4.4.2 Triple decomposition of instantaneous velocity fields

An instantaneous quantity g;,s: (e.g., the horizontal and vertical velocities) near the
wavy air-water interface can be decomposed into a phase-averaged quantity (g),
which is the sum of a phase-independent mean § and a wave-coherent part j, and a
turbulent perturbation g} (e.g., Buckley and Veron, 2016)

Ginst = {q)+
= q + q + q;nst' (4'3)

The instantaneous PIV velocity fields were transformed and interpolated from a
Cartesian coordinate system (x,z) to a flat surface coordinate system (x,() by defining
a vertical coordinate C that follows the wavy surface

C=z- T](x/ t) (4.4)

where 7 is the surface elevation at time t and the horizontal coordinate x is kept.
Wave phase detection was performed on the PIV surface elevation using Hilbert
transforms (Buckley and Veron, 2017). Since the surface detection must be very
accurate for the calculation of viscous stresses, the surface for the air side was
determined manually, while we used LIF to automatically detect the surface for
the water side, where visual detection of the interface on the PIV images was more
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Figure 4.4: Examples of instantaneous horizontal u (a,d), vertical w (b,e) velocity, and vorticity w (c,f)
fields for the air (a-c) and water (d-f) sides. Local wave properties (with wave height H
and zero-crossing wavelength L): air-side (H/L), = 0.07 and ¢, = 0.47 m/s, water-side
(H/L)y =0.05 and ¢y, = 0.45 m/s. The wind blows from left to right.

difficult. Surface detection on the LIF images was automated by developing and
using an edge detection algorithm based on grayscale intensity gradients within the
image.

Figure 4.5 shows an example of the decomposition of the horizontal velocity
in the air. The phase-averaged velocity fields (panels a and b) show a clear (on
average non-separated) sheltering pattern, or positive asymmetry, in accordance with
previous work (Belcher and Hunt, 1998; Buckley and Veron, 2016). The instantaneous
airflow is separated behind the wave crest, causing a large reduction in velocity
that results in a negative turbulent velocity u’ behind the wave crest. A positive
velocity perturbation is observed along the upwind face of the wave. This result is in
qualitative agreement with Buckley and Veron (2019).

4.4.3 Viscous stresses at the air-water interface

The total momentum flux 7y is partitioned at the air-water interface between tangential
stress (skin friction drag) and normal stress (form drag). The stress is continuous across
the air-sea boundary layer and momentum is conserved in both fluids (p,u2, = pwu?,,)
(Pizzo et al., 2021).



42 4 Viscous and Turbulent Stress Measurements

—~
n

~
g

(u) (

z (cm)

Figure 4.5: Example of a triple decomposed instantaneous horizontal velocity field. a Phase-averaged
(1), b wave-coherent ii, and ¢ turbulent u” horizontal velocities. The wind blows from left
to right.

We define the surface tangential viscous stress 7, as

ou ‘9—“’) (4.5)

Tv:(u(a_c"-&x

where p is the dynamic viscosity of air or water. The thickness of the viscous sublayer
in both fluids can be estimated using (Phillips, 1977; Kundu and Cohen, 2008)

z* = ”;Z =5-10 (4.6)

where v is the kinematic viscosity which gives a maximum viscous layer thickness
of z, , = 740 pm for the air side and z, , ~ 1227 ym for the water side. Due to
the limitations of the PIV interrogation area, the viscous stress is calculated in the
following by averaging the first three points, i.e., 912 pm above and 1080 pm below
the surface.

Figure 4.6 shows two waves of different steepness within one wave group. The
steeper wave causes the airflow to separate behind the wave crest and shows a
dramatic drop in viscous stress down to negative values, while the following less
steep wave shows non-airflow separating behavior, with a drop in surface viscous
stress that is less significant for both the air and water sides.
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Figure 4.6: Viscous stresses within a wave group for successive steeper (1 & 3 with ak, = 0.2198 &
aky, =0.1509) and less steep (2 & 4 with ak, = 0.1453 & ak,, = 0.1459) waves. Raw LIF
images (a,d), horizontal velocities (b,e), viscous stresses (c,f). The wind blows from left to
right.
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Following the same procedure as for the velocity fields, the viscous stresses for
the air and water sides were averaged with respect to wave phase using 48 phase bins
(figure 4.7, panel a). The air-side viscous stress normalized by the total stress has a
maximum at the wave crest and a minimum downwind of it, and remains positive for
all wave phases. The viscous stress profile shows a strong vertical asymmetry, likely
caused by the sheltering (on average non-separated) of the airflow past the wave
crests. Similar to the air side, the water viscous stress has a maximum in the vicinity
of the wave crest, but with a very slight downwind shift. The water-side along-wave
stress profile is rather symmetrical when compared to the air-side one. In panel b of
tigure 4.7, we show the standard deviation of the viscous stress measurements for
each phase bin. On the air side, we observe a significant increase (up to a factor of
2) in air-side viscous stress variability past the wave crest. We attribute this to the
frequent separated and non-separated sheltering events past wave crests, whereby
the viscous sublayer either thickens or detaches from the surface. On the water side,
the standard deviation is highest at the crest which is in strong contrast with the
air-side measurement. This is likely due to the frequent occurrence of microscale
breaking events, which are accompanied by intense turbulence just below the crest
(see for example Siddiqui and Loewen (2007)). We find a mean viscous stress of
Ty o = 0.045 Pa for the air side and 7, , = 0.028 Pa for the water side, with both sides
being equal only downwind of the wave crest. The magnitudes broadly agree with
the Banner and Peirson (1998) finding of 7, = 0.051 Pa, albeit at a shorter fetch of
4.35 m, but for a similar wind speed of Ujg = 7.2 m/s. We note that the observed
discrepancies between the mean and along-wave air-side and water-side viscous
stress estimates are significant. The mean values differ by 38 %, while the phase
averages differ the most near wave troughs. An in depth investigation of the reasons
for this mismatch is beyond the scope of this study and will be addressed in detail in
tuture work. Nonetheless, two possible explanations can be mentioned here. First,
we note that the crest to trough height of the phase-averaged water surface elevation
is larger for the air-side PIV experiment than for the water-side one (figure 4.7, panel
a). Since the viscous stress increases with increasing wave slope (e.g., Buckley et al.,
2020), the slight difference in wave conditions could cause a mismatch in the mean
viscous stress. Second, the along-wave variations in the normalized air-water viscous
stress differential are likely caused by the important along-wave variations in the
thickness of the viscous sublayer (here taken as constant, equal to 10 wall units, see
equation 4.6 above). Further work will include an estimate of these variations and a
wave-phase sensitive analysis of the thickness of the viscous sublayer.

4.4.4 Airflow separation and wave breaking

The Reynolds or turbulent stresses t7; are important for the vertical transfer of
horizontal momentum into the water column (Melville et al., 2002)

T = —pu'w’. (4.7)
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Figure 4.7: a Phase-averaged (48 bins) surface elevations and viscous stresses normalized by the total
stress. b Standard deviations of viscous stresses normalized by the total stress. Solid lines
represent air-side measurements, while dashed lines represent the water-side.

Figure 4.8 compares the turbulent stresses for the two successive waves of different
slopes for the air and water sides. The air side shows a strong positive negative
pattern in the airflow’s separated region, while the non-airflow separated wave shows
less turbulent stress. On the water side, we observe an increased negative turbulent
stress below the wave crest for the steeper wave, indicating likely wave microscale
breaking. It is to be noted that in the experimental conditions considered here, no
air-entraining wave breaking events were observed. Microscale breaking waves,
whose typical characteristics are parasitic capillaries downwind of wave crests (e.g.,
Banner and Phillips, 1974; Longuet-Higgins, 1992; Jessup et al., 1997), and increased
turbulence under wave crests (Siddiqui et al., 2001), were observed frequently. The
less steep wave shows lower turbulent stress values.

4.4.5 Phase-averaged wave-coherent air and water velocities

The phase-averaged wave-coherent 2D (planar) velocity fields for the air side (bottom
camera) and planar and stereo velocities for the water side (middle camera/outer
cameras) are shown in figure 4.9. In all fields we observe alternating positive and
negative patterns. Acceleration occurs on the windward side and at the crest of the
wave and deceleration occurs on the leeward side and at the troughs for both the
air-side and water-side wave-coherent horizontal i fields. While the pattern of ii
for the air-side is tilted downwind, @ remains vertical with height. The underwater
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Figure 4.8: Turbulent stresses within a wave group for successive waves with different slopes. a Airflow
separation (ak, = 0.2198) b Non-airflow separation (ak, = 0.1453) ¢ Probably (microscale)
wave breaking (ak, = 0.1509) d Non-breaking (ak,, = 0.1459). The wind blows from left to
right.

motions are weaker than the air-side motions. There is no obvious matching of the
airflow with the underwater motions because the critical layer, where the wind speed
equals the wave speed, is at the surface.

In addition, we compare the 2D results along the tank from the water-side middle
camera (30 s interval) obtained using LIF surface detection with the water-side stereo
PIV measurements (15 s interval) where the surface was manually detected. Although
we find similar values and patterns, there is a discrepancy. The cross-tank component
v shows a stronger signal than expected. Possible reasons for the non-zero values
of ¥ are less than perfect verticality of the PIV laser sheet, or nonlinear wave-wave
interactions causing roll circulations (Suzuki, 2019).

4,5 Conclusions

Thanks to a novel combination of air-side and water-side high-resolution PIV and
large-field-of-view LIF, we were able to resolve near-surface velocities and viscous
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Figure 4.9: Phase-averaged (48 bins) wave-coherent horizontal (a,c,e), vertical (b,d,f), and cross-tank
(g) velocity fields. Panels a,b are from the air-side bottom camera for a 15 s interval, panels
¢,d are from the water-side middle camera for a 30 s interval, and panels e-g are from the
water-side outer cameras for a 15 s interval. Dashed line indicates critical layer.

stresses above and below laboratory young wind-generated gravity capillary waves
within the exact same wind-wave conditions. We were able to directly observe strong
along-wave modulations of both the air-side and water-side viscous stresses. On the
air side, the modulation presents a clear horizontal asymmetry accompanied by an
increase in the standard deviation past the wave crest caused by airflow separation
events. This is in agreement with the measurements of Buckley et al. (2020). In
contrast, the water-side phase-averaged viscous stress shows less asymmetry and
the standard deviation peaks just at the crest. We conclude that this is a result of
microscale wave breaking (Siddiqui and Loewen, 2007). In addition, the relatively
large field of view of the LIF measurements allowed us to determine individual
wave properties and to find waves with similar properties for air and water PIV
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experiments. It was therefore possible to compare the instantaneous viscous and
turbulent stresses for two consecutive waves of a wave group with different slopes, on
the air and water sides of the interface. We observe airflow separation and increased
turbulence below the steeper waves, which occurs in concert with a dramatic drop of
the viscous stress below zero.

The techniques presented here have provided us with a unique and extensive high-
resolution dataset for a range of different wind-wave conditions. This measurement
system and dataset should prove useful to further investigate the influence of waves
on the dynamical coupling of the air-water viscous and turbulent boundary layers.
Specifically, using the large-field-of-view spatial snapshots (LIF), the role of individual
wave properties such as steepness, asymmetry, skewness, will be used to parameterize
the observed air and water dynamics.

4.6 Supplementary Material

4.6.1 Viscous sublayer

Figure 4.10 compares the viscous sublayer above the water surface for a wind speed
of Uyp =7.20 m/s (analyzed in the previous sections) and below the water surface for
the lowest measured wind speed of Ujp = 3.86 m/s, which did not generate waves
and results in the largest viscous sublayer thickness (see equation 4.6). Assuming
that the velocity profile within the viscous sublayer is linear given a constant viscous
stress (Kundu and Cohen, 2008), the left side of figure 4.10 shows the velocity profiles
for both wind speeds (resp. sides of the water surface) and the linear fit of the points
measured within the viscous sublayer. The right side compares the viscous stress
estimates using the linear fit method (du /dC) with the measurements (du /dC+Jdw /Ix).
While the viscous stress tends to be constant for the smaller wind speed (except for the
tirst three points), the air-side measurements of the higher wind speed do not show
this behavior. Both profiles converge to zero with increasing height/depth. Note that
Jdw /dx is expected to be vanishingly small on average, but airflow separation events
induce local, instantaneous near-surface streamwise and vertical variability in the
flow field. In addition, w scales with the wave orbital velocity, and dw/dx thus also
scales with the wave slope (Buckley et al., 2020). We conclude that when waves are
present, the profile cannot be fully viscous because of roughness elements that affect
the wind profile.

Figure 4.11 shows the difference in phase-averaged viscous stress when using a
flat Cartesian or curvilinear coordinate system (mentioned in section 2.1 and sketched

in figure 2.1)
[
To,cart = U aC Ox
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Figure 4.10: Horizontal wind speed and linear fit within the viscous sublayer (a,c). Comparison of
viscous stress estimates from the linear fit with gradients computed from the measured
velocity fields (b,d). Top and bottom panels show air (wind speed Ujp = 7.20 m/s) and
water side (wind speed Ujp = 3.86 m/s), respectively. Dashed lines indicate viscous
sublayer height.

where the measured variables u and w are the horizontal and vertical components of
the velocity in the flat Cartesian coordinate system ((x, C), see equation 4.4). U and
W are the curvilinear (X, Z) components, which are tangential and normal to the
surface, respectively. Since the wave amplitude and slope are small at a wind speed
of Uyp =7.20 m/s, both coordinate systems provide similar estimates along the wave.

4.6.2 Phase-averaged viscous stress lower wind speed

The phase-averaged air-side viscous stresses for wind speeds of U9 = 3.86 m/s and
U1p = 7.20 m/s are shown in figure 4.12. The viscous stress is smaller for the lower
wind speed, which did not generate waves, and therefore no along wave modulation
is visible, and the viscous stress is relatively constant. The magnitude and shape for
both wind speeds are qualitatively consistent with Buckley (2015).
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Figure 4.11: a Phase-averaged (48 bins) surface elevations and viscous stresses normalized by the total
stress. b Standard deviations of viscous stresses normalized by the total stress. Solid
lines represent the estimates using the Cartesian coordinate system, while dashed lines
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Figure 4.12: Phase-averaged (48 bins) surface elevations and viscous stresses. Solid lines represent
Uy = 7.20 m/s, while dashed lines represent Uy = 3.86 m/s.
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Key Points

¢ Laboratory wind waves are divided into two groups of different slopes for the
same experimental condition

e Similar turbulent horizontal velocities, except for regions downwind of airflow
separating crests, are observed

¢ While viscous stress has a dominant contribution to surface currents in flat
wave conditions, it contributes mostly to wave growth as waves steepen

5.1 Abstract

Individual wave characteristics are rarely considered when studying wave growth,
(microscale) breaking, and surface currents. However, they play an important
role in the physical processes that take place directly at the air-water interface. We
performed high-resolution planar velocity measurements within the first micrometers
to centimeters above surface gravity waves at the University of Miami’s SUSTAIN
air-sea interaction facility. A combined particle image velocimetry (PIV) and laser-
induced fluorescence (LIF) system was adapted and installed in the large (18 m
long, 6 m wide) wind-wave tunnel at a fetch of about 10 m. This work focuses on
the influence of individual wave properties, such as wave slope and asymmetries,
on viscous and turbulent stresses. By dividing the waves into two ensembles of
different slopes (flat and steep waves), we find that both exhibit similar turbulent
horizontal velocities, except for regions downwind of airflow separating crests. There,
magnitude of turbulent quantities is strongly dependent upon the ensemble chosen
to define them. The phase-averaged viscous stresses are the same for the flat and
steep waves just upwind of the crests, and differ most downwind of the crests, due to
the effects of individual sheltering events on the mean. With increasing wave slope,
the contribution of viscous forces to wave growth increases, while the contribution
to currents decreases, whereas the wind input term from viscosity becomes less
significant.

5.2 Introduction

Wind energy input into the upper ocean is largely controlled by wave-related
processes, including wave growth and subsequent breaking (Wunsch and Ferrari,
2004). However, our understanding of the small-scale dynamics at the air-sea interface
remains incomplete, in spite of extensive efforts within the past decades (Sullivan
and McWilliams, 2010; Ayet and Chapron, 2022).

One hundred years ago, Jeffreys (1925) introduced the separated sheltering
mechanism, according to which waves grow due to a pressure asymmetry caused
by airflow separation on the leeward side of the wave. Miles (1957) generalized the
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problem for a later stage of wave growth using linear stability analysis and showed
that at the critical height, where the wind speed is equal to the wave speed, an
instability occurs caused by the coupling of the airflow shear with the water wave.
This process can remove energy and momentum from the wind and impart them to
the waves. Belcher and Hunt (1993) argued that for short waves, where the critical
height is very close to the surface, Miles (1957) inviscid theory is inappropriate, and
extended Jeffreys (1925) sheltering mechanism, calling it non-separated sheltering. A
detailed summary of existing wave growth theories is given by Ayet and Chapron
(2022).

Wind waves are often classified by their wave age, c¢/u. or ¢ /U1, where c is the
wave speed, u. is the friction velocity, and Ujg is the wind speed at 10 m height, as it
is a direct indicator of the coupling between wind and waves. Sheltering mechanisms
are assumed to dominate the momentum transfer from the wind for young (small
wave age, ¢/u. < 15) and old waves (25 < c/u.), whereas the critical layer theory may
be important for wave growth for intermediate wave ages, where 15 < c/u. < 25
(Belcher and Hunt, 1998; Grare et al., 2013a). In addition to the wave age, the
individual wave slope is an important factor in controlling the sheltering past strongly
forced wind waves and can lead to airflow separation. Banner and Melville (1976)
conducted flow visualization studies and established, on theoretical grounds derived
from the earlier work of Banner and Phillips (1974) studying incipient breaking wave
conditions, that airflow separation over a surface gravity wave occurs concurrently
with breaking (see also the work of Gent and Taylor (1977)). Bonmarin (1989) and
Bonmarin et al. (1989) investigated steep waves using visualization techniques and
parameters such as crest front steepness and horizontal (resp. vertical) asymmetry
factors introduced in Kjeldsen and Myrhaug (1980). It was shown that there is a
relationship between the rate of growth of wave asymmetry and the type of breaker,
e.g., spilling or plunging breakers. Parameters describing the breaking wave geometry
were also calculated in Reul et al. (1999) and Reul et al. (2008), who conducted the
tirst two-dimensional airflow measurements over mechanically generated waves
using particle image velocimetry (PIV). They showed that waves with similar crest
heights and wavelengths can have different crest front steepness and horizontal wave
asymmetry factors, leading to airflow separation events past wave crests or not, and
concluded that the separation process can only be sustained in the early stages of
breaking if the wave crest geometry is highly asymmetric with high local slopes
downwind of the crest.

Using the triple decomposition, (see for example Phillips (1977)), that separates
the instantaneous velocity near a wavy interface into a mean, wave-coherent and
turbulent part, Hsu et al. (1981) identified wave-induced modulations of the airflow
turbulence (over monochromatic laboratory waves) as a key component of the wind-
wave coupling. Mastenbroek et al. (1996) found evidence that rapid distortion of
the turbulence occurs above the critical height, which has important implications
for turbulence closure models. Buckley and Veron (2016) observed intense phase-
locked turbulence downwind of wave crests, where airflow sheltering takes place.
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To understand the turbulent structure below wind-generated surface waves, Thais
and Magnaudet (1996) performed Laser Doppler Velocimetry (LDV) measurements
in a wind-water tunnel. They used a nonlinear triple decomposition method to
decompose the velocity into three contributions: potential and rotational wave-related
components and the remaining turbulent contribution. In spite of these important
advances, identifying turbulent quantities in the vicinity of broadbanded ocean
surface waves remains subject of debate, due to the lack of clear scale separation
between turbulence and small-scale wave-coherent motions, especially in the case of
a broadbanded wave spectrum.

Buckley et al. (2020) investigated the behavior of viscous stress for (non) airflow
separating waves using PIV and laser-induced fluorescence (LIF). By partitioning
the air-water momentum flux between viscous stress and form drag at the interface,
they found that viscous stress (resp. form drag) dominates at low (resp. high) wave
slopes, and that tangential viscous forcing makes a small contribution to wave growth.
Yousefi et al. (2020) and Yousefi et al. (2021) used the same dataset for more detailed
investigations of the turbulent and wave kinetic energy budgets. They observed
that the mean profile of the wave-induced stress decreases to a negative minimum
far from the surface, where the turbulent stress is nearly equal to the total stress.
Near the interface, the wave-induced stress increases to a positive value where the
turbulent stress is reduced, very close to the surface both stresses vanish, and the
stress is supported by viscosity. In addition, the interactions between the wave and
turbulent perturbations showed an energy transfer from the wave to the turbulence
in the bulk of the wave boundary layer and from the turbulence to the wave in a thin
layer near the interface.

To identify the influence of individual wave properties on the dynamical coupling
of the air-water viscous and turbulent boundary layers, we use a combination of a
large-field-of-view, surface-detecting LIF system with a high-resolution PIV imaging
of the airflow above surface gravity waves. We divide the waves into two groups
with different slopes and study the influence on phase-averaged properties such as
turbulent and viscous stress. In addition, we discuss the difficulty of quantifying the
influence of wave-coherent effects on the air-sea momentum and energy fluxes and
distinguishing them from turbulent contributions.

5.3 Experimental Methods

The experiments presented here were developed and conducted at the Alfred C.
Glassell, Jr. SUSTAIN (SUrge-STructure-Atmosphere INteraction) Laboratory at the
Rosenstiel School of Marine and Atmospheric Science, University of Miami. The
wind-wave tank is 18 m long, 6 m wide, and 2 m high. The PIV and LIF set-ups,
shown in figure 5.1, were installed at a fetch of 10 m and measured wind and wave
dynamics inside the tank at a distance of 0.8 m from the side wall. The tank was
filled with fresh water with a constant mean depth of 0.7 m. Neutral conditions
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were established with air and water temperatures of 23°C. Winds were generated
by SUSTAIN's large axial fan, controlled by a program written in LabVIEW. Waves
were absorbed at the downwind end by an energy-dissipating beach to eliminate
reflections. In this paper, we focus on one particular wind-wave condition of wave
age cp/u. =192 and c, /Uy = 0.06 with Uyg = 7.2 m/s, wave slope ak, = 0.12, peak
frequency fp = 4.5 Hz, peak wavenumber k, = 61.62 1/m, and wavelength A, = 0.1 m,
which is described in detail in Tenhaus et al. (2024).
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Figure 5.1: Sketch of experimental set-up (side view).

5.3.1 Airflow velocity measurements

A planar PIV system was developed to measure along-tank 2D airflow velocity fields
above surface waves. The airflow was seeded with fog droplets (diameter 12 pm)
generated by pumping fresh water with a commercial-grade pressure washer (RYOBI
2700 PSI electric pressure washer) located above the tank, through 26 fog nozzles
(AFT ECO 0.20 mm UNC) arranged in 4 rows (about 1 m wide, 0.6 m high). A
pressure regulation system was developed and fitted to the pressure washer, allowing
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the pressure to remain at a constant value of 80 bar. The fog generating system was
mounted close to the water surface at a fetch of 5 m. Two 6 MP CCD cameras (Dantec
Dynamics FlowSense EO 6M-25, 2208x2756 pixels) were vertically stacked on top
of one another. The cameras were slightly tilted downward (bottom ~ 7°, top ~ 9°).
The bottom camera was fitted with a 105 mm lens (Sigma 105 mm F2.8), the top
one with a 90 mm lens (Elicar Super Macro V-HQ 90 mm F2.5). The particles were
illuminated by a green light sheet oriented in the along-wind direction, generated
by a Nd:Yag laser flashing from above the tank (Litron Nano L 135 m] - 15 Hz PIV,
532 nm wavelength) and equipped with sheet-generating optics. All cameras and
lasers were synchronized and triggered by a Dantec Dynamics Synchronizer. The
time between pulses for each PIV image pair was set individually for each run (8-32
runs per experimental condition) and was set to 100 ps for the run processed in this
study. PIV image pairs were sampled at a frequency of 12 Hz, and accessed via
Dantec DynamicStudio 6.7 before being processed in DynamicStudio and MATLAB.
PIV images were processed with final interrogation windows of 8x8 pixels, resulting
in a velocity field of 275x343 vectors per pair. The fog particles are expected to closely
follow the airflow streamlines, with a Stokes number St = 7,/7x < 1, a particle
relaxation time of 7, = 0.4 ms, and an estimated Kolmogorov time scale 7 that is 30
times larger in the bulk flow at the height of one wavelength.

5.3.2 Wave measurements

Wave field properties were captured by LIF simultaneously with the PIV. For this
purpose, Rhodamine dye WT was added to the water. One 12 MP CMOS camera (IO
Industries Victorem 120B68, 4112x3008 pixels) was mounted above the air-side PIV
cameras and tilted downward (~ 19°). The camera was fitted with a 24 mm lens (Canon
macro 0.16m/0.52ft) and an amber acrylic bandpass optical filter (LASERVISION
PINO01, with OD5+ at 532-535 nm) to make the green-light reflecting fog particles
invisible to the camera. The LIF camera sampled, as the PIV cameras, at a frequency
of 12 Hz, resulting in 500 consecutive images. The images were transferred to hard
drives via IO Industries digital video recorders (DVR Express Core 2) and accessed
by Streams 7 software (IO Industries) before being processed in MATLAB.

5.4 Results and Discussion

5.4.1 Wave characteristics

The large-field-of-view LIF measurements allow us to automatically detect individual
waves, as shown in figure 5.2. Here, four full waves (beginning and ending with a
zero-upcrossing) were identified in the instantaneous LIF snapshot by developing and
using an edge detection algorithm based on grayscale intensity gradients within the
image. This method, called zero-downcross analysis, uses the trough and subsequent
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crest (waves move from left to right here) in the definition of a single wave, and
defines the wave height H as the difference between these water levels. As described
by Kjeldsen and Myrhaug (1980), the zero-downcross analysis is believed to be the
only analysis that represents the physical conditions relevant to breaking waves,
while the zero-upcross analysis provides a wave height behind and not ahead of a
potentially breaking wave.

Since the PIV field of view, indicated by the gray area, is much smaller than
the large (LIF) field of view, only the first wave closest to the PIV field is used in
the following. Individual wave properties such as wave slope ak = nH/L (noted
WS hereafter), crest front steepness € = 1’ /L’ (CFST), horizontal wave asymmetry
u=n"/H (HWA), and vertical crest asymmetry A = L””/L’ (VCA) can be calculated,
where n’ is the crest elevation measured from the mean water level and L" and L”
are the horizontal distances defining the position of the wave crest relative to the
zero-crossing points (Kjeldsen and Myrhaug, 1980). The relative probability of the
characteristics over 1203 waves is shown in figure 5.2.

The relative probability of WS is evenly distributed, suggesting that steeper waves
break more frequently. We find most waves (17.8 %) in the interval 0.18-0.21 during
three runs (42 s each) of imaging. The normal distribution function has a maximum
at a wave slope of ak = 0.155, which we will use as a cutoff to partition the waves into
two different groups: flat and steep waves. In addition, the relative probability of
CFST shows slightly larger values than WS, and we also observe a high vertical crest
asymmetry, where a value greater than 1 means that the waves are tilted forward.

The instantaneous LIF snapshot already shows that the waves are not evenly
distributed about the still water level, but rather show peaked crests and flat troughs,
with the crests farther above the mean water level than the troughs are below this level,
typical for so-called Stokes waves (Young, 1999). This observation is emphasized by
the horizontal wave asymmetry factor, which is 0.5 for symmetric waves. On average,
the measurements show waves with HWA larger than 0.5, indicating peaked crests.
While Bonmarin (1989) observed an increase in horizontal asymmetry of up to 0.90
for plunging breaking waves, only 2 % of the waves studied here reach this limit,
supporting the assumption that mainly microscale breaking takes place.

5.4.2 Phase-averaged horizontal velocity, turbulent and viscous stress

Using the wave slope ak = 0.155 as a cutoff, we can compute the phase-averaged
horizontal velocity, turbulent and viscous stress (see Tenhaus et al. (2024)) for all,
flat, and steep waves. This allows us to split a wind-wave condition into two with
different wave slopes, but without changing the (mean) wind speed.

Figure 5.3 shows the phase-averaged horizontal velocity (u) in the air above the
waves in a frame of reference moving at the peak intrinsic wave speed c, normalized
by the wind speed at 10 m height Ujg (calculated in Tenhaus et al. (2024)) for the
three groups. Overall, the velocity is highest above the crest, slower downwind of
it, and accelerates upwind of the crest, indicating thinning and thickening of the
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Figure 5.2: a Detected surface elevation using LIF in black and smoothed surface in red. Relative
probability of b wave slope with cutoff 0.155 and normal distribution function in red, ¢ crest
front steepness, d horizontal wave asymmetry with 0.5 indicating symmetry, e vertical
crest asymmetry with 1 indicating symmetry.

boundary layer. The airflow is most sheltered behind the steep waves, characterized
by a sharp decrease in the airflow velocity just downwind of the crest near the surface,
and a jet of low-velocity fluid ejected up to a higher height than for the other cases.
Nevertheless, (u) — ¢, is positive overall and (on average) does not separate from the
surface.

The dotted line shows the (thin) inner layer z; (Belcher and Hunt, 1993), computed
using the time scales of the eddy evolution (xz;/u.) and the mean flow advection
(1/(kpl{u)(zi) — cpl)) at each phase bin

kpzil{u)(zi) — cp| = 2xu. (5.1)

where « is the von Kdrmdn constant and ky, is the peak wavenumber obtained from
power spectral density (PSD) estimates of water surface elevations computed from LIF,
while the dashed line indicates the mean inner layer. In the inner region, turbulent
eddies are assumed to be in local equilibrium with the mean flow, dissipating energy
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faster than they are advected. Above, in the outer region, the advection of the
turbulent eddies by the mean wave-coherent airflow must be considered to close the
TKE budget (Belcher and Hunt, 1993; Belcher and Hunt, 1998; Grare et al., 2013a;
Buckley and Veron, 2016; Ayet and Chapron, 2022; Carpenter et al., 2022). We
observe that the inner layer thickens downwind of the wave crest, especially for
the steeper waves, due to the effect of shear stress in the inner region, leading to
pressure asymmetry in the outer region (not shown here). The steeper the waves, the
more the inner layer deviates from its mean value, while it is significantly smaller
above the crest and larger downwind of it. According to Belcher and Hunt (1998),
for slow and fast waves, the critical layer, where the wind speed equals the wave
speed ((u(z)) = cp), does not play a dynamical role and the momentum transfer
between wind and waves is controlled by the non-separated sheltering mechanism in
the inner region. Note that we do not observe a critical layer because it is too close to
the surface.
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Figure 5.3: Phase-averaged (48 bins) horizontal velocity for a all waves, b flat waves with ak < 0.155,
and c steep waves with ak > 0.155. Dotted line indicates the inner layer, dashed line
indicates its mean.

The phase-averaged turbulent stress —(1’w’) (also known as Reynolds stress Ri3),
a stress exerted by the turbulent fluctuations on the mean flow, is shown in figure
5.4. In concert with the decrease in horizontal velocity downwind of the wave crest,
where the boundary layer thickens, we find a large positive turbulent stress, especially
behind the steep waves, which is on average 1.46 times larger than that of the flat
waves, within a dimensionless height of k,C = 0.5, corresponding to a downward
momentum flux with " and w” of opposite sign. For both groups, we observe a region
of negative turbulent stress (upward flux) near the surface on the upwind phase
and above the crest, suggesting that the airflow tends to stabilize and become less
turbulent as it approaches the wave crest, with a ratio of positive to negative turbulent
stress of 3.8 for the steep waves. These observations are in qualitative agreement
with the results of Buckley and Veron (2016), who attributed the “phase-locked jet



60 5 Influence of Individual Wave Slope

of turbulence’ to sporadic airflow separation events that are sufficiently intense to
dominate the average, whereby high shear layers intermittently detach from the crest
of steep waves. Interestingly, these low stress regions extend beyond the height of
the inner layer. However, the portion that is outside the inner layer, extends farther
upwind for the flat waves (figure 5.4, panel a), compared to that for the steep waves,
where it remains concentrated above the crest. Since we expect less relaminarization
over the upwind face of flat waves compared with steep waves, this result suggests
that low turbulent stress should not necessarily be associated with relaminarization
of the airflow. This departs from the results of Buckley (2015). The mean vertical
profiles of the turbulent fluxes show that below k,C ~ 0.25 the turbulent flux exceeds
the total flux above the steep waves, while for the flat waves it is less than 1. This is
consistent with the results of Buckley and Veron (2019) and Yousefi et al. (2020) that
the contribution of turbulent stress to wind stress increases with wind speed. Near
the surface, within the mean inner layer, the turbulent flux drops to zero for both
groups and converges to the total flux at a height of about k,C ~ 1.5.

o 0 2r 21 0 27 0 1 2

Figure 5.4: Phase-averaged (48 bins) turbulent stress for a flat waves with ak < 0.155 and b steep

waves with ak > 0.155. ¢ Total mean (for all phases) turbulent stress —(u’w’})/u?. Dotted
line indicates the inner layer, dashed line indicates its mean.

As in Tenhaus et al. (2024), we compute the phase-averaged viscous stress for the
different groups, shown in figure 5.5. For all three cases, the viscous stress has a
maximum at the wave crest and a minimum downwind of it. The stresses are equal
just (upwind) of the crest, while they differ the most downwind of it, where the
steeper waves show the lowest viscous stress estimates, coinciding with the sharp
decrease in airflow velocity caused by sheltering, and the standard deviation peaks
just where the viscous stress decreases rapidly. In general, the standard deviations
are lower for the flat and steep waves, as expected after partitioning waves with
similar characteristics.
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Figure 5.5: a Phase-averaged (48 bins) surface elevations and viscous stresses T, = 1 (du/dC + dw/dx)
normalized by the total stress 7o = pu? for all, flat, and steep waves partitioned by a cutoff
of 0.155. b Standard deviations of viscous stresses normalized by the total stress.

5.4.3 Influence of wave slope on instantaneous turbulent velocity

While in figure 5.4 the turbulent stress is calculated before the phase-averaged
velocities are divided into different groups so that

Ny s
Ww'ys = —— 3 (1 = ()@ — (0}, (5.2)
Nf,s n=1

where the subscript f stands for flat waves with ak < 0.155 and s for steep waves with
ak > 0.155, the influence of the wave slope partitioning on the instantaneous turbulent
horizontal velocity 1" is now investigated. Therefore, the phase-averaged velocity
(u) s for the flat and steep waves, respectively, is subtracted from an instantaneous
tield

”},s =u—(u)fys. (5.3)

Figure 5.6 shows an example of the instantaneous horizontal velocity u plotted in a
frame of reference moving at the wave speed, where the airflow separates behind the
wave crest, causing a large decrease in velocity and a layer of high vorticity (defined
as positive in the clockwise direction) that detaches from the surface. This results
in a negative turbulent velocity behind the wave crest, regardless of whether the
average of the flat or steep waves is used (not explicitly shown here), up to -2.6 m/s
subtracting the phase-averaged velocity of all waves. The difference between using
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the phase-averaged velocity of the flat and steep waves shows good overall agreement,
except for the region behind the wave crest where we find a maximum difference
of -1.15 m/s, with the average of the flat waves resulting in higher turbulent values.
This result demonstrates that for airflow separation events, i.e., higher wind speeds
and steeper waves, the partition is much more important to obtain reliable estimates
of turbulence, and that extracting turbulent quantities embedded in the periodicity
of the wave-coherent motions is non-trivial.
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Figure 5.6: a Instantaneous horizontal velocity in a frame of reference moving at the peak intrinsic
wave speed and b vorticity. Turbulent horizontal velocity obtained after subtracting the
phase average for c all waves, d flat waves, e steep waves from the instantaneous field.
f Difference of turbulent horizontal velocity obtained after subtracting the phase average
for the flat and steep waves, respectively, from the instantaneous field.

5.4.4 Influence of wave slope on viscous forces

Following Buckley et al. (2020), we can compute the wind input term from the viscous
force S, into surface current (wind drift) S, and wave growth Sy, by decomposing
the surface viscous stress 7, and the horizontal surface velocity u; into mean and
wave-coherent components

= Soc + Sow
for the flat and steep waves to investigate the influence of the wave slope partitioning.
The surface velocity u; is obtained by linear extrapolation within the viscous sublayer
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(probably a bit overestimated) of the phase-averaged horizontal velocity (u) at each
phase bin (48 bins in total). The wave-coherent viscous stress 7, and the surface
velocity il are then obtained by subtracting the mean from the phase average. Figure
5.7 shows the results for mean wave slopes of all ak = 0.11, flat ak = 0.06, and steep
ak = 0.20 waves. With increasing wave slope, the contribution to waves increases
while the contribution to currents decreases. These results show a good agreement
with those of Buckley et al. (2020), especially for small ak, but increasingly depart
from their results as the waves get steeper. Note that as the slope of the waves
increases, the relative viscosity effects become less significant and the form drag
dominates the total surface stress, whereas Buckley et al. (2020) found that for small
slopes of ak ~ 0.1, 35 % of the total energy to the surface comes from the viscous
forces. However, at these small slopes, most of the viscous input term contributes to
surface currents rather than wave growth.
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Figure 5.7: Wind input terms from viscosity contributing to currents S, and waves Sy, normalized
by the total viscous forcing S, for flat, all, and steep waves, respectively, plotted onto the
observations from Buckley et al. (2020).

5.5 Summary and Conclusions

In this paper, we have presented high-resolution PIV measurements of the airflow
above wind-generated surface waves, combined with LIF wave imagery. We focused
on a particular wind-wave condition and were able to obtain individual wave
characteristics, e.g., wave slope and asymmetries, thanks to the LIF measurements.
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Dividing the waves into two different groups using the maximum of the normal
distribution of the wave slope resulted in two conditions (flat and steep waves)
without changing the wind speed.

We found that, in general, instantaneous and phase-averaged quantities such as
horizontal velocity and turbulent stress are qualitatively consistent for both groups
and do not deviate much from averages using all waves. The phase-averaged viscous
stress is even the same just upwind of the crest. However, downwind of the crest,
where the airflow is sheltered and occasionally separates from the surface, the groups
behave differently, with the steeper waves showing a significant drop in viscous stress
and larger turbulence.

The results highlighted that the extraction of turbulent quantities is non-trivial,
since the continuous change of wave profiles in space and time leads to periodic
wave-coherent motions. This raised the question of (re-)defining turbulence (see
also Thais and Magnaudet (1995)). Waves come in groups, and the groupiness
depends on the width of the spectrum. For typical wind-sea conditions (with a
JONSWAP spectrum), the mean distance between two consecutive groups of high
waves is approximately seven (Holthuijsen, 2007; Janssen, 2009). We propose that the
periodicity in groups should be excluded from the definition of turbulence, rather
than the average of all individual waves.

Using the large-field-of-view spatial snapshots (LIF), the role of individual wave
properties such as steepness, asymmetry, and skewness will be used in future work
to parameterize the observed air and water dynamics. In addition, simultaneous air-
and water-side measurements will provide clarity on how much energy goes into
wind drift currents from breaking and non-breaking waves (airflow separating vs.
non-separating waves).

5.6 Supplementary Material

5.6.1 Phase-averaged horizontal velocity higher wind speed

Previously, by isolating two wave slope partitions within one experiment, we were
able to assess the affects of wave slope on the airflow dynamics, with constant wind
speed. Here, by considering an ensemble of small wave slope results at a higher
wind speed, we are able to vary wind speed without varying wave slope, therefore
isolating the influence of wind speed alone on the dynamics. Figure 5.8 compares the
phase-averaged horizontal velocity of figure 5.3, panel b for flat waves with ak < 0.155
to a higher wind speed of U1p = 9.5 m/s (smaller wave age ¢, /u. = 1.52, higher mean
wave slope ak, = 0.19) using the same slope cutoff. The increase in wind speed for
the same range of wave slopes results in more sheltering downwind of the wave crest.
The vertical profiles at the zero-up and -down crossings (see also figure 5.2 for their
definition) of the normalized phase-averaged horizontal velocity for the lower (black)
and higher (red) wind speeds are shown in panel c. Upwind of the wave crest, the
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profiles of both wind speeds differ only near the surface because the reattachment of
the airflow is less pronounced than at the lower wind speed. Downwind of the wave
crest, the profiles already differ at a higher height due to the increased sheltering. In
general, the difference between the profiles of the zero-up and -down crossings for
each wind speed is almost similar. At a height of k,C ~ 0.3 all four profiles converge.
The mean inner layer height increases with increasing wind speed.
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Figure 5.8: Phase-averaged (48 phase bins) horizontal velocity for flat waves with ak < 0.155 for a
wind speed of a Ujp =7.2 m/s and b Ujg = 9.5 m/s. ¢ Vertical profiles of the wind speed
at the zero-up and zero-down crossings, respectively, for both wind speeds. Red and
black dashed dotted lines indicate the mean inner layer height for Ujp = 7.2 m/s and
Uy = 9.5 m/s, respectively.

5.6.2 Phase-averaged turbulent stress water side

The phase-averaged turbulent stress for the water side for Ujp = 7.2 m/s is shown in
figure 5.9. To normalize the stress, u. is obtained from assuming that the stress is
continuous across the air-water boundary layer. This allows us to use the air-side
wind profile to estimate u.. A positive turbulent stress is mainly found upwind
of the wave crest, corresponding to the downward transport of positive horizontal
momentum as in Melville et al. (2002) (opposite coordinate system). Downwind of
the wave crest, a negative stress is dominating as is also observed in the instantaneous
field in figure 4.8.
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Figure 5.9: a Phase-averaged (48 phase bins) turbulent stress —(u'w’)/u?. b Total mean (for all phases)
turbulent stress —(u’w’)/u?.




Conclusions and Outlook

6.1 Summary

Motivated to gain a better understanding of the small-scale processes within the
atmosphere-ocean boundary layer that control energy and momentum fluxes, the
present thesis started with novel high-resolution in-situ airflow measurements over
surface waves using particle image velocimetry (PIV) in the Odra Lagoon, Germany.
Focusing on a peak wave age c, /u. = 14.16, wave slope ak, = 0.08, and 10-m wind
speed of 5.69 m/s, we observed small sheltering events downwind of wave crests.
We directly found, for the first time in the field, a critical layer where the wind speed
equals the wave speed and the wave-coherent vertical velocity is phase shifted. The
phase shift was compared with linear theory and showed some agreement with Miles
(1957) wave growth mechanism.

While limited to airflow measurements in the field, we were able to resolve
near-surface velocities and viscous stresses above and below young wind-generated
gravity waves at the University of Miami’s SUSTAIN air-sea interaction facility, thanks
to a novel combination of air-side and water-side high-resolution PIV and large-field-
of-view laser-induced fluorescence (LIF). Strong along-wave modulations of both the
air-side and water-side viscous stresses were directly observed for a peak wave age
cp/u. =1.92, wave slope ak, = 0.12, and 10-m wind speed of 7.20 m/s. On the air side,
the modulation exhibited a clear horizontal asymmetry accompanied by an increase
in the standard deviation past the wave crest caused by airflow separation events.
This is consistent with the measurements of Buckley et al. (2020). In contrast, the
water-side phase-averaged viscous stress showed less asymmetry and the standard
deviation peaked just at the crest, a possible result of microscale wave breaking
(Siddiqui and Loewen, 2007). Although the air- and water-side experiments were
not performed simultaneously but within the exact same wind-wave conditions, the
large field of view allowed us to estimate individual wave properties and compare
the instantaneous viscous and turbulent stresses for two consecutive waves with
different slopes. For the steeper waves, we observed airflow separation and increased
turbulence for both sides of the interface, which occurs in concert with a dramatic
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drop in viscous stress below zero. In addition, simultaneous stereo PIV measurements
provided estimates for the cross-tank component, albeit higher than expected.

Using the LIF wave images, we further focused on the influence of individual
wave properties, such as wave slope and asymmetries, on viscous and turbulent
stresses. By dividing the waves into two ensembles of different slopes (flat and steep
waves), we found that both exhibit similar turbulent horizontal velocities, except
for regions downwind of airflow separating crests. There, the magnitude of the
turbulent quantities was strongly dependent upon the ensemble chosen to define
them. The phase-averaged viscous stresses were the same for the flat and steep
waves just upwind of the crests, and differed most downwind of the crests, due to
the effects of individual sheltering events on the mean. With increasing wave slope,
the contribution of viscous forces to wave growth increased, while the contribution
to currents decreased, whereas the wind input term from viscosity becomes less
significant.

6.2 Future Work

The techniques presented here have provided us with a unique and extensive high-
resolution dataset for a range of different wind-wave conditions in the field and in
the laboratory, including mechanically generated waves and non-neutral conditions
that were outside the scope of the present work. The dataset should prove useful to
further investigate the influence of waves on the dynamical coupling of the air-water
viscous and turbulent boundary layers. However, future work must also consider
different scenarios and use two-phase flow simulations (see, for example, Loft et al.
(2023)) to parameterize the observed air and water dynamics.

While this thesis focused on two-dimensional velocity fields, the stereo PIV
measurements already pointed to the three-dimensionality of the problem. Waves
are horseshoe-shaped (Adrian, 2007), and both boundary layers are known to have
important 3D turbulent structures that are likely to influence the coupling between the
atmosphere and the ocean. In addition, the scales of turbulence in the laboratory differ
from those in the field, where large eddies in the atmosphere feed energy to smaller
eddies near the surface, leading to gustiness that has not (yet) been investigated in
controlled laboratory experiments.

Once waves are of finite steepness, they grow from a pressure difference, whereby
the pressure is higher on the upwind face and lower on the downwind face of the
wave (this is described, for example, by Hristov et al. (2003)). The present work
showed the contribution of Miles (1957) wave growth mechanism to the pressure
perturbation in certain conditions. However, the competing roles of linear theory
and wave-induced modulations of the turbulent stresses remain to be determined. In
fact, it was highlighted that defining such wave-coherent motions is not a trivial task,
especially for broadbanded wind waves. We suggest that the periodicity in groups
should be included in the definition of turbulent quantities, rather than the average



6.2 Future Work 69

of all individual waves.

The directly measured (non-separated) sheltering events presented throughout
the thesis may be useful to better parameterize the sheltering coefficient, that is
often used in numerical models and set between 0 and 1 (Donelan et al., 2012; Tan
et al., 2023) (see also Janssen and Bidlot (2023) for a new definition). In general,
understanding wave growth is important for sea state forecasting; measurements at
high wind speeds are needed to better predict hurricanes.

Finally, simultaneous air- and water-side measurements using similar high-
resolution two-dimensional techniques as those presented here, will provide clarity
on how much energy goes into wind drift currents from breaking and non-breaking
waves (airflow separating vs. non-separating waves).
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