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Abstract

We investigate time and frequency-dependent transport and local �eld e�ects in
single-channel quantum wires. Electron-electron interactions are taken into account
exploiting the Luttinger model.

We discuss linear dc and ac transport in a \clean" quantum wire and derive a
set of coupled integral equations which determine the local �eld in the wire self-
consistently. Based on these equations we demonstrate the existence of a plasmon-
polariton, induced by the coupling of collective charge excitations to the local trans-
verse �eld, and discuss the dispersion relation of this polariton. We show that the
in
uence of the induced transverse �eld on transport can be neglected.

In a \dirty" quantum wire, i.e. a wire containing a potential barrier, the dc
current-voltage characteristic is non-linear due to the in
uence of the electron-
electron interactions. We investigate in detail the non-linear ac current and here
especially photon-assisted transport and higher harmonic generation. We show that
the in
uence of the induced transverse �eld on the non-linear ac current can be
neglected. Finally, the electromagnetic �elds emitted by the non-linear ac current
and the corresponding emitted power are derived and are studied as functions of
position.

Zusammenfassung

Wir untersuchen zeit- und frequenzabh�angigen Transport und die Rolle lokaler
Felder in Quantendr�ahten mit einem besetzten Band. Die Elektron-Elektron Wech-
selwirkung wird mit Hilfe des Luttinger Modells behandelt.

Wir diskutieren linearen dc and ac Transport in einem \sauberen" Quantendraht
und leiten ein System gekoppelter Integralgleichungen her, welche das lokale Feld im
Draht selbstkonsistent bestimmt. Basierend auf diesen Gleichungen demonstrieren
wir die Existenz eines Plasmonpolaritons, induziert durch die Kopplung zwischen
kollektiven Ladungsanregungen und dem lokalen transversalen Feld, und diskutieren
die Dispersionsrelation des Polaritons. Wir zeigen, dass der Ein
uss des induzierten
transversalen Feldes auf den Transport vernachl�assigbar ist.

In einem \dreckigen" Quantendraht, d.h. einem Draht, der eine Potentialbar-
riere enth�alt, ist die Kennlinie nichtlinear aufgrund des Ein
usses der Wechsel-
wirkung zwischen den Elektronen. Wir untersuchen im Detail den nichtlinearen ac
Strom und hier im besonderen photonenunterst�utzten Transport und die Erzeugung
h�oherer Harmonischer. Wir zeigen, dass der Ein
uss des induzierten transversalen
Feldes auf den nichtlinearen ac Strom vernachl�assigbar ist. Schlie�lich berechnen
wir die elektromagnetischen Felder, die vom Draht ausgestrahlt werden, und die
entsprechende abgestrahlte Leistung und untersuchen diese als Funktion des Ortes.
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1 Introduction

In 1837, Michael Faraday put an insulator between the plates of a capacitor and
found that the capacitance increased with respect to the empty capacitor. The
insulator he called dielectric and the numerical factor by which the capacitance
increased he called dielectric constant. At that time, the dielectric constant was just
a phenomenological characteristic of each individual substance, however, it marked
the beginning of the concept of local �elds [1]: The charges inside the medium
respond to the applied �eld and as a consequence induce a �eld themselves thus
giving rise to a local �eld in the medium that is di�erent from the external �eld.
And such a local �eld can, for example, in
uence the properties of a capacitor.

Even though the chapter of local �elds was opened over 160 years ago it is far
from being closed any time soon. The reason is simple: The origin of local �elds is
the longitudinal Coulomb �eld associated with any charged particle plus the trans-
verse �eld radiated by a charged particle that is accelerated. Hence, in order to take
into account local �elds rigorously, one has to solve a quantum many-body prob-
lem evaluating the dynamics of about 1023 electrons coupled by mutual Coulomb
interactions and by the electromagnetic �eld the electrons radiate.

A heuristic treatment of local �elds as initiated by Lorentz [2] makes sense { if at
all { only for samples of macroscopic dimensions. One could also start out from a
Fermi gas model [3], neglect the correlations between the charges, and then evaluate
the local �elds self-consistently. But one should keep in mind that such a mean-�eld
like approach is an approximation.

Due to the complex nature of the problem, local �elds are in many cases ignored
in the literature. And even though this may often lead to results which accord with
experiment, it does not always do so. We give a few examples of phenomena in
which local �elds play a crucial role.

First, the local longitudinal �eld is especially important in samples of reduced
dimensions in which screening of the Coulomb potential is not as e�ective as in
three-dimensional (3D) samples [4]. In quantum dots, for example, the local longi-
tudinal �eld is responsible for the well-known Coulomb blockade. Second, the local
transverse �eld is the origin for the fact that metals are opaque for visible light
[3]. Third, any collective excitation of charges, leads to characteristic local �eld
e�ects. Consider for example a phonon. The collective oscillation of the ionic lat-
tice induces an electromagnetic �eld. Where frequency and wave vector of phonon
and electromagnetic �eld are similar, the mechanical energy of the phonon and the
electromagnetic energy of the photon are continuously transformed one into the
other. Thus, one cannot distinguish between phonon and photon. This elementary
excitation of the coupled systems { in principle nothing but a local �eld { is called
phonon-polariton [5].

In this thesis, we investigate transport and local-�eld e�ects in \clean" and \dirty"
quantum wires. For such quasi one-dimensional systems, a powerful tool exists that
makes a rigorous treatment of the longitudinal part of the local �eld possible: The
Luttinger model allows for the exact solution of the eigenvalue problem of a one-
dimensional (1D) system of interacting fermions [6]. The elementary excitations
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of the Luttinger liquid are of a collective nature and correspond to 1D plasma
oscillations.

We derive the transport equation for a \clean" single-channel quantum wire of
�nite cross-section in linear response neglecting transitions to higher bands. We
discuss dc and ac transport. We show that in a linear system like the clean Luttinger
liquid the rigorous microscopic approach and the mean-�eld like approach used in
order to incorporate the local longitudinal �eld lead to identical results. Further, we
derive a set of integral equations that allows for a self-consistent determination of the
local transverse �eld. We pursue an approximate approach to solve the local-�eld
integral equations and identify the elementary excitation of the system of charges
coupled to the electromagnetic �eld { the plasmon-polariton. We extract and discuss
the dispersion relation of the plasmon-polariton. We estimate the magnitude of the
induced transverse �eld and show that its in
uence on transport may be neglected.

In a dirty quantum wire, i.e. a Luttinger liquid containing a potential barrier, the
in
uence of the local longitudinal �eld onto transport is particularly pronounced.
The current-voltage characteristic of such a \dirty" wire is non-linear due to the
simultaneous presence of the barrier and electron-electron interactions. Hence, in-
teractions induce higher harmonics in time-dependent transport. We derive explicit
expressions for the dc component and the harmonic components of the non-linear
time-dependent current in the weak-tunneling regime. We investigate the current
as a function of various parameters like driving voltage, frequency and interaction
strength [7, 8, 9, 10, 11].

Discussing local �eld e�ects in the dirty quantum wire we show that the rigorous
microscopic approach and the mean-�eld like approach used in order to incorporate
the local longitudinal �eld lead to di�erent results in non-linear transport, i.e. the
mean-�eld like approach fails. We further approximate the induced transverse �eld
in lowest order in the tunneling probability and �nd that its in
uence on the non-
linear time-dependent current may be neglected.

Finally, we evaluate the electromagnetic �eld and the time-averaged power emit-
ted by the dirty wire in time-dependent transport [7, 8]. In the far-�eld regime,
we obtain analytic expressions and in the near-�eld regime, we perform numerical
calculations. The spatial structure of the electromagnetic �elds and of the Poynting
vector in the near-�eld regime is discussed as a function of position [12].

This work is organized as follows. An overview of the �eld of time-dependent
transport in mesoscopic devices is given in section 2. Section 3 introduces the model
exploited during the course of this work: (i) the con�nement of a quantum wire, (ii)
the Luttinger liquid, and (iii) the technique to handle local �elds self-consistently.
Linear transport in a clean quantum wire is studied in section 4 and non-linear
transport in a dirty quantum wire is investigated in section 5.
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2 Overview on Mesoscopic Systems

The device that laid the basement for today's computer technology was announced
rather modestly: \A three-element electronic device which utilizes a newly discov-
ered principle involving a semiconductor as the basic element is described. It may be
employed as an ampli�er, oscillator, and for other purposes for which vacuum tubes
are ordinarily used." Such the transistor was introduced by Bardeen and Brattain in
1948 [13, 14]. Since its invention the transistor has shrunk in size seemingly unstop-
pably allowing for a higher and higher density of these semiconductor devices on an
integrated chip. Until today the shrinking process abides by Moore's law [15] which
states that the density of semiconductor components on a chip would double in �xed
time intervals { in praxis such a time interval consists of roughly 18 months. With
continuing miniaturization one might in a couple of years be fabricating devices of
mesoscopic dimensions whose performance is in
uenced by quantum e�ects.

The term mesoscopic denotes the regime between the macroscopic and the mi-
croscopic regime. A mesoscopic sample contains a macroscopically large number of
electrons but the length over which these electrons move coherently is comparable to
or smaller than the sample length [16, 17, 18]. Hence, quantum interference e�ects
in
uence the transport properties of the sample, for example via weak localization
[19] or the Aharonov-Bohm e�ect [20]. Further, in a submicron structure like a
narrow wire the energy for an electron's motion perpendicular to this wire becomes
quantized and the quantization of energy levels is revealed in the transport proper-
ties. Both, interference e�ects and quantization e�ects, might spoil the performance
of an \ordinary" transistor at low temperatures if the transistor's dimensions are
only small enough.

The intense research on submicron structures in recent years has produced a
number of new devices whose performance relies on e�ects which originate from
their small lateral dimensions of only a few hundred nanometres. A quantum point
contact, for example, is a constriction in a two-dimensional electron gas (2DEG)
narrow enough in order for only a few subbands to be occupied. Each subband in
the point contact has a conductance of e2=h and the total conductance of the point
contact forms a staircase as a function of the number of occupied subbands with
step height e2=h [21].

In a quantum wire, the electron motion is not only parallel to the 2DEG but is
con�ned along one further direction. Ideally, a quantum wire is just a \long quantum
point contact" with discrete subbands and a conductance staircase [22]. In reality
impurities inside the wire often mix up the subbands making it di�cult to observe
the staircase.

In a quantum dot, the electron motion is con�ned along all three directions.
Transport through a quantum dot can be blocked when the dot is weakly coupled to
leads and when in addition the capacitance of the dot is so small that the charging
energy needed to add a single electron to the dot exceeds the thermal energy. If then
the Fermi energy of the leads does not align with one of the discrete energy levels in
the dot transport through the dot is not possible. This device is called single electron
transistor, the phenomenon is known as Coulomb blockade [23, 24]. Strictly speaking,
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the Coulomb blockade is a classical e�ect. Only when the separation of the energy
levels which are due to the quantum mechanical con�nement becomes comparable to
the charging energy, Coulomb blockade shows also features of a quantum mechanical
nature.

However, non of these new devices { quantum point contact, quantum wire or
quantum dot { is by now \ready for application" in industry. The main problem is
that they show their special quantum properties only at temperatures of a few Kelvin
and not at room temperature. For example, the energetic distance between two
subbands in a quantum wire or between two levels in a quantum dot has to be large
in comparison to the thermal energy in order to be experimentally relevant. But
it is expected that this problem disappears automatically the moment one succeeds
to fabricate structures even smaller than the existing devices as with decreasing
structure size the level separation increases.

The dc properties of the new quantum devices are quite well understood, but little
is known so far about frequency- and time-dependent transport properties. Corre-
sponding investigations have a high priority as they allow a deeper understanding
of these devices and also because a thorough understanding of the ac properties of
a device is vital for applications.

The outline of this overview is as follows: In section 2.1 it is explained how struc-
tures as quantum dots and quantum wires are fabricated. Experiments on meso-
scopic systems probing interaction-dependent e�ects, frequency and time-dependent
e�ects and local-�eld e�ects are presented in section 2.2. A selection of the corre-
sponding theoretical works is introduced in section 2.3.

2.1 Fabrication of Mesoscopic Samples

Semiconductor quantum dots and quantum wires can be de�ned using a variety
of di�erent materials and fabrication techniques [22]. Mostly used are Si-based
systems and AlGaAs/GaAs heterostructures. But also quantum devices fabricated
from InGaAs/InP or InAs/AlGaSb heterostructures can be found.

The substrate consisting of a semiconductor heterostructure is grown bymolecular
beam epitaxy or metal organic vapour phase epitaxy [17, 25, 26, 27]. The �rst step
in the structuring process is to spun a layer of resist onto the top layer of the
heterostructure. Next, the desired pattern is written into this resist employing
optical lithography, holographic lithography, or electron beam lithography [17, 28, 29].
The resist is then developed and either washed away where it was exposed (positive
resist) or where it was not exposed (negative resist) [30]).

Di�erent processing steps may follow. Most mesoscopic samples are either de�ned
by gates or by etching. If a sample is to be de�ned by gates, the next step after
having developed the resist is to evaporate a thin metal �lm onto the substrate, i.e.
on the patterned and developed resist. Then, the rest of the resist is dissolved away.
The metal �lm remains in those places where it directly touches the substrate.
Where there is still the layer of resist between metal and substrate, the metal is
dissolved away together with the resist. This process is called lift-o� and is used to
deposit metallic gates and contacts on the substrate [18, 30, 31, 32]. When applying
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a negative voltage to such a metallic gate, the 2DEG beneath the gate is depleted.
A so-called split-gate, for example, consists of two metallic gates with a narrow slit
in between them. When a negative voltage is applied to these gates, a narrow wire
forms below the slit.

If the device is to be de�ned by etching instead of gates, the resist pattern is
used as a mask for selective etching. This etching process a�ects the substrate
only in those areas where it is not protected by the resist. One employs either wet
chemical etching or dry etching including plasma etching, reactive ion etching, and
reactive ion beam etching [18, 30, 31, 32]. Where the top layer of the semiconductor
heterostructure is partly or even fully etched away, the 2DEG below is depleted. By
etching the substrate apart from a narrow channel one can de�ne a quantum wire.

A few alternatives to these two most often used fabrication techniques { de�nition
of the device by metal gates or by etching { can be found in the literature. For
example, the pattern can be written directly into the semiconductor using focused
ion beam implantation [30, 33]. Where the ions are implanted in the top layer, the
2DEG below is depleted. So-called V-groove GaAs wires are structured by growing
GaAs and AlGaAs on a corrugated GaAs substrate into which V-grooves have been
etched before [34, 35]. A technique used especially in order to de�ne quantum wires
is cleaved edge overgrowth. Here, a heterostructure with a 2DEG is cleaved at one
edge. Then, a second heterostructure is grown at the cleaved edge, with the layers
oriented perpendicular to the layers in the �rst heterostructure. A gate on the top
layer of the substrate is biased negatively in order to deplete the 2DEG everywhere
apart from directly at the edge where hence a T-shaped quantum wire forms [36, 37].

2.2 Experiments on Electronic Transport

2.2.1 Interaction-Dependent E�ects

When asking in how far electron-electron interactions in
uence the transport prop-
erties of a sample, the experimentalist faces the di�culty that she or he cannot
study the sample once with the interaction switched o� and next with the interac-
tion switched on; the interaction is always present. Thus, one has to rely on theory
predicting certain e�ects which are based on the presence of the interaction. And
indeed, the in
uence of interactions onto the transport properties of mesoscopic
samples has many di�erent facets.

Miscellaneous

First, electron-electron interactions cause corrections to the low-temperature con-
ductivity. In the di�usive regime, the temperature dependence of these corrections
was predicted to be proportional to ln(kBT�=~) in two spatial dimensions and to
T�1=2 in one spatial dimension. In a magnetic �eld, the interaction-induced correc-
tion to the resistivity was predicted to be proportional to the square of the magnetic
�eld strength [38, 39, 40]. Via these dependences on temperature and magnetic �eld,
the interaction-induced corrections to the conductivity could be identi�ed experi-
mentally [41, 42, 43, 44, 45, 46].
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Second, as the density of thermal excitations decreases with decreasing tem-
perature, electron-electron interaction becomes the dominant dephasing mecha-
nism at very low temperatures [16, 19, 39, 40, 47, 48]. Hence, any experiment
studying the low-temperature phase coherence length is probing interaction ef-
fects. The number of corresponding experiments is huge. A few examples are
[45, 49, 50, 51, 52, 53, 54, 55]. Most interesting are those publications in which a
saturation of the phase coherence length with decreasing temperature was reported
[45, 52, 53, 54, 55], because theoretically it was expected that the phase coherence
length should diverge as the temperature approaches the absolute zero. Usually, the
authors assigned the observed saturation to inelastic scattering at magnetic impuri-
ties or to heating. Only recently the discussion on the dephasing mechanism at low
temperatures was renewed by an experiment in which the saturation of the phase
coherence length could be attributed to neither of the two mechanisms [56].

A third transport phenomenon due to electron-electron interactions and present in
quantum dots is the Coulomb blockade already discussed above. It was �rst observed
in narrow quantum wires in which impurities subdivided the wires into small islands
[57, 58, 59] before it was studied systematically in quantum dots [23, 24, 60].

Luttinger Liquid

The Luttinger liquid theory allows for the exact treatment of 1D systems of inter-
acting electrons [6, 61, 62, 63]. It predicts that the current-voltage characteristic of
a 1D wire containing a tunnel barrier obeys a power law, J / V 2=g�1, due to the
simultaneous presence of the barrier and the electron-electron interaction. The pa-
rameter g characterizes the strength of the interaction. The power 2=g�1 is di�erent
from 1 for interacting electrons. The dependence of the current on temperature is
also governed by a power law according to the Luttinger model.

The �rst experimental veri�cation of the power-law behaviour of the dc current
in non-linear transport was reported in [64] where the 1D nature of the fractional
quantum Hall edge states was exploited. Under certain conditions, these can be
described by chiral Luttinger liquids, the interaction parameter g is replaced by the
�lling factor � [65, 66, 67, 68, 69, 70, 71, 72]. A gate brought the two opposite edges
of a GaAs 2DEG close together in a small region of the sample and backscattering
between the two edge states became possible via a tunneling current. At any �lling
factor, the average conductance through this point contact decreased as the channel
was slowly pinched of. A few transmission resonances were observed. The shape
of the resonance peak and the o�-resonance conductance was measured at �lling
factor � = 1=3 as a function of temperature in the millikelvin regime. Luttinger
liquid theory predicted the half-width of the resonance peaks to scale as T 2=3 at
� = 1=3 while the o�-resonance conductance was expected to behave as T 4. The
measured data were in agreement with the theoretical predictions.

In [73], also the 1D nature of the fractional quantum Hall edge states was ex-
ploited. The tunneling conductance and the current-voltage characteristics for elec-
trons tunneling between a GaAs bulk normal metal and edge states were measured.
For this kind of tunneling process, a power law for the current as a function of volt-
age with an exponent of 3 for � = 1=3 was predicted by the Luttinger model. The
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measured current varied with the driving voltage as V 2:7�0:6 over one decade in the
voltage at T = 25 mK and � = 1=3. The conductance varied with temperature as
T 1:75�0:8 over one decade in temperature, an exponent of 2 had been expected. For
� = 1, conductance was independent of temperature and the current-voltage char-
acteristic was essentially linear. The measured data were in very good agreement
with predictions based on Luttinger liquid theory.

The experiment [73] was then repeated for � = 1=2 [74]. A power law current-
voltage characteristic was obtained with an average exponent of 1:91. The exponent
governing the temperature-dependence of the conductance was 1:77 � 0:07. The
power-law behaviour was reminiscent of a chiral Luttinger liquid. Theoretically,
the results were not well understood as Luttinger liquid behaviour had not been
expected. The behaviour of a � = 1=2 edge state should have been markedly di�erent
from the behaviour of a � = 1=3 edge state.

Following [73] and [74], the current-voltage characteristics for tunneling into the
edge states of a 2DEG for a continuum of �lling factors from � = 1=4 to � = 1
was studied in [75]. At small and large voltages, the measured current-voltage
characteristic was linear, while over a range of one decade in voltage in between,
a continuum of power laws was observed. The exponent was approximately given
by 1:16=� � 0:58, it spanned the region in between 1 and 4. The edge appeared to
behave as a single-mode Luttinger liquid for �llings with 1=� > 1:4. For 1=� < 1:4,
the exponent saturated indicating an approach to Fermi liquid behaviour.

Also electrically conducting single-wall carbon nanotubes are expected to exhibit
Luttinger liquid behaviour [76, 77]. In [78], the conductance of bundles of single wall
carbon nanotubes was measured as a function of voltage and temperature. \End-
contacted" samples with the metal electrode deposited on the tubes and \bulk-
contacted" samples which were placed on top of the prede�ned metal leads were
studied. The conductance as a function of gate voltage showed Coulomb blockade
oscillations. The conductance as a function of temperature showed a power-law
behaviour. It extended from 8 K to 300 K with exponents 0.33 and 0.38 for the
bulk-contacted samples. Theory predicted an exponent of 0.24 for this system. The
end-contacted samples showed a power-law behaviour from 10 K to 100 K with
an exponent of � 0:6, where an exponent of 0.65 had been expected. Also the
current-voltage characteristic showed a power-law behaviour which extended over
two decades in the voltage at 1:6 K. Luttinger liquid theory predicted a universal
scaling curve for the di�erential conductance and it was indeed possible to collapse
the measured data onto one single scaling curve in accordance with the prediction.
The results were in very good agreement with theory.

Further, in [79] end-contacted single wall carbon nanotube ropes were studied
which showed no Coulomb blockade at low temperature and a conductance > e2=h
at room temperature. The samples showed almost no temperature-dependence for
T > 100 K and large, reproducible 
uctuations at lower T . The 
uctuations were
tentatively related to Luttinger liquid transport in a tube.

Transport through InSb in an asbestos matrix was studied in [80]. The current-
voltage characteristic was non-linear. The conductance as a function of temperature
followed a power law. The measured data was explained using Luttinger liquid
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theory.

One further convincing proof of the relevance of the Luttinger model was found
exploiting this model in order to describe the Coulomb blockade. In [81], evidence
was reported for Luttinger liquid behaviour in a GaAs wire fabricated by cleaved
edge overgrowth. The conductance of the wire as a function of carrier density
showed deviations from the quantized conductance plateaus. These were attributed
to the presence of impurities. For a density below the onset of the �rst plateau, the
wire split into two parts as the potential barrier of an impurity crossed the Fermi
energy. Decreasing the density further, another barrier due to another impurity
crossed the Fermi energy and a single 1D island formed between these two impurities.
Resonant tunneling through the island was observed. From the charging energy,
the length of the island was estimated to be 100 � 200 nm. The line shape of the
resonance was measured for temperatures in the range 0:25 K < T < 2:5 K. The line
width decreased with decreasing temperature. According to conventional Coulomb
blockade theory, the line shape should have been independent of temperature, while
Luttinger liquid theory predicted the line width to be proportional to T 1=g�1, where
the parameter g (< 1) characterized the strength of the electron-electron interaction.
Fitting the measured data of the line shapes at di�erent Coulomb blockade peaks to
Luttinger liquid theory yielded g = 0:82 at one peak and g = 0:74 at another. The
change in carrier density in between the two peaks was responsible for the change
in g. Similar power law behaviour was observed in three di�erent wires. When
in addition to the ground state also an excited state contributed to the resonant
tunneling process, the behaviour of the line shape deviated from the simple power
law it obeyed when tunneling occurred only via the ground state. Even this deviation
was in perfect agreement with theoretical predictions based on the Luttinger model.

2.2.2 Frequency and Time-Dependent E�ects

Noise

In 1984, discrete switching of the resistance of narrow Si wires with time was reported
in [82]. The explanation was the following: The electrons in the wire su�ered scat-
tering from charged impurities. The ensuing electron trajectories constituted a large
number of loops and the trajectories interfered coherently if half the circumference
of such a loop was smaller than the phase coherence length. Whether interference
was constructive or destructive depended on the phase shift between the trajectories
which depended on the exact impurity con�guration. Each loop thus either gave a
positive or a negative contribution to conductance, depending on the details of the
paths. Further, charged impurities could capture or emit electrons, hence become
neutral which meant that they were turned o�. Similarly, neutral impurities could
capture or emit an electron and be thus turned on. And whenever an impurity was
turned on or o� the interference condition in the wire changed. Consequently also
the conductance changed, namely by an amount of the order e2=h. Thus, when the
impurity con�guration changed, a discrete jump in conductance or resistance was
observed [83]. Further noise measurements on Si, GaAs and InAs wires can be found
in [84, 85, 86, 87, 88, 89, 90, 91, 92].
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Harmonic Generation

In 1985, a second harmonic signal was observed in a Si wire [93]. DC transport had
been studied in the Si wires using an ac lock-in technique at 50 Hz. As the wire
exhibited a non-linear current-voltage characteristic, a second harmonic signal of the
50 Hz driving voltage was observed. In 1988, a systematic study of second-harmonic
generation in sub-micrometer GaAs wires was reported in [94]. The frequency was
still very low, only 11 Hz.

Photoconductivity and Photovoltaic E�ect

Starting in 1989, several authors investigated the photoconductivity of narrow semi-
conductor wires. Irradiating a semiconductor 2DEG or any sample fabricated from
such a 2DEG leads to an increase in conductivity because the number of carriers
available for transport increases due to the irradiation and hence the resistance
drops. When the light source is removed, the photoconductivity decays slowly with
time.

The photoconductivity in GaAs wires was reported to oscillate aperiodically as
a function of time and as a function of magnetic �eld in [87, 95, 96]. The aperiodic
oscillations were attributed to quantum interference e�ects as in case of the noise
discussed above. Photoconductivity studies on GaAs wires patterned by etching
revealed that the illumination changed the depletion depth by in
uencing the occu-
pancy of traps generated during etching [97, 98]. The use of the time decay of the
photoconductivity in order to measure conductance quantization of GaAs wires was
reported in [99].

In addition to an increase of conductivity, irradiation of a sample can also generate
a direct current when the sample lacks a centre of inversion. This phenomenon is
called photovoltaic e�ect. In thermodynamic equilibrium, 
uxes of particles with
opposing momenta cancel each other and thus no net current 
ows. When the
sample is irradiated with an electric �eld, the fraction of particles with velocity
components parallel and anti-parallel to the direction of the electric �eld increases.
Due to the intrinsic asymmetry of the system, the velocity distribution becomes
anisotropic and a static particle current emerges.

Disordered samples always lack an inversion centre as the impurities are randomly
distributed. But in a macroscopic disordered sample, the photovoltaic currents from
di�erent parts of the sample cancel each other, as the directions of the currents
are random depending on the impurity con�gurations in the corresponding parts.
This self-averaging takes place between sub-volumes of size � l3', where l' is the
phase coherence length. In mesoscopic conductors, whose dimensions are of the
order of l', self-averaging is absent and the photovoltaic current is �nite [100, 101].
Corresponding experiments on GaAs wires were performed in the GHz regime [95,
96, 102].

Surface Acoustic Waves

Only recently started the investigation of the in
uence of surface acoustic waves onto
transport in narrow semiconductor wires. A surface acoustic wave propagating on a
piezoelectric substrate generates a wave of electrostatic potential and thus interacts
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with the charged carriers in the system. Due to this interaction, the damping and
the velocity of the surface acoustic wave change. Further, because of momentum
transfer from the surface acoustic wave to the electrons, a direct current is induced
into a closed circuit. This current is called acoustoelectric current. Measurements
of the acoustoelectric current induced by a surface acoustic wave in a GaAs channel
are reported in [103].

Electron Turnstiles and Photon-Assisted Transport

In the presence of a low-frequency voltage signal, a quantum dot can be used as an
electron turnstile. First, choose the energy level for the addition of one electron to
the quantum dot aligned to the Fermi energies of the leads, hence transport through
the dot is not blocked by the Coulomb blockade. Next, modulate the heights of the
two barriers through which the electrons tunnel into and out of the dot by applying
a time-dependent voltage with frequency f to the gates which de�ne the barriers.
The signals at the two gates should be phase-shifted by � with respect to each other,
i.e. the height of one barrier should be decreased while at the same time the height
of the other barrier should be increased by the time-dependent voltage and vice
versa. Finally, a dc source-drain bias small with respect to the charging energy of
the dot is applied.

Then, following the dc bias, an electron tunnels into the dot when the barrier it
has to pass �rst is reduced by the time-dependent voltage at the gates. The electron
does not immediately tunnel out of the dot on the other side as the height of the
second barrier is enhanced with respect to the �rst and too large to be overcome.
Due to the Coulomb blockade, a second electron cannot enter the dot through the
�rst barrier. Then, half a cycle of the time-dependent voltage later, when the height
of the second barrier is reduced, the electron leaves the dot. The next electron does
not enter the dot immediately as now the �rst barrier is too large to be overcome.
It enters half a cycle later when the �rst barrier is reduced again. Such a device
is called turnstile as only one single electron can tunnel through the dot per cycle
of the time-dependent voltage. The corresponding current is I = ef . For a dc
drive larger than the charging energy but smaller than twice the charging energy
the current is I = 2ef . In general, the current as a function of the dc drive exhibits
the structure of a stair-case, I = nef , n integer [104]. Theoretical considerations on
the accuracy of electron turnstiles can be found in [105, 106, 107].

The �rst metal turnstile was realized in 1990 [108]. A metal electron pump at
zero dc bias was reported in 1991 [109]. In the same year, a semiconductor turnstile
device was proposed and analyzed theoretically [110]. And indeed, the �rst GaAs
turnstile was realized also in 1991 [111]. The frequency of the ac signal was roughly
10 MHz. It was a low-frequency signal in the sense that the corresponding energy
was much smaller than the thermal energy and also smaller than the charging energy.

Further aspects of frequency-dependent transport through a quantum dot are
revealed when a �eld with a frequency of the order of the charging energy is applied
to the dot. When transport through the quantum dot is blocked due to charging
e�ects, electrons might overcome this Coulomb blockade by absorbing energy quanta
from the time-dependent �eld. Such photon-assisted transport was demonstrated
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experimentally in semiconductor quantum dots in 1994 [112]. The Coulomb blockade
peaks in the tunneling current vs. gate voltage developed \shoulders" in the presence
of a microwave signal. In the derivative of the current with respect to gate voltage
these shoulders appeared as additional peaks. The peaks shifted with frequency
but not with microwave power, which was a strong evidence that they were due to
electron tunneling via absorption of energy quanta from the external �eld. Further
experiments on photon-assisted tunneling in quantum dots can be found in [104,
113, 114, 115].

2.2.3 Local-Field E�ects

Local �elds arise when an externally applied �eld causes a rearrangement of charges
in a sample and these charges induce electromagnetic �elds which superpose with
the external �eld. One part of the induced �eld is due to the Coulomb �eld asso-
ciated with any charged particle and is called longitudinal �eld. The other part of
the induced �eld originates from accelerated charges which radiate electromagnetic
waves and is called transverse �eld.

Phonon-Polariton

An electromagnetic �eld inside a sample couples to any excitation that includes
dipole moments, thus it couples to transverse optical phonons. Due to the interac-
tion between the electromagnetic �eld and the oscillation of the lattice, one cannot
distinguish between photon and phonon. One obtains a \new" elementary excita-
tion called phonon-polariton [5, 116, 117, 118, 119]. This polariton is nothing but
the electromagnetic �eld in the presence of the medium, it is a local �eld.

In the absence of the coupling between photon and phonon { which can never
be switched o� in reality { both exhibit separate dispersion relations. The photon
dispersion is linear and the dispersion relation of the transverse optical phonon can
be assumed to be constant in the wave vector regime where the coupling of photon
and phonon is most pronounced. The two dispersions cross at wave vector qc.

In the presence of the coupling, when the polariton is the true elementary excita-
tion of the system, the dispersions do not cross but a gap opens at qc. The ensuing
two branches constitute the dispersion relation of the polariton. The lower branch
resembles the photon dispersion for q � qc while the upper branch resembles the
phonon dispersion in this regime but with a frequency shifted slightly upwards due
to the coupling. This shifted frequency coincides with the frequency of a longitudi-
nal phonon at q = 0. Near qc, the two branches deviate strongly from the original
dispersion relations, they repel each other. Then, for q � qc, the lower branch
resembles the phonon dispersion while the upper branch resembles the photon dis-
persion. Typical values for qc are around 5 � 104 m�1 which is extremely small in
comparison to the zone boundary values of � 1010 m�1 [5].

Phonon-polaritons can be probed experimentally via Raman scattering [120]. The
�rst observation of phonon-polaritons was reported 1965 in [121], see also [5, 118].
Whenever an experiment probes the bulk properties of a material, the corresponding
polaritons are called bulk phonon-polaritons. One distinguishes bulk polaritons from
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surface phonon-polaritons which propagate along the surface of a sample. The latter
were �rst detected in 1968 [122].

Localization of Electromagnetic Fields

In analogy to the localization of electrons in random media it was suspected that
also electromagnetic waves should exhibit localization when propagating in media
with random scatterers [123]. The incident �eld interacts strongly with the medium
and the ensuing local �eld might become localized due to interference e�ects. And
indeed, weak localization of electromagnetic waves was observed for di�erent systems
of randomly distributed scatterers [124, 125, 126]. This phenomenon is relatively well
understood theoretically [127, 128, 129]. An experimental proof of strong localization
of electromagnetic waves due to 2D random scattering was reported in [130]. A self-
consistent theory of localization of classical waves was presented in [131]. Analogies
between light and electrons like the density of states, screening and a criterion for
localization were worked out in [132]. An investigation of the speed of propagation
of classical waves in strongly scattering media may be found in [133]. An analytical
approach to localization of electromagnetic waves in 2D systems based on Maxwell's
equations was presented in [134].

Coulomb Blockade

A prominent example for local �eld e�ects in mesoscopic systems is the Coulomb
blockade. One might either state that that transport is blocked by a large local
longitudinal �eld or that transport is blocked by charging e�ects. Those are only
two di�erent names for the same phenomenon: the Coulomb �eld associated with
any charged particle and the ensuing repulsion of equally charged particles.

Further, photon-assisted tunneling via sidebands in a quantum dot, i.e. via ab-
sorption and emission of energy quanta from the external time-dependent �eld,
showed an asymmetry between absorption and emission peaks [135]. This asym-
metry was attributed to a local-�eld e�ect. The internal potential in the dot was
assumed to shift the occupation probabilities of the sidebands in [136].

2.3 Theories on Electronic Transport

Theoretical investigations of optical and transport properties of mesoscopic systems
are numerous. A complete overview cannot be given here. We concentrate in the
following on the most important concepts providing the background for the results
derived in this thesis.

2.3.1 Interaction-Dependent E�ects

Mean-Field Like Approaches

A complete description of the dynamics of � 1023 particles coupled by mutual inter-
action is impossible { but fortunately also unnecessary. The knowledge of the low-
energy excitation spectrum of a system is su�cient in order to predict its transport
properties as experiments usually probe a system's response on energy scales small
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in comparison to the Fermi energy. In 3D systems, the phenomenological Fermi
liquid theory [3] is often employed to describe the in
uence of interaction onto the
behaviour of a system. Fermi liquid theory models the low-lying excited states of a
fermion liquid in terms of quasi-particles which consist of fermions \dressed" by the
disturbance they cause in their immediate neighbourhood due to interaction with
other fermions. The properties of such a Fermi liquid are qualitatively similar to
the properties of a Fermi gas consisting of non-interacting electrons. Predictions
of Fermi liquid theory concerning for example the temperature-dependence of the
electronic speci�c heat agree well with experiments. Unfortunately, Fermi liquid
theory cannot give account of microscopic phenomena or provide information on
the ground state of the system of interacting electrons.

Microscopic theories, on the other hand, often yield reliable answers only in cer-
tain limits. For example, in an electron liquid in the limit of a high density, where
the average energy due to the electron-electron interaction is small in comparison
to the kinetic energy, the Coulomb interaction represents a small perturbation and
it is su�cient to consider interaction e�ects in lowest order [3]. In the limit of a low
electron density, the behaviour of the electron liquid is governed by the Coulomb
interaction and the electrons form a Wigner crystal. The regime of intermediate
electron densities, however, is di�cult to handle. As kinetic and potential energies
are comparable, neither one nor the other can be treated perturbatively.

An approach concerned with intermediate electron densities is the Hartree-Fock
approximation. Instead of considering the interaction of one particle with all other
particles individually, one constructs a mean �eld, originating from the Coulomb
�elds of all other particles, and considers the in
uence of this mean �eld onto the
behaviour of a certain particle [137, 138]. In a uniform electron liquid, the Hartree-
Fock approximation corresponds to lowest-order perturbation theory in the interac-
tion potential. In a non-uniform system, the electron wave function and the mean-
�eld have to be evaluated self-consistently and the Hartree-Fock approximation is
more subtle than ordinary perturbation theory [3]. In spite of some success of the
Hartree-Fock approximation, it fails when predicting the temperature-dependence of
the electronic speci�c heat as this prediction does not accord with experiment [139].
One major problem of the Hartree-Fock approximation lies in the fact that it does
not take into account the long-range correlations due to the Coulomb interactions
[138].

A considerable improvement over the Hartree-Fock approximation was provided
by the so-called random phase approximation (RPA) [3, 138, 139, 140]. This method
has its name for historical reasons [3, 139], it was developed in the context of screen-
ing and collective behaviour of an electron liquid. The random phase approximation
treats the long-range part of the Coulomb interactions by considering a polarization
�eld and its in
uence onto the electron liquid. For methods leading to similar re-
sults as the random phase approximation like the self-consistent �eld method and
the equation-of-motion method see [3, 138, 140].

The random phase approximation and corresponding methods allowed the evalua-
tion of static and dynamic dielectric functions and hence the description of screening
of a point charge in an electron liquid. Screening of a charged impurity comes about
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because the surrounding electrons rearrange themselves with respect to the equilib-
rium distribution assumed in the absence of the impurity trying to restore the charge
balance disturbed by the charged impurity. Far away from the charged impurity the
�eld of the impurity is screened. But as the electrons have a certain kinetic energy
and cannot stay �xed next to the impurity, screening can never be perfect close to
the impurity. The corresponding length scale is given by the screening length, it
governs the exponential decay of the screened Coulomb potential [4]. In order to
calculate the screening length one needs the dielectric function. Depending on the
approximation the evaluation of the dielectric function is based on one distinguishes
between Thomas-Fermi screening [3, 140], Hartree screening [3], and RPA screening
[3]. The latter is also known as Lindhard screening [4, 140].

An approach vaguely related to the Hartree-Fock approximation but de�nitely
superior is the density functional theory. Ground state properties are expressed in
terms of the electron density or the spin density instead of the many-electron wave
function. The approach leads to self-consistent equations for the density similar
to the ones encountered in the Hartree-Fock approximation. In density functional
theory, however, correlation e�ects are included by the addition of the exchange-
correlation potential. Density functional theory is in principle exact but in practice
the exchange-correlation energy cannot be evaluated exactly. The simplest approxi-
mation to obtain this exchange-correlation energy is the local-density approximation
which rests on a Monte Carlo calculation [141, 142].

When interacting electrons are considered on a lattice, this lattice model can
be replaced by a single-site quantum impurity problem embedded in an e�ective
medium which has to be determined self-consistently. This approach, called dynam-
ical mean-�eld method, does not assume that all 
uctuations are frozen, as in an
ordinary mean-�eld approach like for example the Hartree-Fock approximation, but
freezes only spatial 
uctuations while taking into account local quantum 
uctuations
[143].

Electron-electron interactions may also be taken into account employing a local-
�eld argument. As \interactions" and \induced longitudinal �elds" are only di�erent
names for the same problem, namely the Coulomb potential associated with each
charged particle, one might consider either one or the other. On the one hand,
incorporating the Coulomb interaction into the many-body Hamiltonian leads to

HMB
int =

1

2

Z
d~r

Z
d~r 0 �(~r )Vee(~r � ~r 0)�(~r 0); (1)

where �(~r ) denotes the density operator and the Coulomb interaction potential is

Vee(~r � ~r 0) =
1

4��0

1

j~r � ~r 0j : (2)

On the other hand, neglecting the interaction and considering the induced potential
Vind(~r), obtained via the Poisson equation,

Vind(~r) = � 1

4��0

Z
d~r 0

h�(~r 0)i
j~r � ~r 0j ; (3)
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the corresponding Hamiltonian is

Hind =

Z
d~r

Z
d~r 0 �(~r)Vee(~r � ~r 0)h�(~r 0)i: (4)

Now, the main di�erence between HMB
int in eq. (1) and Hind in eq. (4) is the presence

of the expectation value h�(~r 0; t)i in eq. (4). The consideration of Hind instead of
HMB

int corresponds to a mean-�eld like approach, sometimes also called RPA approach
[2]. It is not equivalent to the consideration of HMB

int because the Poisson equation
{ or in general the set of Maxwell equations { is valid for functions and not for
operators.

Renormalization Group Approach

Typically, the Hamiltonian and hence the action describing a system of interacting
electrons contain a huge number of degrees of freedom at wave vectors up to a certain
cut-o�. In order to understand the system's properties only a small part of these
degrees of freedom is needed. One has too much information which makes the task
di�cult to handle. One can obtain an e�ective action containing only the physically
most interesting degrees of freedom by shifting the cut-o� to some lower value with
respect to the initial cut-o�, integrating out all degrees of freedom between the old
and the new cut-o� and then perform a scale change of the wave vector that brings
the cut-o� back to its original value. Repeating these steps iteratively one obtains
scaling equations for the system property of interest [61, 144]. This approach is
called renormalization group method. A similar method based on the same idea
of eliminating unwanted degrees of freedom is the density matrix renormalization
group method [145].

Luttinger Liquid

The { for this thesis { most important theoretical approach designed to handle sys-
tems of interacting electrons is the Luttinger liquid theory [6, 61, 62, 63]. It allows for
the exact treatment of 1D systems of interacting fermions based on three assump-
tions. First, the dispersion relation of the non-interacting fermions is linearized
at the Fermi energy. One obtains two linear branches of the dispersion relation
crossing at zero wave number. Second, these two branches of the linearized disper-
sion relation are extended beyond their point of intersection and the in�nitely many
\anti-particle" states at negative energies are assumed to be occupied. At excitation
energies small in comparison to the Fermi energy neither of these two assumptions
alters the physical properties of the system with respect to the \real" system. Third,
backward scattering is excluded from the model as otherwise it would not be exactly
solvable. The exclusion of backward scattering is justi�ed under certain conditions
based on renormalization group arguments [6]. Following these three assumptions
the Hamiltonian describing the electron liquid can be diagonalized employing a
bosonization technique.

The Luttinger model allows for the evaluation of a variety of properties of the
1D system of interacting particles. In the following, a few examples are given in a
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ash-light manner without presenting any details. For a deeper understanding the
reader is referred to the cited papers.

Correlation functions of interacting fermions in one dimension are presented in
[146, 147]. The in
uence of boundaries on correlation functions is investigated in
[148, 149, 150]. Raman scattering in a Luttinger liquid is described in [151, 152,
153]. The in
uence of contacts onto the dc transport properties of a Luttinger
liquid is studied in [154, 155, 156, 157, 158, 159, 160, 161, 162]. Screening in a
Luttinger liquid is considered in [163]. Results on shot noise in dc transport through
a Luttinger liquid can be found in [164]. In [165, 166, 167, 168], the in
uence of the
electron-electron interaction onto an applied electric potential is discussed. Time-
dependent transport through a Luttinger liquid is investigated in [169, 170], see also
section 2.3.2.

A Luttinger liquid containing a single tunneling barrier or also two barriers was
and is subject of intense research activity. Transport through such a \dirty" Lut-
tinger liquid is non-linear, the �rst systematical study can be found in [65, 66].
Under certain conditions transport through the tunneling barrier can be treated ex-
actly [72, 171, 172]. Transport through a single barrier studied in terms of quantum
Monte Carlo methods is presented in [173]. Transport through a dirty Luttinger
liquid in the presence of leads is investigated in [174, 175]. Time-dependent non-
linear transport through a dirty Luttinger liquid is investigated in [7, 8, 9, 10, 11,
12, 176, 177, 178, 179], see also section 2.3.2. A collapse of quantized conductance
in a dirty Luttinger liquid is predicted in [180, 181]. The tunneling density of states
at the location of the tunneling barrier is evaluated in [182]. The Green function for
a general backward scattering potential in a Luttinger liquid is calculated in [183].
Friedel oscillations induced by the presence of the impurity are discussed in [184].
Charging e�ects and the Coulomb blockade in Luttinger liquids are investigated in
[185, 186, 187, 188, 189, 190, 191]. A Wigner crystal in one dimensional systems
and its behaviour in the presence of impurities are studied in [192, 193]. Anderson
localization in connection with Luttinger liquid theory is discussed in [194, 195].

2.3.2 Frequency and Time-Dependent E�ects

Scattering Matrix Approach for AC Transport

Time-dependent transport through small phase-coherent conductors can be stud-
ied employing the scattering matrix approach. Originally developed by Landauer
and B�uttiker [196, 197, 198] in order to investigate the dc properties of mesoscopic
samples, it can be generalized to account also for time-dependent e�ects. The
scattering matrix approach describes transport of electrons through a multi-probe
conductor relating the current to the transmission amplitudes between the various
contacts. Dephasing processes and dissipation are assumed to occur in the reser-
voirs. In dc transport, the current depends only on the total voltage drop between
the contacts while in ac transport it depends in addition on the potential land-
scape inside the conductor. This internal potential can be taken into account in
the following manner: First, the response to the external potentials is determined
neglecting the interaction between the carriers. Second, the time-dependent inter-
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nal potential caused by the charges injected into the conductor due to the external
potentials is determined. Then, the response to this internal potential is evaluated.
Finally, these two steps are combined in a self-consistent manner. The resulting
dynamic conductances and capacitances of mesoscopic conductors can be found in
[199, 200, 201, 202, 203, 204, 205, 206].

The scattering matrix approach does not take the electron-electron interaction
directly into account, for example based on a microscopic Hamiltonian, but via
the internal potential landscape of the conductor. The internal potential of the
conductor is determined by employing Poisson's equation, neglecting the second
inhomogeneous Maxwell equation. Thus, only the longitudinal part of the local
�eld is considered, the transverse part is neglected.

Further, it is often stressed that any transport theory should be charge and cur-
rent conserving [204], implying that a current between two contacts should only
depend on the total voltage drop between these two contacts and not on the in-
dividual voltages applied to each contact. In order to achieve such a charge and
current-conserving theory based on a microscopic model one has to consider the
long-range nature of the Coulomb correlations in order correctly account for charge
accumulation in a sample [204]. The scattering matrix approach is usually charge
and current-conserving, but not because it considers long-range Coulomb correla-
tions but because it uses current conservation as a condition enforced on the scat-
tering matrix.

Following an idea similar in spirit to the scattering matrix approach, namely
considering coherent propagation in the sample and dissipation in the reservoirs,
second harmonic generation was studied in [207] by extending the microscopic linear
Kubo formalism to second order. Also in [208], scattering theory was used for an
investigation of harmonic generation.

AC Transport in Clean Quantum Wires

In [209], a self-consistent evaluation of the frequency-dependent conductance of a
perfect ballistic wire of length L coupled to two reservoirs was presented. The
internal potential of the wire was determined by a self-consistent integral equation
based on the Poisson equation. For a single-channel wire and ! � v=L, where v was
the velocity of the charges, the 1D potential was close to one half of the external
voltage drop everywhere in the wire. For ! � v=L, the potential dropped linearly
along the wire. The frequency-dependent conductance was a monotonic function of
frequency,

�(!) =
e2

2�

�
1� i!L

2v

��1
: (5)

In a wire with two channels, the internal potential and the conductance exhibited
an oscillatory structure attributed to interchannel excitations.

In [210], the frequency-dependent conductance in a perfect ballistic wire of length
L coupled capacitively to a gate and connected to two electron reservoirs was inves-
tigated. Zero-range interactions were considered, long-range correlations were taken
care of within the random phase approximation. The internal potential of the wire
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was evaluated self-consistently based on the Poisson equation which was adjusted
in order to account for the short-range interaction potential. The capacitive part
of the conductance was called gate conductance and the real part of this gate con-
ductance exhibited peaks as a function of frequency. The height of these peaks was
4e2=h independent of the interaction strength while the width of the peaks decreased
with increasing interaction strength. The imaginary part of the gate conductance
showed zeroes at those frequencies at which the real part exhibited maxima. Left
and right of these zeroes it exhibited extrema. The exact positions of these ex-
trema depended on the interaction strength, their height was 2e2=h independent of
interaction strength. It was proposed to study the low-frequency gate conductance
experimentally in order to determine the interaction parameter g.

Linear time-dependent transport in an in�nitely long Luttinger liquid without
contacts was studied in [169, 170]. These publications are discussed in detail in
section 4.3.

The response of a Luttinger liquid of length L connected to two reservoirs and
subject to a low-amplitude ac voltage was investigated in [211]. The leads were
modelled as Luttinger liquids with the electron-electron interaction switched o�.
The interaction in the central wire was assumed to be zero-ranged. The frequency-
dependent conductance and impedance were evaluated. The impedance as a function
of frequency was discussed. The real part of the impedance showed an oscillatory
structure and vanishes at frequencies 2�nv=L, n integer and v the renormalized
Fermi velocity.

A further study of transport in a Luttinger liquid of �nite length connected to
two semi-in�nite leads of non-interacting electrons was presented in [156]. The time-
dependent non-local conductivity for a zero-range interaction was determined and
its frequency-dependence discussed; an oscillatory behaviour was observed. Finally,
also in [212] ac transport in an inhomogeneous Luttinger liquid was investigated.
The interactions were switched o� in the leads. The amplitude of the ac current
depended on the distribution of the potential produced by a time-dependent �eld.
An oscillatory behaviour of the current was found.

Photon-Assisted Transport and the Tien-Gordon Theory

Next, turn to ac transport involving tunneling. The presence of a time-dependent
�eld may help the electrons to overcome the tunneling barrier as they can absorb
energy quanta from the �eld. This process, called photon-assisted tunneling, is
well-known from superconductor-insulator-superconductor junctions [213]. A cor-
responding theory for non-interacting quasi particles was developed by Tien and
Gordon [214]. As this theory is often the starting point for the description of photon-
assisted tunneling also in semiconductor devices, the main points of this theory are
outline below.

Tien and Gordon assumed an external time-dependent voltage Vac cos(!extt).
They argued that if the time dependence of the quasi-particle wave function of
the unperturbed Hamiltonian was

	(~r; t) = f(~r ) � e�iEt=~; (6)
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then the wave function of the system perturbed by the external voltage should be

	ac(~r; t) = f(~r ) � e�i
R
dt [E+eVac cos(!extt)]=~: (7)

Expanded into a power series this wave function of the perturbed system became

	ac(~r; t) = f(~r ) � e�iEt=~ �
" 1X
n=�1

Jn

�
eVac
~!ext

�
e�in!extt

#
; (8)

where Jn(z) are Bessel functions of the �rst kind. The wave functions in the presence
of the ac �eld contain components with energies E, E � ~!ext, E � 2~!ext, etc.
These components at shifted energies imply that a quasi-particle with energy E in
one superconductor cannot only tunnel to a state with the same energy in the other
superconductor but also to states with energies E�n!ext, n integer. These additional
energy states available for the tunneling quasi-particle are called sidebands.

Based on these considerations concerning the wave functions, Tien and Gordon
derived the dc tunneling current for quasi-particles. When the tunneling current as
a function of dc bias in the absence of an ac �eld is denoted by J(Vdc), the tunneling
current in the presence of the ac �eld is

JTG(Vdc; Vac; !ext) =
1X

n=�1
J2n

�
eVac
~!ext

�
J(Vdc + n~!ext=e): (9)

The square of the Bessel function gives the occupation probability of the sidebands.
The outward appearance of the result in eq. (9) is often encountered in the studies
of photon-assisted tunneling.

Photon-Assisted Transport in Superlattices

Photon-assisted transport in a superlattice neglecting electron-electron interactions
was studied in [215, 216, 217]. In [217], also higher harmonic generation was con-
sidered. A combination of a microscopic transport model with the standard model
of Tien and Gordon was presented in [218] where electron-electron interactions were
taken into account via the Thomas-Fermi approximation and via the random phase
approximation and the corresponding results were compared with each other. In
[219], photon-assisted tunneling in a superlattice was studied including interactions
via a self-consistent mean-�eld approach. It was claimed that a Tien-Gordon like
result is not valid when such a self-consistent approach is employed, see also [136].

Photon-Assisted Transport in Double-Barrier Structures

Transport through double-barrier resonant tunneling devices in the presence of ac
�elds was extensively discussed in the past and is still an active research �eld.
Perturbative approaches assuming a small ac signal and neglecting interactions can
be found in [220, 221, 222, 223, 224, 225, 226]. A high-frequency approach for non-
interacting electrons was presented in [227, 228]. A generalization of the Landauer-
B�uttiker approach to frequency-dependent transport and its subsequent application
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to ac transport through quantum dots considering non-interacting electrons was
reported in [229, 230, 231, 232]. A general expression for the time-dependent current
of electrons into an interacting mesoscopic sample was derived in [233, 234] and then
applied to study time-dependent resonant tunneling of non-interacting electrons.
Further theoretical approaches, all neglecting electron-electron interactions, were
presented in [235, 236, 237, 238, 239, 240, 241, 242, 243, 244, 245, 246, 247, 248, 249].

Coherent and sequential tunneling of electrons through a quantum dot in the
Coulomb blockade regime was investigated in [250, 251]. Quenching of resonant
transmission of non-interacting electrons through a double-barrier was reported in
[252, 253]. The non-linear current response of a resonant tunneling device and the
corresponding higher harmonic generation was studied in [254] neglecting electron-
electron interactions. Resonant re
ection of electrons at a quantum dot due to the
presence of an ac �eld was found in [255].

In [256], the spectral function in a single quantum well was evaluated and the
result was used to analyze sequential photon-assisted tunneling. The occupation
probabilities of the sidebands were found to scale with frequency as 1=!2 in contrast
to the Tien-Gordon scale of 1=!. Further, an asymmetry between the photon emit-
ting and the photon absorbing channels was found. In a study of photon-assisted
transport of non-interacting electrons through a single barrier, again a scaling of the
sideband occupation probability with 1=!2 was found [257].

Publications on time-dependent resonant tunneling including electron-electron
interactions are signi�cantly less in number than those neglecting interactions. In
[258], interactions were treated phenomenologically considering a charging energy
of the quantum dot in order to account for the Coulomb blockade. An Anderson
model with an in�nitely strong interaction was studied in [259]. The interaction
was included considering self-consistently the internal potential inside the tunneling
device in [260, 261, 262, 263, 264].

In [136], the scattering-matrix approach was generalized to non-linear ac trans-
port. Photon-assisted tunneling was investigated including the interaction via a
self-consistent internal potential of the sample. As long as screening was neglected,
the result was outwardly similar to the Tien-Gordon result. Taking into account
screening, the sideband occupation probabilities changed, they were no longer given
by Bessel functions. The interaction also gave rise to an asymmetry between absorp-
tion and emission peaks. Further, due to the non-linearity of the system, it exhibited
higher harmonic generation. The leading order non-linear term in the current volt-
age characteristic was considered and an expression for the second harmonic current
was given.

Photon-Assisted Transport in Dirty Quantum Wires

The conductance through a weak constriction in a Luttinger liquid was shown to
vanish with frequency as c1!

2+c2!
2=g�2 in [177] where g described the kind and the

strength of the electron-electron interaction. The �rst term dominates for g < 1=2
while the second term dominates for g > 1=2. For a numerical study of the scaling
behaviour of the dynamical conductance of a Luttinger liquid with frequency see
[265].
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The time-dependent current-voltage characteristic of a tunnel barrier in a Lut-
tinger liquid without contacts was presented in [179]. The tunnel barrier had a �-like
shape, the interaction potential was zero-ranged. The applied time-dependent volt-
age was VP cos(!Pt) + VMW cos(!MWt), where the probe voltage VP was assumed to
be small and was considered in lowest order while the additional microwave poten-
tial VMW was of arbitrary amplitude. In the limit of weak tunneling the absorptive
ac conductance with respect to VP in the presence of the microwave signal was

�MW(!P;VMW; !MW) =
1X

n=�1
J2n

�
eVMW

~!MW

� �
!P + n!MW

!P

�
�P(!P + n!MW): (10)

Here, �P is the absorptive conductance of the Luttinger liquid with a barrier in the
absence of the microwave signal, Jn(z) is a Bessel function of the �rst kind. This
result for �MW is outwardly similar to the one obtained by Tien and Gordon. The
microscopic properties of the system are contained in �P which is at zero temperature

�P(!) =
1

RT�(2=g)

�
!

!c

�2=g�2
e�j!j=!c ; (11)

where RT = 2!2
c=�e

2�2 is the tunneling resistance with the tunneling probability
�2 and the cut-o� frequency !c. The �(2=g) on the right hand side of eq. (11) is a
Gamma-function. The parameter g characterizes the interaction. The process lead-
ing to the !2-scaling of the conductance as discussed in [177] was not considered in
[179]. For g slightly less than 1, �MW(0;VMW; !MW) showed pronounced oscillations
as a function of eVMW=~!MW. The situation of a small barrier was also discussed in
[179] as it was related to the large-barrier case via a duality transformation.

It was shown in [176] that also in non-linear transport through a Luttinger liquid
with barrier the current depends only on the total voltage drop and not on the
spatial shape of the driving �eld in the zero-frequency limit, while in ac transport
the current depends on the spatial shape of the driving �eld. The ac currents at
two di�erent sites could be related and this relation was independent of the spatial
shape of the �eld, see the discussion in section 5.1.

In [178], Lin and Fisher studied ac transport in the edge of a fractional quan-
tum Hall device. A point-contact tunnel junction between two quantum Hall 
uids
corresponded to a tunnel barrier in a 1D quantum wire. The current-voltage charac-
teristic in the presence of an ac drive was evaluated. It exhibited features which were
attributed to mode-locking of current \plateaus". In the limit of weak backscatter-
ing, the plateaus were centred at currents given by integer multiples of e!=2�.

2.3.3 Local-Field E�ects

Local Longitudinal Field

In parts, the problem of local �elds has already been touched above { whenever
a theoretical approach takes into account interactions by considering the internal
scattering potential of a mesoscopic sample it uses the local longitudinal �eld. One
may take either account of the Coulomb interaction between the electrons or of the
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longitudinal local �eld. Considering both means considering the Coulomb potential
twice which would be wrong. Hence, in a model like the Luttinger model one does
not need to worry about the local longitudinal �eld as it is automatically included
in the model.

Note, �rst, that the two approaches { Coulomb interaction vs. local longitudi-
nal �eld { can only be identical when both consider the Coulomb potential to the
same order. If the microscopic model includes the interaction exactly and the local
longitudinal �eld is evaluated approximately, the two approaches necessarily di�er.
Second, one has to keep in mind that considering the local longitudinal �eld based
on the classical Maxwell equations corresponds to a mean-�eld like approach which
is not exact. Third, one has to be careful when using a priori a screened Coulomb
interaction. Screening in quantum wires is usually due to nearby metallic gates.
In order to proceed rigorously one should solve Maxwell equations for the whole
system, quantum wire plus gates, and thus obtain a screened interaction from this
calculation instead of assuming it from the beginning. In comparison, the mean-�eld
like approach that determines the local �eld in a wire without gate assumes auto-
matically an in�nite-range Coulomb interaction as it is based on Maxwell equations.

Local Transverse Field

In contrast to the local longitudinal �eld, the local transverse �eld is not due to the
simple presence of charges but to accelerated charges. If one had a solvable model
taking full account of all time-dependent microscopic currents and the corresponding
radiated electromagnetic waves, the local transverse �eld would be included auto-
matically in the model and one would not have to worry about it. Unfortunately
such a model does not yet exist. Hence, in contrast to the longitudinal component
of the local �eld, the transverse component has to be inserted \by hand".

This means that �rst one derives an expression for the current in the system
in terms of a general electric �eld. This �eld is either the complete local �eld,
if the model on which the transport equation is based does not include Coulomb
interactions, or it is the external longitudinal �eld plus the local transverse �eld.
Second, one has to �nd an expression for the local �elds in terms of the current.
This expression can be obtained using Maxwell equations. Third, one has to combine
these two expressions { current in terms of �elds and �elds in terms of current {
self-consistently in order to obtain the current and the local �elds.

Dielectric Function

The investigation of local �eld e�ects, also re
ected in the dielectric function of a
medium, is quite old [1, 2]. Williams and Bloch, for example, presented a detailed
evaluation of the frequency and wave vector-dependent dielectric function of a quasi-
1D electron gas in 1974 { but they neglected the transverse part of the local �eld
[266]. For a quite exhaustive overview on local �eld e�ects on optical properties
of semiconductor quantum wells and quantum dots and on local-�eld techniques in
near-�eld optics see the article [2] by Keller and references therein.
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3 The Model of the Quantum Wire

As discussed in section 2.1, a semiconductor quantum wire is usually de�ned from a
semiconductor heterostructure either by applying a negative voltage to a split-gate
or by etching the substrate apart from one long channel. Thus, a quantum wire is
not a true 1D system but a con�ned 3D system. In section 3.1 below it is shown
how such a con�ned wire can be described in terms of the eigenfunctions of the
con�nement potential. How one takes care of the electron-electron interactions in a
single-channel quantum wire is explained in section 3.2 where the Luttinger model is
introduced. The technique that allows for a self-consistent treatment of local �elds
in a quantum wire is introduced in section 3.3.

3.1 Con�nement

It is assumed here that the wire extends along the x-direction, i.e. the 3D system is
con�ned along the y and z-directions. The length of the wire is L. It is ~r = (x; ~R)

and ~q = (qx; ~Q) with ~R = (y; z) and ~Q = (qy; qz). As in this thesis transport
in a clean wire and in a wire containing a potential barrier is considered, already
in this section a quantum wire containing a potential barrier and coupled to an
electromagnetic �eld is treated.

The many-body Hamiltonian of the quantum wire is

HMB =

Z
d~r	y(~r )

�
HSP

kin +HSP
em +HSP

conf +HSP
bar

�
	(~r ) +HMB

int : (12)

The single-particle Hamiltonians describing kinetic energy and coupling to the elec-
tromagnetic �eld are

HSP
kin +HSP

em =
1

2m

h
~p� e ~A(~r; t)

i2
+ e'ext(~r; t): (13)

The electromagnetic vector potential ~A(~r; t) is the sum of the external and the
induced vector potential while the electromagnetic scalar potential 'ext(~r; t) is only
the external one because the induced scalar potential is taken into account via the
Coulomb interaction potential, see the discussion in sections 2.3 and 3.3. The single-
particle Hamiltonian responsible for the con�nement is for an arbitrary con�nement
potential denoted by Uconf(~R), and hence HSP

conf = Uconf(~R). The potential of the
scattering barrier is denoted by Ubar(~r ) and thus the corresponding Hamiltonian is
HSP

bar = Ubar(~r). The electron-electron interaction potential Vee(~r � ~r 0) yields

HMB
int =

Z
d~r

Z
d~r 0 �(~r )Vee(~r � ~r 0)�(~r 0): (14)

Before an explicit expression for the many-body Hamiltonian in eq. (12) can be
derived, the form of the 3D fermionic �eld operators 	(~r ) has to be determined.
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Projection of the Operators 	, � and ~j
The eigenfunctions governing the motion of the electrons parallel to the wire are
1D plane waves while the eigenfunctions for the motion perpendicular to the wire
are given by the eigenfunctions of the con�nement potential which are denoted by
�n(~R) with the quantum numbers n = (ny; nz). The 3D fermionic �eld operator for
spinless particles then is

	(~r ) =
1p
L

X
qx

eiqxx
X
n

�n(~R) cnqx: (15)

One can equivalently express 	(~r ) in terms of the con�nement eigenfunctions and
a 1D fermionic �eld operator 	n(x),

	(~r ) =
X
n

�n(~R)	n(x): (16)

Here, the 1D fermionic �eld operator

	n(x) =
1p
L

X
qx

eiqxx cnqx; (17)

acts on the subband corresponding to the quantum numbers (ny; nz) and cnqx is the
annihilation operator for a fermion of wavenumber qx in subband (ny; nz).

One could now use this expression for the fermionic �eld operator in order to
reexpress the many-body Hamiltonian given above. However, it is useful to �rst
express the particle density and the particle current density operators in terms of
the eigenfunctions of the con�nement potential as the many-body Hamiltonian can
then be written in terms of those quantities. The 3D particle density is

�(~r ) = 	y(~r )	y(~r ): (18)

Inserting the expression given in eq. (16) yields

�(~r ) =
X
n;l

��
n(~R)�l(~R)�nl(x); (19)

with
�nl(x) = 	y

n(x)	l(x): (20)

Note that �nl yields only a true 1D particle density for n = l.
One proceeds similarly in order to obtain the projected particle current density

operator. In the absence of a vector potential it is

~j(~r ) =
i~

2m

n
[~r	y(~r )]	(~r )�	y(~r )[~r	(~r )]

o
: (21)

Inserting also here the expression given in eq. (16) yields with � = x; y; z,

j�(~r ) =
X
n;l

B�
nl(~R) j

�
nl(x); (22)
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where the functions B�
nl(

~R) contain the properties of the con�nement potential,

Bx
nl(~R) = ��

n(~R)�l(~R); (23)

B�
nl(

~R) = d�

n
[@��

�
n(~R)]�l(~R)� ��

n(~R)[@��l(~R)]
o
; (24)

with � = y; z. The components of the 1D current operators are

jxnl(x) =
i~

2m

�
[@x	

y
n(x)]	l(x)� 	y

n(x)[@x	l(x)]
	
; (25)

j�nl(x) =
i~

2md�
�nl(x): (26)

The quantity d� is the diameter of the wire along the direction � for � = y; z. It
depends on the explicit choice of the con�nement potential. Is is added here for
dimensionality reasons only and drops out in the product B�

nl(
~R) j�nl(x).

In the presence of a vector potential, ~A(~r; t), the 3D current operator acquires
an additional term proportional to the vector potential and to the particle density
operator [140],

~jA(~r; t) = �e
2

m
~A(~r; t) �(~r; t): (27)

Inserting the expression for the particle density operator given in eq. (19) and using

the de�nition of Bx
nl(

~R) given in eq. (23) yields

j�A(~r; t) = �e
2

m
A�(~r; t)

X
n;l

Bx
nl(~R)�nl(x; t): (28)

Projection of the Continuity Equation

Usually, particle and current density operators are related via the 3D continuity
equation,

_�(~r; t) + ~r �~j(~r; t) = 0: (29)

Inserting the expressions derived above for the particle density and the particle
current density operators yieldsX

n;l

��
n(~R)�l(~R) f _�nl(x; t) + @xj

x
nl(x; t)� i�nl�nl(x; t)g = 0: (30)

Here, �nl = (En � El)=~, where En is the eigenenergy of the con�nement Hamil-
tonian in the nth subband. Note that subbands with di�erent indices are coupled,
i.e. one does not obtain a continuity equation for each subband separately but a
continuity equation mixing the subbands and thus taking into account inter-band
transitions. However, one can get rid of the mixed terms with n 6= l by integrating
eq. (30) with respect to ~R exploiting the orthogonality of the con�nement eigen-
functions, X

n

[ _�nn(x; t) + @xj
x
nn(x; t)] = 0: (31)

Also here the di�erent subbands are coupled as eq. (31) has to be ful�lled as a
whole and not just for each n separately. The expression in eq. (31) governs the
conservation of the total current.
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Projection of the Many-Body Hamiltonian

Now, turn back to the many-body Hamiltonian of eq. (12). Making use of the
expressions derived for the fermionic �eld operator in eq. (16), the particle density
operator in eq. (19), and the particle current density operator in eq. (22), one obtains
for the Hamiltonian governing the kinetic energy

HMB
kin =

X
n

Z
dx	y

n(x)

��~2
2m

@2x

�
	y
n(x): (32)

It is given by the kinetic energy of each subband summed over all subbands. The
many-body Hamiltonian describing the coupling to the electromagnetic �eld is

HMB
em = �e

X
�

X
n;l

Z
dx j�nl(x)

Z
d~RB�

nl(~R)A
�(x; ~R; t) (33)

+ e
X
n;l

Z
dx �nl(x)

Z
d~RBx

nl(~R)'ext(x; ~R; t)

+
e2

2m

X
n;l

Z
dx �nl(x)

Z
d~RBx

nl(~R) ~A
2(x; ~R; t):

For n = l, the right hand side of eq. (33) contains the typical expressions describing
the coupling between charges and electromagnetic �elds for each band separately.
The �rst term contains the coupling between current density and vector potential
for each subband, the second term gives the coupling between charge density and
electric potential for each subband, and the third term gives the coupling between
charge density and the square of the vector potential for each subband. Then the
sum over all subbands is performed. For n 6= l, however, the expression in eq. (33)
also takes inter-band transitions into account.

The many-body con�nement Hamiltonian is given by the particle number in each
subband, Nn� , multiplied by the eigenenergy for that subband, En� , summed over
all subbands,

HMB
conf =

X
ny

NnyEny +
X
nz

NnzEnz : (34)

The barrier potential leads for a general shape of the barrier to

HMB
bar =

X
n;l

Z
d~r Bx

nl(~R)	
y
n(x)Ubar(x; ~R)	

y
l (x): (35)

The Hamiltonian taking care of the interaction potential becomes

HMB
int =

X
n;l;s;p

Z
dx

Z
dx0 �nl(x)Vnlsp(x� x0) �sp(x0) (36)

where Vnlsp(x� x0) is the projected interaction potential

Vnlsp(x� x0) =
Z

d~R

Z
d~R0Bx

nl(~R)Vee(~r � ~r 0)Bx
sp(~R

0); (37)
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with the Fourier transform

Vnlsp(qx) =
1

(2�)2

Z
d ~QB

(x)
nl (� ~Q)Vee(~q )B

(x)
sp ( ~Q): (38)

Here, Vee(~q ) denotes the Fourier transform of Vee(~r � ~r 0).
On �rst glance one might think that a single-channel wire can be described by

simply assuming that only the lowest band with n = l = (0; 0) is occupied and
setting all indices equal to zero in the above expressions for the many-body Hamil-
tonian. However, one has to keep in mind that following this procedure one neglects
transitions to empty bands. It is hence only meaningful when only intra-band exci-
tations are considered.

Harmonic Con�nement

The expressions derived so far for the fermionic �eld operator, the particle and cur-
rent density operators, the continuity equation and the many-body Hamiltonian are
valid for any kind of con�nement potential. What would be a realistic choice? The
results of experiments probing the quantization of energy bands in quantum wires
indicate that the con�nement is roughly parabolic; for corresponding experiments on
lateral superlattices of quantum wires see e.g. [267, 268, 269] and on single quantum
wires [270, 271, 272]. Thus, a harmonic con�nement potential is assumed,

Uconf(~R) =
m

2

X
� 6=x


2
��

2; (39)

where 
� is the curvature of the con�nement potential along the direction �. The
corresponding many-body Hamiltonian is obtained from eq. (34) by inserting En� =

~
�(n� +1=2) for n = 0; 1; 2; : : :. The eigenfunctions �n(~R) are real for a harmonic

con�nement with �n(~R) = �ny(y)�nz(z) where �n�(�) is the eigenfunction of the
1D harmonic oscillator potential along the direction �. The 1D eigenfunction of the
lowest subband, which is the only one needed throughout this thesis, is

�0(�) =

 
4

�d2�

!1=4

e�2�
2=d2� : (40)

The diameter d� of the wire is

d� = 2

s
~

m
�
: (41)

It corresponds to the full width of e�4�
2=d2� at height 1=e.

In a semiconductor quantum wire the con�nement for a motion of the electrons
perpendicular to the 2DEG is usually stronger than the con�nement for motion
in the plane of the 2DEG but perpendicular to the wire. A real quantum wire
hence has an asymmetric cross section, or in other words, it is not rotationally
symmetric. However, a symmetric con�nement with 
y = 
z is much easier to
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handle mathematically than an asymmetric con�nement with 
y 6= 
z. Hence, a
symmetric con�nement is assumed in the following.

As the functions Bx
00(~R) and the corresponding Fourier transform are used often

throughout the course of this thesis, they are explicitly given here. Inserting the
eigenfunction in eq. (40) into eq. (23) yields for dy = dz � d,

Bx
00(~R) =

�
4

�d2

�
e�4R

2=d2 : (42)

The Fourier transform is
Bx
00( ~Q) = e�d

2j ~Qj2=16: (43)

From eq. (19) it can be seen that Bx
00(~R) gives the pro�le of the electron density for

a single-channel quantum wire.
Finally, for the derivation of the transport equation of the clean quantum wire

in section 4.1 certain sum rules are needed. They are given here for completeness.
Using the orthogonality and the completeness of the con�nement eigenfunctions one
may derive with � 6= xX

b

Bx
ab( ~Q)B

x
bc(� ~Q 0) = Bx

ac( ~Q� ~Q 0); (44)

X
b

Bx
ab( ~Q)B

�
bc(� ~Q 0) = B�

ac( ~Q� ~Q 0) + iq�d�B
x
ac( ~Q� ~Q 0); (45)

where Bx
ab = Bx

ba and By
ab = �By

ba.

3.2 Electron-Electron Interactions

In this section, it is shown how the electron-electron interaction in the quantum wire
can be handled, i.e. it is mainly concerned with a certain part of the many-body
Hamiltonian given in the previous section, namely

HMB
kin +HMB

int =
X
n

Z
dx	y

n(x)

��~2
2m

@2x

�
	y
n(x) (46)

+
X
n;l;s;p

Z
dx

Z
dx0 �nl(x)Vnlsp(x� x0) �sp(x0):

Is is assumed that only the lowest subband is occupied. Hence, in the kinetic part
of the Hamiltonian all terms with n 6= 0 vanish where n consists of two numbers,
n = (ny; nz), and n = 0 is to be understood as n = (0; 0). In the part describing
the interaction only those terms with p 6= 0 and l 6= 0 vanish, implying that the
interaction allows for transitions to empty bands,

HMB
kin;1b +HMB

int;1b =

Z
dx	y

0(x)

��~2
2m

@2x

�
	y
0(x) (47)

+
X
n;s

Z
dx

Z
dx0 �n0(x)Vn0s0(x� x0)�s0(x

0):
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The Luttinger model, employed in the following in order to take care of the electron-
electron interaction, does not allow to consider transitions to empty bands. As the
model describes the low-energy excitations of a system and inter-band transitions
are improbable for excitation energies much smaller than the subband separation,
inter-band transitions are neglected,

HMB
kin;1b +HMB

int;1b �
Z

dx	y
0(x)

��~2
2m

@2x

�
	y
0(x) (48)

+

Z
dx

Z
dx0 �00(x)V1b(x� x0) �00(x0);

where the projected interaction potential of the lowest subband is V1b(x) := V0000(x).
In the following, the main ingredients of the Luttinger model are introduced. The

model allows for an exact treatment of HMB
kin;1b +HMB

int;1b when inter-band transitions
are neglected. This means it provides a solution of the many-body problem! This
introduction is kept short as several excellent reviews on this model can be found
in the literature [6, 61, 62, 63]; see also [273, 274] for the rigorous mathematical
background of the model.

The main ideas of the Luttinger model were published by Luttinger in 1963
[275]. However, this publication contains an error and the \correct" Luttinger model
may be found in [276] presented by Mattis and Lieb in 1965. But even before,
namely in 1950, a similar model had been proposed by Tomonaga [140, 277] and for
this reason the model is sometimes also referred to as Tomonaga-Luttinger model.
The research on 1D conductors of interacting electrons had been stimulated by
experiments on quasi-1D organic conductors; for reviews on the Luttinger model in
that �eld see [278, 279]. Fermi liquid theory could not be used to describe those
organic conductors as it breaks down in 1D systems, see e.g. [6]. Loosely speaking,
the de�nition of Fermi quasi particles is not possible in 1D systems.

Diagonalization of the Hamiltonian

The Luttinger model can be solved exactly based on a few assumptions. First, the
dispersion relation of the non-interacting fermions is linearized at the Fermi energy.
One obtains two linear branches which cross at zero wave number. This linearization
is physically reasonable as long as only low-energy excitations are probed such that
the deviation of the \real" dispersion relation from the linearized dispersion relation
is small in the energy range probed. It is clear that the Luttinger model can hence
not take account of inter-band transitions to empty bands as the dispersion relation
of an empty band cannot be linearized at the Fermi energy when the Fermi energy
lies below the bottom of this band [152, 280]. Second, the two branches of the lin-
earized dispersion relation are extended beyond their point of intersection and the
in�nitely many \anti-particle" states lying energetically below this point of intersec-
tion are assumed to be occupied. This assumption has purely mathematical reasons.
The \anti-particle" states do not play any physical role since only low-energy ex-
citations are considered. Third, backward scattering is excluded from the model
as otherwise it would not be exactly solvable. For spinless particles, the backward
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scattering process is implicitly included as spinless particles are indistinguishable.
As a consequence the forward scattering process cannot be distinguished from the
backward scattering process, only the momentum transfer for the two processes is
di�erent. For particles with spin it is under certain conditions reasonable to neglect
backward scattering. The corresponding argumentation based on renormalization
group calculations can be found in [6].

Following these three assumptions, the Hamiltonian HMB
kin;1b +HMB

int;1b as given in
eq. (48) can be diagonalized [6, 274]. The diagonalization is based on a so-called
bosonization approach: the 1D density operators obey exact bosonic commutation
relations due to the presence of the \anti-particle" states assumed above. As a con-
sequence, the Hamiltonian can be expressed by a bilinear form of bosonic operators
which can then be diagonalized. The ground state is assigned zero energy and the
elementary excitations are described by

HLL
kin;1b +HLL

int;1b =
X
qx 6=0

~!LL(qx)b
y
qxb

y
qx +

~�

2L

�
vF
g2
N2 + vFJ

2

�
: (49)

The bosonic operators byqx and b
y
qx create and annihilate collective charge excitations

with wave numbers qx. The dispersion relation is

!LL(qx) = jqxjvF
s
1 +

V1b(qx)

�~vF
: (50)

It contains the Fourier transform of the projected interaction potential V1b(qx). The
bosonic operators byqx and byqx cannot handle excitations due to a changing particle
number and the operators N and J describe excitations caused by an increase or
decrease of the total particle number. They are present here for completeness but
play no role throughout this thesis. The parameter g describes the kind and the
strength of the interaction and is de�ned as

g =

s
1 +

V1b(qx = 0)

�~vF

�1

: (51)

For non-interacting particles, g = 1. For repulsive interactions, g < 1 with g = 0 for
an in�nitely large V1b(qx = 0), and g > 1 for attractive interactions.

Interaction Potentials

Studying linear transport and local �elds in a clean wire in section 4, an in�nite-
range Coulomb potential is considered,

V C
ee (~r � ~r 0) =

1

4��0

e2

j~r � ~r 0j : (52)

For a symmetric harmonic con�nement, the Fourier transform of the projected po-
tential is

V C
1b(qx) =

e2

4��0
ed

2q2x=8 E1(d
2q2x=8); (53)
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where E1(z) is an exponential integral [281]. This expression determines the be-
haviour of the dispersion relation of the collective excitations !LL with the wave
number qx: the dispersion relation is in�nitely steep at qx = 0 and converges to
vFjqxj for large qx, see �gure 1.

During the investigation of non-linear transport in a quantum wire containing
a scattering barrier in section 5, a screened Coulomb interaction and a zero-range
interaction are considered for simplicity. For an exponentially screened Coulomb
potential,

V scr
ee (~r � ~r 0) =

1

4��0

e2

j~r � ~r 0j e
��j~r�~r 0j; (54)

with an inverse screening length �, one obtains for a symmetric con�nement in the
Luttinger limit [169, 170, 282], i.e. for �d� 1,

V scr;L
1b (qx) =

e2

4��0

4

d2
1

q2x + �2
: (55)

In the Coulomb limit, i.e. for �d� 1, one gets [169, 170]

V scr;C
1b (qx) =

e2

4��0
2K0

�
d
p
q2x + �2

�
; (56)

where K0(z) is a Bessel function [281]. For a screened Coulomb potential, the
dispersion relation rises linearly at small qx with a slope larger than vFjqxj and
crosses over to vFjqxj at large qx [63, 169].

For a zero-range interaction potential,

V ZR
ee (~r � ~r 0) = V0�(~r � ~r 0); (57)

the projected interaction potential is independent of qx,

V ZR
1b =

2V0
�d2

: (58)

The dispersion relation of the collective excitations is then linear but with a slope
larger than vFjqxj, see �gure 1.
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Field Operators in Bosonic Form

The success of the Luttinger liquid theory is not only based on the fact that the
Hamiltonian of the interacting system can be diagonalized exactly. One can further
express the 1D fermionic �eld operator 	0(x) in terms of bosonic operators. In the
Luttinger model, however, one does not use 	0(x) but a fermionic �eld operator
that distinguishes between right and left-moving fermions,

	�(x) = lim
�!0

1p
2��

U� e�ikFx�i
p
�#(x)�ip� R x �(x0)dx0 : (59)

Here, 	�(x) annihilates an electron at position x which moves to the right (upper
sign) or to the left (lower sign). The bosonic �elds #(x) and �(x) are canonical
conjugate �elds [176],

#(x) =
ip
2L

X
qx 6=0

sgn(qx)pjqxj e'(qx)�iqxx��jqxj=2
h
byqx + by�qx

i
+

p
�

L
xN; (60)

�(x) = � 1p
2L

X
qx 6=0

sgn(qx)
p
jqxje�'(qx)�iqxx��jqxj=2

h
byqx � by�qx

i
�
p
�

L
J; (61)

with
[#(x);�(x0)] = i�(x� x0): (62)

The function '(qx) is related to the dispersion relation !LL via

e2'(qx) =
vFjqxj
!LL(qx)

: (63)

The operator U� annihilates a particle moving to the right or to the left. The
presence of this operator is necessary as the bosonic operators #(x) and �(x) cannot
increase or decrease the particle number, see [274]. The fermionic �eld operator given
in terms of #(x) and �(x) allows for the evaluation of correlation functions. The
explicit relation between 	0(x) and 	�(x) is quite complicated. Roughly 	0(x) �
	+(x) + 	�(x) holds, for details see [274].

In the special situation of a zero-range interaction potential, the diagonal Hamil-
tonian can be expressed in terms of the bosonic �eld operators #(x) and �(x)

HLL
kin;1b +HLL

int;1b =
~vF
2

L=2Z
�L=2

dx

�
�2(x) +

1

g2
(@x#(x))

2

�
: (64)

The interaction parameter g is given in eq. (51) and the dispersion relation of the
collective excitations is here !LL(qx) = vFjqxj=g.

The 1D particle density operator and the 1D particle current density operator
can be expressed in terms of the bosonic �eld #(x). It is

�00(x; t) =
N0

L
+
@x#(x; t)p

�
; (65)
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where N0 is the particle number in the lowest subband with n = (0; 0). The projected
continuity equation, eq. (31), yields for n = 0 the particle current density operator

jx00(x; t) = �@t#(x; t)p
�

: (66)

Operators as �n0(x) or j
x
n0(x) for n 6= 0, however, cannot be handled in the Luttinger

model as transitions to empty bands cannot be handled.

3.3 Local Fields

Historically, local �elds were often evaluated following a heuristic approach: A �c-
titious cavity was assumed around an atom in a sample, the cavity was chosen to
be much larger than the interatomic distance but much smaller than the sample.
Then, the medium outside the cavity was considered a continuum giving rise to a
macroscopic �eld due to the presence of charges in this continuum. Further, the
�eld induced by the other atoms inside the cavity was taken into account on a mi-
croscopic level. Finally, the �eld due to a polarization charge on the surface of the
�ctitious cavity was considered. All three �elds taken together gave the local �eld
at the position of the atom in the centre of the cavity. The reason for following such
a heuristic approach lay more in the complex nature of the local �eld problem than
in the quality of the approach, see e.g. the discussion in [2].

In order to proceed rigorously in the evaluation of local �elds, one chooses a path
completely di�erent from the heuristic approach: One �rst derives an expression
for the local �eld as a function of the current based on Maxwell equations, and
second an expression for the current as a function of the local �eld. In a third and
�nal step one combines the two expressions and the ensuing equation gives the local
�eld in a self-consistent manner. During the course of this section, it is shown how
to follow this path allowing for a rigorous evaluation of local �elds. Further, the
connection between local �elds and the dielectric function is established. Finally, a
simple example of local �elds in a homogeneous 3D sample is discussed.

The Field in Terms of the Current

The starting point for the derivation of an expression giving the local �eld in terms
of the current are Maxwell equations. In the frequency domain,

~r � ~E(~r; !) =
1

�0
�tot(~r; !); (67)

~r � ~B(~r; !) = 0; (68)

~r� ~E(~r; !) = i! ~B(~r; !); (69)

~r� ~B(~r; !) = �0 ~Jtot(~r; !)� i�0�0! ~E(~r; !); (70)

where c is the velocity of light in vacuum, �tot(~r; !) and ~Jtot(~r; !) are microscopic

charge and current densities, and ~E(~r; !) and ~B(~r; !) are the microscopic electric
and magnetic �eld vectors. The charge and current densities include internal and
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external charges. The term external charges refers to charges whose position is
not inside the sample under study, in contrast to internal charges. The densities
of internal charges and currents are denoted by � and ~J , respectively. The �elds
include induced and external �elds. The term external �eld refers to the �eld which
is present in the absence of the sample under study, i.e. the �eld provided by the
measurement apparatus used for the investigation of the sample. The induced �eld
is the �eld due to the presence of the internal charges. The local �eld is the sum of
external and induced �eld, it is always denoted by ~E.

In the previous paragraph, ~E(~r; !) and ~B(~r; !) were called microscopic �eld vec-
tors. What does microscopic mean in this context? The �eld containing the induced
�elds due to the 
uctuations of all charged particles in the medium is a rapidly vary-
ing function of space and time and would be impossible to determine. In order to
avoid this overkill of information one often replaces all local values by values averaged
over a volume large compared to the interatomic distance but small compared to the
sample size. However, neglecting from the outset the microscopic structure around
each particle does not allow to relate the local �eld to this microscopic structure
and is hence automatically a phenomenological approach. A procedure that aver-
ages out all 
uctuations but retains the microscopic information is the averaging
over an ensemble of samples. Therefore, ~E(~r; !) and ~B(~r; !) are to be understood
as microscopic �eld vectors in the sense that they are ensemble-averaged but still
contain all microscopically relevant informations. The same is true for the charge
and current densities �tot(~r; !) and ~Jtot(~r; !); for details see [1].

It is straightforward to show that Maxwell equations together with a transport
equation for the speci�c sample are su�cient in order to determine the local �elds
in this sample. Perform the \rotation" of eq. (69) and insert it into eq. (70),

~r� [~r� ~E(~r; !)] = i�0! ~Jtot(~r; !) + �0�0!
2 ~E(~r; !): (71)

This equation relates the local electric �eld to the total current density, the magnetic
�eld vector is not present. The absence of the magnetic �eld vector is quite comfort-
able, one can concentrate on the electric �eld and the current density and then at the
end deduce the magnetic �eld from the electric �eld. Assume that an expression for
the current as a function of the electric �eld is given, ~Jtot(~r; !) = F [ ~E(~r; !)], where
F is a function depending on the external source, the sample, and the microscopic
model used. One then obtains

~r� [~r� ~E(~r; !)] = i�0!F [ ~E(~r; !)] + �0�0!
2 ~E(~r; !); (72)

which is a closed expression that allows for the self-consistent evaluation of the local
�eld.

Next, the vector �elds in eq. (71) are divided into their longitudinal and transverse
parts. The longitudinal part of the local electric �eld is de�ned via

~r� ~EL(~r; !) = 0; (73)

while the transverse part is de�ned as

~r � ~ET(~r; !) = 0; (74)
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for all ~r. Since ~E = ~EL + ~ET, this splitting is unique. Fourier transformation yields

~q � ~EL(~q; !) = 0; (75)

~q � ~ET(~q; !) = 0; (76)

for all ~q. When the total vector �eld ~E(~q; !) is known, transverse and longitudinal
parts can be obtained via

~EL(~q; !) =
~q [~q � ~E(~q; !)]

q2
= L(~q ) � ~E(~q; !); (77)

~ET(~q; !) = ~E(~q; !)� ~EL(~q; !) = T (~q ) � ~E(~q; !); (78)

where L(~q ) and T (~q ) are 3� 3 matrices with the elements

L��(~q ) =
q�q�
j~q j2 ; (79)

T ��(~q ) = ��� � q�q�
j~q j2 ; (80)

for �; � = x; y; z. The splitting of the �eld vectors into longitudinal and transverse
parts is suggested by the structure of Maxwell equations. From eq. (67), for example,
one can see that the charge density determines the longitudinal part of the electric
�eld. The de�nitions given here for the longitudinal and transverse parts of the local
electric �eld hold for any vector �eld, i.e. also for the current ~Jtot(~r; !).

Dividing local electric �eld and current density in eq. (71) into longitudinal and
transverse parts yields [2]

��0�0!2 ~EL(~r; !) = i�0! ~JL;tot(~r; !); (81)

~r� [~r� ~ET(~r; !)]� �0�0!
2 ~ET(~r; !) = i�0! ~JT;tot(~r; !): (82)

The longitudinal part of the local electric �eld is already given in the desired form
by eq. (81). The di�erential equation for the transverse part of the local electric �eld
in eq. (82) is transformed into an integral equation via a Green's function approach.
Making use of the microscopic Ewald-Oseen extinction theorem in order to relate
the boundary terms of the integral equation to the external electric �eld one obtains,
for details see [2],

~EL(~q; !) = ~EL;ext(~q; !) +
1

i�0!
~JL(~q; !); (83)

~ET(~q; !) = ~ET;ext(~q; !) + i�0! g0(~q; !) ~JT(~q; !); (84)

where ~EL;ext + ~ET;ext is the external electric �eld, ~JL + ~JT is the internal current
density, and g0(~q; !) is the Fourier transform of the scalar Green's function

g0(~r; !) =
ei!j~r j=c

4�j~r j ; (85)
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namely

g0(~q; !) = lim
�!0

1

q2 � �!
c
+ i�

�2 : (86)

The imaginary part i� was introduced during the Fourier transformation. It is often
omitted in the following for brevity.

Note that, as the internal current density is zero outside of the sample, also the
longitudinal and transverse parts of the current density have to be zero outside. This
can be seen from the fact that for j ~J(~r; !)j = 0, the longitudinal and transverse parts

of the current have to ful�l the condition ~JL(~r; !) = � ~JT(~r; !). This means, follow-
ing eqs. (73) and (74), that for any of the two parts of the current the divergence

and the rotation have to be zero, implying j ~JL(~r; !)j = 0 and j ~JT(~r; !)j = 0.

The Current in Terms of the Field

Now, an expression for the internal current density as a function of the local �eld is
needed. Consider for example linear response: The current density ~J(~r; t) is related
linearly but non-locally to the driving electric �eld via the conductivity tensor � of
the sample [140],

~J(~r; t) =

Z
dt0
Z

d~r 0�(~r; ~r 0; t; t0) � ~E?(~r
0; t0): (87)

The question mark at the electric �eld indicates that it is not a priori clear if the
�eld driving the current is the local or the external �eld. This point is discussed
below. In a translationally invariant system exhibiting time-reversal symmetry, the
conductivity tensor depends on t � t0 and ~r � ~r 0. Fourier transforming to ~q-space
thus yields an algebraic relation between current and �eld,

~J(~q; !) = �(~q; !) � ~E(~q; !): (88)

A quantum wire is not translationally invariant along the y and z-direction, thus
�(~r; ~r 0; t; t0) = �(x�x0; ~R; ~R 0; t�t0). The relation between current and �eld remains
an integral equation, the internal current density as a function of ~q and ! is

~J(~q; !) =

Z
d ~Q 0

�(qx; ~Q; ~Q
0; !) � ~E?(qx; ~Q

0; !): (89)

Before this equation can be used in order to derive self-consistent local-�eld equa-
tions using eqs. (83) and (84) it has to be clari�ed which �eld has to be taken in
order to evaluate the current in eq. (89).

The answer depends on the model used for the evaluation of the conductivity.
On �rst glance one would suspect that { as the electrons naturally react to the
local �eld { the �eld driving the current should be the local �eld, ~E? = ~E. But
this is only true when the microscopic model on which the conductivity � is based
neglects electron-electron interactions and the transverse �elds emitted by time-
dependent microscopic currents. The induced �eld responsible for the di�erence
between the external and the local �eld is due to the presence of charges which always
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\carry around" a longitudinal Coulomb �eld and to the presence of time-dependent
currents which generate a transverse �eld. Assuming that the Coulomb potential
and all atomic currents and emitted transverse �elds were taken into account in
the microscopic model and assuming that this model could be solved exactly, local
�elds would be inherent in the model [3]. Their e�ect would be hidden inside the

conductivity and the choice ~E? = ~E would be equivalent to taking them into account
twice, which would be wrong. Hence, if we had such a solvable \super" model, the
current in eq. (89) would be driven by the external �eld, ~E? = ~Eext.

On the other hand, if one takes into account neither the Coulomb �eld nor the
microscopic currents, the �eld in eq. (89) indeed has to be the local �eld, ~E? = ~E.
One compensates for the shortcomings of the model by incorporating in a self-
consistent way the induced �elds. The approach is in general not identical to the
incorporation of �elds and currents into the microscopic model. First, is it a mean-
�eld like approach, see section 2.3.1. Second, when linear response is considered,
the exact microscopic model would be approximated linearly in the local �elds and
hence in the interaction potential.

In this thesis, as the quantum wire is described via the Luttinger model, the
electron-electron interaction is taken into account microscopically while the trans-
verse �elds emitted by the time-dependent currents are neglected. Consequently,
the �eld in eq. (89) is the external longitudinal �eld plus the local transverse �eld,
~E? = ~EL;ext + ~ET.
How to handle local �elds in a system obeying a non-linear current-voltage char-

acteristic is discussed in section 5.4.

Interaction vs. Local Longitudinal Field

Before performing the third step and closing the equations for the local �eld self-
consistently, a few comments are in order if and when the two approaches based
either on the electron-electron interaction or on the induced longitudinal �eld lead
to equivalent results.

First, as already discussed in section 2.3.1, the consideration of the interaction
potential and of the induced potential leads to di�erent Hamiltonians. The Hamilto-
nians HMB

int and Hind, see section eqs. (1) and (4), di�er as H
MB
int contains the product

of two density operators while Hind contains the product of a density operator and
the expectation value of a density operator. Whenever it is crucial that the Hamil-
tonian describing the interaction contains the product of two density operators, the
mean-�eld like approach that considers the induced �eld instead of the microscopic
Coulomb interaction fails, see section 5.4 for an example.

Second, consider linear transport and neglect for the moment the transverse �eld.
Evaluating the conductivity based on a microscopic Hamiltonian for interacting
particles leads to

~J(~r; !) =

Z
d~r 0 �ee(~r; ~r 0; !) ~EL;ext(~r

0; !): (90)

Neglecting the interactions and considering the induced longitudinal �eld in a self-
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consistent manner yields

~J(~r; !) =

Z
d~r 0 �non�int(~r; ~r 0; !)

h
~EL;ext(~r

0; !) + ~EL;ind(~r
0; !)

i
: (91)

The conductivity of the non-interacting system, �non�int, in eq. (91) is strictly
speaking not a response function as it relates the current to the external and the
induced �eld. A response function by de�nition determines the response of a system
to an external excitation [283]. True response functions satisfy the causality condi-
tion, and as a consequence their Fourier transforms are analytic in the upper half
plane of the complex variable z, usually a complex frequency, and Kramers-Kronig
relations are valid [283]. These statements are not valid for �non�int.

Next, the induced �eld can be represented as a function of the external �eld and
this function can be absorbed into the conductivity, see e.g. [2] and section 4.4.1,
turning eq. (91) into

~J(~r; !) =

Z
d~r 0�MF(~r; ~r

0; !) � ~EL;ext(~r
0; !): (92)

This expression is outwardly equivalent to the one in eq. (90). The conductivity
seems to be the one of the interacting system. The index \MF" at the conductivity,
however, is meant as a reminder that it is not evaluated based on a microscopic model
of interacting electrons but by considering the induced potential which corresponds
to a mean-�eld like approach. Now, is �ee equivalent to �MF?

The conductivity evaluated via the Kubo formula [140] is based on a correlation
function containing a commutator of two current operators, or alternatively two
density operators, taken at di�erent positions and times. An investigation of this
commutator shows that, as long as its result is a number and not an operator, HMB

int

and Hind should lead to the same expressions for the conductivity tensors �ee and
�MF. This statement contains a \should" because there might still be a di�erence
between �ee and �MF which is due to the linear-response approach. If the system
is non-linear and hence the linear-response approach is an approximation in lowest
order in the driving �eld, the conductivity �MF contains the induced �eld { and
hence the interaction { in linear order while the conductivity �ee takes care of
the interaction to any order. Thus, only if the system is linear, �ee and �MF are
equivalent, see also section 4.4.1.

Third, consider the �rst non-linear correction to the above linear current, namely
the second harmonic current

~J(~r; 2!) =

Z
d~r 0
Z

d~r 00�ee(~r; ~r
0; ~r 00;!; 2!) ~EL;ext(~r

0; !) ~EL;ext(~r
00; !); (93)

which is related to the external �eld in second order and oscillates at frequency
2! for a driving �eld that oscillates at !. All possible e�ects of induced �elds
are contained in the non-linear conductivity �ee which is evaluated based on a
microscopic Hamiltonian for interacting electrons.
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Neglecting interactions, the second harmonic current is driven by the external
plus the induced �eld,

~J (1)(~r; 2!) =

Z
d~r 0
Z

d~r 00�non�int(~r; ~r
0; ~r 00;!; 2!) (94)

�
h
~EL;ext(~r

0; !) + ~EL;ind(~r
0; !)

i h
~EL;ext(~r

00; !) + ~EL;ind(~r
00; !)

i
:

Here, the induced �eld ~EL;ind(~r; !) oscillates at frequency ! and has to be determined
self-consistently from the linear current given in eq. (91) or (92). One has further to

consider the induced �eld ~E
(1)
L;ind(~r; 2!) oscillating at 2! which has to be determined

self-consistently from the second harmonic current ~J (1)(~r; 2!). The induced �eld
~E
(1)
L;ind(~r; 2!) drives a linear current

~J (2)(~r; 2!) and further also the �eld induced by
~J (2)(~r; 2!) has to be considered, leading to

~J (2)(~r; 2!) =

Z
d~r 0 �non�int(~r; ~r 0; 2!)

h
~E
(1)
L;ind(~r

0; 2!) + ~E
(2)
L;ind(~r

0; 2!)
i
:xx(95)

In a way, ~E
(1)
L;ind(~r

0; 2!) may be interpreted as an external �eld for the linear current
~J (2)(~r; 2!) and eq. (95) is like eq. (91) but at frequency 2!.

Expressing the induced �eld ~EL;ind(~r; !) as a function of the external �eld ~EL;ext(~r; !)

and the induced �eld ~E
(2)
L;ind(~r; 2!) as a function of the induced �eld ~E

(1)
L;ind(~r; 2!),

absorbing these functions into the conductivities and adding ~J (1) and ~J (2) yields
[2, 284]

~J(~r; 2!) =

Z
d~r 0
Z

d~r 00�MF(~r; ~r
0; ~r 00;!; 2!) ~EL;ext(~r

0; !) ~EL;ext(~r
00; !)xx(96)

+

Z
d~r 0 �MF(~r; ~r

0; 2!) ~E(1)
L;ind(~r

0; 2!):

This result is valid in the parametric approach, i.e. an approach in which the dynam-
ics of the fundamental �eld evolves independently of the second-harmonic dynamics
[2]. In the parametric approach it is assumed that the induced �eld at 2! does not
in
uence the current at ! via mixing. Comparing the expression in eq. (96) for the
second harmonic current with the one in eq. (93) implies that the two approaches
are conceptually di�erent. While in eq. (93) \only" electron-electron interactions
are considered, it seems that in eq. (96) both, interactions and induced �elds are
taken into account. But the non-linear conductivity �MF is not based on a micro-
scopic theory of interacting electrons as is �ee; �MF is obtained via a mean-�eld
like approach and contains only the in
uence of the induced �eld at frequency !
while �ee contains the in
uence of the induced �eld at any frequency.

Self-Consistent Local-Field Equations

Now, the third and �nal step can be performed in order to determine the local �elds
in the quantum wire self-consistently. One closes eqs. (83) and (84) by dividing the
current of eq. (89) into longitudinal and transverse parts, using the matrices L and
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T given in eqs. (79) and (80), and inserting these parts into eqs. (83) and (84). The
resulting integral equations are

~EL(~q; !) = ~EL;ext(~q; !) (97)

+

Z
d ~Q 0

KL(qx; ~Q; ~Q
0; !) �

h
~EL;ext(qx; ~Q

0; !) + ~ET(qx; ~Q
0; !)

i
;

~ET(~q; !) = ~ET;ext(~q; !) (98)

+

Z
d ~Q 0

KT(qx; ~Q; ~Q
0; !) �

h
~EL;ext(qx; ~Q

0; !) + ~ET(qx; ~Q
0; !)

i
;

with the kernels

KL(qx; ~Q; ~Q
0; !) =

1

i�0!
L(~q ) � �(qx; ~Q; ~Q 0; !); (99)

KT(qx; ~Q; ~Q
0; !) = i�0! g0(~q; !)T (~q ) � �(qx; ~Q; ~Q 0; !): (100)

These self-consistent local-�eld equations contain only the local and external �elds {
charge or current densities are no longer present { and the microscopic information
on the medium which is hidden in the conductivity tensor. Solving these integral
equations gives the local �elds.

The integral equations determining the local �elds appear somehow asymmetric.
The local transverse �eld appears in the equation determining the local longitudinal
�eld but the local longitudinal �eld does not appear in the equation determining the
local transverse �eld. Hence, only the local transverse �eld needs to be determined
self-consistently. The local longitudinal �eld is known the moment the local trans-
verse �eld is known. The reason for this asymmetry is that the local longitudinal
�eld is taken care of by the conductivity tensor evaluated for the interacting system.
The local transverse �eld does depend on the local longitudinal �eld, namely via the
conductivity of the interacting system which is hidden inside the kernels in eqs. (97)
and (98). If the conductivity of the non-interacting system would be used for the
evaluation of the current local longitudinal and local transverse �elds would have to
be determined self-consistently.

Local-Field Eigenmodes

The local-�eld integral equations are inhomogeneous Fredholm equations of the sec-
ond kind [285, 286]. The two parts of the external �eld make up the inhomogeneities.
Switching o� the external �eld the integral equations turn into homogeneous Fred-
holm equations of the second kind for which non-trivial solutions can only be found
under certain conditions [285, 286]. Here, this means that they are only solvable for
certain combinations of wave vector ~q and frequency !. Those non-trivial solutions
are referred to as eigenmodes.

Fixing the wave vector ~q, the frequency ! of the eigenmode is determined by
the kernel of the integral equation. The kernel contains the conductivity which
depends on the microscopic properties of the medium. Hence, the properties of the
eigenmode depend on the microscopic properties of the system. The corresponding
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relation between ~q and ! is the dispersion relation of the eigenmode. The latter
corresponds to a local �eld inside the medium which can exist also in the absence of
an external �eld. The eigenmode is the elementary excitation of the coupled system
consisting of sample and electromagnetic �eld.

Already in section 2.3.3 an elementary excitation was discussed that consisted
of an excitation of the medium coupled to electromagnetic �elds { the phonon-
polariton. Here, a quantum wire is studied and the typical elementary excitation
of the electronic system as described by the Luttinger liquid is a collective charge
excitation, namely a 1D plasmon. Following the discussion on the phonon coupled
to an electromagnetic �eld we call the eigenmode of the integral equations in (97)
and (98) plasmon-polariton.

Dielectric Function

Next, the relation between the local �eld and the dielectric function is established.
As already mentioned, the dielectric function of a substance describes the modi�-
cation of an electric �eld due to the presence of matter and hence determining the
dielectric function for a given medium is closely related to the problem of �nding
the local �eld in this medium. par The dielectric function of a medium depends on
frequency as the response of this medium to the �eld is not instantaneous but gov-
erned by the inertia of the charged particles. It further depends on the wavelength
of the �eld as the response of the medium is spatially non-local, i.e. the polarization
at a certain point in space is in
uenced by the �eld at that point and the �eld in
its neighbourhood. Finally, in anisotropic media, the dielectric function depends on
the direction of propagation of the �eld. It hence depends on ! and ~q [1].

In order to introduce the dielectric function one distinguishes between internal
and external charge and current densities: �, ~J and �ext, ~Jext. The two inhomoge-
neous Maxwell equations given in eqs. (67) and (70) become

~r � ~E(~r; !) =
1

�0
[�(~r; !) + �ext(~r; !)] ; (101)

~r� ~B(~r; !) = �0 ~J(~r; !) + �0 ~Jext(~r; !)� i�0�0! ~E(~r; !): (102)

Then, one introduces the displacement vector ~D(~r; !) de�ned via

i! ~D(~r; !) = i! ~E(~r; !)� 1

�0
~J(~r; !): (103)

Using the continuity equation that relates the internal charge to the internal current
density, one obtains instead of eqs. (101) and (102)

~r � ~D(~r; !) =
1

�0
�ext(~r; !); (104)

~r� ~B(~r; !) = �0 ~Jext(~r; !)� i�0�0! ~D(~r; !): (105)

Contrary to ~E, the displacement vector ~D does not have a direct physical meaning
[283]. Only the longitudinal part of ~D has a physical meaning as it corresponds to
the longitudinal part of the external �eld.
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How are the electric �eld vector and the displacement vector related? The relation
is given by the dielectric function. As, however, ~E and ~D are not necessarily parallel,
one should in general rather consider a dielectric tensor de�ned via

~D(~r; t) =

Z
d~r 0
Z

dt0�(~r; ~r 0; t; t0) � ~E(~r 0; t0): (106)

In a system exhibiting time-reversal symmetry, the dielectric tensor depends on t�t0.
In a translationally invariant system it depends on ~r�~r 0 and in an isotropic system
it reduces to a number, i.e. displacement vector and electric �eld are parallel.

If one is interested in a relation between longitudinal and transverse parts of ~E
and ~D, one has to de�ne longitudinal and transverse dielectric tensors,

~DA(~r; t) =

Z
d~r 0
Z

dt0�A(~r; ~r 0; t; t0) � ~EA(~r
0; t0); (107)

where the index A denotes either L or T. This expression cannot be derived from the
expression for the total dielectric function in eq. (106). In order to turn eq. (106) into
eq. (107) one would have to Fourier transform eq. (106) to ~q-space and then insert
L
�1(~q ) � L(~q ) and T �1(~q ) � T (~q ) in between the dielectric tensor and the electric

�eld vector { but the inverse of L and T cannot be de�ned as the corresponding
determinants are zero. Hence, note that � 6= �L + �T.

Dividing the expression in eq. (103) into one expression giving DL and another

expression giving DT, expressing the currents ~JL and ~JT in terms of the �elds using
eqs. (83) and (84), and employing eq. (107) yields

~EL;ext(~q; !) =

Z
d~q 0�L(~q; ~q 0; !) ~EL(~q

0; !); (108)

~ET;ext(~q; !) =
!2

c2q2 � !2

Z
d~q 0
�
c2q2

!2
�(~q � ~q 0) 1� �T(~q; ~q 0; !)

�
~ET(~q

0; !):xxx(109)

These two equations relate the longitudinal and transverse dielectric tensors to the
longitudinal and transverse local �elds. Once the local �elds are known, one can
evaluate the dielectric tensors using these equations or vice versa.

Example: A 3D Homogeneous System

In the �nal part of this section, an example is discussed in order to demonstrate the
di�erence between local and external �eld and in order to show how to obtain the
dielectric function once the local �eld is known. Consider a 3D homogeneous system,
see e.g. [3]. Only the diamagnetic part of the conductivity is taken into account
for this simple example. Electron-electron interactions are considered via the local
longitudinal �eld. The �eld driving the current is thus the local longitudinal plus
the local transverse �eld. The conductivity depends on ~r � ~r 0 and on t� t0, thus

~J(~q; !) = �3D(~q; !) � ~E(~q; !): (110)

The conductivity is diagonal and independent of ~q [3],

�3D(!) = �3D(!) � 1 = in3De
2

m!
� 1; (111)
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where n3D is the particle density of the 3D homogeneous system.

Projecting the longitudinal and transverse parts of the current one �nds that here
the longitudinal part of the current is driven by the longitudinal part of the �eld
alone and the transverse part of the current is driven by the transverse part of the
�eld alone,

~JA(~q; !) = �3D(!) � ~EA(~q; !); (112)

where A denotes either L or T. This is typical for an isotropic system. It will become
clear in section 4 that the situation is di�erent in a quantum wire.

Inserting the longitudinal part of the current into eq. (83) and the transverse part
into eq. (84) one obtains

~EL(~q; !) =

�
1� �3D(!)

i�0!

��1
~EL;ext(~q; !); (113)

~ET(~q; !) = [1� i�0!g0(~q; !) �3D(!)]
�1 ~ET;ext(~q; !): (114)

Inserting the expressions given in eq. (86) for g0(~q; !) and for the one for the con-
ductivity �3D(!) given in eq. (111) yields

~EL(~q; !) =
!2

!2 � !2
P

~EL;ext(~q; !); (115)

~ET(~q; !) =
c2q2 � !2

c2q2 � !2 + !2
P

~ET;ext(~q; !); (116)

where

!P =

s
n3De2

m�0
(117)

is the frequency of the 3D plasma oscillations [3].

The result for the local longitudinal �eld in eq. (115) implies that it is zero for
zero frequency, ! = 0. For ! � !P, the local �eld is very small in comparison
to the external �eld, j ~ELj � j ~EL;extj. The external �eld is screened inside the
medium by the charges. For ! � !P, the local �eld may become huge, much larger
than the external �eld. In this regime even a very small external excitation can
excite collective plasma oscillations with frequency !P and hence create a large local
�eld. The plasma oscillation corresponds to the eigenmode of the system of charges
coupled to the longitudinal �eld. The eigenmode dispersion is !3D;L = !P, see
�gure 2. For ! � !P, the external �eld oscillates so fast that the charges in the
medium cannot follow to screen the �eld and hence ~EL � ~EL;ext.

The local transverse �eld is small when jc2q2 � !2j � !2
P. Local and external

�eld are roughly equal when jc2q2 � !2j � !P. For ! = !3D;T :=
p
c2q2 + !2

P, the
local transverse �eld diverges also for an arbitrarily small external �eld. It is the
dispersion relation of the eigenmode of the charges coupled to the transverse �eld,
see �gure 2.
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Figure 2: The dispersion relation of the
longitudinal eigenmode !3D;L = !P (dot-
ted, in units of !P), the dispersion rela-
tion of the transverse eigenmode !3D;T
(solid, in units of !P), and the frequency
of the light ! = cq (dash-dotted, in units
of !P) as a function of cq=!P.

The spatial shape of the local �eld can be obtained by Fourier transforming
eqs. (115) and (116),

~EL(~r; t) =
1

(2�)4

Z
d~q

Z
d! e�i~q ~r�i!t

!2

!2 � !2
P

~EL;ext(~q; !); (118)

~ET(~r; t) =
1

(2�)4

Z
d~q

Z
d! e�i~q ~r�i!t

c2q2 � !2

c2q2 � !2 + !2
P

~ET;ext(~q; !): (119)

As the factor relating local and external longitudinal �elds does not depend on ~q, the
spatial shape is identical for both �elds. For a monochromatic external longitudinal
�eld with frequency !ext,

~EL(~r; t) =
!2
ext

!2
ext � !2

3D;P

~EL;ext(~r; t): (120)

The local longitudinal �eld diverges when the external frequency is equal to the
plasma frequency.

In order to obtain the spatial shape of the local transverse �eld, one can evaluate
the integral in eq. (119) in terms of residue. The modulus of the wave vector then
assumes the value at the pole,

j~qpolej =
p
!2
ext � !2

P

c
; (121)

for a monochromatic external �eld. The wave vector is imaginary when the external
frequency is smaller than the plasma frequency !P. In that case the local �eld is
exponentially damped. For !ext > !P, the wave vector is real and the local �eld
can propagate inside the medium. However, specifying explicitly the spatial shape
of the external transverse �eld one has to proceed carefully. The Fourier transform
~ET;ext(~q; !) has to be non-zero at j~qpolej. It further should not contain a delta function
which �xes any component of ~q. Choosing a plane wave external �eld, for example,
leads to a zero local transverse �eld as ~q = ~kext, ! = !ext, and !ext = cj~kextj. The
shape of a laser beam [287] might be an adequate choice but due to its complicated
structure it cannot be Fourier transformed analytically.
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Next, consider the dielectric tensors. For the 3D homogeneous system the ex-
pressions in eqs. (108) and (109) turn into

~EL;ext(~q; !) = �L(~q; !) ~EL(~q; !); (122)

~ET;ext(~q; !) =
!2

c2q2 � !2

�
c2q2

!2
1� �T(~q; !)

�
~ET(~q; !): (123)

Comparing these expressions with the ones in eqs. (115) and (116) shows that the
longitudinal and transverse dielectric tensors reduce to functions. One obtains

�L=T(~q; !) =

�
1� !2

P

!2

�
; (124)

i.e. longitudinal and transverse dielectric functions are equivalent in this simple
system. They are further independent of the wave vector ~q.

One last comment on the physical meaning of longitudinal and transverse di-
electric functions: The longitudinal dielectric function relates the internal charge
density to the external charge density [283],

�(~q; !) =

�
1

�L(~q; !)
� 1

�
�ext(~q; !) (125)

=
!2
P

!2 � !2
P

�ext(~q; !): (126)

For frequencies much smaller than the plasma frequency the internal charge density
is nearly equal to the negative of the external charge density, it hence screens the
latter nearly perfectly.

The transverse dielectric function relates the transverse internal current density
to the transverse external current density [283],

~JT(~q; !) =

�
1

�(~q; !)
� 1

�
~JT;ext(~q; !); (127)

where

�(~q; !) =
q2c2 � !2�T(~q; !)

q2c2 � !2
: (128)

Inserting the above expression for �T yields

~JT(~q; !) = � !2
P

q2c2 � !2 + !2
P

~JT;ext(~q; !): (129)

Hence, also the internal current screens the external current nearly perfectly as long
as !2

P � jq2c2 � !2j.
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4 Clean Quantum Wire

In this section, time-dependent transport and local �eld e�ects in an in�nitely long,
clean quantum wire without contacts are studied. The in�nite-range Coulomb inter-
action between the electrons is taken into account exploiting the Luttinger model.
First, the transport equation of the clean wire is derived in section 4.1. Then, a
short introduction into dc and ac transport in a clean quantum wire is given in
sections 4.2 and 4.3. Section 4.4 contains the discussion of local �eld e�ects.

4.1 Transport Equation

In section 3.3, it was shown how to evaluate local �elds inside a sample rigorously.
The self-consistent local-�eld integral equations are given in eqs. (97) and (98). For
their derivation, transport was assumed to be linear and to be determined by the
conductivity �(qx; ~Q; ~Q

0; !) of the clean quantum wire of interacting electrons, see
eq. (89). The derivation of an explicit expression for this conductivity based on the
Kubo formula [140] and the Luttinger model is the subject of this section.

Linear Response

The current density in the wire is given by the expectation value of the current
density operator,

~J(~r; t) = e h~j(~r; t) +~jA(~r; t)i: (130)

A general expression for the particle current density operator in the absence of a
vector potential, ~j(~r; t), is given in eq. (21) and the term to be added in the presence
of a vector potential, ~jA(~r; t), is given in eq. (27). The expectation value in eq. (130)
is to be calculated using the eigenfunctions of the total Hamiltonian, given in section
3.1 and with the barrier switched o�. The time evolution of the two current density
operators, ~j(~r; t) and ~jA(~r; t), is also governed by the total Hamiltonian. Neither the
eigenfunctions of this total Hamiltonian containing the coupling of the wire to the
electromagnetic �eld are known, nor can the time evolution of the current density
operator be evaluated based on this total Hamiltonian.

One rewrites eq. (130) using for the expectation value the eigenfunctions of the
Hamiltonian in the absence of the electromagnetic �eld and rede�ning the time
evolution of the current operator also in terms of the Hamiltonian in the absence
of the electromagnetic �eld. The electromagnetic �eld is not neglected, it appears
inside the expectation value in form of a \time evolution operator" containing the
Hamiltonian HMB

em . This operator is then expanded in lowest order in the scalar

electric potential 'ext and the electromagnetic vector potential ~A, leading to [140]

J�(~r; t) = hj�A(~r; t)is (131)

+
ie2

~

X
�

tZ
�1

dt0
1Z

�1

d~r 0h[j�(~r; t); j�(~r 0; t0)]isA�(~r 0; t0)
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� ie2

~

tZ
�1

dt0
1Z

�1

d~r 0h[j�(~r; t); �(~r 0; t0)]is 'ext(~r
0; t0);

where �; � = x; y; z. The index \s" at the expectation values indicates that only
the eigenfunctions of the system in the absence of the electromagnetic �eld are
considered.

Many Occupied Subbands

Next, one inserts the expressions for the projected particle and current density
operators derived in section 3.1 into eq. (131) and obtains, see also eq. (89),

~J(~q; !) =

Z
d ~Q 0

�(qx; ~Q; ~Q
0; !) �

h
~EL;ext(qx; ~Q

0; !) + ~ET(qx; ~Q
0; !)

i
: (132)

In the long wavelength limit, i.e. when the expectation value of the generalized den-
sity operator �nl(x) is independent of the position x, the elements of the conductivity
tensor are

���(qx; ~Q; ~Q
0; !) =

1

(2�)2

X
n;l

�dianl (!)B
x
nl( ~Q� ~Q 0) ��� (133)

+
1

(2�)2

X
n;l;s;p

���nlsp(qx; !)B
�
nl( ~Q)B

�
sp(� ~Q 0):

The generalized diamagnetic conductivity is

�dianl (!) =
ie2h�nl(qx = 0)is

m!L
; (134)

where �nl(qx) is the Fourier transform of �nl(x),

�nl(qx) =
X
k

cyn;k+qxc
y
l;k: (135)

The correlation functions ���nlsp contain the projected current operators,

���nlsp(qx; !) =
e2

~!L

1Z
�1

d� �(�) ei!� h[j�nl(qx; �); j�sp(�qx; 0)]is; (136)

where �(�) is the Heavyside function. Remember that the expectation value is eval-
uated using the eigenfunctions of the Hamiltonian describing the wire of interacting
electrons in the absence of the electromagnetic �elds and also the time evolution of
the projected 1D current operators is taken in the absence of the electromagnetic
�elds.
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One Occupied Subband

When only the lowest subband is occupied, l = 0 in �dianl as can be seen from
eq. (134) taking into account the de�nition of �nl. Further, following the de�nitions
of j�nl given in eqs. (25) and (26), it is p = 0 in ���nlsp. All other indices, namely n

in �dian0 and n; l; s in ���nls0, may be freely chosen. These other indices account for
inter-band transitions to empty bands.

The remaining task is to evaluate the current-current correlation function in
eq. (136) for a single-channel wire. For non-interacting electrons, this can be done
for arbitrary indices, see appendix A.1 on page 109. For interacting electrons and
arbitrary indices n; l; s, an evaluation of ���nls0(qx; !) is impossible. If all indices were

zero, ���0000 could be obtained by exploiting the Luttinger model, see below. Now,
one would expect that for a subband separation large in comparison to other energy
scales in the system, transitions to empty bands are negligible and the term for
n = l = s = 0 should be the dominant contribution to the conductivity. Under
which conditions this is true is investigated in appendix A.1.

The conclusion drawn from these investigation is that for non-interacting electrons
and a large subband separation, the element of the conductivity tensor relating the x-
component of the current to the x-component of the �eld, �xx, is indeed dominated
by intra-band transitions. However, for transport perpendicular to the wire, i.e.
along y or z, the leading order contribution to the conductivity is provided by
inter-band processes. Thus, the conductivity of the single channel wire may only
be approximated by setting all indices to zero in eq. (133) when the x-component
of the driving electric �eld is the dominant component of the �eld. Results for
components of the current perpendicular to the wire should be interpreted with
care. It is assumed that the arguments presented in appendix A.1 are qualitatively
also valid for a system of interacting electrons.

In the following, the single-channel wire is approximated by setting all indices to
zero in eq. (133). The conductivity tensor then is

���1b (qx;
~Q; ~Q 0; !) =

1

(2�)2
�dia00 (!)B

x
00( ~Q� ~Q 0) ��� (137)

+
1

(2�)2
�xx0000(qx; !)B

x
00( ~Q)B

x
00(� ~Q 0)��x��x;

where

�dia00 (!) =
ie2n0
m!

; (138)

and n0 = N0=L = mvF=�~ is the particle density in the lowest subband.
The correlation function �xx0000(qx; !) is evaluated based on the Luttinger model.

First, rewrite �xx0000(qx; !) in terms of a density-density correlation function using the
projected continuity equation in eq. (31): j�00 is replaced by �00 and operators for
higher bands, �nn and j

�
nn with n > 0. All expectation values of terms containing �nn

and j�nn with n > 0 are zero when only the lowest subband is occupied. Then, the
density operator �00 is expressed in terms of the bosonic �eld # following eq. (65).
An explicit expression for # is given in eq. (60), it contains the bosonic operators byqx
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and by�qx. As the Hamiltonian of the system in the absence of the electromagnetic
�eld is diagonal in these bosonic operators, the evaluation of the expectation value
h: : :is needed in �xx0000(qx; !) is particularly simple and one obtains

�xx0000(qx; !) = �dia00 (!) lim
�!0

!2
LL(qx)

(! + i�)2 � !2
LL(qx)

; (139)

where the dispersion relation !LL(qx) is given in eq. (50). The explicit form of the
Fourier transform of the projected interaction potential needed in !LL(qx) is for an
in�nite-range Coulomb interaction and a symmetric harmonic con�nement given in
eq. (53).

It can be shown that for a clean Luttinger liquid, linear response is exact [176,
154, 170, 288] due to the linearization of the dispersion relation [176]. Hence, the
terms of higher order in the driving �eld neglected at the beginning of this section
when an expression for the conductivity was derived yield no contribution in the
Luttinger model anyway.

Note that in the expression for the conductivity of the single-channel quantum
wire in eq. (137), the diamagnetic and the paramagnetic parts vary in a di�erent

manner with ~Q and ~Q 0. Thus, they also behave di�erently as a function of ~R. The
spatial behaviour of the two parts of the current with ~R is only identical in the limit
of an in�nitely strong con�nement. Mathematically, this di�erence is due to the
fact that when projecting the Kubo formula it is possible to explicitly perform two
of the summations with respect to the band index in the diamagnetic part of the
conductivity which cannot be done in the paramagnetic part of the conductivity.
It is not assumed that this di�erence has a physical origin. It stems from the
approximation in which inter-band transitions are neglected. As for an in�nitely
strong con�nement only one band exists, and hence inter-band transitions cannot
take place, the spatial behaviour of the two terms of the conductivity is equivalent
in that case.

Further, with the conductivity of the single-channel wire as given in eq. (137) the
current density in eq. (132) is related to the driving �eld via an integration. This is
due to the anisotropy of the system and is in sharp contrast to transport in true 1D
systems where current and driving �eld are related algebraically, see e.g. [170] and
the discussion of the 1D limit below.

Finally, as the conductivity tensor is not proportional to the unity matrix, since
it is diagonal but the diagonal elements are di�erent from each other, it couples
longitudinal and transverse components of the �eld. Even if the external �eld is
purely longitudinal, the current acquires a transverse component and hence induces
a local transverse �eld; and when the external �eld is purely transverse, a local
longitudinal �eld is induced. This coupling between longitudinal and transverse
�eld components is also due to the anisotropy of the system; such a coupling is
absent in the example discussed in section 3.3.

The 1D Limit

As most of the investigations on transport in Luttinger liquids that can be found
in the literature are concerned with true 1D systems, I this section is concluded
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by showing how the 1D limit can be recovered from the transport equation derived
here. Assume an in�nitely strong con�nement, d = 0. Then, the function Bx

00(~R)

turns into a �-function, limd!0B
x
00(~R) = �(~R). As a consequence, Bx

00( ~Q) becomes

independent of ~Q, limd!0B
x
00( ~Q) = 1. Neglecting transport perpendicular to the

wire, the conductivity of the 1D system then consists of the term for � = � = x of the
the single-band conductivity given in eq. (137) when the functions Bx

00 are omitted.
However, a factor of 1=(2�)2 remains that is not present when true 1D systems are
studied [170]. This factor can be understood by looking at the transport equation
in (132). The electric �eld in (132) is a 3D �eld. De�ne a 1D �eld projected onto
the single subband,

Ex
1b(x; !) =

Z
d~RBx

00(~R)E
x(x; ~R; !): (140)

Fourier transforming the expressions on both sides yields

Ex
1b(qx; !) =

1

(2�)2

Z
d ~QBx

00(� ~Q)Ex(qx; ~Q; !): (141)

For an in�nitely strong con�nement this turns into

Ex
1b;d=0(qx; !) =

1

(2�)2

Z
d ~QEx(qx; ~Q; !): (142)

One can now rewrite eq. (132) for an in�nitely strong con�nement by putting
the conductivity of the zero-diameter wire in front of the integral as it no longer
depends on ~Q. The remaining integral over the �eld yields (2�)2Ex

1b;d=0(qx; !). The
factor (2�)2 cancels the one present in the conductivity and the transport equation
becomes

Jx
d=0(qx; ~Q; !) = �xx1b;d=0(qx; !) [E

x
L;ext;1b;d=0(qx; !) + Ex

T;1b;d=0(qx; !)]; (143)

where

�xx1b;d=0(qx; !) = �dia00 (!) + �xx0000(qx; !); (144)

= �dia00 (!)
!2

!2 � !2
LL(qx)

: (145)

The expression for the conductivity in eq. (145) is the one usually found in the
literature [176].

As the right hand side of eq. (143) does not depend on ~Q, the current is pro-

portional to �(~R) in ~r-space. Components of the current or the electric �eld other
than the x-component are not considered. One can see that the true 1D system
is much easier to handle than the projected 3D system as the current is related to
the driving �eld via an algebraic expression and not via an integration in ~q-space.
On the other hand, rigorous local �eld studies cannot be performed on such a 1D
system as Maxwell equations are only valid for 3D system.
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4.2 DC Transport

The conductance of an in�nitely long, clean Luttinger liquid without contacts can
be derived from the conductivity given in eq. (145) by evaluating �rst the frequency-
dependent absorbed power, then relating the time-averaged absorbed power to the
frequency-dependent absorptive conductance, and �nally performing the limit ! !
0, see [63, 169, 170] and the discussion in section 2.3.2. It turns out that the
conductance is renormalized by the presence of the interactions, �(! = 0) = ge2=h
[65, 289].

For quite some time it was believed that this renormalization of the conductance
should be experimentally observable but experimentalists never succeeded to do so,
see e.g. [37, 290]. As a consequence, theorists began to search for a reason why the
conductance should remain e2=h also in the presence of interactions. Two di�erent
possible explanations emerged.

It was suggested that the presence of leads might be responsible for the dis-
crepancy between the theoretical prediction and the experimental �nding. The
prediction that the conductance should be ge2=h is based on an in�nitely long Lut-
tinger liquid without contacts while any \real" quantum wire is of �nite length and
connected to 3D leads. Several groups then considered a so-called inhomogeneous
Luttinger liquid. It consists of an in�nitely long Luttinger liquid with a central part
where the interaction parameter is di�erent from one, g 6= 1, i.e. the electrons in-
teract with each other. To the left and the right of this central wire the interaction
is assumed to be switched o�, g = 1. Those parts of the wire with the interaction
switched o� are meant to model the leads. Of course, in \real" leads the electrons
also interact. But leads are usually 3D and in 3D systems screening is very e�ective
[4] such that from a phenomenological point of view the electrons behave e�ectively
as if they were not interacting [3]. Instead to describe explicitly this screening, the
idea from which the inhomogeneous Luttinger liquid originated was to model the
screening in the leads by assuming them to consist of non-interacting electrons. On
the one hand, this is de�nitely a reasonable assumption, but on the other hand, the
leads are still 1D instead of 3D and in 1D system screening is not strong { the idea
of the inhomogeneous Luttinger liquid is not consistent.

However, despite slight di�culties concerning the interpretation of the inhomoge-
neous Luttinger liquid, the result seemed to justify the model. In [154, 155, 156, 158],
a conductance of e2=h for the Luttinger liquid \with leads" was derived. See also
[157] where a Luttinger liquid with contacts is treated based on the Landauer-
B�uttiker approach. Notice that, strictly speaking, the result of [154, 155, 156, 158]
is that the conductance of the central wire is determined by the properties of the
leads and e2=h is recovered because g = 1 is assumed in the leads. The idea that the
transport properties of a system are determined by the contacts between this system
and the outside world is not new, see the discussion on the \contact resistance" in
[196, 198, 291]. Further, already in [65] it was discussed that any \real" quantum
wire would be of �nite length and connected to 3D leads and that one would have to
make sure that one really probes the properties of the wire and not the properties
of the leads in an experiment, see also [170].
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The second approach chosen by some groups in order to explain why the con-
ductance is not renormalized by the interactions is based on an attempt to include
local �eld e�ects. It is argued that the electron-electron interaction not only a�ects
the current, and hence leads to a renormalization of the conductance, but a�ects
also the applied potential. As the conductance is the ratio of current and applied
potential, the e�ects of the interaction on the current and the potential cancel and a
conductance of e2=h remains [166, 167, 168]. Even though also this approach leads
to the desired result, namely a conductance of e2=h, it is di�cult to understand how
the potential drop can be renormalized when it is usually provided by a battery
which is introduced to keep this potential drop �xed.

Anyhow, for the clean quantum wire studied in this section, the conductance is
ge2=h because the wire is in�nitely long and not connected to leads. This result is
not in contradiction with experiments where wires of �nite lengths are investigated.

4.3 AC Transport

Linear time-dependent transport in an in�nitely long Luttinger liquid without con-
tacts was studied by Cuniberti, Sassetti and Kramer in [169, 170]. An exponentially
screened Coulomb potential is assumed, projected onto a parabolically con�ned
quantum wire. The dispersion relation of the collective elementary excitations of
the Luttinger liquid, !LL(k), was discussed. The derivative of the inverse of the
dispersion relation, kLL(!), exhibited a peak as a function of ! which was re
ected
in the ac conductance, see below.

The absorptive part of the ac conductance of the system was found to be

�a(!) =
e2vF
h

� dkLL(!)
d!

� L[kLL(!)]; (146)

where kLL(!) is the inverse of the dispersion relation of the collective excitations of
the Luttinger liquid and L(k) is the Fourier transform of the spatial autocorrelation
function of the probe �eld. It was pointed out that a zero-range interaction in
uences
the ac conductance only quantitatively with respect to the non-interacting case
while a �nite-range interaction in
uences �a also qualitatively via the behaviour of
dkLL(!)=d!. It was argued that, as the ac conductance displays directly the features
of the dispersion relation of the elementary excitations, the internal properties of the
quantum wire could be determined from its ac conductance when the spatial shape of
the probe �eld is known. The reactive part of the conductance was obtained from the
absorptive one via a Kramers-Kronig transformation. The results for the complex
conductance were analyzed with respect to \resistive", \capacitive", and \inductive"
behaviour. The Luttinger liquid was compared with an equivalent classical circuit.

Further, screening in the quantum wire was examined by evaluating the 1D longi-
tudinal dielectric function �L de�ned in [170] by the ratio of external to local electric
potential,

�L(k; !) =
!2
LL(k)� !2

v2Fk
2 � !2

: (147)



4.4 Local Field E�ects 53

It was then demonstrated that the current in the wire can either be related to the
conductivity of the interacting system in connection with the external electric �eld
or to the conductivity of the non-interacting system in connection with the local
electric �eld. The transverse �eld was not considered. It was argued that this
equivalence is due to the fact that linear response is exact in a Luttinger liquid,
see also section 4.4. It was also shown that it makes no di�erence if the external
or the local longitudinal �eld is used when the absorbed power is evaluated as the
�nal expression for the absorbed power, and hence also the result for the absorptive
conductance, is independent of this choice. This �nding is in accordance with a
statement of Keldysh [1] that the action of the local �eld on the particles in the
medium is an internal interaction and cannot change the medium's energy, i.e. it
cannot contribute to dissipation.

4.4 Local Field E�ects

With the local �eld formalism introduced in section 3.3 and the conductivity tensor
derived in section 4.1, it is now possible to investigate the local �elds in a clean
quantum wire. The self-consistent integral equations determining the local �elds
are, see also eqs. (97) and (98),

~EL(~q; !) = ~EL;ext(~q; !) (148)

+

Z
d ~Q 0

KL(qx; ~Q; ~Q
0; !) �

h
~EL;ext(qx; ~Q

0; !) + ~ET(qx; ~Q
0; !)

i
;

~ET(~q; !) = ~ET;ext(~q; !) (149)

+

Z
d ~Q 0

KT(qx; ~Q; ~Q
0; !) �

h
~EL;ext(qx; ~Q

0; !) + ~ET(qx; ~Q
0; !)

i
:

Inserting the conductivity given in eq. (137) into the expressions for the Kernels in
eqs. (99) and (100) yields

K��
L (qx; ~Q; ~Q

0; !) =
1

i�0!
L��(~q ) ���1b (qx;

~Q; ~Q 0; !); (150)

K��
T (qx; ~Q; ~Q

0; !) = i�0! g0(~q; !)T
��(~q ) ���1b (qx;

~Q; ~Q 0; !); (151)

where the matrices L and T are given in eqs. (79) and (80) and the function g0(~q; !)
can be found in eq. (86).

An approximative approach for the solution of the local-�eld integral equations is
presented in section 4.4.2. But before, in section 4.4.1, it is demonstrated that the
rigorous microscopic approach and the mean-�eld like approach used to take into
account electron-electron interactions lead to identical results in a clean quantum
wire.

4.4.1 Interaction vs. Local Longitudinal Field

In this section, the projected local longitudinal �eld is derived for a speci�c choice of
the external �eld; the local transverse �eld is neglected. Instead of using eq. (148),
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�rst the current is evaluated and then the induced longitudinal �eld. The approach is
equivalent to the usage of eq. (148) and it is applied here in order to obtain not only
an expression for the local �eld but also one for the current. The induced longitudinal
�eld is then projected onto the quantum wire. Based on this derivation of the
projected induced longitudinal �eld it is demonstrated that the current can either
be expressed via the projected external �eld in connection with the conductivity
of the interacting system or via the projected local �eld in connection with the
conductivity of the non-interacting system.

Assume an external longitudinal �eld parallel to the wire and independent of ~R,
~EL;ext(~r; !) = (E0(x; !); 0; 0). The Fourier transform is

Ex
L;ext(~q; !) = (2�)2 �( ~Q)E0(qx; !): (152)

Inserting this �eld into the expression for the current in eq. (132) yields

Jx(~q; !) = (2�)2 �xx1b (qx; ~Q; ~Q
0 = ~0; !)E0(qx; !): (153)

The local longitudinal �eld is related to the longitudinal part of the current via
eq. (83) and the longitudinal part of the current is obtained from the total current
using eq. (77). Then, the induced �eld, i.e. the local minus the external �eld, is

Ex
L;ind(~q; !) =

q2x V
C
ee (q)

i!e2
Jx(~q; !); (154)

with the Fourier transformed Coulomb potential V C
ee (q) = e2=�0q

2.
Now, project the �elds in eqs. (152) and (154) onto the lowest subband follow-

ing eq. (141): multiply both sides by Bx
00(� ~Q)=(2�)2 and integrate with respect

to ~Q. Further, insert the expression for the conductivity given in eq. (137). Em-
ploying the expression for the projected interaction potential in eq. (38) and using
Ex
L;ext;1b(qx; !) = E0(qx; !) yields

Ex
L;ind;1b(qx; !) =

q2x V
C
1b(qx)

i!e2
�xx1b;d=0(qx; !)E

x
L;ext;1b(qx; !): (155)

Here, �xx1b;d=0(qx; !) given in eq. (144) is used in order to abbreviate the expression

�dia00 (!) + �xx0000(qx; !); it does not imply that a wire of zero diameter is assumed.
Inserting for �xx1b;d=0(qx; !), see eq. (145), and using the explicit expression for the
dispersion relation !LL given in eq. (50), it is straightforward to show, see also [170],

Ex
L;ind;1b(qx; !) =

"
�xx1b;d=0(qx; !)

�xx1b;non�int;d=0(qx; !)
� 1

#
Ex
L;ext;1b(qx; !); (156)

where �xx1b;non�int;d=0 is the conductivity of the non-interacting system which follows
from �xx1b;d=0 by replacing !2

LL in eq. (145) with v2Fq
2
x, see eq. (50). The projected

local �eld is hence related to the projected external �eld via

�xx1b;non�int;d=0(qx; !)E
x
L;1b(qx; !) = �xx1b;d=0(qx; !)E

x
L;ext;1b(qx; !): (157)
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This result demonstrates that the conductivity of the interacting system times the
projected external longitudinal �eld is equivalent to the conductivity of the non-
interacting systems times the projected local longitudinal �eld. This equivalence is
due to the fact that linear response is exact in a Luttinger liquid, see also [170],
and further to the fact that, for the evaluation of the correlation function that gives
the conductivity, the di�erence between HMB

int in eq. (1) and Hind in eq. (4) has no
consequences.

It is further important to consider a Coulomb interaction potential and not an
ad hoc �nite-range potential. The appearance of V C

ee (q) in eqs. (154) and (155)
is due to the nature of Maxwell equations { a Coulomb interaction is contained
inherently in Maxwell equations. The conductivity �xx1b;d=0 contains the interaction
potential assumed in the wire. If this is not also a Coulomb potential, eq. (157) is
strictly speaking not valid. In order to consider a �nite-range interaction potential
one would have to incorporate explicitly gates or change Maxwell equations in a
consistent manner in order to account for a di�erent interaction potential.

Finally, the current in terms of the projected external �eld is, following eq. (153),

Jx(~q; !) = Bx
00( ~Q) �

xx
1b;d=0(qx; !)E

x
L;ext;1b(qx; !): (158)

Using eq. (157), one can replace the external �eld by the local �eld and obtains the
current in terms of the projected local �eld,

Jx(~q; !) = Bx
00( ~Q) �

xx
1b;non�int;d=0(qx; !)E

x
L;1b(qx; !): (159)

The two equivalent expressions for the current in eqs. (158) and (159) show that
one may either consider the Coulomb interactions directly or the local longitudinal
�eld instead. However, this argument has one slight 
aw: The expressions for the
current in eqs. (158) and (159) contain the projected �elds.

Could two expressions for the current similar to the ones in eqs. (158) and (159)
be obtained for the full local and external �elds and a general shape of the external
�eld? The obstacle that would have to be overcome in order to do so is the integral
in the transport equation. In the derivation of eqs. (158) and (159), this obstacle is
circumvented by choosing a particular shape of the external �eld which is propor-
tional to �( ~Q) in ~q-space and thus removes the integral. Then, because the induced

�eld depends in a more complicated manner on ~Q than the external �eld does, the
�elds are projected in order to get rid of the ~Q-dependence. Whenever the infor-
mation on the ~Q-dependence of the �elds is retained, one ends up with integrations
instead of algebraic equations. Hence, for the full �eld and a general external �eld
it is impossible to arrive at analytic expressions similar to the ones in eqs. (158) and
(159).

However, it is reasonable to project the �elds when the local transverse �eld
is neglected. The integral in the transport equation that is responsible for the
encountered problems is related to the anisotropy of the system. This anisotropy
also causes a coupling of local longitudinal and local transverse �elds as can be seen
from eqs. (148) and (149); this coupling is absent in an isotropic system, see the
example in section 3.3. If the longitudinal and transverse components of the local
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electric �eld were not coupled, the transverse �eld would not need to be neglected
as it would simply not enter the equation determining the local longitudinal �eld.
Hence, the anisotropy is neglected together with the local transverse �eld. It is
reasonable to neglect it then also in the evaluation of the local longitudinal �eld by
projecting the electric �elds.

4.4.2 Plasmon-Polariton

In this section, the local-�eld integral equations given in (148) and (149) are tackled
following an approximative approach. In contrast to the previous section, the local
transverse �eld is fully taken into account. The coupling between the collective
charge excitations in the quantum wire and the electromagnetic �eld gives rise to a
local �eld eigenmode which is studied in detail below.

Discretization of the Local-Field Equations

The approximative approach employed here is based on a discretization of the inte-
gral equations: The integrals with respect to q0y in eqs. (148) and (149) are replaced
by sums over N abscissas and the integrals with respect to q0z are replaced by sums
over M abscissas. This approach leads to two systems of 3NM coupled linear equa-
tions instead of two integral equations [292]; the factor of 3 is due to the fact that
the integral equations de�ne vectors which have three components. In the limit of an
in�nite number of abscissas, N;M !1, this approach is exact. Solving the system
of linear equations for �nite N;M analytically or numerically, one obtains the local
�eld at the discrete values of the abscissas. Investigating the condition under which
the system of linear equations is solvable also in the absence of an external �eld, the
local �eld eigenmodes can be found.

For an explicit demonstration of the discretization of the integral equations see
appendix A.2 on page 112. Here, only those details of the discretization process
are given which are necessary in order to understand the following discussion: The
abscissas used for the discretization are denoted by �N;n for the integration with
respect to q0y and by �M;m for the integration with respect to q0z, where 1 � n �
N and 1 � m � M . The abscissas are chosen in accordance to the rule of the
Gaussian quadrature in order to assure a good accuracy, see appendix A.2.1. For
odd N , one of the abscissas is always zero, namely the one with n = (N + 1)=2.
The other abscissas are distributed symmetrically to both sides of �N;(N+1)=2, for
example �5;5 = ��5;1 and �5;4 = ��5;2. For even N , all abscissas are di�erent from
zero but also distributed symmetrically around zero, for example �4;4 = ��4;1 and
�4;3 = ��4;2. The components of the local �eld, of the external �eld and the kernels

in eqs. (148) and (149) are then taken at the discrete values of ~Q and ~Q 0. The
variables qx and ! remain continuous. Following appendix A.2.1, the discretized
local-�eld equations can be written in terms of matrix equations,

~EL(qx; !) = MLL(qx; !) � ~EL;ext(qx; !) +MLT(qx; !) � ~ET;ext(qx; !); (160)

~ET(qx; !) = MTL(qx; !) � ~EL;ext(qx; !) +MTT(qx; !) � ~ET;ext(qx; !): (161)
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The elements of the vectors ~EL and ~ET are the local �elds ~EL and ~ET evaluated at
the discrete values qy = 4�N;n=d and qz = 4�M;m=d, see appendix A.2.1, where d is
the diameter of the wire. The elements of the (3NM�3NM) matricesMAB(qx; !),
where A and B denote L and T, are explicitly given in appendix A.2.1. The matrix
MAB for A6=B is non-zero, hence longitudinal and transverse �elds are coupled in
the quantum wire in contrast to the example discussed in section 3.3.

When the external �eld is either longitudinal or transverse, the discretized local
�eld equations become

MAB
�1(qx; !) � ~EA(qx; !) = ~EB;ext(qx; !): (162)

How the i-th component of the discretized local �eld vector ~EA can be obtained from
eq. (162) is shown in appendix A.2.2. For completeness, the discretized dielectric
function following from eq. (162) is given in appendix A.2.3.

Local-Field Eigenmodes

From eq. (162) and the theory on coupled linear equations, see e.g. [285], it is clear
that a local �eld may exist even in the absence of an external �eld when the matrix
MAB

�1 is singular, i.e. its determinant is zero because then a system of homogeneous
linear equations is solvable. Hence, in order to �nd a local-�eld eigenmode one has
to search for the values of qx and ! for which

det[MAB
�1(qx; !)] = 0: (163)

The matricesMAB for any A and B are all based onMTT, see appendix A.2.1. It
is shown in appendix A.2.4 that the zeroes of the determinants of the other matrices
are given by the zeroes of the determinant ofMTT. Hence, onlyMTT is discussed
here.

One knows that an arbitrary square matrix A of dimension N �N with elements
aij is not singular when

jaiij >
X
j 6=i

jaijj; (164)

for any i with 1 � i � N [293, 294]. Now, the diagonal elements of the matrix
MTT

�1 and also the sum over the o�-diagonal elements of MTT
�1 are estimated

in appendix A.2.4, see eqs. (292) and (294). Due to the presence of poles in the
corresponding expressions, the diagonal elements and the sums over the o�-diagonal
elements diverge when ! and qx are chosen such that they either lie exactly on the
light or on the Luttinger dispersion; qy and qz may not be chosen freely but are �xed
by the discretization procedure. Away from these poles, the diagonal elements of
MTT

�1 are roughly of the order of 1 while the sums over the o�-diagonal elements
are roughly of the oder of

Z =
4e2

�2~�0c

vF
c
� 3� 10�2 � vF

c
: (165)

For a realistic value of the Fermi velocity around 105 m/s, Z � 10�5. Hence, only
when ! and qx are chosen close to the light or to the Luttinger dispersion, the sums
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over the o�-diagonal elements ofMTT
�1 become large enough in order to be equal

to or larger than the diagonal elements { then, the matrixMTT
�1 can be singular

and thus local-�eld eigenmodes can exist. For values of ! and qx away from the
light and the Luttinger dispersion, local-�eld eigenmodes cannot exist.

The combinations of ! and qx for which MTT
�1 is singular determine the dis-

persion relation of the eigenmode of the local �eld. Now, the discussion in the
preceding paragraph implies that, if eigenmodes exist at all, their dispersion rela-
tion is closely related to the light and the Luttinger dispersions. This is in analogy
to the dispersion relation of the phonon-polariton { the local-�eld eigenmode in a
system consisting of a ionic lattice and an electromagnetic �eld {which was discussed
in section 2.2.3. Thus, near the crossing of light and Luttinger dispersions, where
the coupling between charge excitations and electromagnetic �eld is strongest, the
opening of a gap is expected.

In analogy to the phonon-polariton, the local �eld eigenmode studied here is called
plasmon-polariton as it is based on the coupling of a collective plasma oscillation of
the charges in the quantum wire and an electromagnetic �eld. The names \local-
�eld eigenmode" and \plasmon-polariton" are used synonymously in the following.
Note that the coupling of a plasma oscillation to a transverse �eld is only possible
due to the anisotropy of the system. In 3D isotropic systems, the plasma oscillation
can only couple to a longitudinal �eld [3].

Now, the above discussion on when the matrixMTT
�1 can be singular and when

it cannot be singular gives an idea on what should be expected for the local-�eld
eigenmodes in the quantum wire. However, it does not proof that MTT

�1 does
become singular at all. To ascertain that local-�eld eigenmodes exist in the quantum
wire, to study their dispersion relation and to investigate the gap in this dispersion
is the remaining task of this section.

Plasmon and Photon Dispersions

The branches of the dispersion relation of plasmon-polariton are expected to lie
close to the dispersion relations of the light and of the collective excitations of the
Luttinger liquid. The greatest deviation of the polariton dispersion from the light
and the Luttinger dispersions is expected to appear near the crossing of these two
dispersions.

The dispersion relation of the photon for a ~q-vector parallel to the wire is denoted
by !Phk and is !Phk = cqx because j ~Qj = 0. When the ~q-vector is not parallel to the

wire, the dispersion relation of the photon is denoted by !Ph? and is, as j ~Qj 6= 0,
!Ph? = c(q2x +Q2)1=2. Now, the dispersion !Phk intersects the Luttinger dispersion
!LL twice as a function of qx, see �gure 3. One point of intersection is at qx = q1k = 0.
A second point of intersection exists because for a Coulomb potential the Luttinger
dispersion is in�nitely steep at qx = 0 and crosses over to a linear behaviour vFqx
for large qx, see section 3.2, while the light dispersion for j ~Qj = 0 rises as cqx with
c �nite and c > vF. Following eqs. (50) and (53), one can estimate the position of
the second crossing between the photon dispersion for ~q parallel to the wire and the
Luttinger dispersion to be at q2k �

p
8 e�8=Z , where Z is given in eq. (165).

The light dispersion for a ~q-vector not parallel to the wire intersects the Luttinger
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dispersion only if the component of ~q perpendicular to the wire is not too large,
see �gure 3. For a small enough j ~Qj, also the light dispersion !Ph? intersects the
Luttinger dispersion twice. The positions of the intersection are denoted by q1?
and q2?. These two positions cannot be estimated analytically, but one knows
q1k < q1? < q2? < q2k, see �gure 3. The photon and Luttinger dispersions are

displayed as functions of qx and j ~Qj in �gure 4.

qxd

!
d
=c

q1kd q1?d q2?d q2kd

Figure 3: The Luttinger dispersion
!LL (solid), the photon dispersion !Phk
(dashed), a photon dispersion !Ph? that
intersects !LL (dotted), and a photon
dispersion !Ph? that does not intersect
!LL (dash-dotted). The shaded area il-
lustrates the continuum of photon dis-
persions with any possible Q. The pic-
ture is to be understood qualitatively.

0
qxd

0

Qd

Figure 4: The Luttinger dispersion
(light grey) and the photon dispersion
(dark grey) as functions of qxd and Qd.
The picture is to be understood qualita-
tively.

Polariton Dispersion Approached Analytically

One could now in principle determine the eigenmode dispersions numerically by
searching for the zeroes of the determinant ofMTT

�1 using a numerical algorithm,
see below. However, the region of the crossing between light and Luttinger disper-
sions, which is the most interesting regime here as it promises the largest deviation
of the eigenmode dispersion from light and Luttinger dispersions, cannot be reached
numerically for realistic values of the Fermi velocity. But, in order to obtain a qual-
itative picture, it can be approached analytically in the limit of very few abscissas.
Choose N = 3 and M = 1, evaluateMTT

�1, take the determinant and look for the
zeroes. One obtains three branches of the polariton dispersion, see appendix A.2.4,

�
!T;LL(qx)d

c

�2

�
�
!LL(qx)d

c

�2 �
1� e�3=2 Z

72

�
; (166)
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�
!T;Phk(qx)d

c

�2

� (qxd)
2 +

2Z

3
; (167)�

!T;Ph?(qx)d
c

�2

� (qxd)
2 + (4�3;1)

2 +
e3=2 Z

6
; (168)

where Z is given in eq. (165). The value of j ~Qjd is here for N = 3 and M = 1 given
by 4�3;1 = 2

p
6. These three expressions in (166) - (168) are not valid for any value

of qx. However, for the following discussion the conditions imposed on eqs. (166) -
(168) are not important, details can be found in appendix A.2.4.

The dispersions (166) - (168) are displayed qualitatively in �gure 5. The plasmon-
like mode !T;LL lies below the Luttinger dispersion !LL. The di�erence between !T;LL
and !LL is given by the multiplicative factor [1� e�3=2 Z=72], it depends mainly on
vF=c, see eq. (165), and increases with increasing vF=c. The photon-like modes !T;Phk
and !T;Ph? lie above the photon dispersions !Phk and !Ph?. The di�erence between
!T;Phk and !Phk is given by the additive term 2Z=3 and the di�erence between !T;Ph?
and !Ph? is given by the additive term e3=2Z=6 { these di�erences depend on Z and
hence on vF=c. Near the crossing of the dispersions !LL and !Phk, the branches !T;LL
and !T;Phk cross without showing any repulsion. This is due to the fact that for !Phk
the ~q-vector is parallel to the wire and hence the corresponding transverse �eld is
perpendicular to the wire. It has no component parallel to the wire that could couple
to the plasmons. At qx = 0, however, the branches of the polariton dispersion !T;LL
and !T;Phk do show an anti-crossing because for j~q j = 0 the transverse �eld is not
well de�ned and can have any direction. The repulsion between the branches !T;Phk
and !T;LL at qx = 0 is�

!T;Phk(0)d
c

�2

�
�
!T;LL(0)d

c

�2

=
2Z

3
: (169)

The size of the gap at qx = 0 increases with increasing vF=c. This ratio determines
the strength of the coupling between charges and electromagnetic �elds.

qxd

!
d
=c

Figure 5: The Luttinger dispersions
!LL (solid), the photon dispersions !Phk
(long dashes) and !Ph? (short dashes),
and the corresponding branches of the
eigenmode dispersion !T;LL (dash-dot),
!T;Phk (dots), and !T;Ph? (dash-dot-dot)
displayed qualitatively. The deviations
of the eigenmode branches from the dis-
persions of the uncoupled systems are
greatly exaggerated.

In the eigenmode dispersion derived above for N = 3 and M = 1, no gap was
found at �nite qxd as !LL and !Phk do not couple at �nite qxd due to symmetry
reasons and !LL and !Ph? do not cross, see �gure 5. The reason for the absence
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of a crossing between !LL and !Ph? is that the value of j ~Qjd, which is �xed by the
discretization procedure, is too large. In the limit of in�nitely many abscissas, there
are of course discrete values of Q small enough in order to allow for an intersection
of !LL and !Ph? { but that limit cannot be approached analytically. In order to
be able to study the gap at a crossing of !LL and !Ph? for �nite qxd nevertheless,
choose N =M = 1. But then, the abscissas �N=1;1 = �M=1;1 = 0, and hence j ~Qj = 0,
thus ~q is parallel to the wire. Now, shift �N=1;1 slightly to the left and to the right,
splitting it into two abscissas: �N=1;1 ! �", where 0 < " � 1. The choice " 6= 0

ensures j ~Qj 6= 0 and hence the presence of !Ph? with !Ph?d=c = (q2xd
2 + 16"2)1=2.

The explicit expressions for the branches of the ensuing eigenmode dispersion can be
found in appendix A.2.4. They are denoted by !T;+ and !T;�. It is impossible to call
either of them photon-like or plasmon-like as such an assignment would inevitably
depend of qxd. At qxd = 0, it is, for the conditions see appendix A.2.4,�

!T�(qx = 0)d

c

�2

�
�

(4")2 + Z;
0:

(170)

Here, in the regime where qxd is much smaller than the position of the �rst crossing
between !LL and !Ph?, qxd� q1?d, !T� is a plasmon-like mode and !T+ is a photon-
like mode. As "2 � Z, the relative deviation of the dispersion of the photon-like
mode from the dispersion !Ph? is huge at qxd = 0. The result in eq. (170) is not
equivalent to the one in eq. (167) as in (170) the deviation is given by Z, while
it is given by 2Z=3 in (167). This di�erence is due to the crude approximations
performed taking so few abscissas. However, in both equations the deviation is
determined by Z and hence by vF=c!

At the two intersections of the dispersions !LL and !Ph?, namely at qxd = qi?d
for i = 1; 2, de�ne

�id := (qi?d)2 + (4")2 =

�
!LL(qi?)d

c

�2

: (171)

Here, a gap opens and one obtains in lowest order in "2�
!T�(qx = qi?)d

c

�2

�
(

(�id)
2 + Z (4")2

(�id)2
;

(�id)
2:

(172)

In the regime q1?d < qxd < q2?d, !T� is a photon-like mode while !T+ is a plasmon-
like mode in contrast to the regime qxd � q1?d. For qxd � q2?, !T� is again a
plasmon-like mode and !T+ is again a photon-like mode, see appendix A.2.4. As
"=(�id) < 1, the deviation of !T+ from the photon dispersion !Ph? is smaller at
qxd = qi?d than at qxd = 0 and it is further smaller at q2?d than at q1?d. The
deviation of !T� from the Luttinger dispersion is of higher order in "2 than the
expression given in eq. (172) and thus much smaller than the deviation of the photon
mode from !Ph?. The size of the gap between the two branches of the eigenmode
dispersion at qi?d is in lowest order in "2�

!T+(qx = qi?)d
c

�2

�
�
!T�(qx = qi?)d

c

�2

= Z
(4")2

(�id)2
: (173)
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It is smaller at q2?d than at q1?d and increases with increasing vF=c. The results
are displayed qualitatively in �gure 6.

qxd

!
d
=c

Figure 6: The Luttinger dispersion
!LL (solid), the photon dispersion
!Ph;? (dashes), and the corresponding
branches of the eigenmode dispersion,
!T+ (dash-dot) and !T� (dots), dis-
played qualitatively. The deviations of
the eigenmode dispersions from the dis-
persions of the uncoupled systems are
greatly exaggerated.

Note that a gap in between the branches of the polariton dispersion opens only
if the corresponding dispersion relations of the light and the Luttinger liquid cross.
The crossing at qxd = 0 is independent of the shape of the interaction potential
but a crossing at �nite qxd depends crucially on the form of Vee. Apart from the
fact that choosing a priori a �nite-range interaction potential is not consistent with
Maxwell equations, the light and the Luttinger dispersion do not cross at �nite
qxd if the interaction potential is not an in�nitely-ranged Coulomb potential. In
fact, the light and the Luttinger dispersion cross only because the slope of the
Luttinger dispersion for qxd! 0 is in�nitely steep which is due to the in�nite range
of the Coulomb potential. For a �nite-range potential, the Luttinger dispersion rises
linearly for small qxd, see section 3.2, with a slope smaller than the slope of the light
dispersion and hence the two dispersions never cross. A gap in between the branches
of the dispersion relation of the plasmon-polariton at �nite qxd in analogy to the
phonon-polariton is hence only present when a Coulomb potential is considered.

In contrast to the plasmon in a 3D homogeneous system discussed in section 3.3,
here one does not �nd a gap in the dispersion that exists for any value of the
wave vector. This is due to the fact that the dispersion relation of the 1D plasma
oscillation starts at zero frequency for a zero wave vector.

Polariton Dispersion Approached Numerically

From the above analytical approaches for N = 3, M = 1 and N = M = 1, it is clear
what to expect qualitatively for dispersion relation of the plasmon polariton near the
crossing of light and Luttinger dispersion. Nothing is yet known about the regime
qxd� q2kd. In the following, this regime is probed numerically: The determinant of
MTT

�1 is evaluated for arbitrary qx and !, then qx and ! are varied in order to �nd
a zero of det[MTT

�1]. The search for the zeroes of the determinant of MTT
�1 is

concentrated on the regime close to the light and the Luttinger dispersions as away
from these dispersions MTT

�1 cannot be singular, see above. As the determinant
has to be evaluated quite often during the search for zeroes, this search becomes
very slow for N;M > 9.
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It is found that the determinant of MTT
�1 has zeroes for qx and ! close to

the Luttinger dispersion relation, see �gure 7. As the determinant exhibits sign
changes in connection with these roots, this mode is quite easy to �nd and can be
evaluated to a relative accuracy as small as 10�10. The mode is called plasmon-like
as for qxd� q2kd it shows only plasmon like behaviour. It lies below the Luttinger
dispersion, !T;LL(qx) < !LL(qx). The exact quantitative result for this plasmon-like
mode depends on the number of abscissas chosen. The relative deviation of the
Luttinger dispersion from the corresponding branch of the eigenmode is de�ned as

�LL(qx) =
!LL(qx)� !T;LL(qx)

!LL(qx)
; (174)

see �gure 8. The de�nition was chosen in order to ensure �LL > 0. The relative
deviation �LL is of the order 10�6. It increases with increasing N;M , but �gure 8
indicates a convergence of �LL with increasing N;M . Further, the relative deviation
�LL decreases with increasing qxd. This is due to the fact that with increasing qxd
the dispersion relations of the light and of the Luttinger liquid move further apart
and hence the coupling between charges and electromagnetic �eld becomes weaker.
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Figure 7: The Luttinger dispersion !LL
(solid) and the numerically found eigen-
mode !T;LL for N = M = 9 (�) and
vF=c = 10�3. The smallest value for qxd
is 10�4.
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Figure 8: The logarithm (base 10) of
the relative deviation of the plasmon-
like mode from the Luttinger dispersion
for vF=c = 10�3 and N = M = 3 (+),
N = M = 5 (�), N = M = 7 (�+), and
N =M = 9 (�).

The light dispersion is here denoted by !Ph;nm(qx), it also depends on N and
M , and follows from !Ph? by replacing qy = 4�N;n=d and qz = 4�M;m=d. When
�N;n and �M;m are both equal to zero, the light dispersion !Ph;nm corresponds to
!Phk, otherwise !Ph;nm corresponds to !Ph?. Hence, one obtains a dispersion that
correspond to !Phk when n = m = 2 for N = M = 3, when n = m = 3 for
N = M = 5, when n = m = 4 for N = M = 7, when n = m = 5 for N = M = 9,
and so on. For all other combinations of n;m and N;M , the dispersion !Ph;nm
corresponds to !Ph? where the explicit value of j ~Qjd depends on these combinations,
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j ~Qjd = d[(4�N;n)
2 + (4�M;m)

2]1=2. Further, the choice of the abscissas depends on a
rule given in appendix A.2.1.

Now, for qx and ! close to these light dispersions !Ph;nm, zeroes of the determinant
ofMTT

�1 are found which are not always accompanied by a change of sign: A zero
is sometimes related to an extremum which is zero at its smallest (for a minimum)
or its largest (for a maximum) value. These zeroes are di�cult to �nd. Further, one
sometimes obtains even two or more zeroes lying very close together. These double
or triple zeroes are attributed to the �nite number of abscissas and are assumed to
merge into one single zero for N;M !1, see also the discussion in appendix A.2.4.
In the dispersion relations displayed in the following, one of the zeroes was selected
in order to represent the eigenmode dispersion relation and consequently the exact
quantitative behaviour of this dispersion depends on the choice of the zero. The
overall qualitative behaviour, however, is independent of this choice. The relative
accuracy lies roughly in between 10�10 and 10�6. The branch of the eigenmode
whose dispersion lies in the vicinity of a light dispersion is called photon-like.

Despite the encountered di�culties, the mode !T;Ph;nm(qx) is always present and
lies slightly above the corresponding light dispersion, !T;Ph;nm(qx) > !Ph;nm(qx).
The relative deviation of the photon-like branch from the photon dispersion is

�Ph;nm(qx) =
!T;Ph;nm(qx)� !Ph;nm(qx)

!Ph;nm(qx)
: (175)

The de�nition was chosen in order to ensure �Ph;nm > 0. Four photon dispersions for
di�erent discrete values of Q at N =M = 7 and the corresponding branches of the
eigenmode dispersion are displayed in �gure 9. The photon dispersion with n = m =
4 for N = M = 7 in �gure 9 corresponds to !Phk. The relative deviations between
photon dispersions and photon-like modes are shown in �gure 10, but only for the
photon modes which correspond to !Ph?. The deviation decreases with increasing
qx and with increasing Q, i.e. with increasing distance of the light dispersion from
the Luttinger dispersion indicating that the coupling between charge excitations and
electromagnetic �elds decreases. Figures 11 and 12 display the relative deviation for
the photon mode that corresponds to !Phk for N;M = 3, 5, 7, 9. The data in the
two �gures is the same, the only di�erence is that qxd is displayed logarithmically
in �gure 12 but not in �gure 11 and that the range of qxd is smaller in �gure 12
than in �gure 11. The deviation is much larger than the one displayed in �gure 10
and even diverges for qxd ! 0. This is due to the fact that �Ph;nm in eq. (175)
contains a !Ph;nm in the denominator which goes to zero with qxd! 0 for the data
in �gures 11 and 12. Further, the deviation decreases with increasing N;M but
shows a tendency to convergence.

In �gures 11 and 12, the relative deviation of the photon-like eigenmode from
the photon dispersion diverges for qxd! 0 because !Ph;nm ! 0. As an alternative,
consider the absolute deviation, i.e. �Ph;nm � !Ph;nm, which should remain �nite for
qxd ! 0. In �gure 13, this absolute deviation of the photon-like mode !T;Ph;nm
that corresponds to !T;Phk from the photon dispersion that corresponds to !Phk is
displayed. This absolute deviation indeed converges to a �nite value for qxd ! 0.
That the absolute deviation does not vanish with qxd ! 0 indicates that !T;Phnm
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Figure 9: The photon dispersions !Ph;nm
(lines) and the numerically obtained
branches of the eigenmode !T;Ph;nm
(symbols) for N =M = 7 and n = m =
4 (dash-dotted, �), n = 4, m = 5 (solid,
+), n = 4, m = 7 (long dashes, �),
n = 5, m = 5 (short dashes, �+) n = 5,
m = 6 (dotted, �) for vF=c = 10�3 .
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Figure 10: The logarithm (base 10) of
the relative deviation of the photon-like
mode from the photon dispersion for
vF=c = 10�3, N = M = 7, and n = 4,
m = 5 (+), n = 4, m = 7 (�), n = 5,
m = 5 (�+) n = 5, m = 6 (�).
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Figure 11: The logarithm (base 10) of
the relative deviation of the photon-like
mode that corresponds to !T;Phk from
the photon dispersion that corresponds
to !Phk for vF=c = 10�3 and N =M = 3
with n = m = 2 (+), N = M = 5
with n = m = 3 (�), N = M = 7
with n = m = 4 (�+), N = M = 9 with
n = m = 5 (�).
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Figure 12: Same data as in �gure 11 but
on a logarithmic scale in qxd and in the
regime 10�4 < qxd < 10�1.
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does not go to zero with qxd ! 0. This �nding is qualitatively in accordance with
the behaviour of the photon-like eigenmodes derived analytically for N = 3, M = 1
and N =M = 1, see for example eq. (167).

The absolute deviation of the plasmon-like mode, from the corresponding dis-
persion, �LL � !LL, goes to zero with qxd ! 0, see �gure 14. Here, the deviation
increases with increasing N;M . That the absolute deviation of plasmon-like mode
and Luttinger dispersion vanishes for qxd ! 0 is in accordance with the behaviour
of the plasmon-like mode derived analytically for N = 3, M = 1 and N = M = 1,
see eq. (166).

-5

 

-4

 

-3

 

-2

 0.0001 0.001 0.01 0.1

qxd

lo
g 1
0
(�
P
h
;n
m

�!
P
h
;n
m
)

Figure 13: The logarithm (base 10) of
the absolute deviation of the photon-like
mode that corresponds to !T;Phk, n =
int(N=2)+1 andm = int(M=2)+1, from
the corresponding dispersion for vF=c =
10�3 and N = M = 3 (+), N = M = 5
(�), N = M = 7 (�+), and N = M = 9
(�).
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Figure 14: The logarithm (base 10) of
the absolute deviation of the plasmon-
like mode from the corresponding dis-
persion for vF=c = 10�3, and N = M =
3 (+), N = M = 5 (�), N = M = 7
(�+), and N =M = 9 (�).

Further, in the above analytic results for the dispersion relation of the plasmon-
polariton for N = 3, M = 1 and N = M = 1, the deviation of the branches
of the polariton dispersion from the light and the Luttinger dispersion increases
with increasing vF=c, indicating that the coupling between charge excitations and
electromagnetic �eld depends on vF=c. The numerical results displayed so far were
all obtained for �xed vF=c = 10�3. The relative deviations of several branches of
the eigenmode dispersion for di�erent vF=c are displayed in �gures 15 - 18. The
deviations increase with increasing vF=c in accordance to the analytic �ndings.

In analogy to the phonon-polariton discussed in section 2.2.3 and to the plasmon
in a 3D homogeneous system discussed in section 3.3, the branches of the polariton
dispersion for away from the gap are practically identical to the photon and the
plasmon dispersions of the uncoupled systems.
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Figure 15: The logarithm (base 10) of
the relative deviation of the plasmon-like
mode from the Luttinger dispersion for
N = M = 7 and vF=c = 10�3 (+), 5 �
10�3 (�), 10�2 (�+), and �10�2 (�).
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Figure 16: The logarithm (base 10) of
the relative deviation of the photon-like
mode that corresponds to !T;Phk from
the corresponding photon dispersion for
N = M = 7, n = m = 4, and vF=c =
10�3 (+), 5 � 10�3 (�), 10�2 (�+), and
5� 10�2 (�).
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Figure 17: The logarithm (base 10) of
the relative deviation of a photon-like
mode that corresponds to !T;Ph? from
the corresponding photon dispersion for
N = M = 7, n = 4, m = 5, and
vF=c = 10�3 (+), 5 � 10�3 (�), 10�2
(�+), and 5� 10�2 (�).
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Figure 18: The logarithm (base 10) of
the relative deviation of a photon-like
mode that corresponds to !T;Ph? from
the corresponding photon dispersion for
N = M = 7, n = m = 5, and vF=c =
10�3 (+), 5 � 10�3 (�), 10�2 (�+), and
5� 10�2 (�).
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4.4.3 Induced Transverse Field

In the following, we estimate the magnitude of the induced transverse �eld based
on the discretization procedure employed in section 4.4.2.

The explicit form of the local transverse �eld as a function of qx and ! for discrete
values of qy and qz can be obtained using the matrix-form of the local-�eld equations
in eq. (162). Based on the usual technique for the solution of coupled linear equations
[285], the local transverse �eld is expressed in terms of the determinant of the
matrix MTT

�1 and the determinant of another matrix Mext;i
TT which is obtained

fromMTT
�1 by replacing the ith column inMTT

�1 with the discretized vector of
the external �eld, see appendix A.2.2.

We evaluate the determinants of the matrices MTT
�1 and Mext;i

TT analytically.
As the dimension of the matrices is (3NM � 3NM), such an evaluation can only
be performed for very small N;M , i.e. a very small number of abscissas. Following
the discussion in section 4.4.2, we choose N = 2 with qy = �4"=d and M = 1 with
qz = 0. The details of the evaluation can be found in appendix A.2.5. The result
obtained for the induced transverse �eld, i.e. the local transverse �eld minus the
external transverse �eld, is

Ex
T;ind(qx; qy = �4"=d; qz = 0; !) � ET;ext;av(qx; !) (176)

�
�

� 0+(qx; ")
[(!d=c)2 � (!T+(qx)d=c)2]

� ��(qx; ")
[(!d=c)2 � (!T�(qx)d=c)2]

� � 0+(qx; ") ��(qx; ")
[(!d=c)2 � (!T+(qx)d=c)2] [(!d=c)2 � (!T�(qx)d=c)2]

�
;

where ET;ext;av(qx; !) is the external transverse �eld integrated with respect to ~R.
The eigenmode dispersions !T�(qx) were discussed in section 4.4.2 and are explicitly
given in appendix A.2.4, the quantity d is the diameter of the wire. The functions
� 0+(qx; ") and ��(qx; ") are of the order of Z, see eq. (165), or smaller, i.e. they are
dominated by the ratio vF=c. Their magnitude is determined by the deviation of
the local-�eld eigenmode dispersion from the dispersion of the uncoupled systems.

The expression for the induced transverse �eld given in eq. (176) diverges when
qx and ! are chosen such that ! = !T�(qx). This implies that the Fourier transform
qx ! x is dominated by these poles, i.e. the behaviour of the induced transverse
�eld along x is governed by the eigenmode dispersion !T�(qx). The magnitude of the
induced transverse �eld as a function of x is given by the residue of the expression
in eq. (176) at the poles. These residue are mainly the functions � 0+(qx; ") and
��(qx; "). Hence, the induced transverse �eld as a function of x is suppressed with
respect to the external transverse �eld by a factor vF=c! Following the discussion
in appendix A.2.5, the induced transverse �eld is also strongly suppressed with
respect to an external longitudinal �eld. Its in
uence on transport may therefore
be neglected.

Even though this result was obtained for a very small number of abscissas, we
believe it to be generally valid. With increasingN andM , the results for det[MTT

�1]
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and det[Mext;i
TT ] become extremely complicated but the overall structure of these

results remains unchanged. As a consequence, also the structure of the expression of
the induced transverse �eld remains unchanged: in ~q-space it contains poles exactly
at the local-�eld eigenmode dispersions and the corresponding residue are governed
by vF=c.

4.5 Summary

The transport equation of a con�ned 3D quantum wire was derived in section 4.1
using linear response theory. A single-channel wire was modelled by assuming only
the lowest subband to be occupied and neglecting transitions to empty bands. The
validity of this assumption was discussed and it was found that inter-band transitions
may be neglected when one is interested in the component of the current parallel to
the wire, or in other words, when the component of the driving electric �eld parallel
to the wire is the dominant one. For the single-channel quantum wire, an explicit
expression for the conductivity including Coulomb interactions was derived using
the Luttinger model. Even for the single-channel wire, the current is given by an
integral instead of an algebraic relation { in contrast to true 1D systems { due to
the anisotropic nature of the quasi 1D quantum wire.

The dc and ac transport properties of the clean single-channel quantum wire were
shortly discussed in sections 4.2 and 4.3.

The transport equation of the single-channel wire was used in order to close self-
consistently the local-�eld equations, see section 4.3. Two coupled integral equations
were obtained. Considering an external longitudinal �eld and neglecting the induced
transverse �eld, an explicit expression for the projected local longitudinal �eld was
derived in section 4.4.1. It was shown that using the conductivity of the interacting
system in combination with the projected external �eld is equivalent to using the
conductivity of the non-interacting system in combination with the projected local
�eld. This result is based on the fact that linear response is exact in a Luttinger
liquid.

Then, the local-�eld equations were tackled via a discretization of the integral
equations. The local-�eld equations yield a non-trivial solution also in the absence
of an external �eld for certain combinations of the frequency and the wave vector.
These combinations determine the dispersion relation of the local-�eld eigenmodes.
In analogy to the phonon-polariton this eigenmode was called plasmon-polariton.

Considered as a function of qxd instead of j~q jd, the polariton dispersion consists

of in�nitely many branches, namely one for each j ~Qj plus one emerging from the
plasmon dispersion. The branches of the polariton dispersion lie close to either the
photon or the Luttinger dispersion, which represent the elementary excitations of
the uncoupled systems. The light dispersion !Phk and the plasmon dispersion !LL
cross at dq1k = 0 and at dq2k while the corresponding eigenmode dispersions !T;Phk
and !T;LL repel each other at dq1k and cross near dq2k. The absence of repulsion at
dq2k is due to symmetry reasons. Further, the light dispersion !Ph? and the plasmon
dispersion !LL cross at dq1? and at dq2? if Q is su�ciently small. The corresponding
branches of the eigenmode dispersion exhibit repulsion at both, dq1k and dq2k. The
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coupling strength and hence the deviation of the eigenmode dispersion from the
photon or the plasmon dispersion is governed by the ratio vF=c. These results for
the dispersion relation of the plasmon-polariton are in analogy with the phonon-
polariton.

The gap in the polariton dispersion opens for extremely small values of the wave
vector. However, when inter-band transitions are taken into account, at least one
branch of the dispersion relation of the charge system starts at �nite frequency
for a zero wave vector. Hence, the point of intersection between light and charge
dispersion moves to much larger values of the wave vector and so does the gap in
the dispersion. For a subband spacing of 5 meV, the gap in the polariton dispersion
would roughly open around q � 3 � 104 m�1. This value for the wave vector is
of the same order of magnitude as the wave vector for which the dispersion of the
phonon-polariton shows a gap [5].

Finally, we estimated the magnitude of the induced transverse �eld in section
4.4.3. We showed that it is suppressed by a factor vF=c with respect to the external
�eld. Its in
uence on transport may hence be neglected.
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5 Dirty Quantum Wire

In this section, transport and local �elds in a \dirty" quantum wire, i.e. a quantum
wire containing a potential barrier, are studied. First, the transport equation of the
dirty wire is derived in section 5.1. Due to the presence of the barrier and electron-
electron interactions, the dirty wire exhibits a non-linear dc current-voltage charac-
teristic as discussed in section 5.2. It is thus an ideal system in order to investigate
higher harmonic generation in time-dependent transport: Driven by a monochro-
matic �eld with frequency !ext, the current oscillates in time with frequencies n!ext,
n integer. The corresponding non-linear time-dependent current is studied in detail
in section 5.3. The in
uence of local �elds on this current is discussed in section
5.4. Finally, the electromagnetic �elds emitted by the time-dependent current and
the corresponding emitted power are investigated in section 5.5.

5.1 Transport Equation

Hamiltonian

Before the transport equation for the dirty single-channel quantum wire is evaluated,
it is clari�ed how the Hamiltonian that describes this wire looks like. We use the
projected Hamiltonian derived in section 3.1 and set all summation indices to zero.
The electron-electron interaction is treated within the Luttinger model, see section
3.2. The Hamiltonian describing the barrier is given in eq. (35). The extension
of the barrier perpendicular to the wire is assumed to be much larger than the
diameter of the wire, thus its shape along ~R is approximately constant. The barrier
is positioned at x = 0 and is assumed to have the shape of a delta-function along
x, Ubar(~r ) = Ubar�(x). Then, in the Luttinger formalism, one obtains for the single-
channel wire [65, 63, 66]

HMB
bar;1b = Ubar cos[2

p
�#(x = 0)]: (177)

The bosonic �eld operator #(x) is given in eq. (60).
In the part of the Hamiltonian describing the coupling of the wire to the electro-

magnetic �eld, see eq. (33), the term quadratic in the vector potential is omitted in
order to be consistent with the linearization of the dispersion relation in the Lut-
tinger model. Local �elds are neglected for the moment to be discussed later in
section 5.4. Then

HMB
em;1b = e

Z
dx �00(x)'ext;1b(x; t)� e

X
�

Z
dxj�00(x)A

�
ext;1b(x; t); (178)

where 'ext;1b(x; t) and A�
ext;1b(x; t) are the projected 3D external potentials,

'ext;1b(x; t) =

Z
d~RBx

00(~R)'ext(x; ~R; t); (179)

A�
ext;1b(x; t) =

Z
d~RBx

00(~R)A
�
ext(x; ~R; t): (180)
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The projected external electric �eld parallel to the wire is related to the projected
potentials via

Ex
ext;1b(x; t) = �@x'ext;1b(x; t)� @tA

x
ext;1b(x; t): (181)

The components of the external �eld perpendicular to the wire are chosen to be
zero. For the particle density operator and the particle current density operator in
eq. (178), �00(x) and jx00(x), the Luttinger representations given in eqs. (65) and
(66) are used.

Transport Equation in the Weak Tunneling Regime

Now, based on the above Hamiltonian, the current as a function of the driving
electric �eld is evaluated. The space- and time-dependent current density is given by
the expectation value of the 3D current density operator. Here and in the following,
only the component of the current parallel to the wire is considered. In the single-
channel system, following eq. (22), the current density operator jx(~r; t) is given by

the function Bx
00(~R), which contains the eigenfunctions of con�nement potential,

times the 1D current density operator jx00(x; t). Using the Luttinger representation
for jx00(x; t), see eq. (66), yields for the x-component of the current density in the
wire

Jx(~r; t) = � ep
�
Bx
00(~R) h@t#(x; t)i: (182)

Hence, one has to determine the time evolution of the bosonic �eld operator #(x),
given in eq. (60), in order to evaluate the current. This time evolution is governed
by the Hamiltonian of the total system, including the barrier, HMB

bar;1b, and the elec-
tromagnetic �elds, HMB

em;1b. An exact evaluation of the time evolution of #(x) is in
general impossible.

For a large barrier, the time evolution of the bosonic �eld operator #(x; t) and
hence the current can be evaluated in lowest order in the tunneling probability �2

of the barrier by mapping the Luttinger liquid with impurity onto a dissipative
quantum system, for details see appendix B.1 and [63, 179, 282, 295]. One obtains
for the current at the position of the barrier [9]

Jx(x = 0; ~R; t) = e�2Bx
00(~R)

1Z
0

d� e�S(�) sin[R(�)] sin

2
4 e
~

tZ
t��

dt0 Ve�(t0)

3
5 : (183)

Here, �2 is the probability for one electron to tunnel through the barrier. The
function Bx

00(~R) governs the behaviour of the current along ~R, see eq. (42). The
functions S(t) and R(t) are given in appendix B.1. Their explicit form depends
on the shape of the interaction potential. For a zero-range interaction, algebraic
expressions can be given for S(t) and R(t), see appendix B.1, while for a �nite-
range interaction they have to be evaluated numerically [9, 282]. The e�ective
driving voltage Ve�(t) is [9]

Ve�(t) =

1Z
�1

dx

tZ
�1

dt0Ex
ext;1b(x; t

0) r(x; t� t0): (184)
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The �eld Ex
ext;1b(x; t) is the projected driving �eld as de�ned in eq. (140) and the

function

r(x; !) =
�xx1b;d=0(x; !)

�xx1b;d=0(0; !)
(185)

contains the conductivity of the clean quantum wire of zero diameter, see eq. (145).
The explicit form of �xx1b;d=0 and hence of r(x; !) depends on the shape of the inter-
action potential. Thus, the e�ective potential Ve�(t) depends on the shape of the
interaction potential via the function r(x; t � t0) and on the spatial shape of the
driving electric �eld via Ex

ext;1b(x; t
0).

The expression for the current in eq. (183) represents the current at the position
of the barrier, i.e. at x = 0. The current at any position x is related to the current
at the barrier via, see appendix B.1 and [176],

Jx(x; ~R; !) = Jx
clean(x; ~R; !)� r(x; !) Jx

clean(0; ~R; !) + r(x; !) Jx(0; ~R; !):xxx(186)

Here, the current denoted by Jx
clean is the linear current in the clean quantum wire

studied in section 4.1. Note that the expression in eq. (186) was originally derived
for a true 1D wire of zero diameter [176], hence Jx

clean should be the linear current in
a wire of zero diameter, see eq. (143). In order to account for a wire of �nite diameter

one might replace the delta-function �(~R) which then governs the ~R-dependence of

Jx
clean by the function B

x
00(~R). However, the ensuing expression for the linear current

is not equivalent to the expression for the linear current in a quantum wire of �nite
diameter derived in section 4.1. In order to be consistent with the results of section
4.1 one should thus use eq. (186) only for a truely 1D wire.

For a delta-form electric �eld localized at the barrier and an in�nitely thin wire,
the two linear currents in eq. (186) cancel exactly. This is true for any shape of
the interaction potential. Assuming in addition a zero-range interaction potential {
then the dispersion relation of the elementary excitations of the Luttinger liquid is
!LL = jqxjvF=g, where the interaction parameter g renormalizes the Fermi velocity
in the presence of interactions { one obtains for the spatial shape of the non-linear
current density

Jx(x; ~R; !) = eijxj!g=vFJx(x = 0; ~R; !): (187)

The current is distributed symmetrically around the barrier as it depends on the
modulus of x. It further oscillates as a function of x with a spatial period of 2�vF=!g.

When the tunneling probability is zero, the current at the barrier vanishes and
thus the whole current is zero, see eq. (187). This is a strange result as in time-
dependent transport one would expect �nite currents in the two disconnected parts
of the wire. The result is due to the fact that the electric �eld is localized at the
barrier. The electrons left and right of the barrier do not feel the �eld. For an
extended electric �eld, the two linear currents in eq. (186) do not cancel and as they
are independent of the tunneling probability they survive for �2 = 0. Then, the
current in the two disconnected parts of the wire is �nite also for an in�nitely high
barrier. This linear current is much larger than the tunneling current because it does
not depend on �2, but it does not contribute to the higher harmonics discussed in
section 5.3 as it oscillates only with the frequency of the driving �eld.
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5.2 DC Transport

For a time-independent driving �eld, the e�ective driving potential in eq. (184) re-
duces to an integral over the electric �eld because in dc transport the conductivity
of the clean Luttinger wire, contained in the function r(x; !) in eq. (185), is indepen-
dent of position x [176]. Hence, the dc current is determined by the external voltage
drop alone and does not depend on the spatial shape of the driving electric �eld
[176]. Further, for a zero-range interaction potential, the integration with respect
to � in the expression for the current in eq. (183) can be performed analytically. In
the zero-temperature limit one obtains the well-known non-linear relation between
current and driving voltage, see appendix B.2 and [65, 66],

Jx
dc(~R; Vdc) / V

2=g�1
dc ; (188)

for Vdc > 0. The parameter g describes the kind and the strength of the interaction
and is given in eq. (51). For non-interacting electrons, g = 1, and the current is
linear. For a repulsive interaction, g < 1, and the non-linear current is suppressed
with respect to the linear current, obtained for g = 1, at small voltages. The stronger
the interaction, the more pronounced is the suppression. With increasing driving
voltage, the non-linear current can become larger than the linear one, but then one
leaves the range of validity of the model, see appendix B.2.

As the current in a clean quantum wire is linear, see section 4, and the current
through a dirty quantum wire consisting of non-interacting electrons is also linear,
see eq. (188) for g = 1, the non-linearity of the system is obviously due to the
presence of both, the barrier and the electron-electron interaction. Of course, for
any barrier of intermediate height, the current would also be non-linear for non-
interacting electrons as the tunneling probability then depends in a non-linear man-
ner on the energy of the electrons and hence on the driving voltage. Here, however,
the driving voltage is small in comparison to the barrier height, and the tunneling
probability is independent of the voltage. The non-linearity of a dirty quantum wire
containing a high tunneling barrier thus depends crucially on the presence of the
electron-electron interactions.

The relation for the dc current given above in eq. (188) is valid for a zero-range
interaction potential. For a �nite range interaction potential it cannot be given
by an analytic expression but has to be evaluated numerically as then the functions
S(t) and R(t) appearing in eq. (183) cannot be given analytically. For a screened 3D
Coulomb interaction potential projected onto the lowest subband of the quantum
wire, the dc current is evaluated in [10, 191]. In the so-called Luttinger limit,
i.e. for a screening length much smaller than the diameter of the wire, the dc
current for �nite-range interactions behaves similarly to the dc current for zero-range
interactions at small driving voltages. With increasing driving voltage, however, the
dc current for �nite-range interactions converges to the linear current, see [10, 191].

Keeping the temperature �nite and choosing a vanishing driving voltage, kBT >
eVdc, one can show that the current varies with temperature as / T 2=g�2 based on
eq. (357) in appendix B.2, see also [65, 66]. Thus, also the dependence of the current
on temperature is non-linear and governed by the interaction strength.
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The power-law dependences of the current on voltage and temperature are of-
ten referred to as \non-Fermi liquid behaviour". This is due to the fact that in
Fermi liquid theory electron-electron interactions only in
uence prefactors and do
not change the dependence of a quantity on voltage or temperature [3]. Power-law
dependences like that of the dc current vs. driving voltage or vs. temperature are
typical for the Luttinger model.

For experimental veri�cations of the non-Fermi liquid behaviour in dc transport
predicted by the Luttinger model see the discussion in section 2.2.1.

5.3 AC Transport

A time-dependent driving �eld applied to a system exhibiting a non-linear current-
voltage characteristic { like the dirty quantum wire investigated here { leads to
higher harmonic generation and frequency mixing. If the system has a centre of
inversion, only odd harmonics can be generated, i.e. a driving frequency !ext leads
to currents at frequencies !ext, 3!ext, 5!ext and so on. If the inversion symmetry
of the system is broken also even harmonics can be generated. In particular, an
ac driving �eld can then also lead to a dc current. In the following, the inversion
symmetry of the dirty quantum wire is broken by a dc bias. The resulting dc
component of the ac current is studied in section 5.3.1. Higher harmonic generation
is investigated in section 5.3.2. Frequency mixing is not studied in this thesis.

5.3.1 DC Component of the AC Current

In this section, a 3D screened Coulomb potential with an inverse screening length �
is chosen as interaction potential, see section 3.2. It is projected onto a quantum wire
of diameter d, see section 3.1, and the regime ��1 � d is considered. The projected
driving electric �eld, see eq. (140), is assumed to contain a time-independent and a
time-dependent part,

Ex
ext;1b(x; t) = Ex

dc(x) + Ex
ac(x) cos(!extt): (189)

The time-independent part Ex
dc(x) is taken into account in order to break the in-

version symmetry of the wire. The voltages Vdc and Vac are de�ned as the integrals
over the corresponding components of the �elds

Vdc=ac � �
1Z

�1

dxEdc=ac(x): (190)

The spatial shape of Ex
dc(x) does not need to be speci�ed as the current is indepen-

dent of this shape, only the total voltage drop Vdc is of importance. For the ac part
of the �eld it is assumed

Ex
ac(x) = Ex

ac e
�jxj=�; (191)

where � denotes the range of the electric �eld. When � ! 0, the spatial shape of
Ex
ac(x) turns into a delta-function for Ex

ac !1.
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Transport via Sidebands

With the explicit forms of the interaction potential and of the driving electric �eld
speci�ed, the e�ective driving potential Ve�(t), see eq. (184), needed in the expression
for the current in eq. (183) can be evaluated, see appendix B.3.1. Then as, apart from
the dc component, the driving �eld is monochromatic, the phase factor in eq. (183)
can be expressed in terms of a sum over Bessel functions. The dc component of
the ac current in the quantum wire does not depend on the position x and is hence
directly given by the expression for the current at the barrier. One obtains, see
appendix B.3.1 and [10],

Jx
ac;dc(x = 0; ~R) =

1X
n=�1

J2n(jzj) Jx
dc(~R; Vdc + n~!ext=e); (192)

where the index \ac,dc" denotes the dc component of the ac current and Jx
dc is the

true dc current discussed in section 5.2. For the shape of the interaction potential
chosen here, no simple algebraic expression can be given for Jx

dc, it has to be deter-
mined numerically. The explicit form of the argument of the Bessel function, jzj,
depends on the spatial shape of the driving electric �eld and on the form of the
interaction potential. The scaling of jzj with frequency is discussed below. As this
scaling cannot be seen directly from the analytic expression for jzj but is determined
numerically, the expression for jzj is not given here but only in eq. (365) in appendix
B.3.1.

The expression for the dc component of the ac current in eq. (192) is outwardly
similar to the result obtained by Tien and Gordon [214], see the discussion in section
2.3.2. Obviously, also for interacting particles transport occurs via sidebands and
the dc component of the ac current is given by the sum over the true dc current
evaluated at the voltages Vdc+n~!ext=e and weighted by the occupation probabilities
of the sidebands, J2n(jzj). The properties of the system, like for example the in
uence
of the electron-electron interaction or the temperature dependence, are hidden in
the dc current Jx

dc. A di�erence between the expression in eq. (192) and the Tien-
Gordon result is the scaling of the occupation probability of the sidebands with
frequency. In the Tien-Gordon current, see eq. (9), the argument of the Bessel
function is eVac=~!ext and it consequently scales with frequency as 1=!ext. Here, the
argument of the Bessel function is jzj whose explicit shape depends on the forms of
the interaction potential and of the driving �eld. As is discussed below, jzj exhibits
a whole range of di�erent scalings with frequency depending on the range of the
driving electric �eld.

Consider the di�erential conductance dJx
ac;dc=dVdc as a function of eVdc=~!ext.

Based on the details given in appendix B.3.1, it can be evaluated numerically and the
results are presented in �gures 19 and 20 [10]. The di�erence between �gure 19 and
�gure 20 is the strength of the �nite range interaction: in �gure 19 the interaction
parameter, see eq. (51), is g = 0:9 while in �gure 20 it is g = 0:5, hence the
interaction potential is stronger in �gure 20 than in �gure 19.

For g = 0:9, sharp minima are observed in the di�erential conductance which
occur near integer values of eVdc=~!ext. Further, the region in which the current
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Figure 19: Currents Jx
dc, Jx

ac;dc, and
di�erential conductance dJx

ac;dc=dVdc at
zero temperature as a function of
eVdc=~!ext for an interaction parameter
g = 0:9, a frequency !ext = vF�, a zero-
range of the electric �eld � = 0, and an
ac drive of eVac=~vF� = 5 (dotted), 6
(dashed), 7 (dash-dotted). The currents
(left axis) are given in units of ~vF�=eRT

and the di�erential conductance (right
axis) is given in units of 1=RT where
the tunneling resistance RT is given in
eq. (358) in appendix B.2.
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Figure 20: Currents Jx
dc, Jx

ac;dc, and
di�erential conductance dJx

ac;dc=dVdc at
zero temperature as a function of
eVdc=~!ext for an interaction parameter
g = 0:5, a frequency !ext = vF�, a zero-
range of the electric �eld � = 0, and an
ac drive of eVac=~vF� = 5 (dotted), 6
(dashed), 7 (dash-dotted). The currents
(left axis) are given in units of ~vF�=eRT

and the di�erential conductance (right
axis) is given in units of 1=RT where
the tunneling resistance RT is given in
eq. (358) in appendix B.2.
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Jx
ac;dc is strongly suppressed below the linear current, i.e. where it has a very shallow
slope as a function of Vdc, dJ

x
ac;dc=dVdc � 1, is limited to eVdc=~!ext < 1. One can

estimate that for eVdc � ~!ext and a not too strong interaction potential [10]

dJx
ac;dc

dVdc
/
�
2

g
� 1

�
jeVdc � ~!extj2=g�2: (193)

Further, for eVdc � m~!ext, m integer, it is [10]

dJx
ac;dc

dVdc
� 1� J2m(jzj) + const � J2m(jzj) jeVdc �m~!extj2=g�2: (194)

Hence, for g > 2=3, the cusp-like structure of the di�erential conductance in �gure 19
appears due to the presence of the modulus jeVdc �m~!extj with an exponent that
is smaller than 1. The depths of the minima are approximately given by 1�J2m(jzj)
and hence depend on the ac driving voltage and on frequency. For the frequency
locking e�ect observed in �gure 19, the �nite range of the interaction potential is
crucial as for a zero-range interaction the e�ect is not present. For an increasing
interaction strength, g < 2=3, the exponent at the modulus in eq. (194) would
be bigger than one and the shape of the minima would no longer be pointed. In
addition, with increasing interaction strength, the region of eVdc in which Jx

ac;dc is
suppressed below the linear current becomes larger than ~!ext. As a consequence,
for g = 0:5 no minima near integer values of ~!ext exist, see �gure 20.

Scaling of the Sidebands with Frequency

Next, consider the scaling of the argument of the Bessel function jzj with the ac
drive and with the frequency. From the expression for jzj given in appendix B.3.1
one can see that it scales linearly with the ac drive, jzj / Vac. The scaling with
frequency is characterized by the scaling exponent � de�ned by

� = �vF� d log jzj
d log!ext

: (195)

The scaling exponent is displayed in �gure 21 as a function of !ext=vF� for di�erent
values of ��, where � is the inverse screening length of the interaction potential and
� is the range of the electric �eld.

At small !ext=vF�, one observes � = 1, or equivalently jzj / !�1ext, for any of the
values of �� displayed in �gure 21. However, the smaller the value of ��, the larger
the value of !ext=vF� at which still � = 1. Thus, the scaling jzj / !�1ext, which is the
one also found by Tien and Gordon [214], is valid for �! 0. At large !ext=vF�, one
observes � = 2, or equivalently jzj / !�2ext, for any of the values of �� displayed in
�gure 21. This scaling is valid for �!1; for an analytic estimate of the scaling of
jzj in these two limits see appendix B.3.1.

A scaling of jzj / !�2ext was also discussed in [256], see the discussion in section 2.3.
But as in the work of Tien and Gordon [214], also in [256] non-interacting particles
were considered.
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Figure 21: Scaling exponent �, see
eq. (195), of the argument jzj of the
Bessel functions in the expression for
the current, eq. (192), as a function of
!ext=vF� for ranges of the ac driving �eld
(curves from right to left) �� = 10�3,
10�2, 10�1, 1, 10, 102, 103, for an inter-
action parameter g = 0:5.

It can be seen here that, �rst of all, the two scalings jzj / !�1ext and jzj / !�2ext which
are known from the literature [214, 256] are also present in systems of interacting
particles. The di�erent scalings are due to di�erent ranges of the driving ac electric
�eld. Second, it is obvious from �gure 21 that jzj / !�1ext and jzj / !�2ext are not
the only two possible scalings of the occupation probabilities of the sidebands with
frequency. The exponent � assumes a variety of values in between 1 and � 2:7.

Concluding, we state that the outward form of the Tien-Gordon expression for
the dc tunneling current in the presence of an ac drive holds also for photon-assisted
transport in a dirty quantum wire of interacting electrons. Due to the presence of
electron-electron interactions, the dc component of the non-linear ac current shows
frequency locking. Further, the scaling of the occupation probability of the sidebands
with frequency varies as a function of the range of the ac electric �eld.

5.3.2 Harmonic Components of the AC Current

In this section, the higher harmonics of the non-linear ac current are investigated.
It is for simplicity assumed that the ac component of the driving electric �eld has
a delta-like shape and is localized at the barrier. Further, it is assumed to vary
monochromatically with time. A dc component of the driving electric �eld is taken
into account in order to break the inversion symmetry of the quantum wire. The
interaction potential in the wire is chosen to be of zero range. These simpli�ed con-
ditions are chosen as otherwise one could not proceed analytically in the following.
The e�ective driving voltage, see eq. (184), is then equivalent to the external driving
voltage, Ve�(t) = Vdc + Vac cos(!extt).

The Current Amplitudes

The voltage phase factor in eq. (183) can for a monochromatic driving be expressed
in terms of Bessel functions, see appendix B.3.2. The resulting expression for the
current at the barrier displays the generation of higher harmonics [9],

Jx(x = 0; ~R; t) = Bx
00(~R)

1X
n=�1

An(!ext) e
�in!extt: (196)

The dc component of the ac current investigated in the previous section corresponds
to the term with n = 0 in eq. (196) and is not discussed here. The complex current
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amplitude
An(!ext) = A(+)

n (!ext) + iA(�)
n (!ext) (197)

of the n-th harmonic can be expressed in terms of series over Bessel functions and
a complex function C(�),

A(�)
n (!ext) =

1

2

1X
k=�1

C(�)(Vdc + k~!ext=e) � Jk
�
eVac
~!ext

�
(198)

�
�
Jk+n

�
eVac
~!ext

�
� Jk�n

�
eVac
~!ext

��
;

where the signs (�) at the function C denote the real, (+), and imaginary, (�),
parts of

C(�) = ie�2

1Z
0

d� e�S(�) sin[R(�)] e�ie��=~: (199)

The real part of this expression is equivalent to the ~R-independent part of the dc
current following from eq. (183) by choosing a time-independent driving voltage, see
section 5.2 and appendix B.2.

The expression for the higher harmonics of the current given in eq. (196) with the
current amplitudes as given in eq. (198) di�ers from the Tien-Gordon like expression
for the dc component of the ac current in two respects. First, only the real part of
the current amplitude A

(+)
n is given in terms of the true dc current. The imaginary

part of the current amplitude A(�)
n is given in terms of the imaginary part of the

function C(�) which, though also a dc property of the system, is not equivalent to
the dc current. Second, the contributions to the sum in eq. (198) are not weighted
by squares of Bessel functions. Here, the weights are given by combinations of Bessel
functions of di�erent orders and this di�erence in order is exactly the number of the
harmonic of the current. Hence, the harmonic generation is related to tunneling
processes via di�erent sidebands separated in energy by n~!ext.

The meaning of the real and imaginary parts of the current amplitudeAn becomes
clear when writing the expression for the current in eq. (196) in terms of a sine and

a cosine instead of an exponential. With A(+)
�n = A(+)

n , A(�)
0 = 0, and A(�)

�n = �A(�)
n ,

one �nds that the real part of the complex current amplitude yields the in-phase
part of the time-dependent current, i.e. the part of the current oscillating in phase
with the driving voltage, while the imaginary part of An yields the out-phase part
of the current,

Jx(x = 0; ~R; t) = Bx
00(~R)A

(+)
0 (!ext) + 2Bx

00(~R)
1X
n=1

A(+)
n (!ext) cos(n!extt)xxx(200)

� 2Bx
00(~R)

1X
n=1

A(�)
n (!ext) sin(n!extt):

The phase shift in the current, i.e. the presence of an out-phase part oscillating as
sin(n!extt) instead of cos(n!extt), is due to the non-linearity of the current-voltage
characteristic.
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Evaluating in- and out-phase part of the current explicitly, one �nds that both
scale di�erently with the cut-o� frequency !c. The presence of such a cut-o� fre-
quency is necessary whenever a zero-range interaction is considered in order to avoid
divergencies. This cut-o� frequency has to be at least of the order of the sub-
band separation. Now, the in-phase part of the current scales in leading order as
!
�2=g
c for all g. The out-phase part scales in leading order as !

�2=g
c for values of g

above certain critical values gc(n) which depends on the number of the harmonic,
gc(n) = 2=(n+ 2 + s) with s = [1 + (�1)n]=2. For g < gc(n), the out-phase current

scales in leading order as !
�(n+2+s)
c [10]. As in this regime, the out-phase part dom-

inates the current, in the following only the regime g > gc(n) is considered. The
function C(�) is given for this regime in eq. (375) in appendix B.3.2. Performing the
zero-temperature limit and inserting the result for C(�) into the above expressions
for the complex current amplitudes yields in leading order in !c

A(+)
n (!ext) =

~!c
eRT

�
!

!c

�2=g�1
1

2�(2=g)

1X
k=�1

Jk

�
eVac
~!ext

�
(201)

�
�
Jk+n

�
eVac
~!ext

�
+ Jk�n

�
eVac
~!ext

�� ����k + eVdc
~!ext

����
2=g�1

� sgn

�
k +

eVdc
~!ext

�
;

A(�)
n (!ext) =

~!c
eRT

�
!

!c

�2=g�1
1

2�(2=g)
tan(�=g)

1X
k=�1

Jk

�
eVac
~!ext

�
(202)

�
�
Jk+n

�
eVac
~!ext

�
� Jk�n

�
eVac
~!ext

�� ����k + eVdc
~!ext

����
2=g�1

:

The tunneling resistance RT is given in eq. (358) in appendix B.2. Due to the

di�erent scalings of A
(+)
n and A

(�)
n with the cut-o� frequency, these results are only

valid for interactions strengths g > 2=3 for n = 1, g > 2=5 for n = 2 and n = 3,
g > 2=7 for n = 4 and n = 5, and so on.

Non-Fermi Liquid Behaviour of the Current Amplitudes

At low frequencies, ~!ext < max(eVdc; kBT=g), one can estimate the behaviour of
the complex current amplitude with the driving voltage [9], see appendix B.3.2. For
Vdc � Vac,

A(+)
n (Vdc; Vac; g) /

�
Vdc
Vac

�s �eVac
~!c

�2=g�1
; (203)

and for Vdc � Vac,

A(+)
n (Vdc; Vac; g) /

�
eVac
~!c

�n �
eVdc
~!c

�2=g�n�1
; (204)

where the out-phase part A
(�)
n is small in comparison to the in-phase part A

(+)
n .

Obviously, also the non-linear time-dependent current exhibits non-Fermi liquid be-
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haviour as a function of the driving voltage. Here, however, also the order of the
higher harmonic enters into the exponent of the power law, see eq. (204).

At �nite temperature the above results remain valid as long as kBT=g < eVdc or
eVac > kBT=g > eVdc. When eVac < kBT=g,

A(+)
n (Vdc; Vdc; T; g) /

�
eVac
~!c

�n �
eVdc
kBT

�s �
kBT

~!c

�2=g�n�1
: (205)

The non-Fermi liquid behaviour is then re
ected by the temperature dependence of
the current [9] as was already the case in dc transport, see section 5.2.

Numerical Investigation of the Current Amplitudes

The expressions for the current amplitudes given in eqs. (201) and (202) can be
evaluated numerically. The sums with respect to the summation index k converge
quite fast as the Bessel functions decay exponentially when the order becomes larger
than the argument. The dependence of the current amplitudes on the order of the
harmonic, on frequency, on the strength of dc and ac drive, and on the interaction
strength are discussed below.

The modulus of the complex current amplitude jAnj as a function of the order of
the harmonic for di�erent strengths of the dc drive is displayed in �gure 22. The
amplitudes decrease roughly exponentially with n for the parameters chosen. Fur-
ther, with decreasing strength of the dc drive, the amplitudes of the even harmonics
decrease for �xed n. This is due to the fact that in the absence of the dc drive, the
system exhibits inversion symmetry and thus no even harmonics can be generated.
In �gure 23, the modulus of the complex current amplitude jAnj is displayed as a
function of the order of the harmonics for di�erent strength of the ac drive. The
amplitudes decrease faster with n as the ac drive is reduced.

In �gure 24, the modulus of the complex current amplitude jAnj is displayed as a
function of the order of the harmonic for di�erent values of the external frequency.
With decreasing frequency, a plateau develops, i.e. the current amplitude decreases
slowly over a �nite range of values of n. The limit !ext ! 0, however, cannot be per-
formed numerically as the sum and the limit must not be interchanged in eqs. (201)
and (202). Changing the interaction parameter g hardly a�ects the behaviour of the
current amplitude with the harmonic order n.

The in-phase part, the out-phase part and the modulus of the current amplitude
for the second and the third harmonic as a function of the external frequency for two
di�erent values of the ac drive are displayed in �gures 25 and 26. At low frequencies,
the in-phase part is much larger than the out-phase part while at large frequencies it
is much smaller than the out-phase part. At intermediate frequencies, the in-phase
part decreases monotonically for the larger ac drive and the second harmonic in
�gure 25. For the smaller ac drive in �gure 26, it shows a very small maximum. The
out-phase part of the second harmonic shows a maximum at intermediate frequencies
for both values of the ac drive. The two parts of the current amplitude combine
to yield a monotonically decreasing modulus of the second harmonic amplitude for
the lower ac drive while the modulus of the second harmonic amplitude shows a
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Figure 22: The logarithm (base 10) of
the modulus of the complex current am-
plitude jAnj in units of ~!c=eRT as a
function of the order n of the higher
harmonic for g = 0:7, !ext=!c = 10�1,
eVac=~!c = 10�1, eVdc=~!c = 10�1

(+), 10�2 (�), 10�3 (�+), and 10�4 (�).
The tunneling resistance RT is given in
eq. (358) in appendix B.2. The solid line
is a guide to the eye with the slope �n.
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Figure 23: The logarithm (base 10) of
the modulus of the complex current am-
plitude jAnj in units of ~!c=eRT as a
function of the order n of the higher
harmonic for g = 0:7, !ext=!c = 10�1,
eVdc=~!c = 10�1, eVac=~!c = 10�1

(+), 10�2 (�), 10�3 (�+), and 10�4 (�).
The tunneling resistance RT is given in
eq. (358) in appendix B.2. The solid
lines are guides to the eye with the slopes
�n, �2n, �3n, and �4n.
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Figure 24: The logarithm (base 10) of
the modulus of the complex current am-
plitude jAnj in units of ~!c=eRT as a
function of the order n of the higher har-
monic for g = 0:7, eVdc=~!c = 10�1,
eVac=~!c = 10�1, !ext=!c = 10�1 (+),
5�10�2 (�), 3�10�2 (�+), 2�10�2 (�),
and 10�2 (�). The tunneling resistance
RT is given in eq. (358) in appendix B.2.
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maximum for the larger ac drive. For the third harmonic, the modulus of the
current amplitude shows a maximum for both values of the ac drive, see �gures 25
and 26
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Figure 25: In-phase part (dotted), out-
phase part (dash-dotted), and modulus
(solid) of the complex current amplitude
An in units (~!c=eRT) � 10�3 for the
2nd (upper three curves) and the 3rd
(lower three curves) harmonic as a func-
tion of the external frequency for g =
0:7, eVac=~!c = 10�1, eVdc=~!c = 10�1.
The tunneling resistance RT is given in
eq. (358) in appendix B.2.
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Figure 26: In-phase part (dotted), out-
phase part (dash-dotted), and modulus
(solid) of the complex current amplitude
An in units (~!c=eRT)�10�4 for the 2nd
(upper three curves) and the 3rd (lower
three curves) harmonic as a function
of the external frequency for g = 0:7,
eVac=~!c = 5 � 10�2, eVdc=~!c = 10�1.
The tunneling resistance RT is given in
eq. (358) in appendix B.2.

When varying the interaction strength, one �nds that for weak interactions oscil-
lations of An vs. frequency develop at small frequencies. The modulus of the current
amplitude of the second harmonic as a function of the external frequency for di�er-
ent interaction strengths is displayed in �gure 27. Oscillations are clearly visible for
g = 0:9 and g = 0:8 which then decay and disappear completely around g = 0:65.
These oscillations are present in both, the in-phase and the out-phase parts of the
current, see �gure 28. They are further also present in the third harmonic, see �gure
28.

Figure 29 displays the modulus of the current amplitude of the second harmonic
as a function of the dc drive for several values of the interaction strength. The
amplitude is zero for zero dc drive due to inversion symmetry. As a function of
g the current amplitude shows a non-monotonic behaviour, see also �gures 36 and
37. For g = 0:98 and g = 0:9, jA2j shows a kink exactly at eVdc=~!c = 0:1 which
can be understood from eqs. (201) and (202). The modulus occurring in the real
and the imaginary part of the current amplitude is not di�erentiable for g = 1 at
k+eVdc=~!ext = 0 where k is the summation index. It shows a pointed extremum at
these positions. For g < 1, the modulus is di�erentiable, but it still looks as if it were
not for g only slightly smaller than 1. In the real part of An in eq. (201), the signum
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Figure 27: Modulus of the complex cur-
rent amplitude of the 2nd harmonic jA2j
in units (~!c=eRT)� 10�3 as a function
of the external frequency for eVac=~!c =
10�1, eVdc=~!c = 10�1, g = 0:9 (solid,
second curve from the top), g = 0:8
(long dashes, top curve), g = 0:75 (short
dashes, third curve from the top), g =
0:7 (dotted, second curve from the bot-
tom), and g = 0:65 (dash-dotted, bot-
tom curve). The tunneling resistance RT

is given in eq. (358) in appendix B.2.
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Figure 28: In-phase part (dotted), out-
phase part (dash-dotted), and modulus
(solid) of the complex current ampli-
tude An for n = 2 (upper three curves)
and n = 3 (lower three curves) in units
(~!c=eRT)�10�3 as a function of the ex-
ternal frequency for g = 0:9, eVac=~!c =
10�1, eVdc=~!c = 10�1. The tunneling
resistance RT is given in eq. (358) in ap-
pendix B.2.
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turns the pointed extremum into a saddle point, thus A
(+)
n shows no kink, see �gure

30. The imaginary part of An in eq. (202) contains no signum. One expects kinks

in A
(�)
n whenever eVdc=~!ext is an integer number, i.e. at eVdc=~!c = 0:1, 0.2, 0.3,

0.4, and 0.5, because one term in the sum exhibits a kink at these values. But only
as long as this term is of the same order of magnitude as the sum over all remaining
terms, A

(�)
n shows the kink. When this one term is small in comparison to the sum

over the remaining terms, the kink becomes indistinguishable, see �gure 30. With
increasing interaction strength, i.e. decreasing g, the kinks disappear. The higher
the number of the harmonic, the more kinks are visible for g close to 1, see �gures
31 and 32.
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Figure 29: Modulus of the complex cur-
rent amplitude jA2j in units (~!c=eRT)�
10�3 as a function of the dc drive for
!ext=!c = 10�1, eVac=~!c = 10�1, g =
0:98 (solid), g = 0:9 (long dashes), g =
0:8 (short dashes), g = 0:7 (dotted), and
g = 0:6 (dash-dotted). The tunneling
resistance RT is given in eq. (358) in ap-
pendix B.2.
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Figure 30: In-phase part (dotted), out-
phase part (dash-dotted), and modu-
lus (solid) of the complex current am-
plitude A2 in units (~!c=eRT) � 10�3

as a function of the dc drive for g =
0:98, !ext=!c = 10�1, eVac=~!c = 10�1.
The tunneling resistance RT is given in
eq. (358) in appendix B.2.

When the frequency is reduced, the maxima of jAnj as a function of the dc drive
move to smaller dc voltages, see �gures 33 and 34 for the second and the third
harmonic at g = 0:7. The magnitude of jA2j at the maximum hardly varies with
changing frequency in contrast to the magnitude of jA3j.

The modulus of the current amplitude of the second harmonic as a function of the
ac drive for di�erent interaction strengths is displayed in �gure 35. The amplitude
rises in a non-linear manner at small ac driving voltages for any interaction strength.
At large driving voltages the increase becomes linear.

Figure 36 displays the complex current amplitude of the second harmonic as a
function of the interaction parameter g. For small g, the amplitudes of the harmonics
are strongly suppressed. For g close to 1, on the other hand, the current-voltage
characteristic is nearly linear and harmonic generation is ine�cient. At g = 1,
all harmonics with n > 1 are zero. At intermediate values of g, jAnj shows a
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Figure 31: Modulus of the complex cur-
rent amplitude jA3j in units (~!c=eRT)�
10�4 as a function of the dc drive for
!ext=!c = 10�1, eVac=~!c = 10�1, g =
0:98 (solid), g = 0:9 (long dashes), g =
0:8 (short dashes), g = 0:7 (dotted), and
g = 0:6 (dash-dotted). The tunneling
resistance RT is given in eq. (358) in ap-
pendix B.2.
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Figure 32: Modulus of the complex cur-
rent amplitude jA4j in units (~!c=eRT)�
10�5 as a function of the dc drive for
!ext=!c = 10�1, eVac=~!c = 10�1, g =
0:98 (solid), g = 0:9 (long dashes), g =
0:8 (short dashes), g = 0:7 (dotted), and
g = 0:6 (dash-dotted). The tunneling
resistance RT is given in eq. (358) in ap-
pendix B.2.
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Figure 33: Modulus of the complex cur-
rent amplitude jA2j in units (~!c=eRT)�
10�3 as a function of the dc drive for g =
0:7, eVac=~!c = 10�1, !ext=!c = 2�10�1

(solid), 10�1 (long dashes), 5 � 10�2

(short dashes), 10�2 (dotted). The tun-
neling resistance RT is given in eq. (358)
in appendix B.2.
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Figure 34: Modulus of the complex cur-
rent amplitude jA3j in units (~!c=eRT)�
10�4 as a function of the dc drive for g =
0:7, eVac=~!c = 10�1, !ext=!c = 2�10�1

(solid), 10�1 (long dashes), 5 � 10�2

(short dashes), 10�2 (dotted). The tun-
neling resistance RT is given in eq. (358)
in appendix B.2.
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Figure 35: The modulus of the com-
plex current amplitude jA2j in units of
(~!c=eRT) � 10�3 as a function of the
ac driving voltage for !ext=!c = 10�1,
eVdc=~!c = 10�1, g = 0:98 (solid), g =
0:9 (long dashes), g = 0:8 (short dashes),
g = 0:7 (dotted), g = 0:6 (dash-dotted).
The tunneling resistance RT is given in
eq. (358) in appendix B.2.

maximum. The maxima of the in-phase and the out-phase parts are at slightly
di�erent positions. Figure 37 displays the modulus of the current amplitude for
di�erent harmonics as a function of the interaction parameter g. With increasing
harmonic number, the maxima move to larger values of g.
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Figure 36: In-phase part (dotted), out-
phase part (dash-dotted) and modulus
(solid) of the complex current ampli-
tude A2 in units (~!c=eRT) � 10�3 as
a function of the interaction strength
for !ext=!c = 10�1, eVac=~!c = 10�1,
eVdc=~!c = 10�1. The tunneling resis-
tance RT is given in eq. (358) in ap-
pendix B.2.
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Figure 37: Modulus of the com-
plex current amplitude jAnj in units
(~!c=eRT) � 10�3 as a function of the
interaction strength for !ext=!c = 10�1,
eVac=~!c = 10�1, eVdc=~!c = 10�1, n =
2 (solid), n = 3 (long dashes, multiplied
by 5), n = 4 (short dashes, multiplied by
30), n = 5 (dotted, multiplied by 200),
n = 6 (dash-dotted, multiplied by 1000).
The tunneling resistance RT is given in
eq. (358) in appendix B.2.

From the detailed discussion of the behaviour of the current amplitude with
harmonic number, dc and ac drive, frequency and interaction strength it is obvious
that An shows a large variety of di�erent features. The parameter space is so large
and the behaviour of An with all parameters so rich, that it is very di�cult to make
even qualitative predictions for the behaviour of An for a certain set of parameters
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without �rst evaluating An numerically for this parameter set. In other words, one
can hardly deduce the unknown behaviour of An at one parameter set from the
known behaviour of An at another parameter set.

Finally, the magnitude of the current amplitude is estimated. Choosing ~!c to
be of the order of the subband spacing, say � 1 meV, the ratio of the frequencies
!ext and !c becomes !ext=!c � !ext � 10�12 s. Choosing !ext = 100 GH, it is
!ext=!c � 0:1. The ratio eVac=~!c = 0:1 then corresponds to Vac � 0:1 mV, and
similarly Vdc � 0:1 mV. From �gure 25 one can see that under these conditions the
modulus of the amplitude of the second harmonic is of the order of 10�3 �(~!c=eRT).
The tunneling resistance is chosen to be RT = 10�(h=e2) � 105 
. Then, ~!c=eRT �
10�8 A and hence the current amplitude of the second harmonic is of the order of
10�11 A.

5.4 Local Field E�ects

Local Fields in Non-Linear Transport

In the following, it is discussed how local �elds can be incorporated into the theory
on non-linear ac transport and their in
uence on the non-linear current is estimated.

First of all it has to be clari�ed which �eld is driving the current. Of course,
the argument presented in section 3.3 is true also in non-linear transport: On the
one hand, if the transport equation is based on a microscopic theory that neglects
Coulomb interactions and also microscopic currents and the corresponding induced
transverse �eld, the current should be driven by the complete local �eld, i.e. local
longitudinal plus local transverse �eld. On the other hand, if the underlying mi-
croscopic theory takes into account Coulomb interactions, the in
uence of the local
longitudinal �eld is included in the transport equation and the current should be
driven by the external longitudinal �eld plus the local transverse �eld.

There can be found local-�eld studies in the literature which seem to imply that in
non-linear transport one has to take into account both, electron-electron-interactions
and local longitudinal �elds [2]. But these studies are not based on a microscopic
theory of interacting electrons but on a mean-�eld like approach, see the discussions
in sections 2.3.1 and 3.3, and due to the nature of such a mean-�eld like approach,
one indeed has to consider interactions and local longitudinal �elds.

In�nitely Many Local-Field Equations

Before discussing local �eld e�ects in a dirty single-channel quantum wire, consider
a very general example of non-linear transport { it illustrates nicely that a rigorous
self-consistent treatment of local �elds in non-linear transport is virtually impossible.

Take a monochromatic driving electric �eld of arbitrary spatial shape,

~Eext(~r; t) = ~Eext(~r ) e
�i!extt: (206)

Assume that the response of the system under study is a non-linear current contain-
ing higher harmonics,

~J(~r; t) =
1X

n=�1
~Jn(~r ) e

�in!extt; (207)
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where the current amplitudes ~Jn(~r ) depend on position, on the driving electric �eld,
on the driving frequency, on the interaction strength, on temperature and so on, but
not on time.

Following eqs. (83) and (84) in section 3.3, the local �eld is related to the longi-
tudinal and transverse parts of the current via

~EL(~q; !) = ~EL;ext(~q; !) +
1

i�0!
~JL(~q; !); (208)

~ET(~q; !) = ~ET;ext(~q; !) + i�0! g0(~q; !) ~JT(~q; !): (209)

Fourier transforming the current in eq. (207) to ~q-space, the transverse and longi-
tudinal parts of the current can be obtained using eqs. (77) and (78). Performing
also the Fourier transform to frequency one obtains

~EL(~q; !) = 2� ~EL;ext(~q ) �(! � !ext) +
1

i�0!
2�

1X
n=�1

~JL;n(~q ) �(! � n!ext); xxx(210)

~ET(~q; !) = 2� ~ET;ext(~q ) �(! � !ext) (211)

+ i�0! g0(~q; !)2�
1X

n=�1
~JT;n(~q ) �(! � n!ext):

Hence, a �nite local �eld is obtained for any ! = n!ext, n integer, if ~JL=T;n is �nite
for that value of n. The local longitudinal and transverse �elds are not monochro-
matic but contain all harmonics. Further, due the non-linearity of the system, a
local transverse �eld at frequency n!ext induces currents at all possible harmonics,
m(n!ext), m integer. These currents again induce �elds at frequencies of m(n!ext).
As a consequence, a local �eld at frequency k!ext is in
uenced by any local �eld
with frequency n!ext if k=n is an integer number. Finally, due to mixing, local �elds
with di�erent frequencies n!ext and k!ext combine to drive currents at frequencies
(�n� k)!ext and the corresponding higher harmonics. Thus, if e.g. n� k = 1, they
also in
uence the fundamental mode.

Based on these considerations, it is obvious that the equations for the local �elds
in eqs. (210) and (211) do not decouple, to yield one separate equation for any
frequency n!ext, because the local �elds at di�erent frequencies in
uence each other.
This cross-in
uence leads to a set of in�nitely many coupled equations for the local
�elds which is in general impossible to solve.

One approach that simpli�es the task is the so-called parametric approximation.
This approximation neglects the coupling that allows a local �eld at frequency n!ext
to in
uence another �eld at a smaller frequency m!ext, m < n, i.e. it neglects mixing
[2]. The parametric approach is justi�ed when mixing is an ine�cient process such
that the cross-in
uence between the �elds is small. But still the local �eld equations
are coupled as via harmonic generation a �eld at frequency k!ext is in
uenced by
any �eld at n!ext with k=n integer. This coupling might be neglected when also
harmonic generation is ine�cient and the current amplitudes decrease rapidly with
increasing harmonic number. Then, the impact of the fundamental mode, which
contains also the external �eld, on a �eld at frequency n!ext is much larger than the
impact of a local �eld at k!ext, n=k integer, on a �eld at frequency n!ext.
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5.4.1 Interaction vs. Local Longitudinal Field

The following paragraphs are dedicated to a comparison between the microscopic
consideration of electron-electron interactions and the mean-�eld like approach dis-
cussed in sections 2.3.1, 3.3, and 4.4.1.

Choose a longitudinal external driving �eld parallel to the wire and constant as
a function of ~R, and neglect the induced transverse �eld. For an in�nitely high
tunneling barrier, �2 = 0, the ac current in the wire is purely linear, see eq. (186),

Jx(x; ~R; !) = Jx
clean(x; ~R; !)� r(x; !) Jx

clean(x = 0; ~R; !): (212)

Here, Jx
clean is the linear current in an in�nitely thin wire without a barrier, see

eq. (132). The function r(x; !) is given in eq. (185). The induced longitudinal
�eld for an external longitudinal �eld parallel to the wire and in the absence of a
transverse �eld is given in eq. (154) in section 4.4.1,

Ex
L;ind(~q; !) =

q2x V
C
ee (~q )

i!e2
Jx(~q; !): (213)

Inserting the expression for the current given in eq. (212) into eq. (213), multiplying

both sides by Bx
00(� ~Q)=(2�)2, integrating with respect to ~Q and de�ning the pro-

jected �eld as in eq. (140), one obtains for the projected induced longitudinal �eld
in terms of the projected external �eld [12]

Ex
L;ind;1b(qx; !) =

"
�xx1b;d=0(qx; !)

�xx1b;non�int;d=0(qx; !)
� 1

# �
Ex
L;ext;1b(qx; !) (214)

�
R
dqx �

xx
1b;d=0(qx; !)E

x
L;ext;1b(qx; !)

2� �xx1b;d=0(x = 0; !)

�
;

where �xx1b;d=0 is the conductivity of the clean single-channel quantum wire of zero
diameter, see eq. (145), and �xx1b;non�int;d=0 is the conductivity of the non-interacting
system which is obtained from eq. (145) by replacing !2

LL(qx) with v2Fq
2
x. The �rst

term in the curly brackets in eq. (214) is equivalent to the one derived for the clean
quantum wire in section 4.4.1, the second term represents the in
uence of the barrier.

The same result for the projected induced longitudinal �eld is obtained when
driving the current with the projected local �eld using the conductivity of the non-
interacting system [12]. Hence, the two approaches, considering either electron-
electron interactions or the induced longitudinal �eld, are here equivalent. This
result is in complete analogy to the one found in section 4.4.1 and might have been
expected. For a barrier of �nite height, however, the situation changes completely.

For a barrier of �nite height, �2 6= 0, the current in the wire is non-linear if and
only if the current is evaluated based on a microscopic model that considers inter-
acting electrons. As a consequence, one observes higher harmonic generation in ac
transport as discussed in detail in section 5.3.2 and in particular one obtains induced
�elds at all harmonic frequencies. The mean-�eld like approach that neglects inter-
actions and considers self-consistently the induced longitudinal �eld yields a current
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at the fundamental frequency provided by the external �eld as for non-interacting
electrons, the dirty quantum wire exhibits a linear-current voltage characteristic
and hence does not show harmonic generation. As Maxwell equations are linear, the
induced �eld also contains only the fundamental mode.

Hence, the two approaches, considering either the interaction or the longitudi-
nal induced �eld lead in the case of a dirty quantum wire with a barrier of �nite
height to qualitatively completely di�erent results. Entering into the details of
the evaluation of the non-linear current, see appendix B.1, it turns out that it is
crucial for the appearance of a non-linear current-voltage characteristic that the
interaction is represented by a term in the Hamiltonian that contains the product
of two density operators, see eq. (14). From the discussion of the mean-�eld like
approach in section 2.3.1, it is known that the Hamiltonian taking into account the
self-consistent induced �eld, see eq. (4), contains the product of one density oper-
ator and an expectation value of another density operator. This seemingly slight
di�erence leads here to two qualitatively completely di�erent results: a linear vs. a
non-linear current-voltage characteristic. Choosing a mean-�eld like approximation,
one therefore misses important features of the system.

5.4.2 Induced Transverse Field

In the following, the magnitude of the local transverse �eld in the dirty single-channel
quantum wire is estimated. Consider a current amplitude at frequency n!ext that
is driven by the external �eld alone. For n > 1, this current is a pure tunneling
current proportional to the tunneling probability �2. When the driving electric
�eld is not localized at the barrier, a displacement current that is independent of
�2 is also present, see the discussion in section 5.1, but it contributes only to the
fundamental mode, n = 1. The induced �eld at n!ext is thus also proportional to
�2 for n > 1. The correction to the tunneling current at another frequency k!ext
due to this induced �eld at frequency n!ext is of correspondingly higher order in
�2. As the total current was evaluated in section 5.1 only in order �2 it would
be inconsistent to take into account corrections of higher order. Hence, harmonics
induced by local �elds of frequency n!ext, n > 1, and mixing have to neglected. The
induced transverse �eld at n!ext, however, also drives the displacement current at
the same frequency and this current is linear in the driving �eld. The corresponding
correction to the total current is exactly of order �2 and has to be taken into account.

In appendix B.4 it is shown how to evaluate this induced transverse �eld in
lowest order in �2. An in�nitely thin wire is assumed. The induced �eld Ex

T;ind(~r; !)

consists of two terms, one diverges at j~Rj = 0 while the other remains �nite \within"
the wire. Now, as for an in�nitely thin wire the non-linear ac current Jx(~r; !) is

proportional to �(~R), one indeed expects the induced �eld to re
ect this delta-
function. As we are interested in a correction to the current caused by the induced
transverse �eld, the term that does not diverge at j~Rj = 0 is neglected with respect
to the other term. Then, the current Jx(~r; !) and the induced �eld Ex

T;ind(~r; !) are

averaged with respect to ~R. The resulting expression for the induced �eld is for
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x 6= 0

Ex
T;ind;av(x 6= 0; !) � � i

�0!

�
vF=g

c

�2

Jx
av(x; !); xxx (215)

where Jx
av(x; !) is the averaged time-dependent non-linear current,

Jx
av(x; !) = 2� ei!gjxj=vF

1X
n=�1

An(!ext) �(! � n!ext): (216)

The amplitudes of the current, An(!ext), are given in section 5.3.2.
The induced transverse �eld in eq. (215) drives a linear current following eq. (186)

as it is not localized at the barrier. This linear current is proportional to �2 as the
induced transverse �eld is proportional to �2 and represents a correction to the
time-dependent non-linear current. The expression in eq. (215) shows that the �eld
Ex
T;ind;av(x 6= 0; !) is suppressed by a factor of (vF=gc)

2 with respect to the average
current Jx

av(x; !), the correction to this current caused by Ex
T;ind;av(x 6= 0; !) is thus

negligible.
Hence, the results derived for the non-linear ac current in section 5.3 remain valid

when the local transverse �eld is taken into account apart from corrections of the
order of (vF=gc)

2.

5.5 Emitted Electromagnetic Fields

Finally, in order to provide a means for a possible detection of the non-linear ac cur-
rent that does not rely on contacts, we evaluate the electromagnetic �eld emitted
by the wire based on the ac current evaluated in section 5.3.2 and Maxwell equa-
tions. In the following, the emitted magnetic �eld, the emitted electric �eld and
the Poynting vector, i.e. the emitted power, are evaluated based on the non-linear
current density that is given as a function of position in section 5.1 and as a function
of time in section 5.3.2. The wire is assumed to be in�nitely thin.

Magnetic Field

The vector potential created by a space- and time-dependent current is [296]

~A(~r; t) =
�0
4�

Z
d~r 0

~J(~r 0; t� j~r � ~r 0j=c)
j~r � ~r 0j : (217)

The current density ~J(~r; t) has here only an x-component. For an in�nitely thin

wire, limd!0B
x
00(~R) = �(~R), it is, see eqs. (187) and (196),

Jx(x; ~R; t) =
1X

n=�1
An(!ext) e

�in!extt � ein!extgjxj=vF �(R): (218)

The current amplitude An at �nite temperature is given in eqs. (373) and (375) in
appendix B.3.2 and at zero temperature in eqs. (201) and (202) in section 5.3.2.
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Inserting the expression for the current given in eq. (218) into the expression for the
vector potential in eq. (217) yields

Ax(~r; t) =
�0
4�

1X
n=�1

An(!ext) e
�in!exttLn(~r ); (219)

with the function

Ln(~r ) =

1Z
�1

dx0
ei(n!=c) [(x�x

0)2+R2]1=2

[(x� x0)2 +R2]1=2
eign!extjx

0j=vF : (220)

This integral can in general not be evaluated analytically, see below.
The magnetic �eld is related to the vector potential via ~B(~r; t) = ~r � ~A(~r; t).

In the following, � denotes the angle between the vector ~R and the y-axes. Then,
y = R cos(�) and z = R sin(�), and one obtains for the magnetic �eld vector

~B(~r; t) =
1X

n=�1
~bn(~r ) e

�in!extt; (221)

with the complex amplitude

~bn(~r ) =
�0
4�

An(!ext)
@Ln(~r )

@R
� (0; sin(�);� cos(�)): (222)

At a certain frequency n!ext (n > 0), the magnetic �eld vector is

~Bn(~r; t) = 2Re[~bn(~r ) e
�in!extt]: (223)

Here it was used that as A�n = A�
n and also L�n = L�n, thus ~b�n = ~b �n .

It can be seen from eq. (221) that the magnetic �eld has contributions which
oscillate in phase and out of phase with respect to the external driving �eld which
is due to the fact that the current has an in-phase and an out-phase part. The
x-component of the magnetic �eld is zero, the symmetry of the magnetic �eld along
y and z is displayed schematically in �gure 38.

Only in the far-�eld limit, de�ned by the condition that the dimension of the
oscillating dipole is much smaller than the wavelength of the emitted radiation and
that this wavelength is again much smaller than the distance from the dipole, the
function Ln(~r ) and hence the complex amplitude of the magnetic �eld vector can
be evaluated analytically,

~bn;�(~r ) = ��0An(!ext)
R

2�

vF
gc

ei2�j~rj=�rad

r2
(0; sin�;� cos�): (224)

Here, �rad is the wavelength of the emitted radiation, �rad = 2�c=n!ext. The am-
plitude of the magnetic �eld decays with the distance from the dipole, j~r j. It is
reduced with respect to the current amplitude by the factor vF=gc.
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-
y

6z Figure 38: The orientation of the mag-
netic �eld vector in the y-z plane. The x-
component of the magnetic �eld is zero.
The arrows all have the same length,
they contain no information on the mag-
nitude of the �eld. The position of the
quantum wire is at the crossing of the y-
and the z-axes.

Close to the wire, the amplitude of the magnetic �eld vector may be evaluated
numerically. Due to the oscillatory nature of the integrand of the function Ln(~r )
in eq. (220) it is di�cult to achieve a high accuracy of the result of the integration
in reasonable time. The larger the ratio R=�el, where �el = 2�vF=gn!ext is the
\wavelength" of the electrons inside the wire, the more di�cult it becomes to obtain
results for ~bn(~r ) with su�cient accuracy. Thus, all numerical results presented in
the following are evaluated for R=�el � 1.

Figure 39 shows the magnitude of the z-component of ~bn=An as a function of x

for di�erent R. The angle � is zero, thus the y-component of ~bn is zero. As the
system exhibits rotational symmetry with respect to the x-axes this choice does not
imply a loss of generality. Both, x and R are given in units of �el. The real and
the imaginary parts of byn=An oscillate roughly with the wavelength �el for small R.
With increasing R, this behaviour remains true only for the real part of bzn=An. The
imaginary part develops a maximum around x=�el = 0 with increasing R.

The moduli of the real and imaginary parts of the z-component of~bn=An, Re[b
z
n=An]

and Im[bzn=An], as functions of R=�el for various x=�el are displayed in �gure 40.
The behaviour of jRe[bzn=An]j at x=�el = 0:5 and 1 is nearly identical to the one at
x=�el = 0 and is not displayed. At x=�el = 0:25 and 0:75, Re[bzn=An] is zero. The
decrease of jIm[bzn=An]j at x=�el = 0 is much slower than the decrease of jRe[bzn=An]j
at that position. At x=�el = 0:25, jIm[bzn=An]j decreases similarly to jRe[bzn=An]j
at x=�el = 0 until R=�el � 0:1 and decreases more slowly for R=�el > 0:1. At
x=�el = 0:5, jIm[bzn=An]j even increases with increasing R. Comparison with �gure 39
shows that for R=�el = 10�2 and R=�el = 10�1, jIm[bzn=An]j is zero at x=�el = 0:5
which is no longer true for R=�el = 5 � 10�1, which is the reason for the increase
of jIm[bzn=An]j with increasing R=�el. (The oscillating structure of jIm[bzn=An]j at
x=�el = 0:5 in �gure 40 at small R=�el is due to problems with the numerical accu-
racy.) At x=�el = 0:75, Im[bzn=An] exhibits a change of sign with increasing R and
thus jIm[bzn=An]j shows a dip as Im[bzn=An] moves through zero at R=�el � 0:6.

From the numerically obtained data on the complex amplitude of the magnetic
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Figure 39: The real (solid) and the imag-
inary (dashed) parts of the z-component
of the complex amplitude of the mag-
netic �eld vector divided by the complex
current amplitude ~bn(~r )=An (in units of
�0=�el) as a function of the position
x=�el for R=�el = 10�2 (bottom), 10�1

(second from the bottom), 5�10�1 (sec-
ond from the top), and 1 (top). The an-
gle � between R and the y-axes is 0. The
ratio of Fermi velocity to velocity of light
is vF=gc = 10�3.
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Figure 40: The moduli of the real and
imaginary parts of the z-component of
~bn=An (in units of �0=�el) for � = 0
as functions of R. The solid line dis-
plays the modulus of the real part of
bzn=An at x=�el = 0. The modulus of
the imaginary part of bzn=An is displayed
at x=�el = 0 (long dashes), 0:25 (short
dashes), 0:5 (dotted), and 0:75 (dash-
dotted). It is � = 0 and vF=gc = 10�3.
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�eld vector, one can estimate the magnitude of the magnetic �eld. For an external
frequency of 100 GH and vF=gc = 10�3, it is �el � 10�5 m for the second harmonic.
With a magnitude of the current amplitude of � 10�11 A, see section 5.3.2, the
magnetic �eld has a magnitude of � 10�11 T at x=�el = 0 and R=�el = 0:01.

Electric Field

Next, turn to the emitted transverse electric �eld. It is related to the magnetic �eld
by @ ~ET(~r; t)=@t = c2~r� ~B(~r; t) and thus

~ET(~r; t) =
1X

n=�1
~en(~r ) e

�in!extt (225)

where the complex amplitude of the transverse electric �eld is

~en(~r ) =
iAn(!ext)

4��0 n!ext
(226)

�
�
�
�
2 +R

@

@R

�
@Ln(~r )

R@R
;
@2Ln(~r )

@x@R
cos(�);

@2Ln(~r )

@x@R
sin(�)

�
:

In contrast to the magnetic �eld vector, non of the components of the electric �eld
vector is zero for a general angle �. At a certain frequency, n!ext (n > 0), the
electric �eld vector is

~ET;n(~r; t) = 2Re[~en(~r ) e
�in!extt]; (227)

as ~e�n = ~e �n. In analogy to the current and the magnetic �eld, also the electric
�eld has contributions which oscillate in phase and out of phase with respect to the
external driving �eld. In the far-�eld limit, the amplitude of the electric �eld vector
can be evaluated analytically,

~en;�(~r ) = ��0cAn(!ext)
R

2�

vF
gc

ei2�j~rj=�rad

r3
(R;�x cos�;�x sin�): (228)

It decays with the distance from the wire and just like the complex amplitude of the
magnetic �eld vector contains a factor vF=gc.

The behaviour of the transverse electric �eld close to the wire is obtained numer-
ically. The directions of the real and the imaginary parts of ~en=An for � = 0 are
displayed in �gures 41 - 44. The real part of ~en=An is shown in �gures 41 and 42
and the imaginary part of ~en=An is shown in �gures 43 and �gure 44. In all �gures,
R=�el ranges from 0:05 to 1. The arrows indicating the directions of Re[~en=An] and
Im[~en=An] are scaled to have all have the same length, hence the �gures do not
contain any information on the magnitude of Re[~en=An] and Im[~en=An]. Seemingly
discontinuous changes of direction, for example at x=�el = 0 and R=�el between 0.6
and 0.65 in �gures 41 and 42, are due to changes of sign in the x- or the y-component
of the amplitude of the electric �eld, see �gures 45 and 46. Both, Re[~en=An] and
Im[~en=An] show whirls appearing around certain values of x=�el and rather close to
the wire. The appearance of these whirls is also due to changes of sign in exn=An or
eyn=An.
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Figure 41: The real part of ~en=An as a
function of x=�el and R=�el (in units of
c�0=�el) for �1:5 < x=�el < 1:5.
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Figure 42: The real part of ~en=An as a
function of x=�el and R=�el (in units of
c�0=�el) for 0 < x=�el < 3.
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Figure 43: The imaginary part of ~en=An

as a function of x=�el and R=�el (in units
of c�0=�el) for �1:5 < x=�el < 1:5.
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Figure 44: The imaginary part of ~en=An

as a function of x=�el and R=�el (in units
of c�0=�el) for 0 < x=�el < 3.
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Information on the magnitude of Re[~en=An] and Im[~en=An] as a function of x
is given in �gures 45 and 46. Figure 45 shows the real and the imaginary parts of
exn=An and �gure 46 shows the real and the imaginary part of e

y
n=An. At smallR, real

and imaginary parts of both components oscillate with a wavelength � �el. With
increasing R, the imaginary parts of both components maintain their oscillatory
behaviour but change in amplitude. In addition, Im[exn=An] shows a phase shift
by � in between R=�el = 0:1 and 0:5. The behaviour of the real parts changes
quite drastically with increasing R. They show regular oscillations only for the two
smallest values of R=�el displayed in �gures 45 and 46.

The change of magnitude of the moduli of the real and imaginary parts of exn=An

and eyn=An with R for di�erent x is displayed in �gures 47 and 48. The modulus
of the real part of exn=An as a function of R=�el is shown at x=�el = 0, 0:75 and 1
in �gure 47. For x=�el = 0 and 0:75, it shows dips close to R=�el = 0:6 and 0:2,
respectively, as exn=An changes sign and thus passes through zero. The modulus of
the imaginary part of exn=An as a function of R=�el for x=�el = 0 shows a dip close to
R=�el = 0:2 due to a phase shift by � in this regime. At x=�el = 0:5, the behaviour
is nearly identical to the one at x=�el = 0 and at x=�el = 0:25 and 0:75, jIm[exn=An]j
is zero. The modulus of the real part of eyn=An as a function of R=�el is shown at
x=�el = 0:25, 0:5, 0:75, and 1 in �gure 48. For x=�el = 1, it shows a dip around
R=�el = 0:9 due to a sign change of Re[eyn=An]. The modulus of the imaginary part
of eyn=An is displayed for x=�el = 0:25. The behaviour at x=�el = 0:75 is nearly
identical to the one at x=�el = 0:25 and at x=�el = 0:, 0:5, and 1, jIm[eyn=An]j is
zero.

Based on the numerically obtained data for the complex amplitude of the electric
�eld vector, the magnitude of the electric �eld emitted by the wire can be estimated.
For an external frequency of 100 GH and vF=gc = 10�3, it is �el � 10�5 m for the
second harmonic. With a magnitude of the current amplitude of � 10�11 A, see
section 5.3.2, the electric �eld has a magnitude of � 10 V/m at x=�el = 0 and
R=�el = 0:01.

Poynting Vector

Using the expressions for the magnetic and electric �eld vectors at a certain fre-
quency n!ext derived above, the Poynting vector at frequency n!ext can be evaluated
[296] ,

~Sn(~r; t) =
1

�0

�
~ET;n(~r; t)� ~Bn(~r; t)

�
: (229)

Inserting the expressions in eqs. (223) and (227) for the electromagnetic �elds and
averaging with respect to time yields for n > 0 [7, 8, 9]

h~Sn(~r; t)it = 2

�0
Re[~en(~r )�~b�n(~r )]: (230)

In the far-�eld approximation, one may obtain an analytic result for the Poynting
vector [8, 9],

h~Sn(~r; t)it = �0c
jAn(!ext)j2

2�2

�
vF
gc

�2
R2

r5
(x;R cos �;R sin�): (231)
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Figure 45: The real (solid) and the imag-
inary (dashed) parts of the x-component
of ~en(~r )=An (in units of c�0=�el) as a
function of x=�el for R=�el = 10�2 (bot-
tom), 10�1 (second from the bottom),
5 � 10�1 (second from the top), and 1
(top). The angle � between R and the
y-axes is 0. The ratio of Fermi velocity
to velocity of light is vF=gc = 10�3.
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Figure 46: The real (solid) and the imag-
inary (dashed) parts of the y-component
of ~en(~r )=An (in units of c�0=�el) as a
function of the position x�el for R=�el =
10�2 (bottom), 10�1 (second from the
bottom), 5�10�1 (second from the top),
and 1 (top). The angle � between R and
the y-axes is 0. The ratio of Fermi veloc-
ity to velocity of light is vF=gc = 10�3.
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Figure 47: The moduli of the real and
imaginary parts of the x-component of
~en=An as a function of R (in units of
c�0=�el). The modulus of the real part of
exn=An is displayed at x=�el = 0 (solid),
0:75 (long dashes), and 1 (short dashes).
The modulus of the imaginary part of
exn=An is displayed at x=�el = 0 (dotted).
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Figure 48: The moduli of the real and
imaginary parts of the y-component of
~en=An as a function of R (in units of
c�0=�el). The modulus of the real part
of eyn=An is displayed at x=�el = 0:25
(solid), 0:5 (long dashes), 0:75 (short
dashes), and 1 (dotted). The modulus of
the imaginary part of eyn=An is displayed
at x=�el = 0:25 (dash-dotted).

The factor (vF=gc)
2 indicates that in the far-�eld regime the emitted power is

strongly suppressed for any realistic value of the Fermi velocity. For a current
amplitude of the order of � 10�11 A for the second harmonic, see section 5.3.2, and
vF=gc = 10�3, the emitted power in the far-�eld limit has at x = 0 a magnitude of
� 0:4� R�2 � 10�26 W.

The time-averaged Poynting vector close to the wire can be evaluated numerically
[7, 8]. The directions of h~Snit for � = 0 and �1:5 < x=�el < 1:5 are displayed in
�gure 49 and for 0 < x=�el < 3 in �gure 50. The arrows in �gures 49 and 50 all
have the same lengths, they do not contain any information on the magnitude of
h~Snit. Directly at the barrier, x=�el = 0, the Poynting vector is perpendicular to the
wire for 0:05 < R=�el < 1:0. Close to the wire, R=�el � 0:1, but at some distance
from the barrier, x=�el � 0:5, the Poynting vector is parallel to the wire. Around
jx=�elj � 0:75, and R=�el � 0:6, or jx=�elj � 1:75 and R=�el � 0:85, or jx=�elj � 2:75

and R=�el � 1, h~Snit shows whirls.
The magnitude of the x-component, the y-component and the modulus of h~Snit

as functions of x for di�erent values of R is displayed in �gure 51. The x-component
of h~Snit is always zero at x=�el = 0 while the y-component always has a maximum
at that position, compare with �gures 49 and 50. For values of x away from the
barrier, the x-component of h~Snit is large in comparison to the y-component for
R=�el < 1.

The behaviour of the x-component and the y-component of h~Snit as functions of R
is displayed in �gure 52. The solid and the dashed lines represent the decrease of the
x-component at x=�el = 0:25 and 3, respectively. The dash-dotted line represents
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Figure 49: The time-averaged Poynting
vector h~Snit as a function of x=�el and
R=�el for �1:5 < x=�el < 1:5.
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Figure 50: The time-averaged Poynting
vector h~Snit as a function of x=�el and
R=�el for 0 < x=�el < 3.
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Figure 51: The x-component (solid),
the y-component (dashed), and the
modulus (dash-dotted) of the time-
averaged Poynting vector (in units of
c�0 jAn(!ext)j2=�2el) as a function of x=�el
for R=�el = 10�2 (bottom), 10�1 (second
from the bottom), 5�10�1 (second from
the top), and 1 (top). The angle � be-
tween R and the y-axes is 0. The ration
of Fermi velocity to velocity of light is
vF=gc = 10�3.
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the decrease of the y-component at x=�el = 0. The behaviour in all three cases is
quite similar.
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Figure 52: The modulus of the
x-component of h~Sit (in units of
c�0 jAn(!ext)j2=�2el) as a function of
R=�el at x=�el = 0:25 (solid) and
x=�el = 3 (dashed) and the modulus

of the y-component of h~Sit (in units
of c�0 jAn(!ext)j2=�2el) as a function of
R=�el at x=�el = 0 (dash-dotted). It is
� = 0 and vF=gc = 10�3.

The magnitude of the emitted power close to the wire can be estimated based on
the numerical data. For an external frequency of 100 GH and vF=gc = 10�3, the
wavelength �el � 10�5 m for the second harmonic. With a magnitude of the current
amplitude of � 10�11 A, the modulus of the y-component of the Poynting vector
has a magnitude of � 10�7 W/m2 at x=�el = 0 and R=�el = 0:01 which is much
larger than in the far-�eld regime. The x-component of the Poynting vector is zero
at x=�el = 0.

5.6 Summary

A single-channel quantum wire containing a potential scattering barrier was studied.
The current in such a \dirty" quantum wire as a function of space and time was
derived in section 5.1 in the limit of a high scattering barrier and based on the
Luttinger model. In section 5.2, dc transport in the dirty wire was discussed. It was
shown that the dc current-voltage characteristic is non-linear due to the presence
of the scattering barrier and electron-electron interactions. The dc current shows
non-Fermi liquid behaviour as a function of driving voltage and temperature.

Due to the non-linear current-voltage characteristic, the wire shows higher har-
monic generation in ac transport, see section 5.3. In addition to an ac driving
voltage, a dc drive was applied in order to break the inversion symmetry of the wire.
The resulting dc component of the current, Jx

ac;dc, was for a screened Coulomb inter-
action and a �nite range of the driving electric �eld investigated in section 5.3.1. The
outward form of the expression for the dc component of the ac current in the dirty
quantum wire resembles closely the well-known expression of Tien and Gordon for
photon-assisted transport: The dc component of the ac current is given by the true
dc current of the system evaluated at the driving voltages Vdc + n~!ext=e, weighted
by the occupation probabilities of the sidebands, given by Bessel functions, and
summed over all sidebands. What is of course di�erent between the result derived
in section 5.3 and the Tien-Gordon formula is the explicit form of the true dc current
in the wire: here, it contains the in
uence of the electron-electron interaction. A
further di�erence is the scaling of the occupation probability of the sidebands with
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frequency. In the theory of Tien and Gordon, the argument of the Bessel functions
which govern the occupation probability scale with frequency as !�1ext. We found
for the quantum wire scaling exponents between �1 and � �2:7, depending on the
range of the driving electric �eld.

Further, a signature of frequency-locking was found in the di�erential conduc-
tance, dJx

ac;dc=dVdc. The di�erential conductance vs. dc drive showed pronounced
dips close to integer values of eVdc=~!ext for not too large values of the interac-
tion parameter. The frequency-locking depended crucially on the �nite range of the
electron-electron interaction.

The higher harmonics in the current for a zero-range interaction potential, a
zero-range electric �eld, and a wire of zero diameter were investigated in section
5.3.2. The amplitude of an individual harmonic at frequency n!ext was given by a
sum over the dc current weighted by Bessel functions. This result was similar to
the Tien-Gordon result but with the di�erence that the tunneling processes via the
sidebands, and hence the weight factors of the dc currents, depend on the num-
ber of the harmonic. The complex amplitudes of the harmonics of the ac current
were investigated numerically as a function of various parameters. As a function of
the order of the harmonic, the current amplitudes decrease rapidly. They showed
maxima as functions of frequency, dc voltage and interaction strength.

In the discussion of the ac current in the dirty quantum wire the local transverse
�eld was neglected. What one would have to do in order to incorporate the induced
transverse �eld self-consistently into the calculations was discussed in section 5.4. It
was argued that an exact treatment of local �elds in non-linear transport is virtually
impossible. An estimate of the induced transverse �eld in the dirty quantum wire
was presented in section 5.4.2. It is suppressed by a factor (vF=gc)

2 with respect to
the current and its in
uence may hence be neglected.

Neglecting the transverse �eld, the di�erence between the two approaches that
consist of considering either electron-electron interactions or the local longitudinal
�eld was discussed in section 5.4.1. For an in�nitely high barrier, both approaches
lead to the same results. For a barrier of �nite height, the �rst approach leads to
a non-linear system while the second approach leads to a linear system, i.e. the
mean-�eld like approach fails.

The electromagnetic �elds emitted by the wire were evaluated in section 5.5. In
the far-�eld limit, explicit expressions could be obtained for the electromagnetic
�eld vectors. Close to the wire, the �elds were studied numerically. They showed
oscillatory structure as a function of the position x along the wire and decayed fast
with increasing distance from the wire, R. The Poynting vector, i.e. the emitted
power, given by the vector product of electric and magnetic �eld was obtained. An
analytic expression for the time-averaged Poynting vector was given in the far-�eld
limit. Close to the wire, the emitted power was evaluated numerically. At the
barrier, the Poynting vector was perpendicular to the wire while at large x it was
parallel to the wire. The Poynting vector decayed with increasing R.
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6 Conclusion

Whenever the electronic or the optical properties of a medium in response to an
electromagnetic �eld are to be described theoretically, one faces the task to take
account of local �elds [2]. Especially in time-dependent transport, where the current
does not only depend on the total voltage drop but on the explicit spatial shape of
the driving �eld, the consideration of local �elds is important. However, in order
to take local �elds into account rigorously one has to solve the many-body problem
of 1023 particles correlated via mutual Coulomb interactions and via the �elds they
emit when they are accelerated. This task is in general not solvable. A possible way
to tackle local �elds without considering the many-body problem is to evaluate the
current distribution in the sample and the local �eld it induces in a self-consistent
manner.

For quantum wires with only one subband occupied, a powerful tool exists that
allows one to study at least the local longitudinal �eld rigorously { this tool is the
Luttinger model. Based on a few assumptions, the many-body Hamiltonian of a
1D system, i.e. a single-channel quantum wire, can be diagonalized exactly [6].
As a consequence, the transport properties of this quantum wire can be evaluated
taking microscopic account of electron-electron interactions and hence of the local
longitudinal �eld. The local transverse �eld can then be evaluated self-consistently
based on Maxwell equations [2].

The quantum wire studied in this thesis was modelled as a 3D system con�ned
by a harmonic potential in section 3.1. A \dirty" wire was obtained by introducing
a tunneling barrier into the wire. Both wires, the clean one and the dirty one, were
assumed to be in�nitely long and were not connected to leads. Electron-electron
interactions in the wire were taken into account on a microscopic level by exploiting
the Luttinger model, see section 3.2. How to evaluate the transverse part of the
local �eld in the wire self-consistently was shown in section 3.3.

Transport Equation

For the clean single-channel quantum wire, a transport equation was derived based
on a linear response approach in section 4.1. It was shown that inter-band transitions
can be neglected with respect to intra-band transitions when the components of the
driving electric �eld perpendicular to the wire are negligible with respect to the
component parallel to the wire. The linear conductivity of the clean single-channel
wire was then evaluated based on the Luttinger model.

The transport equation for the dirty quantum wire was evaluated by mapping the
Luttinger liquid with impurity onto a dissipative quantum system, section 5.1. The
tunneling barrier was assumed to be high and the current in the wire was obtained
in lowest order in the tunneling probability. Inter-band transitions were neglected.

DC Transport

Employing the transport equations for the clean wire, we discussed its dc properties
in section 4.2. We reproduced for an in�nitely strong con�nement and a zero-range
interaction potential the result that the dc conductance of e2=h associated with a
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single-channel wire should be renormalized by the electron-electron interaction and
should be ge2=h [65], where the parameter g describes the kind and the strength
of the interaction. We discussed that this result is true for an in�nitely long wire
without contacts and that the conductance is e2=h when contacts are taken into
account [154, 155, 156, 158].

For the dirty quantum wire, we derived in section 5.2 the well-known result that,
for a zero-range interaction potential, the dc current is proportional to the dc driving
voltage to the power of 2=g�1 [65]: For interacting electrons, 0 < g < 1, the current-
voltage characteristic of the dirty quantum wire is non-linear and this non-linearity
is due to the simultaneous presence of the scattering barrier and the electron-electron
interaction. We also discussed the dc current for a �nite-range interaction potential
[10, 191].

AC Transport

Coming to time-dependent transport, we discussed the ac conductance of a clean
zero-diameter wire in section 4.3 based on [169, 170]. It is expected to re
ect the
shape of the dispersion relation of the collective excitations of the Luttinger liquid
and hence to show features of the electron-electron interaction.

The time-dependent current in the dirty quantum wire was investigated in sec-
tion 5.3. We studied the dc component of the ac current for a wire of zero diameter,
a �nite-range interaction potential, and a �nite range of the external �eld in sec-
tion 5.3.1. The structure of this expression resembled the well-known result of Tien
and Gordon [214] for photon-assisted transport: The dc component of the ac cur-
rent is given by the true dc tunneling current of the system, Jdc, evaluated at the
externally applied dc voltage plus a sideband \voltage" k~!ext=e, weighted by the
occupation probability for each sideband of number k and summed over all side-
bands. What is di�erent between the expressions obtained by us in section 5.3.1
and the one of Tien and Gordon [214] is the form of the true dc tunneling current,
Jdc. Here, this tunneling current explicitly re
ects the in
uence of the electron-
electron interactions. A further di�erence between the two expressions is the scaling
of the occupation probability of the sidebands with frequency. In both expressions,
the occupation probability of an individual sideband of number k is given by the
square of a Bessel function, J2k (z). In [214], the argument of the Bessel function is
proportional to !�1ext. We showed in section 5.3.1 that z exhibits a variety of di�erent
scalings depending of the range of the externally applied �eld and we reproduced
the scaling z / !�1ext for a short ranged �eld localized at the barrier.

Investigating the di�erential conductance as a function of the dc voltage, we
observed cusps near eVdc � ~!ext for a not too strong electron-electron interaction.
This frequency locking e�ect was only present for an interaction potential of �nite
range.

In section 5.3.2, we investigated the higher harmonics of the current in the dirty
quantum wire. In order to obtain closed analytic expressions for the amplitudes of
the harmonics of the current, we assumed a zero-range interaction potential and a
delta-form external electric �eld localized at the barrier. The current amplitudes
showed non-Fermi liquid behaviour similar to the dc current in section 5.2. Following
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a numerical approach, we discussed the behaviour of the current amplitudes as
functions of various parameters in detail. We observed a rich behaviour that could
not be condensed into a few universal statements. The most important aspects
were that the current amplitudes decreased fast when the order of the harmonic
increased. As function, of frequency, dc voltage, and interaction strength, maxima
in the current amplitudes were observed. Displayed vs. the ac voltage, the current
amplitudes showed a non-linear increase at small ac voltages.

Local Field E�ects

Local �eld e�ects in the clean single-channel quantum wire were studied in sec-
tion 4.4. We showed in section 4.4.1 that the linear current given by the conductiv-
ity of the interacting system times the projected external �eld is equivalent to the
current given by the conductivity of the non-interacting system times the projected
local longitudinal �eld. Hence, the mean-�eld like approach leads to the same result
for the current in the wire as does the microscopic consideration of the electron-
electron interactions via the Luttinger model. This �nding relies crucially on the
fact that linear response is exact in the Luttinger model.

For the dirty quantum wire, we showed in section 5.4.1 that for an in�nitely high
barrier { transport in linear in that case { the mean-�eld like approach also yields
the same result for the current in the wire as does the microscopic approach based on
the Luttinger model. For a barrier of �nite height, the microscopic approach based
on the Luttinger model, on the one hand, leads to a non-linear transport equation
and consequently to higher harmonics in the current and in the local �elds. The
mean-�eld like approach, on the other hand, always leads to a linear system with
currents and induced �elds oscillating at the frequency of the external driving �eld
only. It fails to capture essential features of the system.

The in
uence of the local transverse �eld on the properties of the clean wire was
investigated in section 4.4.2. We derived a set of coupled integral equations giving
the local transverse �eld in a self-consistent manner. As these integral equations
could not be solved analytically, we followed an approximative approach which con-
sisted of discretizing the integral equations. Based on subsequent analytical and
numerical investigations of the eigenmodes of the local �eld we identi�ed a plasmon
polariton induced by the coupling of the collective charge excitations in the quan-
tum wire and the electromagnetic �eld. We discussed the dispersion relation of this
plasmon polariton and showed that the branches of the dispersion relation exhibit
an anti-crossing. The size of the gap at the anti-crossing scales as vF=c. It occurs at
the position where the dispersion relations of the two uncoupled systems { charge
excitations in the wire and electromagnetic �elds { cross.

Further, we estimated the magnitude of the induced transverse �eld in the clean
quantum wire in section 4.4.3. We showed that it is suppressed by a factor vF=c with
respect to the external �eld. Its in
uence on transport may hence be neglected.

In the dirty quantum wire, a rigorous self-consistent treatment of local �elds is
virtually impossible due to higher harmonic generation and mixing in the non-linear
system, as we discussed in section 5.4. However, we estimated the magnitude of the
corrections to the ac current due to an induced transverse �eld in section 5.4.2. We
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showed that this correction was suppressed by a factor (vF=gc)
2 with respect to the

current obtained in the absence of the induced transverse �eld. Hence, the in
uence
of the induced transverse �eld on transport in the dirty wire can be neglected.

Emitted Electromagnetic Fields

Finally, we evaluated the electromagnetic �elds emitted by the dirty wire in sec-
tion 5.5. The calculations were based on the ac current obtained in section 5.3.2
and Maxwell equations. The magnetic and electric �eld vectors could in the far-
�eld limit be obtained analytically while in the near-�eld limit, they were evaluated
numerically. In the near-�eld limit, the components of the complex amplitudes
of the �elds showed oscillations as functions of the position along the wire. As a
function of the distance perpendicular to the wire, the components of the complex
amplitudes of the electromagnetic �elds decayed. Based on the expressions for the
magnetic and electric �eld vectors, we then evaluated the Poynting vector, i.e. the
emitted power. In the far-�eld limit, we obtained an analytic expression for the
time-averaged Poynting vector while in the near-�eld limit, we evaluated the time-
averaged Poynting vector numerically. Also the Poynting vector decayed with the
distance from the wire.
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A Clean Quantum Wire

The transport equation for the clean quantum wire is derived in appendix A.1. In
appendix A.2, it is demonstrated how the the local-�eld integral equations for a
clean quantum wire can be tackled by discretizing them.

A.1 Transport Equation

Linear Response

The linear current through a single-channel wire is, following the Kubo approach
[140], compare section 4.1,

~J(~q; !) =

Z
d ~Q 0

�(qx; ~Q; ~Q
0; !) � ~E(qx; ~Q 0; !); (232)

where the conductivity tensor is in the long wavelength limit for an arbitrary number
of occupied subbands

���(qx; ~Q; ~Q
0; !) =

1

(2�)2

X
n;l

�dianl (!)B
x
nl( ~Q� ~Q 0) ��� (233)

+
1

(2�)2

X
n;l;s;p

���nlsp(qx; !)B
�
nl( ~Q)B

�
sp(� ~Q 0);

and the generalized diamagnetic conductivity is

�dianl (!) =
ie2h�nl(qx = 0)is

m!L
: (234)

The current-current correlation functions ���nlsp are

���nlsp(qx; !) =
e2

~!L

1Z
�1

d� �(�) ei!� h[j�nl(qx; �); j�sp(�qx; 0)]is: (235)

The remaining task is to evaluate these current-current correlation functions.
It is to be studied under which conditions it is reasonable to assume n = l = s =

p = 0 in eq. (233) in order to model a single-channel wire. Therefore, the current-
current correlation functions are evaluated for non-interacting electrons, where it
is possible to consider inter-band transitions, and then the contribution of these
inter-band transitions to the conductivity is compared with the contribution of the
intra-band transitions.

Many Occupied Subbands

Consider the current-current correlation functions for non-interacting electrons and
arbitrary indices. One inserts for j�nl the expressions given in eqs. (25) and (26). It



110 A CLEAN QUANTUM WIRE

is then straightforward to perform the commutators and to obtain the expectation
values. For �; � 6= x it is

�xxnlsp(qx; !) =
ie2

~!L

�
~

2m

�2 X
k

(2k + qx)
2(nn;k+qx � nl;k) �pn�sl

! +�k+qx;k +�nl

; (236)

�x�nlsp(qx; !) = � e2

~!Ld

�
~

2m

�2 X
k

(2k + qx)(nn;k+qx � nl;k) �pn�sl
! +�k+qx;k +�nl

; (237)

��xnlsp(qx; !) = � e2

~!Ld

�
~

2m

�2 X
k

(2k + qx)(nn;k+qx � nl;k) �pn�sl
! +�k+qx;k +�nl

; (238)

���nlsp(qx; !) = � ie2

~!Ld2

�
~

2m

�2 X
k

(nn;k+qx � nl;k) �pn�sl
! +�k+qx;k +�nl

; (239)

where

�nl =
En � El

~
; (240)

�k+qx;k =
Ek+qx � Ek

~
; (241)

Ek =
~
2k2

2m
: (242)

The expectation value of the particle number operator for a certain wave number k
in subband n is

nn;k = hcyn;kcyn;kis: (243)

The right hand sides of eqs. (237) - (239) do not depend on � or � in an explicit
way. This is due to the rotational symmetry of system: �x�nlsp is equal for � = y and

� = z, ��xnlsp is equal for � = y and � = z, and also ���nlsp is equal for any combination
of � = y; z and � = y; z.

One Occupied Subband

Any of the expressions in eqs. (236) - (239) contains a combination of particle num-
bers nn;k+qx�nl;k. When only the lowest subband is occupied, nn;k+qx = 0 for n 6= 0
and nl;k = 0 for l 6= 0. But for nn;k+qx, l may have any value and for nl;k, n may
have any value. Hence, one cannot put generally either n or l to zero in eqs. (236)
- (239) but one has to consider also inter-band transitions.

In order to judge the importance of inter-band transitions, proceed by inserting
the expressions for the correlation functions into the expression for the conductivity
in eq. (233). Concentrate on the paramagnetic part of the conductivity,

�para;��(qx; ~Q; ~Q
0; !) =

1

(2�)2

X
n;l;s;p

���nlsp(qx; !)B
�
nl( ~Q)B

�
sp(� ~Q 0): (244)

Using the above expressions for ���nlsp(qx; !), can the sums with respect to n; l; s; p

be performed? When the functions B�
nl(

~Q) and B�
sp(� ~Q 0) are expressed in terms of
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their Fourier transforms, B�
nl(

~R) and B�
sp(~R

0), it turns out that the sum in eq. (244)
is similar to the expression of the Fourier transform of a time-dependent Green's
function G(~R; ~R 0; t) [297, 298]. The explicit result for the latter may be found in
[297, 298]. But it is impossible to perform analytically the Fourier transform of

G(~R; ~R 0; t) in order to obtain G(~R; ~R 0; z) with z = ! +�k+qx;k + 
=2 as is needed
here.

Instead to attempt an exact summation of the paramagnetic conductivity in
eq. (244), consider the limit of a large subband separation, ! + �k+qx;k � 
, and
estimate how large the contribution of inter-band transitions is with respect to the
contribution due to intra-band transitions. As the largest value for the wave number
giving a non-zero contribution to the sums in eqs. (236) - (239) at zero temperature
is kF, �k+qx;k is bounded above for �nite qx. Take �

xx
nlsp and insert it into eq. (244).

Assume the lowest subband occupied, interchange the summations over the band
indices with the summation over k, and use Bx

nl(
~Q) = Bx

ln(
~Q), then

�para;xx(qx; ~Q; ~Q
0; !) =

1

(2�)2
ie2

~!L

�
~

2m

�2 X
k

(2k + qx)
2 (245)

�
1X
n=0

�
n0;k+qx

! +�k+qx;k ��n0
� n0;k
! +�k+qx;k +�n0

�

� Bx
n0( ~Q)B

x
n0(� ~Q 0):

Split o� the term with n = 0 and use the de�nition of �nl,

�para;xx(qx; ~Q; ~Q
0; !) =

1

(2�)2
ie2

~!L

�
~

2m

�2 X
k

(2k + qx)
2 (246)

�
��

n0;k+qx
! +�k+qx;k

� n0;k
! +�k+qx;k

�
Bx
00( ~Q)B

x
00(� ~Q 0)

+
1X
n=1

�
n0;k+qx

! +�k+qx;k � n

� n0;k
! +�k+qx;k + n


�

� Bx
n0( ~Q)B

x
n0(� ~Q 0)

�
;

where 
 is the curvature of the harmonic con�nement potential.
Now, compare the terms describing intra-band transitions, n = 0, with those

describing inter-band transitions, n > 0, in eq. (246). For !+�k+qx;k � 
, already
the �rst order term with ny = 1 or nz = 1 is much smaller than the lowest order term
with ny = nz = 0 if qx 6= 0. One may hence choose ! and qx (6= 0) small enough,
namely well below the values at which they can induce inter-band transitions of
excitation energy ~
, in order to assure that the term for n = 0 is bigger than
the remaining sum. For a large subband spacing it is thus reasonable to set all
summation indices to zero when evaluating the element of the conductivity tensor
for � = � = x.

Considering the o�-diagonal elements of the conductivity one can in principle
proceed as above. However, for � = x or � = x with � 6= �, the term with
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n = l = 0 in the paramagnetic conductivity vanishes as B�
00( ~Q) = 0 for � 6= x.

The leading term is obtained for n = 0 and l = 1 or n = 1 and l = 0, the
diamagnetic conductivity is not present. Can this term be neglected with respect
to the diagonal terms of the conductivity? The leading order terms of �x�nlsp or �

�x
nlsp

for �; � 6= x contain an 
 in the denominator, in contrast to the leading order term
of �xxnlsp. On the other hand, the former two have a prefactor proportional to 1=d

and hence proportional to
p

. However, they still vary with 1=

p

 for large 
,

while the leading order term of �xxnlsp does not depend on 
. But assume a driving
�eld that has only a y-component. Then, �xxnlsp would not contribute at all to the
current in contrast to �xynlsp. As a consequence, the o�-diagonal terms cannot be
neglected which implies that inter-band transitions cannot be neglected. Therefore,
a condition for the neglect of inter-band transitions is that the driving �eld must
have a component parallel to the wire which should further be comparable to or
larger than the y and z-components of the driving �eld.

When � and � are both di�erent from x, the term with n = l = 0 in the
paramagnetic conductivity also vanishes. The lowest order term in the conductivity
then consists of the diamagnetic term plus the paramagnetic term at n = 0 and
l = 1 or n = 1 and l = 0 for � = � or of the paramagnetic term at n = 0 and
l = 1 or n = 1 and l = 0 alone for � 6= �. One encounters the di�culty that
the prefactor of ���nlsp is proportional to 1=d2 and hence to 
. Hence, despite the

 in the denominator, the paramagnetic term does not decrease with increasing 
.
For � = �, one might say that the paramagnetic part renormalizes the diamagnetic
conductivity. Also the o�-diagonal terms give contributions to the current which do
not vanish for large 
. These terms may only be neglected when the x-component
is the dominant part of the driving electric �eld.

In summary, it was shown that for a large subband separation, �xx is dominated
by intra-band transitions, i.e. inter-band transitions can be neglected. However,
for transport perpendicular to the wire, the leading order contribution to the con-
ductivity is provided by inter-band processes. Hence, the conductivity of the single
channel wire may only be approximated by taking the general expression for the con-
ductivity in eq. (233) and setting all indices to zero when the x-component of the
driving electric �eld is the dominant component of the �eld. Results for components
of the current perpendicular to the wire should be interpreted with care.

It is assumed that the arguments presented here are qualitatively also valid for a
system of interacting electrons.

A.2 Local Field E�ects

Below, the discretized local-�eld equations are derived and it is shown that they can
be written in terms of matrix equations. An explicit expression for the discretized
local �eld is given and also for the discretized dielectric function. Based on the
discrete local-�eld matrix equations, it is discussed under which conditions local-
�eld eigenmodes exist.
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A.2.1 Discretization of the Local-Field Integral Equations

Local-Field Integral Equations

The local �eld integral equations for linear transport in a clean quantum wire are,
see sections 3.3 and 4.4 for the derivation,

~EL(~q; !) = ~EL;ext(~q; !) (247)

+

Z
d ~Q 0

KL(qx; ~Q; ~Q
0; !) �

h
~EL;ext(qx; ~Q

0; !) + ~ET(qx; ~Q
0; !)

i
;

~ET(~q; !) = ~ET;ext(~q; !) (248)

+

Z
d ~Q 0

KT(qx; ~Q; ~Q
0; !) �

h
~EL;ext(qx; ~Q

0; !) + ~ET(qx; ~Q
0; !)

i
;

with the Kernels

K��
L (qx; ~Q; ~Q

0; !) =
1

i�0!
L��(~q ) ���1b (qx;

~Q; ~Q 0; !); (249)

K��
T (qx; ~Q; ~Q

0; !) = i�0! g0(~q; !)T
��(~q ) ���1b (qx;

~Q; ~Q 0; !): (250)

The matrices L and T are, see eqs. (79) and (80),

L��(~q ) =
q�q�
j~q j2 ; (251)

T ��(~q ) = ��� � q�q�
j~q j2 ; (252)

the function g0(~q; !) is given in eq. (86),

g0(~q; !) = lim
�!0

1

q2 � �!
c
+ i�

�2 ; (253)

and the elements of the conductivity tensor of the single-channel wire are, following
eq. (137),

���1b (qx;
~Q; ~Q 0; !) =

1

(2�)2
�dia00 (!)B

x
00( ~Q� ~Q 0) ��� (254)

+
1

(2�)2
�xx0000(qx; !)B

x
00( ~Q)B

x
00(� ~Q 0)��x��x;

with, see eq. (138),

�dia00 (!) =
ie2n0
m!

; (255)

where n0 = N0=L = mvF=�~ is the particle density in the lowest subband and the
correlation function �xx0000 is, see eq. (139),

�xx0000(qx; !) = �dia00 (!) lim
�!0

!2
LL(qx)

(! + i�)2 � !2
LL(qx)

; (256)

where the dispersion relation !LL(qx) is given in eq. (50). The explicit form of the
Fourier transform of the projected interaction potential needed in !LL(qx) is for an
in�nite-range Coulomb interaction and a symmetric harmonic con�nement given in
eq. (53).
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Discretization Procedure

Now, the local-�eld integral equations in (247) and (248) are discretized, i.e. the
integrals are replaced by sums. A single integral can be discretized expressing it in
terms of a sum using N abscissas,

bZ
a

dxw(x)f(x) �
NX
k=1

wN;kf(�N;k): (257)

For N ! 1, the expressions on the left and the right hand sides of eq. (257)
are exactly identical. Choose the weight function w(x) = e�x

2
and the limits of

integration a = �1, b = 1. Then, according to the Gaussian quadrature, the
abscissas �N;k are given by the N zeroes of the Hermite polynomials HN(x) and the
weights are [299]

wN;k =
2N+1N !

p
�

[HN+1(�N;k)]2
: (258)

It is �N;k < �N;k+1, further �N;k < 0 for 1 � k � int[N=2], where int[u=v] gives the
integer part of u=v cutting all decimals, and �N;k � 0 for int[N=2] < k � N with
�N;k = ��N;N+1�k, see �gure 53. For odd N , �N;int[N=2]+1 = 0. With increasing N ,
the abscissas move closer together. The weights are always positive with wN;k <

p
�

for any N and k. They have a maximum at k = int[N=2]+1 for odd N or at k = N=2
and k = N=2 + 1 for even N . They decrease with decreasing k for k < (N + 1)=2
and with increasing k for k > (N + 1)=2, see �gure 54.
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Figure 53: The abscissas �N;k as a func-
tion of k for N = 3 (+), N = 5 (�),
N = 7 (�+), and N = 9 (�).
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Figure 54: The logarithm (base 10) of
the weight wN;k as a function of k for
N = 3 (+), N = 5 (�), N = 7 (�+), and
N = 9 (�).

In order to discretize the local �eld integral equations, proceed in the following
manner. Choose N abscissas for the integration with respect to q0y and M abscissas

for the integration with respect to q0z. Substitute ~Q 0 on the right hand sides of

eqs. (247) and (248) by ~Q 0 = 4 ~Q 00=d. Due to the choice of the weight function, the
kernels KL=T (qx; ~Q; 4 ~Q

00=d; !) have to be multiplied by eQ
002
. This product times



A.2 Local Field E�ects 115

the electric �elds is to be taken at q00y = �N;l and q00z = �M;k for l = 1; : : : ; N and
k = 1; : : : ;M . The whole product is then multiplied by the weights wN;l and wM;k

and summed with respect to l and k. In order to have electric �elds evaluated at the
same discrete values on the left and on the right hand side of the integral equations,
choose qy = (4=d)�N;n and qz = (4=d)�M;m in the electric �elds on the left hand side
of eqs. (247) and (248) and also in the kernels on the right hand side. Finally, de�ne

fnm(qx) = f(qx; 4�N;n=d; 4�M;m=d); (259)

gnmlk(qx) = g(qx; 4�N;n=d; 4�M;m=d; 4�N;l=d; 4�M;k=d); (260)

where f is any function depending on ~q and g is any function depending on ~q and
~Q 0. Note that the functions fnm and gnmlk depend also on the choice of N and M .

Discretized Local-Field Equations

Following the steps outlined above, one obtains instead of eqs. (247) and (248),

E�
L;nm(qx; !) = E�

L;ext;nm(qx; !) (261)

+
X
�

N;MX
l=1;
k=1

�
4

d

�2

wN;l wM;k e
�2N;l+�

2
M;k K��

L;nmlk(qx; !)

�
h
E�
L;ext;lk(qx; !) + E�

T;lk(qx; !)
i
;

E�
T;nm(qx; !) = E�

T;ext;nm(qx; !) (262)

+
X
�

N;MX
l=1;
k=1

�
4

d

�2

wN;l wM;k e
�2N;l+�

2
M;k K��

T;nmlk(qx; !)

�
h
E�
L;ext;lk(qx; !) + E�

T;lk(qx; !)
i
;

with �; � = x; y; z. This set of 3NM coupled linear equations can be written in
terms of matrix equations,

~EL(qx; !) = MLL(qx; !) � ~EL;ext(qx; !) +MLT(qx; !) � ~ET;ext(qx; !); (263)

~ET(qx; !) = MTL(qx; !) � ~EL;ext(qx; !) +MTT(qx; !) � ~ET;ext(qx; !): (264)
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The (3NM)-dimensional discretized �eld vectors are

~EL=T =

0
BBBBBBBBBBBBBBBBBBBBBBBBBBB@

Ex
L=T;11
...

Ex
L=T;1M

Ex
L=T;21
...

Ex
L=T;2M
...

Ex
L=T;NM

Ey
L=T;11
...

Ey
L=T;NM

Ez
L=T;11
...

Ez
L=T;NM

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCA

and ~EL=T;ext =

0
BBBBBBBBBBBBBBBBBBBBBBBBBBB@

Ex
L=T;ext;11

...
Ex
L=T;ext;1M

Ex
L=T;ext;21

...
Ex
L=T;ext;2M

...
Ex
L=T;ext;NM

Ey
L=T;ext;11

...
Ey
L=T;ext;NM

Ez
L=T;ext;11

...
Ez
L=T;ext;NM

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCA

: (265)

Comparison of eq. (264) with eq. (262) yields for the elements of the inverse of the
(3NM � 3NM) matrixMTT,

�
MTT

�1(qx; !)
�ij

= �ij �
�
4

d

�2

wN;#(j)wM;'(j) e
�2
N;#(j)

+�2
M;'(j) (266)

� K

(i)
(j)
T;#(i)'(i)#(j)'(j)(qx; !):

The integer i denotes a line and the integer j a column of the matrix. The func-
tions #(s), '(s) and 
(s) are given below. Further, comparing again eq. (264) with
eq. (262) using eq. (266) yields for the elements of the (3NM �3NM) matrixMTL,

MTL(qx; !) =MTT(qx; !) �
�
1�MTT

�1(qx; !)
�
: (267)

The (3NM � 3NM) matrices giving the local longitudinal �eld are related to those
giving the local transverse �eld, as can be seen by comparing eq. (263) with eq. (261)
inserting eq. (262) for the local transverse �eld,

MLL(qx; !) = 1+M(qx; !) � [1 +MTL(qx; !)]; (268)

MLT(qx; !) = M(qx; !) �MTT(qx; !); (269)

where the elements of the (3NM � 3NM) matrixM are

(M (qx; !))
ij =

�
4

d

�2

wN;#(j)wM;'(j) e
�2
N;#(j)

+�2
M;'(j) (270)

� K

(i)
(j)
L;#(i)'(i)#(j)'(j)(qx; !):

The interrelation between the matrices MTA and MLA with A standing for L or
T is due to the fact that only the integral equation for the local transverse �eld is
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really a self-consistent equation. The local longitudinal �eld is known the moment
one knows the local transverse �eld. Further, the discretized kernels are

e�
2
N;#(j)

+�2
M;'(j) K


(i)
(j)
L;#(i)'(i)#(j)'(j)(qx; !) = (271)

�dia00 (!)e
��2

N;#(i)
��2

M;'(i) L
(i)
(j)
#(i)'(i)(qx)

i�0!(2�)2

�
�
e2�N;#(i)�N;#(j)+2�M;'(i)�M;'(j) +

!2
LL(qx)�
(j)1

!2 � !2
LL(qx)

�
;

e�
2
N;#(j)

+�2
M;'(j) K


(i)
(j)
T;#(i)'(i)#(j)'(j)(qx; !) = (272)

i�0! �
dia
00 (!) e

��2
N;#(i)

��2
M;'(i) T


(i)
(j)
#(i)'(i) (qx)

(2�)2
�
q2x +

�
4�N;#(i)

d

�2
+
�
4�M;'(i)

d

�2
� �!

c

�2�

�
�
e2�N;#(i)�N;#(j)+2�M;'(i)�M;'(j) +

!2
LL(qx)�
(j)1

!2 � !2
LL(qx)

�
:

The functions 
(s), #(s), and '(s) (s integer) relate the 6 indices �, �, n,m, l, and
k of eqs. (261) and (262) to the new indices i and j. All matrices are �lled as follows:
Start in the upper left corner of the matrix with � = � = x and n = m = l = k = 1.
Staying in the �rst line and moving to the right change k form 1 to M . Then,
put l = 2 and again change k from 1 to M and so on until after NM elements it
is � = � = x, n = m = 1, l = N , and k = M . Then, put � = y, start with
l = k = 1 and move to l = N and k = M . Putting � = z and following again
the same procedure �lls in the 3NM elements of the �rst line. In the second line
the only di�erence is that m = 2 for all 3NM elements. In the third line, m = 3
and so on until m = M . In the (M + 1)-th line, put n = 2 and start again with
m = 1. Continuing like this, the �rst NM lines of the matrix are �lled. In the
(NM +1)-th line, put � = y and proceed as from the �rst line of the matrix. Then,
in the (2NM+1)-th line, put � = z and start again as in the �rst line of the matrix.
This procedure corresponds to � = 
(i), � = 
(j), n = #(i), m = '(i), l = #(j),
and k = '(j) where (x=̂1, y=̂2, z=̂3)


(s) = int

�
s� 1

NM

�
+ 1; (273)

#(s) = int

"
mod

�
s

NM

�� 1

M

#
+ 1; (274)

'(s) = mod

"
mod

�
s

NM

�
M

#
; (275)
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where int[u=v] gives the integer part of u=v, cutting all decimals and here

mod
�u
v

�
:= v

h�u
v

�
� int

hu
v

i
+ �u=v;int[u=v]

i
: (276)

A.2.2 Discretized Local Electric Field

When the external �eld is either longitudinal or transverse, the discretized local �eld
equations are

MAB
�1(qx; !) � ~EA(qx; !) = ~EB;ext(qx; !); (277)

where A and B stand for L and T. Following the usual technique for the solution
of coupled linear equations [285], the i-th component of the discretized local �eld
vector is �

~EA(qx; !)
�
i
=

det[Mext;i
AB (qx; !)]

det[MAB
�1(qx; !)]

; (278)

where the matrix Mext;i
AB follows from MAB

�1 by replacing the i-th column in

MAB
�1 by the vector ~EB;ext,

M
ext;i
AB =

0
BBB@
�
MAB

�1�1 1 � � � (~EB;ext)1 � � � �MAB
�1�1 3NM�

MAB
�1�2 1 � � � (~EB;ext)2 � � � �MAB

�1�2 3NM

� � � � � � � � � � � � � � ��
MAB

�1�3NM 1 � � � (~EB;ext)3NM � � � �MAB
�1�3NM 3NM

1
CCCA : (279)

Eq. (278) gives the local �eld at discrete values of ~Q, namely at those values chosen

for the abscissas. In order to obtain the local �eld at any ~Q, one has to intrapolate
between the discrete values. Below, in appendix A.2.5 it is shown how these ex-
pressions can be used in order to estimate the magnitude of the induced transverse
�eld.

When the matrixMAB
�1 is singular, i.e. its determinant is zero, the local �eld

diverges even for an arbitrarily small external �eld. Strictly speaking, the expression
for the components of the discrete local �eld vector is only valid when MAB

�1 is
not singular. However, one must not forget the small imaginary parts i� present
in g0(~q; !) in eq. (253) and in �0000(qx; !) in eq. (256). They make sure that the
discretized local �eld vector is well de�ned for real qx and !. The limit � ! 0 is to
be performed at the end of the calculations, after the Fourier transform from ~q to ~r.

The local �eld as a function of ~r and t is

E�
A(~r; t) =

1

(2�)4

Z
d~q

Z
d! e�i~q ~r�i!tE�

A(~q; !): (280)

For a monochromatic external �eld, ~EA;ext(~r; t) / e�i!extt, also the local �eld is

monochromatic and ~EA(~q; !) / 2��(!�!ext). Substituting q� by 4q
0
�=d for � = y; z

and discretizing the Fourier integrals with respect to q0� using the same abscissas as
in the discretization of the local �eld integral equations, the local �eld E�

A(~r; t) is
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approximated by

E�
A(~r; t) =

1

(2�)3

�
4

d

�2

e�i!extt
Z

dqx e
�iqxx

N;MX
s;p=1

wN;swM;p e
�2N;s+�

2
M;p (281)

� e�i4(�N;s y+�M;p z)=d
det[M

ext;�(s;p;�)
AB (qx; !ext)]

det[MAB
�1(qx; !ext)]

;

where �(s; p; �) = NM(� � 1) +M(s� 1) + p and x; y; z correspond to 1; 2; 3.

A.2.3 Discretized Dielectric Function

Following eqs. (108) and (109), the dielectric tensors of the parabolic quantum wire
are de�ned via

~EL;ext(~q; !) =

Z
d ~Q 0

�L(~q; ~Q
0; !) ~EL(qx; ~Q

0; !); (282)

~ET;ext(~q; !) =
!2

c2q2 � !2

Z
d ~Q 0

�
c2q2

!2
�( ~Q� ~Q 0) 1� �T(~q; ~Q 0; !)

�
xxx(283)

� ~ET(qx; ~Q
0; !):

These two integral equations can be discretized in exactly the same manner as the
local-�eld integral equations in section A.2.1, leading to

~EL;ext(qx; !) = M�L(qx; !) � ~EL(qx; !) (284)

~ET;ext(qx; !) = M�T(qx; !) � ~ET(qx; !); (285)

where

(M�L(qx; !))
ij =

�
4

d

�2

wN;#(j)wM;'(j) e
�2
N;#(j)

+�2
M;'(j) (286)

� �

(i)
(j)
L;#(i)'(i)#(j)'(j)(qx; !);

(M�T(qx; !))
ij =

q2xd
2 + (4�N;#(i))

2 + (4�M;'(i))
2

q2xd
2 + (4�N;#(i))2 + (4�M;'(i))2 � (!d=c)2

�i;j (287)

�
�
4

d

�2 (d!=c)2 � wN;#(j)wM;'(j) e
�2
N;#(j)

+�2
M;'(j)

q2xd
2 + (4�N;#(i))2 + (4�M;'(i))2 � (!d=c)2

� �

(i)
(j)
T;#(i)'(i)#(j)'(j)(qx; !):

Comparison of eqs. (284) and (285) with eqs. (263) and (264) shows that M�L =
MLL

�1 and M�T = MTT
�1. The discretized components of the longitudinal and

transverse dielectric functions thus are

���L;nmlk(qx; !) =
d2 e��

2
N;n��2M;m

16wN;nwM;m

�
MLL

�1(qx; !)
��(n;m;�) �(l;k;�)

; (288)
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���T;nmlk(qx; !) =
d2 e��

2
N;n��2M;m

16wN;nwM;m

q2xd
2 + (4�N;n)

2 + (4�M;m)
2 � (!d=c)2

(!d=c)2
(289)

�
�

q2xd
2 + (4�N;n)

2 + (4�M;m)
2

q2xd
2 + (4�N;n)2 + (4�M;m)2 � (!d=c)2

��(n;m;�) �(l;k;�)

� �
MTT

�1(qx; !)
��(n;m;�) �(l;k;�)

�
;

where �(s; p; �) = NM(� � 1) +M(s� 1) + p and x; y; z correspond to 1; 2; 3.

A.2.4 Local-Field Eigenmodes

The condition for the existence of a local-�eld eigenmode is that a local �eld can
exist also in the absence of an external �eld, i.e. that the equation

MAB
�1(qx; !) � ~EA(qx; !) = ~0; (290)

has a solution for the local �eld other than the trivial solution. One thus has to
search for the values of qx and ! for which det[MAB

�1] = 0. As all matricesMAB

are related toMTT, the zeroes of det[MTT
�1] are considered �rst.

General Argument on when a Matrix Cannot be Singular

One knows that an arbitrary square matrix A = aij of dimension N � N is not
singular when

jaiij >
X
j 6=i

jaijj; (291)

for any i with 1 � i � N [293, 294]. The size of the diagonal elements of the
matrix MTT

�1 can be estimated using ja � bj � jjaj � jbjj, ja + bj � jaj + jbj and
jT 
(i)
(j)

#(i)'(i) (qx)j � 1 for all qx, i, and j,

����MTT
�1(qx; !)

�ii��� �
����1� Z wN;#(i) wM;'(i)

� d2
����q2x + � 4�N;#(i)

d

�2
+
�
4�M;'(i)

d

�2
� �!

c

�2����
(292)

�
�
1 + �
(i)1 e

�2�2
N;#(i)

�2�2
M;'(i)

!2
LL(qx)

j!2 � !2
LL(qx)j

�����;
where

Z =
4e2

�2~�0c

vF
c

(293)

is a number of the order � 3 � 10�2 � (vF=c). The weights wN;#(i) and wM;'(i) are
smaller than

p
� for any N , M , and i. The fraction in the �rst part on the right

hand side of eq. (292) diverges for !2 = c2q2 while the fraction in the second part
diverges for !2 = !2

LL(qx). Away from these poles and for a realistic value of the
Fermi velocity around 105 m/s, the diagonal elements are of the order of 1 for any
N , M and i due to the small value of Z.
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The sum over the o�-diagonal elements can be interpreted in terms of an integral.
Performing the Gaussian quadrature backwards and moving from the sum to a
double integral, where for the speci�c situation at hand the integral is bigger than
or equal to the sum [299], and using ja + bj � jaj + jbj and jT 
(i)
(j)

#(i)'(i) (qx)j � 1, the
sum over the o�-diagonal elements is

X
i6=j

����MTT
�1(qx; !)

�ij��� � Z

d2
����q2x + �4�N;#(i)d

�2
+
�
4�M;'(i)

d

�2
� �!

c

�2����
(294)

�
�
3 + e��

2
N;#(i)

��2
M;'(i)

!2
LL(qx)

j!2 � !2
LL(qx)j

�
:

Away from the poles the expression in eq. (294) is of the order of Z or smaller.
Following eq. (291), one can conclude that away from the poles the matrixMTT

�1

is non-singular, and thus no eigenmode exists. When ! and ~q are close to the light
or the Luttinger dispersion, however, the sum over the o�-diagonal elements may
become larger than the diagonal element. In that regime an eigenmode might be
found. For ! and ~q approaching both poles simultaneously at the crossing of light
and Luttinger dispersion, one does not need to go as close to the poles as in the
case where only one fraction diverges in order to make the sum over the o�-diagonal
elements larger than the corresponding diagonal element. This already indicates a
repulsion of the eigenmode dispersions at the crossing of light and Luttinger disper-
sion.

Note that it is not yet cleat if eigenmodes exist at all. It was only shown that, if
they exist, their dispersion relation follows closely either the dispersion of the light
or the dispersion of the collective excitations of the Luttinger liquid.

Plasmon and Photon Dispersions

The branches of the dispersion relation of the eigenmode of the transverse local �eld
are expected to lie close to the dispersion relations of the light and of the collective
excitations of the Luttinger liquid. The greatest deviation of the eigenmode dis-
persion from the light and the Luttinger dispersions is expected to appear near the
crossing of these two dispersions. Following eqs. (50) and (53), one can estimate the
positions of the crossings between the photon dispersion for ~q parallel to the wire,
!Phk = cqx, and the Luttinger dispersion to be at q1k = 0 and q2k �

p
8 e�8=Z . The

light dispersion for a wave vector ~q that has a component perpendicular to the wire,
!Ph? = c(q2x +Q2)1=2, intersects the Luttinger dispersion at q1? and q2?. These two
positions cannot be estimated analytically, but one knows q1k < q1? < q2? < q2k,
see �gure 3 on page 59. However, the dispersions !Ph? and !LL only cross when the
component of ~q that is perpendicular to the wire is su�ciently small. The photon
and Luttinger dispersions are displayed in �gure 3 on page 59 as functions of qx and
in �gure 4 as functions of qx and Q on page 59.

Analytic Approach for N = 3 and M = 1
The region of the crossing between light and Luttinger dispersion cannot be reached
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numerically for realistic values of the Fermi velocity, but it can be approached an-
alytically in the limit of very few abscissas. Choose N = 3 and M = 1, then
�3;3 = ��3;1 =

p
6=2 and �3;2 = �1;1 = 0. The weights are w3;1 = w3;3 =

p
�=6,

w3;2 = 2
p
�=3, and w1;1 =

p
�. The matrixMTT

�1 is of dimension 9� 9, 41 of its
elements are zero. It can be transformed into a structure consisting of four block
matrices along the diagonal and its determinant thus is��MTT

�1(qx; !)
�� = jM1(qx; !)j � jM2(qx; !)j � jM3(qx; !)j � jM4(qx; !)j ; (295)

where j : : : j denotes the determinant and

M1 x=� (MTT
-1)22; (296)

M2 x=

�
2

�
(MTT

-1)11 + (MTT
-1)13

�
(MTT

-1)14 � (MTT
-1)16

(MTT
-1)41 + (MTT

-1)43 1
2

�
(MTT

-1)44 � (MTT
-1)46
� �; (297)

M3 x=

0
@ 1

2

�
(MTT

-1)11 � (MTT
-1)13
�

(MTT
-1)15 (MTT

-1)14 + (MTT
-1)16

(MTT
-1)41 � (MTT

-1)43 2 (MTT
-1)45 2

�
(MTT

-1)44 + (MTT
-1)46

�
0 (MTT

-1)55 2 (MTT
-1)54

1
A; xxx(298)

M4 x=

0
@ (MTT

-1)77 (MTT
-1)78 (MTT

-1)79

(MTT
-1)87 (MTT

-1)88 (MTT
-1)89

(MTT
-1)97 (MTT

-1)98 (MTT
-1)99

1
A: (299)

The determinant of M1 has no root. The determinant of M2 is zero under two
conditions for (!d=c)2 which are in lowest order in Z

�
!d

c

�2

� (qxd)
2 + (4�3;1)

2 +
2w3;1w1;1 e

��23;1(Z=�)
(qxd)2 + (4�3;1)2

(300)

�
�
(4�3;1)

2ch(2�23;1) + (qxd)
2sh(2�23;1)

+
(4�3;1)

2(!LL(qx)d=c)
2

[(qxd)2 + (4�3;1)2 � (!LL(qx)d=c)2]

�
;

�
!d

c

�2

�
�
!LL(qx)d

c

�2

� 2w3;1w1;1 e
��23;1(Z=�)

(qxd)2 + (4�3;1)2
(301)

� (4�3;1)
2(!LL(qx)d=c)

2

[(qxd)2 + (4�3;1)2 � (!LL(qx)d=c)2]
:

The �rst condition yields a frequency slightly above !Ph? with j~q jd = [q2xd
2 +

(4�3;1)
2]1=2. The second condition yields a frequency slightly below !LL. The two

expansions in Z are valid for

Z � (qxd)
2 + (4�3;1)

2 � (!LL(qx)d=c)
2; (302)

Z (!LL(qx)d=c)
2 � �

(qxd)
2 + (4�3;1)

2 � (!LL(qx)d=c)
2
�2
; (303)
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i.e. for ! and qx away from the crossing of the light and the Luttinger dispersions.
For values of Qd as large as 4j�3;1j = 2

p
6, these two dispersions do not cross at all.

The determinant ofM3 is zero under the conditions, given in lowest order in Z,�
!d

c

�2

� (qxd)
2 + (4�3;1)

2 +
2w3;1w1;1 e

��23;1(Z=�)
(qxd)2 + (4�3;1)2

(304)

� �
(4�3;1)

2sh(2�23;1) + (qxd)
2ch(2�23;1)

�
;

�
!d

c

�2

� (qxd)
2 + w3;2w1;1(Z=�): (305)

Here, the dispersions of the eigenmodes lie slightly above !Ph? and !Phk. The two
expansions are valid for

Z � (4�3;1)
2; (306)

and for the expression in eq. (305) also

Z � (qxd)
2: (307)

However, evaluating the zeroes of the determinant at qxd = 0 in any order in Z
one obtains the same result as in eqs. (304) and (305) when setting qxd = 0. The
determinant ofM4 is zero for,�

!d

c

�2

� (qxd)
2 + (4�3;1)

2 + 2w3;1w1;1 e
��23;1 ch(2�23;1) (Z=�); (308)�

!d

c

�2

� (qxd)
2 + w3;2w1;1(Z=�); (309)

in lowest order in Z. These expansions are valid for

Z � (4�3;1)
2; (310)

and in addition
Z � (qxd)

2; (311)

for the expression in eq. (309). Again, evaluating the zeroes of the determinant at
qxd = 0 in any order in Z one obtains here the same result as in eqs. (308) and (309)
when setting qxd = 0.

The dispersions of the eigenmodes close to !Ph? in eqs. (300), (304), and (308)
are not identical. This is probably due to the rather crude approximation using so
few abscissas. In the limit (qxd)

2 � (4�3;1)
2, it is also (!LL(qx)d=c)

2 � (4�3;1)
2 for

any realistic value of the Fermi velocity and the above six conditions for (!d=c)2 can
be merged into three eigenmode dispersions for the local transverse �eld,�

!T;LL(qx)d

c

�2

�
�
!LL(qx)d

c

�2 �
1� e�3=2 Z

72

�
; (312)�

!T;Phk(qx)d
c

�2

� (qxd)
2 +

2Z

3
; (313)�

!T;Ph?(qx)d
c

�2

� (qxd)
2 + (4�3;1)

2 +
e3=2 Z

6
: (314)
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These results are displayed qualitatively in �gure 5 on page 60.

Analytic Approach for N = 1 and M = 1
The dispersions !LL and !Ph? do not intersect for N = 3 andM = 1 as Qd = 4�3;1 is
too large. In the limit of in�nitely many abscissas, there are values of �N;n and �M;m

leading to a Q small enough in order to allow for an intersection of !LL and !Ph?.
But that limit cannot be approached analytically. In order to �nd qualitative results
for the crossing of !LL and !Ph?, choose N = M = 1 and then shift �N=1;1 slightly
to the left and to the right, splitting it into two abscissas: �N=1;1 ! �", where
0 < " � 1. The weight wN=1;1 has to be changed accordingly; for a well-behaved
function under the integral, w" = w1;1=2 � � with j�j � 1. The matrix MTT

�1 is
of dimension 6 � 6, 16 of its elements are zero. Its determinant can be written in
terms the determinants of three block matrices along the diagonal,��MTT

�1(qx; !)
�� = jM5(qx; !)j � jM6(qx; !)j � jM7(qx; !)j ; (315)

with

M5 =

0
@ 2

h
(MTT

�1)11 + (MTT
�1)12

i
(MTT

�1)13 � (MTT
�1)14

(MTT
�1)31 + (MTT

�1)32 1
2

h
(MTT

�1)33 � (MTT
�1)34

i
1
A ; xxx(316)
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0
@ 1

2

h
(MTT

�1)11 � (MTT
�1)12

i
(MTT
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�1)14

(MTT
�1)31 � (MTT

�1)32 2
h
(MTT

�1)33 + (MTT
�1)34

i
1
A ; xxx(317)

M7 =

�
(MTT

�1)55 (MTT
�1)56

(MTT
�1)65 (MTT

�1)66

�
: (318)

OnlyM5 contains a coupling between !Ph? and !LL. The corresponding eigenmode
dispersions are�

!T�(qx)d
c

�2

=
1

2

��
(qxd)

2 + (4")2 +

�
!LL(qx)d

c

�2 �
(319)

+ 2w"w1;1 e
�"2 (Z=�)

�
(4")2 cosh(2"2)

(qxd)2 + (4")2
+
(qxd)

2 sinh(2"2)

(qxd)2 + (4")2

��

� 1

2

���
(qxd)

2 + (4")2 �
�
!LL(qx)d

c

�2 �

+ 2w"w1;1 e
�"2 (Z=�)

�
(4")2 cosh(2"2)

(qxd)2 + (4")2
+
(qxd)

2 sinh(2"2)

(qxd)2 + (4")2

��2

xxx

+ 8w"w1;1 e
�"2 (Z=�)

(4")2

(qxd)2 + (4")2

�
!LL(qx)d

c

�2�1=2

:

At qxd = 0, neglecting higher orders in "2 and Z and taking w" � w1;1=2,�
!T�(qx = 0)d

c

�2

�
�

(4")2 + Z
0

: (320)
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As "2 � Z, the relative deviation of the eigenmode dispersion from the light disper-
sion !Ph? is huge at qxd = 0. At the intersections of the dispersions,

d�i := (qi?d)2 + (4")2 =

�
!LL(qi?)d

c

�2

; (321)

one obtains in lowest order in "2�
!T�(qx = qi?)d

c

�2

�
(

(d�i)
2 + Z (4")2

(d�i)2

(d�i)
2

: (322)

It is "=(d�i) < 1 and the deviation of the photon mode !T+ from the photon
dispersion !Ph? is thus smaller at qxd = qi?d than at qxd = 0 and it is further
smaller at q2?d than at q1?d. The deviation of the plasmon mode !T� from the
Luttinger dispersion is of higher order in "2 than the expression given in eq. (322)
and thus much smaller than the deviation of the photon mode from !Ph?. The
repulsion of the two eigenmodes at qi?d is in lowest order in "2�

!T+(qx = qi?)d
c

�2

�
�
!T�(qx = qi?)d

c

�2

= Z
(4")2

(d�i)2
: (323)

It increases with increasing vF. The results are displayed qualitatively in �gure 6 on
page 62.

Discussion of the Matrices MTL, MLL, and MLT

So far, only the eigenmodes of the local transverse �eld in response to an external
transverse �eld are obtained. In order to determine the eigenmodes of the local
transverse �eld in response to an external longitudinal �eld, one has to check under
which conditions the determinant of the matrixMTL

�1 is zero. Following eq. (267)
it isMTL

�1 = (1�MTT
�1)�1�MTT

�1. The zeroes of jMTT
�1j were discussed above

and in section 4.4.2. As the determinant of the inverse of a matrix, jA�1j, is equal
to the inverse of the determinant of A, j(1�MTT

�1)�1j is zero when j1�MTT
�1j

diverges. For �nite N and M , it can only diverge when at least one of its elements
diverges. From eq. (266) it can be seen that this is the case when qx and ! lie exactly
on the Luttinger or the light dispersion. This situation, however, does not lead to a
zero of j(1�MTT

�1)�1 �MTT
�1j, as the determinant ofMTT

�1 also diverges when
qx and ! hit exactly the Luttinger or the light dispersion and the diverging terms
cancel. Thus, the transverse �eld eigenmodes are equivalent for a transverse and a
longitudinal external driving and are given by the zeroes of jMTT

�1j.
Following eq. (290), the eigenmodes of the local longitudinal �eld are determined

by the condition that either jMLL
�1j = 0 or jMLT

�1j = 0. The �rst condition
is equivalent to j1 +M �MTTj ! 1, see eq. (268). The elements of the matrix
M diverge for ! and qx exactly at the Luttinger dispersion, see eq. (270), but
the elements of MTT are zero under this condition as jMTT

�1j diverges. Thus,
j1 +M �MTTj only diverges when the elements of MTT diverge which happens
of the zeroes of jMTT

�1j. The second condition, jMLT
�1j = 0, is equivalent to
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jMTT
�1j = 0 or jM j ! 1, see eq. (269). The elements of M , see eq. (270),

diverge for ! = !LL(qx). Again, in that situation, also the elements of MTT
�1

diverge and the determinant of the product of MTT and M remains �nite. Thus,
the eigenmodes of the local longitudinal �eld are equivalent to the eigenmodes of
the local transverse �eld.

A.2.5 Induced Transverse Field

Based on the analytic discussion of the local �eld eigenmodes for small N and M
in appendix A.2.4, we estimate the magnitude of the induced transverse �eld. We
choose the external �eld to be transverse and following appendix A.2.2, we evaluate
the determinants of the matrices Mext;i

TT and MTT
�1 in order to determine the

x-component of the discretized local transverse �eld.
On the one hand, choosing N = M = 1 with the abscissas �N;n = �M;m = 0 leads

to a zero induced transverse �eld, the approximation is too crude. On the other hand,
as the dimension of the matricesMext;i

TT andMTT
�1 is (3NM � 3NM), already for

N = 3 andM = 1 the evaluation of the determinants ofMext;i
TT andMTT

�1 becomes
extremely tedious. Therefore, following the approach used in appendix A.2.4, we
use N =M = 1 and then split the abscissa �N;n = 0 into �N;n = �". The dimension
ofMext;i

TT andMTT
�1 then is (6� 6).

The determinant ofMTT
�1 was evaluated in appendix A.2.4. The matrixMTT

�1

was written in terms of 3 block matrices along the diagonal denoted byM5,M6, and
M7. The determinant of MTT

�1 is then given by the product of the determinants
of M5, M6, and M7. It turns out below that of these determinants only the one of
M5 is needed explicitly. It is

det[M5(qx; !)] =
[(!d=c)2 � (!T+(qx)d=c)

2] [(!d=c)2 � (!T�(qx)d=c)2]
[(!d=c)2 � (qxd)2 � (4")2] [(!d=c)2 � (!LL(qx)d=c)2]

; (324)

where the dispersion relation of the branches of the eigenmode, !T�(qx), are given
in eq. (319).

In order to evaluate the determinant of Mext;i
TT one has to specify the external

�eld. We assume an external transverse �eld parallel to the wire, Ex
T;ext(~r; t). The

Fourier transform is Ex
T;ext(~q; !). The components of the discretized external �eld

vector are, see appendix A.2.1,

�
~ET;ext(qx; !)

�
i
=

8<
:

ET;ext(qx; qy = �4"=d; qz = 0; !) ; i = 1
ET;ext(qx; qy = +4"=d; qz = 0; !) ; i = 2
0 ; else

; (325)

for 1 � i � 6. We assume for simplicity that the components of ~ET;ext for i =
1 and i = 2 can be approximated by ET;ext(qx; qy = 0; qz = 0; !). As the �eld

ET;ext(qx; ~Q; !) at j ~Qj = 0 corresponds to ET;ext(qx; ~R; !) averaged with respect to
~R, we call it ET;ext;av(qx; !) and obtain

�
~ET;ext(qx; !)

�
i
�
�

ET;ext;av(qx; !) ; i = 1; 2
0 ; else

: (326)
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The x-component of the local transverse �eld is then given by (~ET(qx; !))i for
i = 1; 2, see eq. (278). It corresponds to the the local transverse �eld at qy = �4"=d
and qz = 0,

�
~ET(qx; !)

�
i
=

�
Ex
T(qx; qy = �4"=d; qz = 0;!) ; i = 1

Ex
T(qx; qy = +4"=d; qz = 0;!) ; i = 2

: (327)

Now, insert the discretized external �eld into the matrixMext;i
TT and evaluate its

determinant for i = 1; 2. One obtains

det[Mext;1
TT ] = det[Mext;2

TT ] (328)

with

det[Mext;1
TT ] � ET;ext;av(qx; !) det[M6] det[M7]; (329)

�
�
1 +

Z (qxd)
2

[(qxd)2 + (4")2 � (!d=c)2] [(qxd)2 + (4")2]

�
;

where Z is given in eq. (293). It was used w1;1 =
p
�, w" � w1;1=2 and e�"

2 � 1.
Dividing det[Mext;1

TT ] by det[MTT
�1] following appendix A.2.2, the determinants of

M6 and M7 cancel.
From the discussion in appendix A.2.4 and section 4.4.2 we know that the de-

viation of the dispersion relation of the local-�eld eigenmode from the dispersion
relations of the uncoupled systems is of the order of Z or smaller. We thus write�

!T+(qx)d

c

�2

= (qxd)
2 + (4")2 + �+(qx; "); (330)�

!T�(qx)d
c

�2

=

�
!LL(qx)d

c

�2

� ��(qx; "); (331)

where the functions ��(qx; ") can be obtained by comparison with eq. (319). They
are of the order Z or smaller. One then obtains for the induced transverse �eld, i.e.
the local transverse �eld minus the external transverse �eld,

Ex
T;ind(qx; qy = �4"=d; qz = 0; !) � ET;ext;av(qx; !) (332)

�
�

� 0+(qx; ")
[(!d=c)2 � (!T+(qx)d=c)2]

� ��(qx; ")
[(!d=c)2 � (!T�(qx)d=c)2]

� � 0+(qx; ") ��(qx; ")
[(!d=c)2 � (!T+(qx)d=c)2] [(!d=c)2 � (!T�(qx)d=c)2]

�
;

where

� 0+(qx; ") = �+(qx; ")� Z (qxd)
2

[(qxd)2 + (4")2]
; (333)

hence also � 0+(qx; ") is of the order Z.
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Consider the Fourier transform of Ex
T;ind from qx to x. The integral with respect

to qx over the expression given in eq. (332) times e�iqxx can be solved via residue.
This implies that the branches of the dispersion relation of the local-�eld eigenmode
determine the behaviour of the induced transverse �eld along x. The magnitude
of the induced transverse �eld is then given by the terms in the numerators in
eq. (332) which are � 0+(qx; "), ��(qx; "), and the product of these two functions. But
these functions are of the order of Z or smaller and Z is dominated by vF=c! Hence,
the induced transverse �eld as a function of x is suppressed with respect to the
external transverse �eld by a factor of vF=c. Its in
uence on transport can therefore
be neglected.

That the induced transverse �eld is strongly suppressed with respect to the exter-
nal �eld remains true also for an external longitudinal �eld. One then has to replace
the determinant of the matrixMTT

�1 by the determinant ofMTL
�1. According to

eq. (267) it is

det[MTL
�1(qx; !)] =

det[MTT
�1(qx; !)]

det[1�MTT
�1(qx; !)]

: (334)

Hence, when the external �eld is longitudinal, the induced transverse �eld derived
above has to be multiplied by a factor det[1�MTT

�1(qx; !)]. As all elements of the
matrix 1�MTT

�1(qx; !) are of the order of Z, the factor det[1�MTT
�1(qx; !)] is

also of the order of Z or smaller.
Even though this result was obtained for a very small number of abscissas we

believe it to be generally valid. With increasing N and M , the number of fac-
tors consisting of (!d=c)2 minus the branches of the eigenmode dispersion in the
numerator of det[MTT

�1] increases. Further, the number of factors consisting of
(!d=c)2 minus the branches of the dispersion relations of the uncoupled systems in
the denominator of det[MTT

�1] increases. But the overall structure of det[MTT
�1]

remains unchanged. And this structure is responsible for the result obtained for the
induced transverse �eld.
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B Dirty Quantum Wire

A general expression for the x-component of the current density in the dirty quantum
wire is derived in appendix B.1. Explicit expressions for the dc and the ac current for
speci�c choices of the external driving �eld are given in appendix B.2 and appendix
B.3. The local transverse �eld in the wire is estimated in section B.4.

B.1 Transport Equation

The current density is related to the bosonic �eld operator #(x; t), see eq. (60), via

Jx(~r; t) = � ep
�
Bx
00(~R) h@t#(x; t)i: (335)

The task is to determine the expectation value of the time evolution of #(x).
Consider the current at the position of the barrier,

Jx(x = 0; ~R; t) = � ep
�
Bx
00(~R) h@t#(x = 0; t)i; (336)

and assume the barrier potential to be very high. Then, following the Hamiltonian
describing the barrier, see eq. (177), the bosonic �eld #(x = 0) assumes only discrete
values, namely those leading to a minimum of the potential energy. The assumption
of discrete values for #(x = 0) is equivalent to the statement that the electrons
tunnel through the barrier in integer units [63]. The initial value of #(x = 0) is �xed,
#(x = 0; t = 0) � 0, corresponding to a homogeneous particle density distribution
in the undisturbed system at t = 0. The expectation value of #(x = 0; t) is then
given by a sum over all possible discrete �nal values of #(x = 0; t), n

p
�, multiplied

by the probability that the system evolves during time t from the �xed initial value
to a certain �nal value, Pn(t),

h#(x = 0; t)i = p
�
X
n

nPn(t): (337)

A change of h#(x = 0; t)i from n
p
� to (n � 1)

p
� indicates that one electron has

tunneled through the barrier. The current density becomes

Jx(x = 0; ~R; t) = �eBx
00(~R)

X
n

n @tPn(t): (338)

The probability Pn(t) has still to be evaluated.

Path Integral Approach

The problem to be solved here, namely the evaluation of h#(x = 0; t)i, can be
related to the problem of determining the dynamics of a single particle coupled
to a set of harmonic oscillators. The latter system is often employed in order to
model open quantum systems, i.e. in order to account for dissipation in quantum
systems: One couples a system with few degrees of freedom, e.g. a single particle,
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to a reservoir with many degrees of freedom, e.g. a set of harmonic oscillators. As
one is only interested in the dynamics of the particle and not in the dynamics of the
reservoir, the degrees of freedom of the reservoir are integrated out. The reduced
density matrix that governs the dynamics of the single particle can be expressed via
path integrals. The in
uence of the reservoir on the dynamics of the single particle
is contained in a so-called in
uence functional. For details on this approach see
[300, 301, 302]. Here, the bosonic �eld #(x; t) at x = 0 is interpreted as the \single
particle" and #(x; t) at x 6= 0 is interpreted at the reservoir. The probability Pn(t)
then corresponds to the diagonal elements of the reduced density matrix.

Based on the Luttinger model, one obtains for Pn(t) [63, 179, 303],

Pn(t) =

Z
D#0(t0)

Z
D#00(t0)A[#0(t0)]A�[#00(t

0)] I[#0(t0); #00(t0)]; (339)

where D#0(t0) denotes a path integration. The initial value of #0(t
0) := #(x = 0; t0)

at t0 = 0 is zero and the �nal value at t0 = t is n
p
�. Further, A[#0(t)] is the

amplitude of #0(t) in the absence of the coupling to the \reservoir" modes #(x 6= 0)
[63, 179, 303],

A[#0(t)] = e�ifSbar[#0(t)]+Sem;e� [#0(t)]g=~; (340)

where Sbar is the action derived from the barrier Hamiltonian, see eq. (177),

Sbar[#0(t)] = �Ubar

tZ
0

dt0 cos[2
p
�#0(t

0)]: (341)

Further, Sem;e� [#0(t)] is the action containing an e�ective driving voltage Ve�(t) that
drops at the barrier,

Sem;e� [#0(t)] = � ep
�

tZ
0

dt0Ve�(t0)#0(t0): (342)

The e�ective driving voltage is related to the projected driving �eld Ex
ext;1b, see

eq. (140), via [9]

Ve�(t) =

1Z
�1

dx

tZ
�1

dt0Ex
ext;1b(x; t

0) r(x; t� t0); (343)

where r(x; !) is determined by the conductivity of the clean quantum wire of zero
diameter, see eq. (145),

r(x; !) =
�xx1b;d=0(x; !)

�xx1b;d=0(0; !)
: (344)

The in
uence functional I[#0(t0); #00(t0)] takes into account the e�ect of the reservoir
modes #(x 6= 0) onto the time evolution of #0(t) [63, 179, 303],

I[#0(t0); #00(t0)] = e��I [#0(t
0);#00(t

0)]=~; (345)
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with

�I [#0(t0); #00(t
0)] = �~

�

tZ
0

dt2

t2Z
0

dt1 [ _#0(t2)� _#00(t2)] (346)

�
h
W (t2 � t1) _#0(t1)�W �(t2 � t1) _#

0
0(t1)

i
:

The kernel W (t) consists of a real part S(t) and an imaginary part R(t),

W (t) = S(t) + iR(t): (347)

with [10, 282],

W (t) =
e2

�~

1Z
0

d!

!
Re

 
1

�xx1b;d=0(x = 0; !)

!
(348)

� f[1� cos(!t)]coth(~!�=2) + i sin(!t)g :
Here, � = 1=kBT denotes the inverse temperature. For a general spatial shape of
the interaction potential, W (t) has to be evaluated numerically. For a zero-range
interaction potential, it is [9]

S(t) =
1

g
log(1 + !2

c t
2) +

2

g
log

�
~�

�t
sinh

�
�t

~�

��
; (349)

R(t) =
2

g
arctan(!ct): (350)

The interaction parameter g is given in eq. (51). The quantity ~!c is a cut-o�
necessary whenever a zero-range interaction is considered. In order to exclude inter-
band transitions the cut-o� should be of the order of the band gap between the �rst
(occupied) and the second (empty) subband.

Current at the Barrier

Next, a tunneling probability �2 independent of #0(t) is introduced. Tunneling of
one particle through the barrier is proportional to �2. Tunneling of n particles is
correspondingly of order (�2)n. For a large barrier and hence a small �2, tunneling
of more than one particle is neglected and n = �1 is considered. The paths #0(t)
then range from the initial value 0 to the �nal values �p�. The path integral over
#0(t) can be represented by sums and P�1 can be evaluated. One obtains for the
current density at the position of the barrier [63, 179, 303]

Jx(x = 0; ~R; t) = e�2Bx
00(~R)

1Z
0

d� e�S(�) sin[R(�)] sin

2
4 e
~

tZ
t��

dt0 Ve�(t0)

3
5 : (351)

Originally, this result was derived for a longitudinal driving �eld, i.e. an electric
driving �eld based on a scalar electric potential [63, 179, 303]. However, it was
shown in [295] that for a transverse driving, i.e. an electric driving �eld based on a
magnetic vector potential, the result is equivalent to the one in eq. (351).
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Current at any Position x
Now, the current at the position of the barrier is known, but the current at an
arbitrary position x is still unknown. The current at position x 6= 0 can be related
to the current at the barrier by repeating the above approach �xing two values of
the bosonic �eld #(x; t), namely at x = 0 and another certain position x. Then
[176],

�Jx(x; ~R; !) = r(x; !)�Jx(x = 0; ~R; !); (352)

with
�Jx(x; ~R; !) = Jx(x; ~R; !)� Jx

clean(x; ~R; !); (353)

where Jx and Jx
clean are the current densities in the quantum wire with and without

barrier, respectively, and r(x; !) is given in eq. (344). Note that the expression
in eq. (352) was originally derived for a true 1D wire of zero diameter [176]. The
current at any position x hence is

Jx(x; ~R; !) = Jx
clean(x; ~R; !)�

�xx1b;d=0(x; !)

�xx1b;d=0(0; !)
Jx
clean(0; ~R; !) (354)

+
�xx1b;d=0(x; !)

�xx1b;d=0(0; !)
Jx(0; ~R; !):

For a delta-form electric �eld localized at the barrier, an in�nitely thin wire, and a
zero-range interaction potential, it is [9]

Jx(x; ~R; !) = eijxj!g=vFJx(x = 0; ~R; !): (355)

The current is distributed symmetrically around the barrier as it depends on the
modulus of x. It further oscillates as a function of x with a period of 2�vF=!g.

B.2 DC Transport

For a time-independent e�ective voltage, Vdc, the current density in eq. (351) is

Jx
dc(~R; Vdc) = e�2Bx

00(~R)

1Z
0

d� e�S(�) sin[R(�)] sin
�
eVdc�

~

�
: (356)

Inserting S(�) and R(�) for a zero-range interaction potential, see eqs. (349) and
(350), and performing the integration with respect to � [304] yields

Jx
dc(~R; Vdc) = Bx

00(~R)
~!c
eRT�

�
~�!c
2�

�1�2=g
�
j�
�
1
g
+ ieVdc�

2�

�
j2

�(2=g)
(357)

� sinh (eVdc�=2) :

The symbol � denotes the gamma function. The parameter g is given in eq. (51).
The tunneling resistance RT is de�ned as

RT =
2!2

c~

�e2�2
: (358)
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It has to be large in comparison to h=e2.
Performing the zero-temperature limit, � ! 1, one obtains for the dc current

with the help of [281]

Jx
dc(~R; Vdc) =

Bx
00(~R)

RT�(2=g)

�
ejVdcj
~!c

�2=g�2
Vdc: (359)

For a repulsive interaction, g < 1, the non-linear current is suppressed with respect
to the linear current (g = 1) at small voltages. The stronger the interaction, the
more pronounced is the suppression. With increasing driving voltage, the non-linear
current becomes larger than the linear one for eVdc=~!c > 1; but only voltages
smaller than the cut-o�, eVdc < ~!c, are physically reasonable, otherwise one leaves
the range of validity of the model.

B.3 AC Transport

B.3.1 DC Component of the AC Current

Choose a 3D screened Coulomb potential with an inverse screening length �, see
section 3.2, projected onto the quantum wire of diameter d, see section 3.1, and
consider the regime ��1 � d. For the projected driving electric �eld choose

Ex
ext;1b(x; t) = Ex

dc(x) + Ex
ac(x) cos(!extt): (360)

The voltages Vdc and Vac are de�ned as

Vdc=ac � �
1Z

�1

dxEdc=ac(x): (361)

The spatial shape of Ex
ac(x) is

Ex
ac(x) = Ex

ace
�jxj=�; (362)

where � denotes the range of the electric �eld. The e�ective driving potential, see
eq. (343), then is [10]

Ve�(t) = Vdc +
~!ext
e

jzj cos(!extt� 'z): (363)

Here, jzj and 'z are, respectively, modulus and argument of the complex quantity

z =
e

~!ext

1Z
�1

dxEx
ac(x) r(x; !ext); (364)

where the function r(x; !) is given in eq. (344). The argument 'z leads to a phase
shift of the higher harmonics of the current and is not needed here as only the dc
component of the current is studied. The modulus of z is

jzj = eVac
~!ext

1p
1 + �2k2LL(!ext)

F
�
!ext
vF�

;
kLL(!ext)

�
; ��

�
; (365)
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where kLL(!) is the inverse of the dispersion relation of the elementary excitations
of the Luttinger liquid, see section 3.2, and the function F(u; v; w) is

F(u; v; w) =
s

1

1 + u2

�
1 + v2

(u+ wv)2

(uw + v2)2

�
: (366)

The e�ective driving voltage is monochromatic and hence the phase factor in
the expression for the current in eq. (351) can be represented by a sum over Bessel
functions [281]. The dc component of the ac current then is

Jx
ac;dc(x = 0; ~R) = e�2Bx

00(~R)

1Z
0

d� e�S(�) sin[R(�)] sin
�
eVdc�

~

�
(367)

� J0 (2jzj sin(!ext�=2)) ;

where J0 denotes a Bessel function of the �rst kind [281] and the index \ac,dc" at
the current denotes that the expression gives the dc component of the ac current.
By expanding the Bessel function of the sine in eq. (367) into a sum over Bessel
functions [281], one obtains

Jx
ac;dc(x = 0; ~R) =

1X
n=�1

J2n(jzj) Jx
dc(~R; Vdc + n~!ext=e) (368)

where the current Jx
dc(

~R; Vdc) is the true dc current given in eq. (357).

In the limit of a delta-like electric �eld localized at the tunneling barrier, �! 0,
the integral in eq. (364) can be evaluated approximately and one obtains jzj =
eVac=~!ext, i.e. jzj scales with frequency as jzj / !�1ext, see also [214]. In the limit
of a homogeneous electric �eld that does not depend on position, � ! 1, the
integral in eq. (364) represents the spatial average of the function r(x; !ext). One
then obtains jzj / !�2ext.

B.3.2 Harmonic Components of the AC Current

Assume an external ac voltage that drops at the barrier and varies with time as

Vext(t) = Vdc + Vac cos(!extt): (369)

For zero-range interactions, the e�ective driving voltage, see eq. (343), is equivalent
to the external voltage. The voltage phase factor in eq. (351) can for a monochro-
matic driving be expressed in terms of Bessel functions, Jk(z), see [281]. The result-
ing expression for the current at the barrier is [9],

Jx(x = 0; ~R; t) = Bx
00(~R)

1X
n=�1

An(!ext)e
�in!extt: (370)
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The complex current amplitudes are

An(!ext) = in�1
e�2

2

1Z
0

d� e�S(�) sin[R(�)] ein!ext�=2 (371)

� Jn

�
2eVac
~!ext

sin
h!ext�

2

i� �
eieVdc�=~ � e�i(eVdc�=~+n�)

�
:

Using summation rules for the Bessel functions in eq. (371) [281] and splitting the
complex current amplitude into real and imaginary parts, one obtains

An(!ext) = A(+)
n (!ext) + iA(�)

n (!ext) (372)

with

A(�)
n (!ext) =

1

2

1X
k=�1

C(�)(Vdc + k~!ext=e)Jk

�
eVac
~!ext

�
(373)

�
�
Jk+n

�
eVac
~!ext

�
� Jk�n

�
eVac
~!ext

��
:

The signs (�) at the function C denote the real, (+), and imaginary, (�), parts of

C(�) = ie�2

1Z
0

d� e�S(�) sin[R(�)] e�ie��=~: (374)

The real part of this expression is equivalent to the dc current, see eq. (356).
Based on eq. (371), one can show that the in-phase part of the current scales in

leading order as !�2=gc for all g. The out-phase part scales in leading order as !�2=gc

for g > gc(n), where gc(n) = 2=(n + 2 + s) with s = [1 + (�1)n]=2. For g < gc(n),

the out-phase current scales in leading order as !
�(n+2+s)
c [10]. For g > gc(n), the

function C, see eq. (374), is in leading order in !c

C(z) =
i~!c
eRT�

�
~�!c
2�

�1�2=g j�
�
1
g
+ iez�

2�

�
j2

�(2=g)

sin
�
�
h
1
g
� iez�

2�

i�
cos(�=g)

: (375)

At zero temperature, � !1, the complex current amplitude is in leading order in
!c [281]

A(+)
n (!ext) =

~!c
eRT

�
!

!c

�2=g�1
1

2�(2=g)

1X
k=�1

Jk

�
eVac
~!ext

�
(376)

�
�
Jk+n

�
eVac
~!ext

�
+ Jk�n

�
eVac
~!ext

�� ����k + eVdc
~!ext

����
2=g�1

� sgn

�
k +

eVdc
~!ext

�
;
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A(�)
n (!ext) =

~!c
eRT

�
!

!c

�2=g�1 1

2�(2=g)
tan(�=g)

1X
k=�1

Jk

�
eVac
~!ext

�
(377)

�
�
Jk+n

�
eVac
~!ext

�
� Jk�n

�
eVac
~!ext

�� ����k + eVdc
~!ext

����
2=g�1

:

The interaction strengths for which these results are valid are g > 2=3 for n = 1,
g > 2=5 for n = 2 and n = 3, g > 2=7 for n = 4 and n = 5 and so on.

For low frequencies, ~!ext < max(eVdc; kBT=g), one can expand the expression
for the complex current amplitude in eq. (371) for !ext� � 1. Then, the real part
becomes independent of frequency and the imaginary part is smaller than the real
part by a factor n~!ext=eVac for Vdc � Vac or by n~!ext=eVdc for Vdc � Vac [9]. One
obtains for Vdc � Vac,

A(+)
n (Vdc; Vac; g) /

�
Vdc
Vac

�s �eVac
~!c

�2=g�1
; (378)

and for Vdc � Vac,

A(+)
n (Vdc; Vac; g) /

�
eVac
~!c

�n �
eVdc
~!c

�2=g�n�1
: (379)

The proportionality constants omitted here contain neither the frequencies nor the
voltages.

At �nite temperature the above results remain valid as long as kBT=g < eVdc
or eVac > kBT=g > eVdc. When eVac < kBT=g the cut-o� of the � -integration in
eq. (371) is given by T instead of Vdc,

A(+)
n (Vdc; Vdc; T; g) /

�
eVac
~!c

�n �eVdc
kBT

�s �kBT
~!c

�2=g�n�1
: (380)

B.4 Local Field E�ects

The induced transverse �eld is related to the transverse part of the current via, see
eq. (209),

~ET;ind(~q; !) = i�0! g0(~q; !) ~JT(~q; !); (381)

with g0(~q; !), see eq. (86),

g0(~q; !) = lim
�!0

1

q2 � �!
c
+ i�

�2 : (382)

The time-dependent non-linear current in the wire has only an x-component and
the x-component of the transverse part of this current then is, following eqs. (78)
and (80),

Jx
T(~q; !) = Jx(~q; !)� q2x

j~q j2 J
x(~q; !): (383)
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Inserting this expression for the transverse part of the current into eq. (381) yields
for the induced transverse �eld

Ex
T;ind(~q; !) = i�0!g0(~q; !) [1� q2x�0V

C
ee (~q )=e

2] Jx(~q; !); (384)

where it was used that the Fourier transform of the 3D Coulomb interaction potential
is V C

ee (~q ) = e2=�0j~q j2.
Next, take the expression for the non-linear ac current at the barrier given in

eq. (196), Fourier transform it to !, multiply it with the phase factor given in
eq. (187) in order to obtain the current at any position x and then Fourier transform
the whole expression to ~q-space,

Jx(~q; !) = i4�
(!g=vF)

(!g=vF)2 � q2x
Bx
00( ~Q)

1X
n=�1

An(!ext) �(! � n!ext): (385)

Insert this into eq. (384),

Ex
T;ind(~q; !) = 4��0

w2g

vF

Bx
00( ~Q) [1� q2x�0V

C
ee (~q )=e

2]

[q2x � (!g=vF)2] [q2x +Q2 � (!=c)2]
(386)

�
1X

n=�1
An(!ext) �(! � n!ext):

As the non-linear ac current as a function of the position x was derived for a wire
of zero diameter, one should replace Bx

00(~R) by a delta-function and hence Bx
00( ~Q)

by 1. Further, as the expression for the current in eq. (385) is valid for zero-range
interactions, V ZR

ee (~r�~r 0) = V0�(~r�~r 0), one should for consistency replace the Fourier
transform of the interaction potential in eq. (386) by V0, where V0 is independent of
~q. From the expression for the projected zero-range interaction potential in eq. (58)
in section 3.2 one can see that V ZR

1b diverges for a wire of zero diameter, d! 0, if V0
is not proportional to d2. This implies that the term V0 in eq. (386) should vanish for
a wire of zero diameter. This strange situation is an artefact of the rather unphysical
assumption of a zero-range interaction. However, it turns out that the choice of the
interaction potential in eq. (386) has no in
uence on the qualitative statement that
can be made at the end about the magnitude of the induced transverse �eld, see
below.

Now, proceed by Fourier transforming the �eld in eq. (386) to ~r-space

Ex
T;ind(~r; !) =

4��0
(2�)3

w2g

vF

( 1X
n=�1

An(!ext) �(! � n!ext)

)
(387)

�
Z

dqx e
�iqxx

Z
d ~Q e�i

~Q~R 1

[q2x � (!g=vF)2] [q2x +Q2 � (!=c)2]
:

The integration with respect to qx can be performed explicitly for x 6= 0; one ob-
tains two terms and for one of them also the integration with respect to ~Q can be
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performed,

Ex
T;ind(~r; !) =

�i�0
2�

w2g

vF

( 1X
n=�1

An(!ext) �(! � n!ext)

)
(388)

� 2� ei!gjxj=vF � vF
!g

�K0

0
@
s�

!g

vF

�2

�
�!
c

�2
j~Rj
1
A

+
i�0
2�

w2g

vF

( 1X
n=�1

An(!ext) �(! � n!ext)

)

�
Z

d ~Q
e�i ~Q~R+ijxj

p
(!=c)2�Q2

(!g=vF)2 � (!=c)2 +Q2
� 1p

(!=c)2 �Q2
;

where x 6= 0 and K0(z) is a modi�ed Bessel function [281]. One can see that the �rst

term on the right hand side of eq. (388) diverges for j~Rj = 0 while the second does

not. As for a wire of zero diameter, the current is proportional to �(~R) one actually
expects the induced �eld to re
ect this delta-function. As we are only interested
in the e�ect of the induced �eld onto the current in the wire, i.e. at j~Rj = 0, the
second term on the right hand side of eq. (388) is neglected with respect to the �rst.

Averaging then the �rst term on the right hand side of eq. (388) with respect to
~R, i.e. integrating it with respect to ~R, yields

Ex
T;ind;av(x 6= 0; !) � � i2��0! e

i!gjxj=vF

(!g=vF)2 � (!=c)2

1X
n=�1

An(!ext) �(! � n!ext):xxxx(389)

Neglecting !=c with respect to !g=vF, for vF=c � 1 and g not too small, and
replacing �0 by 1=�0c

2 yields

Ex
T;ind;av(x 6= 0; !) � � i

�0!

�
vF=g

c

�2

Jx
av(x; !); xxx (390)

where Jx
av(x; !) is the averaged time-dependent non-linear current

Jx
av(x; !) = 2� ei!gjxj=vF

1X
n=�1

An(!ext) �(! � n!ext): (391)

Following eq. (390), it is clear the induced transverse �eld that causes a correction
to the non-linear current is suppressed by a factor (vF=gc)

2 with respect to this
current. Hence, the linear current induced by Ex

T;ind;av is negligible with respect to
the current Jx

av(x; !).
The above calculations can be repeated keeping the Coulomb interaction potential

instead of assuming a zero-range potential. Also then, the transverse induced �eld
consists of one part diverging at j~Rj = 0 and another part remaining �nite at j~Rj = 0.
Keeping only the part that diverges inside the wire and averaging it with respect to
~R yields in the limit !=c� !g=vF exactly the result given in eq. (390).
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Finally, note that when evaluating the longitudinal part of the induced �eld for a
wire of zero diameter, this induced �eld is �nite outside the wire as the longitudinal
part of the current is �nite outside the wire. Such a result is in contradiction to the
discussion in section 3.3 according to which the longitudinal and transverse parts of
the current are zero outside the wire and consequently the longitudinal �eld is zero
outside the wire. The contradiction is due to the strange nature of a wire of zero
diameter with a total current density that is proportional to �(~R) in ~r-space. Strictly
speaking, a delta-function only makes sense in connection with an integration.
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