High-resolution X-ray
plasma diagnostics
of stellar coronae

Dissertation
zur Erlangung des Doktorgrades
des Fachbereichs Physik
der Universitat Hamburg

vorgelegt von
Jan-Uwe Ness

geboren in Oldenburg (Oldenburg)

Hamburg
Januar 2002



Gutachter der Dissertation
Gutachter der Disputation
Datum der Disputation

Dekan des Fachbereiches Physik und

Vorsitzender des Promotionsausschusses

Prof. Dr. Jiirgen H.M.M. Schmitt
Prof. Dr. Dieter Reimers

Prof. Dr. Jiirgen HM.M. Schmitt
Prof. Dr. Heinrich J. Wendker

5. Marz 2002

Prof. Dr. F.-W. Biifler



Zusammenfassung

Mit der Entdeckung der Sonnenflecken im 17. Jahrhundert wurde ein neues Arbeitsfeld der
Astronomie ertffnet. Der physikalische Ursprung dieser dunklen Flecken auf der Sonnenober-
fliche ist aufs Engste mit starken magnetischen Feldern verkniipft. Als weiteres spektakulires
Phénomen ist die Korona der Sonne zu nennen, die sich in den duflersten Schichten der Sonne be-
findet. Die extrem hohe Temperatur verbunden mit einer sehr geringen Dichte wirft eine Menge
Fragen auf, und auch hier spielt die magnetische Aktivitit eine fundamentale Rolle. In der vor-
liegenden Arbeit wird eine Einfiihrung in eine lange Tradition von Beobachtungen der Korona
der Sonne, insbesondere im Roéntgenspektralbereich, gegeben. Angefangen mit erdgebundenen
Beobachtungen der sichtbaren Korona, iiber Spektraluntersuchungen im Rontgenbereich, bis
hin zu eindrucksvollen Bildern mit hoher rdumlicher Auflssung, wird ein Uberblick iiber die
Geschichte der Untersuchung der Sonnenkorona gegeben. Es hat sich gezeigt, dass das koronale
Plasma hoch strukturiert und in bogenartigen Strukturen komprimiert ist, die groBe Ahnlich-
keit mit geschlossenen Magnetfeldlinien haben.

Weitaus schwieriger ist die Untersuchung stellarer Koronen, die sich als rdumlich nicht auflésba-
re Rontgenquellen prisentieren. Von den Rontgenmissionen FEinstein und ROSAT weifl man,
dass die Entstehung von Koronen ein natiirlicher Prozess sein muss, der immer am Ubergang
zwischen der Photosphére spiter Sterne und dem Weltraum auftritt. Eine Klassifikation von
Rontgenquellen, die Rontgeneigenschaften mit fundamentalen stellaren Parametern dhnlich ei-
nem Hertzsprung-Russell Diagramm verkniipft, wére sehr wiinschenswert, jedoch wurde bisher
nur ein Zusammenhang zwischen der Rotationsperiode und der Rontgenleuchtkraft gefunden.
Neue Horizonte eréffnen sich mit den neuen Réntgenmissionen Chandra und XMM, mit de-
nen hochaufgeloste Rontgenspektroskopie moglich ist. Die Emissionslinien, die man mit diesen
Teleskopen messen kann, werden in der vorliegenden Arbeit zur Herleitung physikalischer Eigen-
schaften der Koronen von Capella, Algol und Procyon verwendet. Vier weitere Sterne werden
analysiert, jedoch weniger detailliert. Eine spezielle Software ist im Rahmen dieses Projektes
entstanden, und der Algorithmus ist speziell fiir die Analyse von Chandra LETGS Spektren
ausgelegt, ist jedoch hinreichend allgemein, dass er fiir alle moglichen Arten von Spektren mit
niedrigen Zéhlraten niitzlich sein sollte wie z. B. XMM-RGS Daten.

Eine Voranalyse der Spektren ergibt eine Verteilung unterschiedlicher Plasmaschichten, z. B.
verschiedener Temperaturen. Zumindest eine heifle und eine kithlere Komponente sind fiir die
aktiven Sterne Algol und Capella gefunden worden, nicht jedoch z. B. fiir den inaktiven Stern
Procyon, der nur kiithles Material zu haben scheint. Effekte optischer Tiefen wurden untersucht
und konnen als vernachlissigbar angesehen werden. Das Kontinuum des Spektrums von Algol
wurde untersucht und stimmt sehr gut mit einem Bremsstrahlungsspektrum iiberein. Aus die-
sem Fit wurde die héchste Temperatur und ein Emissionsmaf} hergeleitet.

Das Hauptaugenmerk der vorliegenden Arbeit liegt auf Dichtemessungen mit Hilfe der He-



I Chapter 1. Zusammenfassung

artigen Tripletts. Koronale Plasmen der Sterne Capella, Procyon, Algol, ¢ Eri, a Cen A und
B und UX Ari wurden mit dieser Methode untersucht. Fiir diese sieben Sterne habe ich im
Wesentlichen Dichten gefunden, die am unteren Rand des Sensitivitdtsbereiches der He-artigen
Tripletts liegen. Fiir Algol ergeben sich hohere Dichten, dieses Ergebnis kann jedoch auch von
der Stirke des Einflusses des UV Strahlungsfeldes, das vom benachbarten B Stern ausgesandt
wird, abhéngen. Es wurde kein iiberzeugender Trend gefunden, der den Schluss zuliele, dass
aktive Sterne hohere Dichten aufweisen, es ist jedoch bemerkenswert, dass die aktiven Sterne,
bei denen ich niedrige Dichten gemessen habe, alle so genannte RS CVn Systeme sind, Dop-
pelsterne, in denen beide Komponenten eine heile Korona besitzen kénnen. Wechselwirkungen
zwischen diesen beiden Koronen sind durchaus denkbar. Sehr viel iiberzeugender stellt sich der
Trend dar, dass aktive Sterne eine heifle Komponente besitzen, wihrend die inaktiven Sterne
nur eine ,kiihle” Komponente mit Plasmatemperaturen um 2 MK haben.

Die niedrigen Dichten kénnen verwendet werden, um einschrinkende Aussagen iiber strukturelle
Aspekte wie z. B. die Loopskalenlidnge oder Fiillfaktoren treffen zu kénnen. Diese Informationen
versetzen uns in die Lage, stellare Koronen mit der Sonne sowie miteinander zu vergleichen. Die
Dichten, die man fiir die Sonnenkorona gemessen hat, sind vergleichbar mit den Dichten, die
ich in der vorliegenden Arbeit fiir inaktive Sterne gemessen habe. Die Loopskalenldngen kénnen
demnach dhnlich denen der Sonne sein, so dass diese Koronen mit der der Sonne vergleichbar
sein konnen. Ein ganz anderes Bild muss fiir die aktiven Sterne gemacht werden, die ein viel
groferes Emissionsmaf , unterbringen” miissen. Dies kann in Strukturen, die mit denen in der
Sonne vergleichbar sind, aber mit hoheren Dichten geschehen oder in viel grofleren Strukturen
mit dann vergleichbaren Dichten, bzw. hoheren Fiillfaktoren. Die Koronen, die sich auf nur
einen Stern beschrinken, wie z. B. im Algolsystem, scheinen eher die erste Option zu wéhlen,
wihrend bei den RS CVn Systemen eine Art Doppelkorona entstehen kann, die sehr grofie Vo-
lumina mit geringen Dichten ausfiillt. Diese beiden moglichen Konfigurationen sollten jedenfalls
mit besonderer Aufmerksamkeit behandelt werden.
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Abstract

With the discovery of sunspots in the 17*" century a new field of work in Astronomy was opened.
The physical origin of these dark spots on the solar surface has been found to be tightly con-
nected with the presence of strong magnetic fields. Another spectacular phenomenon is the
solar corona, the outermost region of the Sun. The high temperature found in the corona in
connection with a very low density has posed a lot of questions. Again, the magnetic activity
of the Sun seems to play a fundamental role in controlling the processes observed in the solar
corona. An introduction for a long tradition of observing the solar corona especially in the
X-ray wavelength band is given in this work. Starting with earth-bound observations of the
visible corona, and proceeding with spectral diagnostics, impressive pictures with high spatial
resolution are presented. A detailed structure with the distribution of the coronal plasma, ob-
viously confined to loop-like structures following closed magnetic field lines, is seen on these
pictures.

As a far more difficult task, the observation of stellar coronae, which are not spatially resolvable,
is introduced. From X-ray observations carried out with the satellites Einstein and ROSAT it
is known that the formation of coronae must be a common phenomenon in all late-type stars
that occurs at the transition from a cool star’s photosphere to space. A classification of X-ray
properties similar to a Hertzsprung-Russell diagram connecting X-ray emission with fundamen-
tal stellar parameters is desirable, but only the rotation of cool stars has so far been found to
be connected with X-ray emission.

New approaches can be made using the recent X-ray missions Chandra and XMM, which allow
high spectral resolution. The emission lines observable with these missions are used for deriving
physical properties of the coronae of Capella, Algol, and Procyon. Four more cool stars are
analyzed, but in less detail. A special software has been developed in the frame of this work, the
algorithm being especially dedicated to Chandra LETGS spectra, but also useful for all kinds
of spectral data, e.g., XMM-RGS.

Preliminary analysis of the spectra yields a distribution of plasma layers with different prop-
erties, e.g., temperatures. At least a high temperature and a low temperature component is
found for the active stars Algol and Capella, but not for the inactive star Procyon. Optical
depth effects seem to be negligible, such that the basic assumption of an optically thin plasma is
justified at least within the scope of the current data. The continuum of Algol’s coronal X-ray
spectrum can be fitted by a bremsstrahlung continuum, and an upper temperature as well as
an emission measure are derived from the analysis of the continuum.

The main focus of this work is the application of the method of He-like triplets for deriving
plasma, densities. The coronal plasmas for Capella, Procyon, Algol, € Eri, & Cen A and B, and
UX Ari are probed. I generally find low densities for most of these seven stars and higher densi-
ties only for € Eri and Algol. For Algol this result depends, however, on the influence of the UV
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radiation field emitted by the B star companion. No convincing trend could be found allowing
the general conclusion of higher densities in more active stars. It is noteworthy, however, that
active stars with lower densities as e.g., Capella are all RS CVn systems, i.e., binaries com-
prising two cool stars, possibly each of them sustaining a hot corona. An interaction between
these two coronae is well conceivable. Quite convincing though is the trend of the presence of
hot plasma in the more active stars, while inactive stars only have a “cool” component around
2 MK.

At low densities constraints on parameters connected with structural information as, e.g., the
loop scale length or filling factors can be made. That information enables us to compare stellar
coronae with the solar corona. The densities measured for the solar corona are comparable with
densities measured in inactive stars. Loop scale lengths can therefore be assumed to be very
similar to the Sun, such that the structural properties of these coronae are likely the same as
observed for the Sun. A different picture must be drawn for the more active stars, which have
to accommodate the higher emission measure either in structures with similar sizes but higher
densities, or they are characterized by a plasma distribution with higher filling factors. An iso-
lated active corona as, e.g., in the Algol system seems to prefer the first option, while RS CVn
systems can well harbor a binary corona with a large volume and low densities. Therefore these
two configurations must be treated differently.



Acknowledgments

This thesis would not have been possible without the contributions of a large number of indi-
viduals. In particular, I would like to express my deep gratitude to my supervisor Prof. Dr.
Jiirgen H.M.M. Schmitt, who provided me with constant and excellent support during the
course of this work. I especially appreciate his valuable advice and his bright spirit providing
me with a lot of enthusiasm. In addition, he patronized my scientific career with his readiness
to let me benefit from his excellent connections and his broad experience.

It was always a great pleasure to discuss with Dr. Vadim Burwitz, and I appreciate his gen-
erosity in every concern. Particularly, his help in reducing the Chandra LETGS data providing
me with most useful data was an essential element of this work.

A lot of experience in programming, Linux, ANSI C, GUI programming, etc., I owe to
Dr. Rainer Wichmann, a pleasant fellow and room-mate, whose reliability and experience,
but also his special character were of high value for me. I appreciate his contribution to the
CORA program and to Chapter 2, and the collaboration in this project was very fruitful.

Dr. Matthias Hiinsch gave me the idea to work with Jiirgen Schmitt. I never regretted to
follow his advice. I appreciate that he carried me through critical times during the work, and
his careful reading of my thesis.

During my visit to Utrecht, Dr. Rolf Mewe cared for me with important insights into SRON,
the Space Research Organization of the Netherlands, and provided me with interesting data,
which enabled me to work out results presentable to the scientific community.

An important aspect to mention is the cooperation with my co-authors in the publications
who contributed to the work with ideas and criticism, which helped to improve the results.
Special thanks to the principal investigators of the instruments. Without their efforts, no
scientific work would be possible.

My colleagues Dr. Rainer Wichmann, Dr. Marc Hempel, Ansgar Reiners, Birgit
Fuhrmeister, and Nadine Nettelmann gave me valuable corrections for wording, grammar,
and helped me to remove a tremendous number of obsolete commas.

I thank Marc Audard for careful reading with useful ideas, and Dr. Manuel Giidel for
useful discussion and contributing with Fig. 1.5.

All work is not possible without good friends. I am glad that I have a number of friends, and I
would like to mention my closest friends Markus Gotze, Volkmar Niemann, and Reinhold
Bussmann, who also supported this work with his experience in grammar and language.

Special thanks to my parents, who taught me the ambition and the idealism to stay the course
through this work.

I acknowledge financial support from Deutsches Zentrum fiir Luft- und Raumfahrt e.V. (DLR)
under 500R98010.



VI

Chapter 1.

Acknowledgments



Contents

Introduction

1.1 General . . . . . . L e e e e

1.2 Solar and stellar activity . . . . . . . .. ... L oL

1.3 Theinstrument . . . . . . . . . . L
1.3.1  The Chandra X-Ray Observatory (CXO) . .. .. ... .. ... .....
1.3.2  The Low Energy Transmission Grating Spectrometer (LETGS) . . . ..

1.4 Analysis . . . . . .. e
1.4.1  Atomic physics of He-likeions . . . . .. ... .. ... ... .......
1.4.2  Density diagnostics with Fe xX1 lineratios . . . . ... ... ... ....
1.4.3  Measuring plasma temperatures with line ratios . . . . . ... ... ...
1.4.4  Optical deptheffects . . . . . ... ... . oo Lo
1.4.5  Analysis of magnetically confined loops . . . . . . ... ... ... ....

1.5 Scopeofthiswork . . . . . . . . ...

Fitting of individual emission lines

Density diagnostics for Capella and Procyon
Analysis of a Chandra LETGS spectrum of Algol
Coronal density diagnostics for seven cool stars

Influence of UV radiation fields on the density diagnostics
for Algol and Procyon

Influence of UV radiation fields on
density diagnostics with He-like triplets

Summary and concluding remarks

8.1 Results of density diagnostics . . . . . . . . .. ..o oL o
8.2 Comparison withthe Sun . . . . . .. ... ... Lo oo
8.3 Results of analyzing radiation fields . . . . ... .. ... ... ... 0.,

8.4  Particular comparison between Capella and Procyon . . . . . . .. ... ... ..

VII

23

29

43

59

69



VIII

8.5
8.6
8.7
8.8

Contents

A detailed analysisof Algol . . . . . . . ... 90
A special reduction software . . . . . ... ... L Lo L 91
Comparison with other recent work . . . . . .. .. ... ... .. ........ 91

Future perspectives . . . . . . . . ... L e 91



1.1 General

Chapter 1

Introduction

1.1 General

The detailed investigation of the Sun in the
17t century by Galilei (1613) revealed the so-
lar surface being not as uniform as was ex-
pected. Instead, a number of dark spots was
discovered, and later (Schwabe 1856) the 11-
year cycle with varying frequency of sunspots
was found. While the undisturbed solar sur-
face has a temperature of about Tog = 5700 K,
the spots are darker because the temperature
in the spots is about 1200 K lower. Strong
magnetic fields are measured in the center of
sunspots by use of the Zeeman effect (Hale
1908, King 1934). The number of spots can
therefore be considered a measure for magnetic
activity of the Sun.

The corona (a word from the Latin meaning
of crown) is the outermost region of the so-
lar atmosphere. But, due to it’s faintness, the
corona is visible only during total solar eclipses
when light from the solar surface is blocked by
the Moon. Changes in the solar corona def-
initely correlate with sunspots (cf. Fig. 1.1)
and the sunspot cycle. The magnetic activity
is therefore tightly connected with the behav-
ior of the corona.

The discovery of highly ionized iron by
Grotrian (1939) revealed that the corona of
the Sun must be very hot (~ 106 K = 1 MK).
Large quantities of X-rays can therefore be pro-
duced while the cooler solar surface produces
no X-ray emission at all (cf. Fig 1.1, right
panel). In Fig. 1.1 the Sun in the visible light
with sunspots is seen in the left image, and
in the right panel an X-ray image taken at

the same time is shown. From the X-ray im-
age it is clearly visible that the bright parts of
the X-ray corona are associated with sunspots
(Fig. 1.1, left panel) with particularly bright X-
ray emission at the locations of the sunspots.
The bright parts of the X-ray corona are called
active regions, while X-ray dark regions can be
seen at the poles, called coronal holes. The
shape of the corona as seen in X-rays is also
known to change with the sunspot cycle.
Since the surface of the Sun is too cold to pro-
duce any X-rays, the X-ray emission produced
by the Sun originates exclusively from the hot
corona. An analysis of the X-ray emission pro-
duced by the Sun will therefore give informa-
tion about the properties and the behavior of
the solar corona.

The strong magnetic fields found in the
sunspots in connection with X-ray emitting
plasma associated with the sunspots, makes X-
ray emission a good tracer for magnetic activ-
ity.

The investigation of solar-like stars and their
coronal activity is motivated by the lack of
knowledge of long-term variablity of the Sun.
A well known example is the Maunder Mini-
mum, a period of about 70 years during the
17'" century, shortly after the discovery of the
sunspots, during which the solar activity was
significantly reduced compared to that before
today. We cannot travel back in time, we can-
not make the Sun repeat the Maunder Min-
imum or evolve any faster. But other stars
experiencing a similar evolution may be in a
different stage of evolution today. X-ray ob-
servations of solar-like stars can give an idea of
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A vigible light image (left) and an X ray image (right) of the sun.

Figure 1.1: Comparison of the Sun in visible
light (left) and in X-ray light (right). Clearly
visible is the correlation between the location
of sunspots and the intensity in X-ray light.

how typical the Sun is in the stellar context.

Particular problems with stellar observations
arise from the fact that no spatial resolution
can be achieved in any spectral range, espe-
cially not in X-rays. When investigating stellar
coronae one therefore has to rely exclusively on
spectral diagnostics and light curves. In some
very special cases, eclipse mapping can be car-
ried out in order to obtain structural informa-
tion, e.g., locating hot spots. The challenges
in doing this comprise obtaining X-ray spectra
with sufficient resolution and finding adequate
diagnostic methods, yielding reliable results.

1.2 Solar and stellar activity

The corona of the Sun is the only corona which
can be resolved spatially with current X-ray
telescopes. Consequently, the solar corona is
quite well known, while the spatial distribu-
tion of the coronal plasma in other stars can
only be deduced from the analogy to the Sun.
Before the invention of the coronograph by
Lyot in 1930, coronal observations were re-
stricted to (short) times of total solar eclipses.
Direct measurements of magnetic fields in the
solar corona are still not possible today.

In the late thirties, Grotrian (1939) and Edlén
identified the until then mysterious spectral
emission lines observed in the spectrum of the
solar corona taken from the limb. They found
them to be forbidden transitions of highly ion-
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ized iron (Fe), calcium (Ca), and nickel (Ni).
These kinds of transitions are only possible in
a very hot and tenuous plasma. The question
why the solar corona is so hot (more than 1
million degrees K) has been one of the most
exciting puzzles in astrophysics for the last 60
years, and no definite answer to that question
has been found yet. Besides the high temper-
ature the solar corona has a very low density.
Therefore, only a small fraction of the total en-
ergy out put from solar is required to heat the
corona. The total power emitted in X-rays is
only about one-millionth of the solar total lu-
minosity, so there is enough energy in the Sun
to heat the corona. An important question,
however, is how the energy is transported up
to the corona, and what mechanism is respon-
sible for the dissipation of the energy in the
corona. According to thermodynamics heat-
ing by radiation or heat conduction from the
cooler photosphere can be excluded. There-
fore non-thermal processes are to be consid-
ered. Over the years several different mecha-
nisms of powering the corona have been pro-
posed and models of mechanical processes as,
e.g., acoustic waves rivaled with magnetic pro-
cesses as, e.g., Alfvén waves, for a long time.
At first the model of acoustic waves was fa-
vored: Shock waves in the upper convection
zone, caused by rising convective elements, ac-
celerate with the decreasing density, until the
local sound speed is reached. The sound speed
is the velocity at which pressure waves propa-
gate. The resulting shock-wave dissipates the
energy in the corona. With X-ray observations
carried out with an imaging X-ray telescope
on board Skylab, the spatial distribution of
coronal plasma was discovered in 1973. It was
clearly shown that the X-ray emitting plasma
is concentrated in small structures, instead of
being distributed homogeneously. Especially
the strong spatial coincidence of X-ray bright
regions with active regions casted doubt on the
acoustic heating process, and it is now com-
monly accepted that magnetic fields do play a
fundamental role in solar and stellar activity.
A dynamo-process (Parker 1979) suggests that
in the frame of differential rotation poloidal
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(meridional) magnetic fields are converted into
toroidal fields and vice versa. Differential rota-
tion means a lattitude dependent angular ve-
locity. The angular velocity for then Sun is
by 20% larger at the equator compared to the
poles. When the toroidal fields reach the sur-
face they form the active regions. The connec-
tion between magnetic activity and both the
presence of outer convection zones and rota-
tional velocities is qualitatively plausible, how-
ever, the exact details how the corona is heated
to the measured temperatures is not well un-
derstood.

With a number of rocket flights in the sixties
and short satellite missions, e.g., the Orbiting
Solar Observatories (OSO 1-8) that flew in the
years 1962-1978, X-ray spectroscopy was car-
ried out for the solar corona. Measurements of
temperatures and densities were possible, but
little structural information about the spatial
distribution of X-ray emitting material was ob-
tained. One highlight was the discovery of the
He-like triplets (cf. Sect. 1.4.1) and the sen-
sitivity of the ratio of two emission lines to
the plasma density (Gabriel & Jordan 1969).
Stellar X-ray spectroscopy, however, was not
possible with these instruments due to lack of
sensitivity.

With the imaging telescopes flown on Skylab
(1973), YOHKOH (1991), EIT (Extreme ul-
traviolet Imaging Telescope) on SOHO (1995),
and TRACE (1998), an impressive record of
the ever changing appearance of the solar X-
ray corona has been obtained. A special mis-
sion dedicated to the investigation of the polar
regions of the Sun is Ulysses (1990). The most
characteristic features of the solar corona are
its complex structure and its strong variability.
Some features (e.g., coronal holes) persist over
time scales of months, even years, but others
(e.g., X-ray bright points) appear or disappear
over timescales of hours. The spatial distri-
bution of the coronal plasma resembles very
much the typical magnetic field topology ex-
pected for the Sun. Magnetically open regions,
e.g., coronal holes at the poles, are X-ray dark,
and are in parallel the source of the high-speed
solar wind. Magnetically closed regions have

arch-like structures (loops) as can be seen in
Fig. 1.2. A scaling law has been found by
Rosner et al. (1978) relating the temperature
maximum with the pressure and the semi-loop
length L (cf. Sect 1.4.5).

Figure 1.2:
of Fe1x at 171 A, i.e., at a temperature of 1
million degrees. Loop-like structures with all
kinds of spatial scales resembling a magnetic
topology can be identified.

The solar corona in the light

From the chronologic order it can be seen
that basically at first only the (faint) optical
luminosity of the solar corona was noticed al-
though some structural features were also rec-
ognized in white light. Only the spectral analy-
sis beginning in the thirties gave first results for
physical properties of the solar corona, while
much later the direct spatial and temporal res-
olution of X-ray emitting coronal features be-
came available. In the same chronological or-
der the investigation of stellar coronae took
place. Stellar activity is deduced from the X-
ray luminosity Ly ranging between 10%° erg/s
and more than 1032 erg/s for the most active
stars (cf. Hiinsch et al. 1998, Hiinsch et al.
1999), and a major breakthrough in our under-
standing of stellar coronae and stellar activity
has been accomplished by the Einstein mission
(1978-1981) and the ROSAT mission (1990
1999). These missions demonstrated the ubig-
uity of stellar X-ray emission by showing that
almost all classes of stars are capable of sus-



taining hot coronae (e.g., Vaiana et al. 1981,
Schmitt et al. 1995, Schmitt 1997). One of the
major findings of stellar X-ray astronomy is the
fact that indeed all late-type main sequence
stars are surrounded by coronae (Schmitt et al.
1995, Schmitt 1997). Conducting volume-
limited surveys of X-ray emission from nearby
stars using the ROSAT all-sky survey and the
ROSAT pointing program, detection rates of
100 % among the F, G, K, and M dwarfs in
the immediate solar neighborhood were ob-
tained. This implies that coronal formation
has to be considered a universal process that
occurs at the transition from a cool star’s pho-
tosphere to space. Furthermore, if one adopts
the “canonical” view that the observed activ-
ity in X-rays is of magnetic origin, this finding
implies that magnetic field generation in late-
type stars must be ubiquitous as well.

As can be seen from Fig. 1.3, the X-ray sur-
face brightness does not depend on the spectral
type, such that a classification of X-ray proper-
ties will have to be defined on other scales but
the spectral type. The only fundamental stel-
lar parameter related to X-ray emission from
cool stars, is the rotation (and the age) so far.
Other stellar parameter as, e.g., the mass or
the radius are to present knowledge not suited
to predict X-ray emission properties, and find-
ing classification schemes is a major challenge
for present and future investigation.

The limited energy resolution of the
ROSAT PSPC (Position Sensitive Propor-
tional Counter) has been used to determine the
so-called hardness ratio HR=(H-S)/(H+S), a
measure for the mean energy of the collected X-
ray photons. The hardness ratio yields a high
value close to +1, in the case that most of the
photons are measured in the hard band H, and
a low value close to -1 in the case that most of
the photons are found in the soft energy band
S. The hardness ratio of the complete sample
of nearby stars as measured by Schmitt (1997)
is shown in Fig. 1.4. A trend of harder X-ray
emission for stars with more X-ray output can
be seen. From this trend the usage of the X-
ray luminosity as a measure for activity seems
to be justified. Schmitt (1997) finds the me-
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Figure 1.3: Volume limited complete sample
of nearby (d < 13 pc) cool stars, with mean X-
ray surface brightness Fx vs. B —V color (cf.
Schmitt 1997). F and G type stars are plotted
as diamonds, K and M (d < 13 pc) type stars
as triangles (cf. Schmitt et al. 1995), and A
type stars as upper limits. For comparison the
typical X-ray surface flux level (in the ROSAT
PSPC band pass) from solar coronal holes is
shown by the two dashed lines. Clearly the
observed solar coronal hole surface flux pro-
vides a good description of the observed stellar
minimum X-ray surface flux.

dian of the observed X-ray luminosity distri-
bution function to be at log Lx = 27.5, which
is somewhat above the typical solar maximum
emission level, hence the Sun seems to be a
star with an activity level below average. This
is also apparent from Fig. 1.3.

Another indication of the connection between
magnetic activity and X-ray luminosity has
been found by Giidel et al. (1997). They mea-
sured luminosities with the ASCA and ROSAT
satellites for a sample of nine solar-like G stars,
which are ostensibly single with ages ranging
from 70 Myr to 9 Gyr. They find X-ray lu-
minosities ranging from 1 to 500 times that of
the quiet Sun. Their spectra were reduced and
analyzed using the XSPEC software (Arnaud
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Figure 1.4: Plot of X-ray surface brightness
Fx vs. spectral hardness HR=(H-S)/(H+S)
between soft (S) and hard (H) ROSAT PSPC
counts for nearby F and G (d < 13 pc) stars
(diamonds) and K and M (d < 7 pc) stars (tri-
angles). The correlation between hardness and
total X-ray output is obvious, but a large scat-
ter around the regression curve is also appar-
ent. A typical value in terms of Fx and HR for
a solar coronal hole is also shown (®). (Taken
from Schmitt 1997)

1996) package, applying the Raymond-Smith
code (Raymond & Smith 1977) in comparison
with the MEKAL code (Mewe et al. 1995) in
order to obtain three-temperature fits. Lumi-
nosities were calculated by integration of the
model spectra, and for both codes quite a con-
vincing trend is found (Fig. 1.5), portending
high X-ray emission associated with fast rota-
tion, supporting the theory of magnetic activ-
ity associated with the X-ray luminosities.
Rudimentary spectroscopic analysis was
carried out with FEinstein, e.g., for Capella.
Holt et al. (1979) used the solid-state spec-
trometer (SSS) on board the Finstein ob-
servatory, and performed a two-temperature
fit, yielding a best fit for the complete mea-
sured spectrum. They used line lists from
Raymond & Smith (1977, 1979), and assumed
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Figure 1.5: X-ray luminosities, as measured
by Giidel et al. (1997) vs. rotational period for
the RS code (Raymond & Smith 1977) and the
MEKAL code (Mewe et al. 1995). A convinc-

ing trend was found.

an isothermal source in collisional equilibrium.
Elemental abundances were assumed to be so-
lar, except for Mg, Si, S, and Fe, which varied
freely in their fitting procedure. They claimed
to have identified Mg x1, Sixiii, Sxv, and Fe.
These so-called global fits are very popular
for obtaining useful results from low-resolution
spectra, but are occasionally applied to high-
resolution spectra as well (e.g., Giidel et al.
2001a,b).  FEinstein spectra of Capella with
a much better resolution have been obtained
by Mewe et al. (1982) with the objective grat-
ing spectrometer (OGS), covering the range
5—30 A with a resolution <1 A. They also find
a bimodal temperature distribution of emission
measure, and identify O vii, Fe xvii, Fe XvIii,
Fe xx1v, and NeX. A spatial distribution of
the hot plasma similar to the Sun (Fig. 1.2) is
found to be possible for Capella as well. Also
the Focal Plane Crystal Spectrometer (FPC)
on board FEinstein has been used to obtain
a spectrum of Capella (Vedder & Canizares
1983), and O vii1, Fe xvi1, and Fe XX were iden-
tified, O viI, however, was not detected. They



found no high temperature component with
global fitting because the observed ions are
not produced in plasma at temperatures above
~ 20MK. They also argued that many loops
with similar sizes and pressures can produce a
nearly isothermal plasma while a second pop-
ulation of longer loops would be required to
account for the hotter component.

From the Sun we know that the filling fac-
tors (describe percentage of the available vol-
ume filled with emitting material) in active re-
gions are small (Acton 1996), e.g., f = 7%,
but larger filling factors, i.e., the occupation of
larger volumes in stellar coronae, can accom-
modate the larger observed X-ray outputs. On
the other hand, higher electron densities ne can
lead to higher emission measures, which scale
with the square of the densities: EM ~ n?V.
Estimating the emitting volume V = 47 R2f/
with the solar radius R, and a height ¢ pro-
portional to the semi-loop length, a value for
n2¢ ~ EM can be derived. High emission
measures can therefore be produced by large
semi-loop lengths /4, large filling factors f, or
by higher densities n.. Independent measure-
ments of £ and f are possible for the Sun, e.g.,
with TRACE (as in Fig. 1.2) but not for other
stars. Density measurements, however, can be
performed by means of spectroscopy, paving
the way to a better understanding which op-
tion nature chooses.

Most of these X-ray data were only broad
band data and permitted only very crude spec-
tral diagnostics. Higher spectral resolution
data were obtained in the extreme ultravio-
let band (A > 90A) with the EUVE satel-
lite (1992) (A/AX ~ 100). But because of
the small effective area of its spectrometers
only the very strongest sources could be stud-
ied (cf. Schmitt et al. 1994, Schmitt et al.
1996a, Schmitt et al. 1996b). Only recently,
high-resolution X-ray spectroscopy has become
possible with the grating spectrometers on
board Chandra (LETGS, HETGS) and XMM-
Newton (RGS), opening a next phase of inves-
tigation of physical properties of stellar coro-
nae by means of spectroscopy. The spectral
resolution is typically A/AX ~ 200 — 500 de-

Chapter 1. Introduction

pending on the instrument and wavelength of
interest. At such resolution individual lines can
be identified and line ratios can be computed.
However, the spectral resolution is insufficient
to measure Doppler shifts and line profiles
when line broadening is less than ~ 500 km/s.
My PhD thesis is based on data obtained with
the Chandra observatory, and I will give a de-
tailed summary of the properties of the instru-
ments on board Chandra with a special focus
on the LETGS (Sect. 1.3.2). Especially, in-
dependent density measurements have become
available and are for the first time applied to
stellar coronae, enabling us to decide whether
higher densities or larger filling factors lead to
the higher emission measure in stellar coronae
compared with the Sun. Therefore, I describe
the atomic physics required for a complete un-
derstanding of the independent density diag-
nostics in Sect. 1.4.

1.3 The instrument

1.3.1 The Chandra X-Ray Observa-

tory (CXO)

The Chandra X-ray Observatory (CXO) is the
U.S. follow-up to the FEinstein Observatory.
Chandra was formerly known as AXAF, the
Advanced X-ray Astrophysics Facility, but re-
named by NASA in December 1998 honor-
ing the Indian astrophysicist Subrahmanyan
Chandrasekhar (1910-1995). Originally three
instruments and a high-resolution mirror as-
sembly consisting of six nested concentric mir-
ror shells in one spacecraft were planned, but
the project was reworked in 1992 and 1993.
The Chandra spacecraft carries now a high-
resolution mirror assembly consisting of four
shells, two imaging detectors, and two sets of
transmission gratings. Important Chandra fea-
tures are: high spatial resolution, good sensi-
tivity from 0.1 to 10keV, and the capability
for high spectral resolution observations over
most of this range. Chandra is in an ellipti-
cal high-earth orbit allowing uninterrupted ob-
serving intervals of more than 48 hours.
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Table 1.1: Summary of the telescope mirrors
used in various X-ray missions.

X-ray Telescope Mirrors
EXOSAT |[ROSAT |BBXRT/ASCA |Chandra | XMM

40 cm 70 cm
one module lone module
118 nested
one module

1400
two modules

Mirror Characteristic Einstein

aperture diameter 58 cm 28 cm 83 cm 1.2m

4 nested

4 nested |58 nested
lone module

mirrors 2 nested |4 nested

6000

114
0 three modules

geometric area 350 80 1100

grazing angles
(arcmin)
focal length (m) 3.45 1.09 2.4 3.8 10 7.5

40-70 90-110  |83-135 |21-45 27-51 18-40

mirror coating INi Au Au Au Ir Au
highest energy focused (keV) ||5 2 2 12 10 10
on axis resolution (arcsec) 4 18 4 75 0.5 20

A summary of a number of other X-ray mis-
sions is given in Tab. 1.1. As can be seen the
major improvement is the excellent spatial res-
olution with a large aperture diameter. Con-
cerning the geometrical area, XMM is certainly
superior, while Chandra is rather comparable
with ROSAT in this respect.

The X-ray Optics

The heart of the observatory is, of course, the
X-ray telescope. X-rays can be focused only
by means of grazing-incidence where the angle
between the incident ray and the reflecting sur-
face is less than a critical angle. This critical
grazing angle is approximately 102(2p)'/2/E,
where p is the density in g/cm® and E is the
photon energy in keV. Thus, higher energy
telescopes must have dense optical coatings
(iridium, platinum, gold, etc.) and small in-
cidence angles. The X-ray optical elements for
Chandra and similar telescopes resemble shal-
low angle cones, and two reflections are re-
quired to provide good imaging over a use-
ful field of view. The first CXO surface is
a paraboloid and the second a hyperboloid
— the classic Wolter-1 design. Hans Wolter
developed this system in 1951 for X-ray mi-
croscopy in Kiel. The collecting area is in-
creased by nesting concentric mirror pairs, all
having the same focal length. The wall thick-
ness of the inner elements limits the number
of pairs, and designs have tended to fall into
two classes: Those with relatively thick walls

achieve stability, hence angular resolution, at
the expense of collecting area; those with very
thin walls maximize collecting area but sacri-
fice angular resolution. NASA’s Einstein Ob-
servatory (1978), the German, US ROSAT
(1990), and the CXO optics are examples of the
high-resolution designs, while the Japanese-
American ASCA (1993) and European XMM
mirrors are examples of emphasis upon large
collecting area.

The mirror design for CXO includes

eight optical elements comprising four para-
boloid/hyperboloid pairs which have a com-
mon ten-meter focal length, element lengths
of 0.83m, diameters of 0.63, 0.85, 0.97, and
1.2 m, and wall thicknesses between 16 mm and
24 mm. Zerodur, a glassy ceramic from Schott,
was selected for the mirrors because of its low
coefficient of thermal expansion and previously
demonstrated capability (ROSAT) of permit-
ting very smoothly polished surfaces. Origi-
nally, six mirrors were planned, but only four
were realized due to reduction of funds.
X-ray testing demonstrated that the CXO mir-
rors are indeed the largest high-resolution X-
ray optics ever made; the nominal effective area
(based on the ground calibrations) is shown as
a function of energy in the left panel of Fig. 1.6,
in comparison with those of the Finstein and
ROSAT predecessors. The CXO effective area
is about a factor of four greater than that
of FEinstein. The effective areas of CXO and
ROSAT are comparable at low energies, be-
cause the somewhat smaller ROSAT mirrors
have larger incidence angles; the smaller inci-
dence angles of CXO yield more throughput
at higher energies. The fraction of the inci-
dent energy included in the core of the ex-
pected CXO response to 1.49 keV X-rays (point
source) is shown as a function of image radius
in the right panel of Fig. 1.6 including early
in-flight data. The responses of the FEinstein
and ROSAT mirrors also are shown. The im-
provement within 0.5” is dramatic, although
it is important to note that the ROSAT mir-
rors surpassed their specification and were well
matched to the principal detector for that mis-
sion.
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Figure 1.6: Comparison between Chandra, ROSAT, and Finstein. Left panel: Nominal effec-
tive areas for the telescopes. Right panel: encircled energy fraction at 1.49keV.

The Instrumentation

CXO has two focal plane instruments — the
High-Resolution Camera (HRC-I and HRC-S
for imaging and spectroscopy) and the Ad-
vanced CCD Imaging Spectrometer (ACIS-I
and ACIS-S). Each of these instruments has
two detectors, one optimized for imaging of X-
rays that pass directly through the optics and
the other optimized for imaging X-rays that
are dispersed by the objective transmission
gratings when the latter are commanded into
place directly behind the HRMA (High Reso-
lution Mirror Assembly). Each focal-plane de-
tector operates essentially in photon counting
mode and has low internal background. A slide
mechanism is utilized to place the appropriate
instrument into the focus of the telescope. Pro-
vision for focus adjustment is also present.

The Focal Plane Instruments
(Detectors)

The High Resolution Camera HRC was built
at the Smithsonian Astrophysical Observatory
in Cambridge, MA (SAO), and the PI is Dr.
S. Murray. The HRC-I (imaging mode) is
a large-format 100-mm-square microchannel
plate coated with a cesium iodide photocath-
ode to improve X-ray response. A conventional
cross-grid charge detector reads out the photo-
induced charge cloud and the electronics can
determine the arrival time as accurate as 16 us,
and the position with a resolution of about
18 um or 0.37". The spectroscopy readout de-
tector (HRC-S) is a 300 mmx 30 mm, 3-section
microchannel plate (MCP) (cf. Fig. 1.10). Sec-
tioning allowed the two outside sections to be
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tilted in order to conform more closely to the
Rowland circle that includes the low-energy
gratings (cf. Fig. 1.7).

The ACIS is built by the Massachusetts In-

LETGS

" Focal Plane
" Detector

Figure 1.7: Construction of the observatory
in spectroscopic mode. The X-ray light is fo-
cused by the four mirrors (left), and is dis-
persed by the transmission grating. The de-
tector is placed in the focal plane.

stitute of Technology’s Center for Space Re-
search in collaboration with Lincoln Laborato-
ries with Prof. G. Garmire of the Pennsylva-
nia State University as the Principal Investi-
gator. Lockheed-Martin integrated the instru-
ment. It has two charge coupled-device (CCD)
detector arrays: ACIS-I is optimized for high-
resolution spectrometric imaging, and ACIS-
S is optimized for readout of the high-energy
transmission gratings, although these functions
are not mutually exclusive. The ACIS-I is a
2x2 array of CCDs. The 4 CCDs tilt slightly
toward the optics to match the focal surface
more closely. Each CCD has 1024x1024 pixels
of 24 pm (0.5") size. The ACIS-S is a 1x6 array
with each chip tilted slightly to match the Row-
land circle and includes two back-illuminated
CCDs, one of which is at the best focus po-
sition. The back-illuminated devices cover a
broader bandwidth than the front-illuminated
chips and, under certain circumstances, may
be the best choice for high-resolution, spectro-
metric imaging.

The Transmission Gratings

Both sets of objective transmission grat-
ings consist of hundreds of co-aligned facets
mounted to supporting structures on 4 an-
nuli (one for each of the four co-aligned mir-
ror pairs) to intercept the X-rays exiting the
HRMA. In order to optimize the energy reso-
lution, the grating support structure holds the
facets close to the Rowland toroid that inter-
cepts the focal plane. The Low Energy Trans-
mission grating is shown in Fig. 1.9. The High
Energy Transmission Grating (HETGS) looks
very much the same with the inner two rings
assigned to the High Energy Grating (HEG)
and the outer two rings the Medium Energy
Grating (MEG).

The High-Energy Transmission Grating
(HETG) provides high-resolution spectroscopy
at the higher end of the CXO energy range.
Prof. C. Canizares of the Massachusetts Insti-
tute of Technology Center for Space Research
is the Principal Investigator. This group de-
veloped the instrument in collaboration with
MIT’s Nanostructures Laboratory. The HETG
has 336 2.5cm square grating facets. The
HETG uses gratings with two different periods
which are oriented to slightly different disper-
sion directions, forming a shallow “X” image
on the readout detector. The inner two rings
of the support structure are the high-energy
grating facets, and the outer two rings are the
medium-energy grating facets. The ACIS-S is
the primary readout for the HETG.

A detailed description of the LETGS is given
in Sect. 1.3.2.

The effective areas for the CXO gratings are
presented in Fig. 1.8 in comparison with the
Reflection Grating Spectrometer (RGS) on-
board XMM and the spectral ranges of earlier
X-ray missions. As can be seen, the LETGS
has the largest wavelength range, comprising
the ranges of both ROSAT and Finstein, re-
spectively. When transforming total X-ray lu-
minosities Lx for comparison with earlier mis-
sions, the spectral range can be adapted to the
spectral ranges of, e.g., ROSAT or Finstein
without the need of any model.



10

The gratings HEG and MEG on board Chan-
dra as well as the RGS on board XMM pro-
vide large effective areas between 1.2 and 31 A.
With this spectral range the are centered on
wavelengths containing the L-shell lines from
ionization stages of Fe XviI to Fe XX1v and the
K-shell lines of hydrogenic and helium-like ions
of oxygen through nickel. The decline of effec-
tive area is quite dramatic for the HEG and
the MEG at wavelengths above 17 A.

Effective areas of different instruments
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Figure 1.8: Effective areas for the gratings
onboard Chandra in comparison with RGS on-
board XMM, and earlier missions (only spec-
tral ranges).

1.3.2 The Low Energy Trans-
mission Grating Spectrometer
(LETGS)

The Low-Energy Transmission Grating

(LETG) provides high-resolution spectroscopy
at the lower end of the CXO energy range.
Dr. A. Brinkman of the “Space Research Or-
ganization of the Netherlands” (SRON) is the
Principal Investigator. The LETG was devel-
oped in collaboration with the Max Planck In-
stitut fiir Extraterrestrische Physik, Garching
(Dr. P. Predehl). The LETG has 540 1.6 cm
diameter grating facets, three per grating mod-
ule. Ultraviolet contact lithography was used
to produce an integrated all-gold facet bonded
to a stainless-steel facet ring. An individual
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Figure 1.9: The Low Energy Transmission
Grating was designed, tested, and adjusted by
MPE, Garching. The assembly of the grating
elements was built by the company of Heiden-
hain at Traunreut. 540 single grating facets are
mounted on a ring shaped frame with very high
precision. During the mission the whole grat-
ing ring can be switched into the beam path
of the telescope to perform spectroscopy. The
diffractive effect of the grating can be seen in
the optical light by its decomposition in spec-
tral colors.

facet has 0.43 pm-thick gold grating bars with
50% filling factor and 9920 A period, resulting
in 1.15 A/mm dispersion. The HRC-S is the
primary LETG readout detector.

As can be seen from Fig. 1.9, a ring-like frame
is used as a support structure for the grating
facets. This ring can be inserted into the beam
in a way that one ring will be directly behind
each mirror. It can be seen that originally six
mirrors were planned, but only four were real-
ized due to limited funds. The construction is
shown in Fig. 1.7. The X-ray light, focused by
the mirrors (High Resolution Mirror Assembly
HRMA), is dispersed in transmission. The de-
tector (HRC) is divided into three segments in
order to account for the focal plane to be a sec-
tion of a circle, the Rowland circle. The gaps
between the segments cannot be used for anal-
ysis, and in order not to loose the same part
of the spectrum on both sides of the detector.
The 0'" order is shifted off center, so the con-
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struction is not completely symmetrical. An
extra benefit from this asymmetric construc-
tion is that the wavelength range covered by
the LETGS is a little bit larger on one side of
the detector.

1.3.2.1 Obtaining Spectra from the

HRC

The High Resolution Camera HRC

The HRC is a microchannel plate (MCP)

detector with high spatial resolution but low
energy resolution. It has a large field of
view and is useful for imaging large objects
(e.g., galaxies, supernova remnants, clusters of
galaxies), or a large region of the sky with high
resolution. In spectroscopy mode the HRC-S
is used to collect the dispersed spectrum from
the LETGS. The ACIS can also be used but is
less sensitive and yields a smaller wavelength
range. But the higher intrinsic energy resolu-
tion allows for disentangling higher dispersion
orders from the first dispersion order, which is
not possible with the HRC-S.
Fig. 1.10 shows the focal plane layout of the
HRC. HRC-I (imaging mode) has its max-
imum linear dimension along the dispersion
direction of the Low Energy Transmission
Grating (LETG), for which it is the backup
readout. HRC-S consists of three separate
100 mm x 27 mm segments. The outer two seg-
ments are tilted toward the HRMA in order to
approximately match the LETG Rowland sur-
face. UV /Ion shields (to block UV and low en-
ergy ions) consisting of aluminized polyamide
are shown in Fig. 1.10.

The extraction procedure using the
HRC-S

Due to the limited intrinsic energy resolu-
tion of the MCP the spectra are obtained ex-
clusively from the spatial distance along the
dispersion direction between individual pho-
tons encountered and the 0 order. The pro-
cedure is demonstrated in Fig. 1.11. Shown are
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Figure 1.11: X-ray Image of ¢ Eri obtained by
the HRC-S with the LETGS as grating. Only
the extraction regions containing the spectral
trace (middle) and adjacent regions for obtain-
ing the instrumental background are shown.

only the parts of the image used for the extrac-
tion, consisting of three horizontal extraction
regions associated with the spectral trace and
the adjacent instrumental background. The
shapes of the extraction regions are optimized
in order to collect as many source photons as
possible while keeping the background as low
as possible. The extraction regions are inter-
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rupted by the 0'" order, which is marked by the
thin vertical line at 0 A, and the gaps between
the microchannel plates, where no photons can
be extracted. Negative wavelength values in-
dicate the spectrum associated with the left
dispersion direction, which should be symmet-
rical to the positive wavelength scale. How-
ever, left and right sides are treated separately
during the extraction. The spectral trace is in
the middle horizontal stripe, within which the
source photons are collected. The regions asso-
ciated with the background are scaled in a way
that the area is always a factor ten larger than
the corresponding area for the spectral trace.
As can be seen in Fig. 1.11, the gaps are not
at the same distance from the center, which
is intended for retaining the chance to mea-
sure what is lost on the respective other side
of the detector. Along the dispersion direc-
tion the image is divided into bins, which can
be converted into a wavelength scale by using
the distance from the 0*" order and the lat-
tice parameter of the grating. The number of
pixels included in cross dispersion direction is
optimized for collecting as many source counts
as possible while keeping the background as
low as possible. The number of photons for
each bin returns a count spectrum. Since the
point spread function becomes broader near
the edge of the detector, larger areas for pho-
ton counting are necessary there, in order not
to loose too many source counts spread out-
side the defined extraction region. As can be
seen in Fig. 1.11, the same spectrum should be
measured on both sides of the 0 order, such
that, ideally, the two spectra can be co-added,
in order to increase the signal to noise ratio
(S/N). This is justified at least for the central
segment for wavelengths up to ~ 50 A shown
by Ness et al. 2001a (cf. Chapter 3). For this,
individual lines are measured on both sides sep-
arately, and their measured wavelengths are
compared. The differences are smaller than
the average line width, and the calibration is
therefore sufficient for co-adding both spectra
without loosing resolution. However, one can
always measure on both sides separately, if am-
bigous spectral features provoke suspicion of
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malicious co-adding.

1.4  Analysis

Since the methods are only briefly described in
the papers, a detailed description of the meth-
ods applied in order to obtain densities and
temperatures is given in this section.

1.4.1 Atomic physics of He-like ions

In general, spectroscopic density measure-
ments rely on processes that depend on col-
lisional (de-)excitations. The coronal plasma
can be considered a collisional plasma, i.e., all
excitations are induced by collisions. This is
justified from, e.g., the low optical depths (cf.
Sect. 1.4.4). Radiative de-excitations of the ex-
cited states are related with very much differ-
ent time scales 7,q. Resonance lines are per-
mitted transitions with small time scales 7y,4,
while, e.g., intercombination lines with changes
of the multiplicity are forbidden, i.e., have very
low transition probabilities and thus compa-
rably long time scales 7,q. However, these
time scales are all much smaller than typical
time scales for collisions 7., when considering
the low densities in coronal plasmas. Excited
states which can only return to the ground
level via a forbidden transition can thus be
de-populated by this radiative transition. In
coronal plasmas with higher densities, the time
scales for collisions 7., will become smaller,
such that for forbidden transitions they can
become comparable to the radiative time scale
(Trad = Teol). A density dependent balance of
radiative transitions and excitations by colli-
sions into higher excited states is reached. The
forbidden transition is favoured in a plasma
with a low density, while the latter process is
more likely in a high-density plasma, which al-
lows for a higher frequency of collisions. The
He-like triplets consist of a resonance line, an
intercombination line, and a forbidden line.
The time scales for radiative decay T.,q are
different for the intercombination line and the
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forbidden line, yielding a higher value for the
forbidden line. Therefore the ratio of these two
lines is density sensitive in low density plasmas,
where the intercombination line can be consid-
ered a permitted line in comparison with the
forbidden line. The naming convention abbre-
viates the resonance line with an r, the inter-
combination line with i, and the other forbid-
den line with an f.

The theory of the atomic physics of He-
like triplets has been developed by Gabriel &
Jordan (1969) and refined by, e.g., Blumen-
thal et al. (1972), Mewe & Schrijver (1978),
Pradhan & Shull ~ (1981),  Pradhan et al.
(1981), Pradhan (1982), Pradhan (1985), and
recently Porquet et al. (2001). The term dia-
gram and a typical spectrum referring to the
term diagram are shown in Figs. 1 and 2 of
Sect. 7. Basically, the excited states 1s21 (I is
either s or p) split up into the terms 1s2p 'Py,
1s2p3Pg 1 2, 152535y, and 1s2s 'Sy out of which
the levels with J # 0 decay to the ground state
1s2 1Sy through the resonance line r, the in-
tercombination line i, and the forbidden line
f, respectively; the latter two lines involve
spin changes and therefore violate the selection
rules for electric dipole radiation. Although
the radiative transition rate for the forbidden
line is quite small, the excited 23S state does
still decay radiatively in a low-density plasma,
because collisional depopulation processes are
very rare. In a high-density plasma collisional
de-excitations dominate and hence the forbid-
den line disappears. Since these de-excitations
will populate the level 23P the intercombina-
tion line will become stronger while the forbid-
den line will become weaker, such that the ratio
of f/i is smaller in high-density plasmas. The
range of densities measurable by this method is
limited by the low-density limit at which colli-
sions are too rare to de-populate the level 23S
(associated with the forbidden line) and the
high-density limit at which also the level 23P
(associated with the intercombination line) will
be de-populated by collisions before it can de-
cay radiatively. Complications arise from other
competing processes populating and depopu-
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lating the 3P and 3S levels. These are in par-
ticular radiative transitions induced by, e.g.,
the underlying photospheric stellar radiation
field (discussed in Sect. 1.4.1.1) as well as ion-
ization and recombination processes from the
Li-like and H-like ions, respectively. Basically
the first effect ist most severe for He-like ions
in low ionization stages, while the latter affects
more the highly ionized ions. It is customary
to describe the measured line intensities r, i,
and f in terms of the ratios

and  Gops = ”r’f.

Ryp, = % (1.1)
In this work the notation of, e.g., Pradhan &
Shull (1981) is used. In other contexts (e.g.,
calculating ions of higher ionization stages) a
different notation labeling r as w, f as z, and i
as x+y is often used pointing out that the in-
tercombination line consists of two transitions,
3P1,2 —18,, also called M2 and E1 transitions,
which cannot be resolved. Theory describes
the density sensitivity of the R ratio by the
functional dependence

1
1+ ¢/¢c +ne/Nc

(Gabriel & Jordan 1969), where Ry is the low-
density limit, ¢/¢. describes the influence of
external radiation fields, and n./N, represents
the influence of (density-dependent) collisional
excitations. Electron densities n, are inferred
from equating R(n.) with Rops. The so-called
low-density limit Ry can be considered the
ratio of excitation probabilities, applies for
ne =0 and ¢ =0 in Eq. 1.2, and is given by

R(ne) = Ro

(1.2)

14+ F
Ry= —~ —
0 B

(Blumenthal et al. 1972), where B is the ra-
diative branching parameter averaged over the
two components of the intercombination line
and F' is the ratio of the collision rates from the
ground to the levels 23S and 2 3P, respectively
(including cascade effects from upper levels
through radiative transitions after excitation
or recombination). The parameter N, is the so-
called critical density (cf. Tab. 1.2), at which

1 (1.3)
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the observed line ratio is density-sensitive, and
is given by
A(238; — 118))

Ne = (L+F)C(2381 — 23P)’ 4

where A(23S; — 1!S) is the radiative
transition probability of the forbidden line,
C(23S; — 23P) is the electron collisional rate
coefficient for the transition from 23S to 2°3P,
and F' as in Eq. 1.3. Finally, the parameters
¢ (the radiative absorption rate from 23S to
23P induced by an external radiation field) and
¢ describe the additional possible influence of
the stellar radiation field on the depopulation
of the 3S state (cf. Sect. 1.4.1.1). The latter
is insignificant for the He-like triplets of higher
ionization stages, but can have a large impact
on low-Z ions, as Cv or NvI. But it is found
that in some cases the influence can be sig-
nificant for O VIl and even for Neix as well.
Values for Ry and N, are listed in Tab. 1.2. As
can be seen, a large temperature range can be
probed with the different He-like ions. While
lower temperature plasmas can be probed in
the density range around 10° cm™3, the high
temperature ions Si and Mg are only sensi-
tive at very high densities above 10'2cm™3.
The ratio G=(i+f)/r, a measure of the relative
strength of the resonance line, depends on the
electron temperature T, (e.g., Porquet et al.
2001). G can be used to derive temperatures
for the lines used for density diagnostics that
can be compared with the maximum formation
temperature Ty,.

1.4.1.1 Influence of radiation fields on
the density diagnostics with He-

like triplets

The method of He-like triplets has been applied
in the seventies and eighties for density diag-
nostics of the solar corona quite extensively.
The consideration of external radiation fields
was only important for C v regarding the tem-
perature of the solar photosphere, hence was
commonly considered negligible. The applica-
tion of this method has become available for
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Table 1.2: Atomic Parameters for He-like
triplets. Ty, is the peak line formation temper-
ature (MEKAL), Ry is the low-density limit
and N; the density where R falls to half its
low-density value (Pradhan & Shull 1981).

ion Tm/MK Ry N./(101%m™3)
Cv 1 10.6 0.051
Nvi1 1.4 4.9 0.45
Ovir 2.2 3.95 3.00
Ne1x 40 3.5 59.0
Mg X1 6.3 2.6 620
Sixinn 10.0 2.67 3090

other stars with the advent of the high res-
olution spectrometers on board Chandra and
XMM, capable of measuring individual emis-
sion lines. The investigation of densities in the
coronal plasmas of other stars requires rethink-
ing this issue, since not only different coronal
properties will be encountered, but also differ-
ent photospheric conditions. When regarding
an F star like Procyon, a comparably inactive
corona, stands in contrast to a warmer photo-
sphere, and the strong external radiation field
cannot be neglected as in the case of the Sun.
In the Algol system, a binary consisting of a K
star bearing a very active corona and a B star
which can be considered X-ray dark, the exter-
nal radiation field originating from the com-
panion B star is worth investigating. These
two examples are discussed in Chapter 5. Sur-
prisingly, the radiation field has non-negligible
effects on the density diagnostics up to O viL,
and even for NeIX the effect is noticeable in
spite of the distance of this source and the di-
lution of the radiation. This effect is estimated
by a dilution factor

1/2
1 Ty 2
=—|1—-¢q1—-(—= 1.
W= [ { (a> } ] (1.5)
(Mewe & Schrijver 1978) where r, is the ex-
tent of the radiation source (e.g., the stellar
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radius) and a is the distance between the ra-
diation source and the plasma under investi-
gation. Normally the surface of the star itself
is the dominant radiation source, and in these
cases a = 1y, i.e.,, W =1/2, is used.

In order to estimate the contribution of the
radiation field to the line ratio f/i, described
by the term ¢/¢. in Eq. 1.2, measurements of
the flux at the respective wavelengths for the
transition f—i must be carried out. The wave-
lengths at which the radiation must be mea-
sured depend on the He-like ions because the
energies in the term diagram depend on the
potential of the nucleus. From the energy dif-
ference of the levels i and f the wavelengths can
be calculated, and they all lie in the ultraviolet
range. Appropriate missions for these kinds of
measurements are, e.g., the IUE (International
Ultraviolet Explorer) mission or the new Hub-
ble STIS instrument. The fluxes obtained from
these missions can be converted to intensities,
which can be compared with Planck curves
in order to obtain the radiation temperatures.
The correct Planck curve will be used to esti-
mate the term ¢/¢.. The details of this pro-
cedure using IUE data are described in Chap-
ter 3 (Ness et al. 2001a), Chapter 6 (Ness et al.
2001c), and Chapter 7 (Ness et al. 2001d).

1.4.2 Density diagnostics with

Fe xx1 line ratios

In addition to He-like ions, ions with more than
two electrons can be used as a density diagnos-
tic. Line ratios of Fe XXI can be used as density
diagnostics for plasmas with electron densities
in the range of 10! —10'* cm 3 since the popu-
lations of the ground configuration (1s22s22p?)
levels vary with n, (Mason et al. 1979). The
ground configuration of Fe xx1 1522s%2p? splits
up into 3P, 'D, 'S. The energy difference be-
tween the ground state 3P( and the excited lev-
els 3Py and 3Py is 9 eV and 14.5 eV, respec-
tively, and 30 eV between ground state and
1D,. In low-density plasmas virtually all atoms
are in the ground state 3P(, while in high-
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Figure 1.12: Term diagram of FexX1i. The
excited level 2s2p338; can be populated from
the ground level states 25°2p®3P, and 3P;.
Since the transition 3P,-3P, is forbidden
(AJ> 1), it can decay radiatively only in low-
density plasmas, while in high density plasmas,
the collisional excitation into the excited level
2s2p® 38, will be preferred. The electron colli-
sion strength for 3Py-3S; is very small in com-
parison with 3P,-3S;, such that the line cor-
responding to the transition 3S; 3Py is strong
only in high density-plasmas.

density plasmas the occupation of excited lev-
els can be described by Boltzmann statistics.
Consequently, from excited levels certain lines
will appear only in high-density plasmas. In
contrast to He-like lines the appearance of cer-
tain lines is an indicator of high-density plas-
mas.

Generally, in a low-density plasma (n. <
10" cm3), the strongest line produced by
Fe xXI and measurable with the LETGS is the
transition 2s?2p?°3Py-2s2p®3D; at 128.73 A,
which is measured in virtually all active stars.
At higher densities (n, > 10 cm ™ 3), eg.,
the level 2s2p>3S; will be populated from the
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2522p? ground state 3Py, which in low-density
plasmas can decay radiatively via the forbid-
den transition to the ground state 3Py (cf.
Fig. 1.12), before the collisional excitation into
3S; can take place. Therefore, in the high-
density case, the long time scale for the radia-
tive decay of the forbidden transition 3Py-3Pg
gives rise to the population of 3S; level. Sim-
ilar transitions between excited states 2s2p>
and the ground state 2s?2p? are density sensi-
tive (Mason et al. 1979), and wavelengths are
97.9A (3S,-3P;), 102.2A (3S,-%Py), 11754
(®P1-%Py), and 121.2 A (3P5-3P,), which can
be measured with the LETGS, and line fluxes
with respect to the 128.73 A line can be cal-
culated. Observationally, the 128.73 A line al-
ways seems to be the strongest Fe XX1 line, sug-
gesting that coronal densities ought not to ex-
ceed n, ~ 10" cm 3, and the other Fe XX1 lines
are weaker, and it is not always clear that they
have been clearly detected.

Measured flux ratios can be compared with
theoretical flux ratios, obtained, e.g., with the
line data base Chianti (Dere et al. 2001) or
from Brickhouse et al. (1995). The theoreti-
cal flux ratio vs. n, curves are very flat for
low densities and start to deviate from the
low-density plasma situation only for values
of ne > 10" cm™3. This makes the method
insensitive for the lower limit. However, this
low-density limit lies much lower than the low-
density limit of Si X111, which is formed at simi-
lar temperatures. The method with Fe XX1 line
ratios is therefore better suited for measuring
lower densities at high temperature, while the
Si and Mg triplets can only be used for high-
density plasmas at high temperatures.

1.4.3 Measuring plasma tempera-

tures with line ratios

Plasma temperatures can be derived quite eas-
ily from ratios of emission lines emitted by
elements in different ionization stages, e.g.,
Ovir and O vil. The measured ratio is com-
pared with the temperature dependent ratio
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of the cooling functions for the corresponding
ions, which can be taken from theoretical line
data, e.g., MEKAL (Mewe et al. 1995), SPEX
(Kaastra et al. 1996), or Chianti (Dere et al.
2001). The point of this method is that the
cooling function of the ion in the lower ion-
ization stage is shifted towards lower tempera-
tures in comparison with the higher ionization
stage, so a strong dependence with the tem-
perature is found. Using ions from the same
element makes this method independent of el-
emental abundances.

The temperature dependence of the so-called
He-like G ratio can also be used for measure-
ments of plasma temperatures. The advan-
tage of this method is that it is not only in-
dependent of abundance effects but measures
the temperature within the same plasma re-
gion, while the method of using line ratios of
different ionization stages is only an average
over hotter and cooler regions. In many cases,
however, the G-ratio is not temperature sensi-
tive for the temperatures to be measured.

1.4.4 Optical depth effects

The general assumption underlying the analy-
sis of coronal plasmas is that the plasma is op-
tically thin, i.e., no radiative scattering takes
place. With this assumption the atomic data,
which are always calculated for optically thin
plasmas, can be used without any correction.
Otherwise, line fluxes from resonance lines
must be considered to be reduced , thus un-
derestimated, since absorbed photons are lost
(except for the small fraction re-emitted into
the direction of the observer). An estimate of
optical thickness can be obtained by comparing
resonance lines with large oscillator strengths
f with lines with small oscillator strengths. A
popular example is the strong Fe XvII line at
15 A (f = 2.66) in comparison with an Fexvi
line at 15.27A (f = 0.6). The theoretically
calculated line ratio 15 A line by 15.27 A line
yields the expected ratio in the case 7 = 0,
i.e., optically thin plasma, while the measured
line ratio must be smaller than this value when
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the plasma is not optically thin. The ratio of
these two ratios is called the escape factor P
of a ”homogeneous mixture of emitters and ab-
sorbers in a slab geometry” (Kaastra & Mewe
1995, Mewe et al. 2001), and can be used to
derive the optical depth 7 from

P(1) =[1+0.437] . (1.6)
Significant values for 7 can be used for calcu-
lating constraints on n.¢ by use of

r=1210"7 (”—) A, (”—H) A fq/%neé,
Nel Te T
(1.7)

where the fractional ionization is denoted by
n;/ne;, the elemental abundances by A,, the
ratio of hydrogen to electron density ng/n. =
0.85 for typical cosmic plasmas with solar
composition, the oscillator strength f for the
ion under consideration, the atomic number
M, the wavelength )\, measured in A, the
temperature 7' in K, the electron density n.
in cm™3 and the mean free path denoted
by ¢ (Schrijver et al. 1994). Uncertainties in
theoretical atomic data, however, can pose
problems, while laboratory measurement (e.g.,
EBIT; Brown et al. 2001) seem to be more re-
liable (cf. Ness et al. 2001e, Chapter 4.7).

1.4.5 Analysis of magnetically con-

fined loops

Investigation of the solar corona revealed that
the coronal plasma is confined in loop-like
structures. As can be seen from Fig. 1.2
these loops can have different sizes and lu-
minosities. An analysis of the dynamics of
the quiescent solar corona was carried out by
Rosner et al. (1978), and a relation between
the maximum temperature, the pressure, and
the length of a loop has been found and was
successfully tested with data from the S-054
Skylab telescope. They also found that hy-
drostatic solutions are stable only if the tem-
perature maximum is located at the top of
loop structures, and that acoustic mode damp-
ing in a coronal heating model is inconsistent
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with the loop model. Their scaling law reads
Tiax ~ 1.4 x 10%(pL)*/3, and

neL =13 x10°T2, (1.8)
can be derived using p ~ 2n.kT,2,, for the

pressure p, with T, the maximum tempera-
ture, sometimes also called apex temperature,
because of the finding of Rosner et al. (1978)
that the maximum temperature must be at the
peak, or apex, of the loop. n. is the apex
electron density and L the semi-loop length.
The loop geometry is considered semi-circular,
and generalizations of the basic Eq. 1.8 (also
called RTV model) have been developed by
Vesecky et al. (1979), including cross sections
that increase with height in a way representing
loop field structures by a magnetic line dipole
below the chromosphere. The scaling law is
only slightly modified by their results, which
can conveniently be approximated by introduc-
ing a factor T~%! into the scaling law (or T'*-3 in
Eq. 1.8), describing tapered loops. In the semi-
circular geometry, the cross section is constant
through the whole loop, but I' represents the
ratio of the loop cross section at the apex to
that at the loop foot-point, and is thus an ex-
pansion factor with I' = 1 for the special case
of an RTV model.

1.5 Scope of this work

With the instrument described in Chapter 1.3
and the methods described in Sect. 1.4, coronal
densities and temperatures are derived for the
well known stars Capella, Procyon, and Algol.
A description of the LETG spectrometer on
board the Chandra telescope has been given in
Chapter 1.3. The data obtained with this in-
strument have been analyzed with a program
developed by myself. The background of the
development has lead me to the name CORA,
which stands for CORonal Activity. A detailed
description is given in Chapter 2 in an article
to be submitted for publication in the Astron.
Nachr. The functionality and the comfortable
usage have invited a number of other people in
the scientific community to use this program.
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Table 1.3: Summary of stellar properties and measurement of X-ray luminosities carried out
with the LETGS for the stars analyzed in Chapter 5. Stellar properties are collected from
the literature (references given below as indicated by superscripts). ROSAT measurements
are taken from, e.g., Hiinsch et al. (1998, 1999). All X-ray luminosities Lx are given in units

108 erg/s.
Algol Capella  Procyon € Eri a Cen UX Ari
A B
HD 19356 34029 61421 22049 128620 128621 21242
Spectr. Type | K2IV ~ GIII4+ F5IV-V K2V G2V KOV  G5V/KOIV
G8/KOITI

R./R; 3.516 9.27 2.06°  0.81% 1.23  0.80"° 0.93/>4.7%°
v sini [km/s] 55 53 2.8° L7 2 1.1'7 6/37%°
P/days 2.8674'8 841 19.8°  11.18 297 42'7 6.442!
T.;r/K 45001 57007 6530° 5180 5770' 53509  5700/4750%
log g 3.216 2.6 4.05* 475" 438> 473> 4.27/3.5%
d/pc 2815 13 3.5 3.22 1.34 50%°
teap/ksec 81.4 218.5 140.7  105.3 81.5 112.76
Measured luminosities
(teg) [, 1445 276 1.05 10.57 0.673  0.54 7375
(ros) [ % 1101 266 1.14 243  0.58 0.51 1856
ROSAT? 661 419.16 1.9 2.1 0.22 1205
(ein) [, 1265 253 0.65 2.53  0.26 0.3 1693
Einstein'® 371 281 1.21 1.47  0.074  0.148 2900

(le9) Total range of the LETGS

(ros)Range 0.1-2.4 keV (ROSAT range: 5.2-124 A)

(ein) Range 0.15-4keV (Einstein range: 3-83 A)

The CORA program is particularly useful for
LETGS spectra, but is designed in a way that
other spectra can also be analyzed.

The powerful method of the He-like triplets for
density measurements (cf. Sect. 1.4.1), for the
first time applied in great detail to another star
than the Sun, is described in Chapter 3. Den-
sities and temperatures are derived for Capella
and Procyon, and conclusions to the distribu-
tion of the coronal plasma are discussed.

A similar but more extensive study of an
LETGS spectrum of Algol is given in Chap-
ter 4. Besides the He-like triplets, Fe xXI line
ratios are used to obtain plasma densities. A
number of Fe lines are detected in the spec-
trum and are used for temperature measure-

ments and estimation of optical depth effects.
The continuum emission is modeled under the
assumption of the Maxwellian bremsstrahlung
mechanism in order to derive an upper limit of
the temperature and emission measure. New
insights are found using the measured temper-
atures, densities and emission measure.

The analysis of temperatures and densities for
the seven stars Algol, Capella, Procyon, € Eri,
a Cen A and B, and UX Ari with quite dif-
ferent properties and degrees of activity is
given in Chapter 5. A summary of this sam-
ple of stars and the observations is given in
Tab. 1.3. Trends indicating higher tempera-
tures and higher densities for the more active
stars are found, although the RS CVn stars
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seem to behave differently.

The two Chapters 6 and 7 are dedicated to a
closer look on the radiation fields, posing prob-
lems on the density analysis with the promi-
nent He-like triplets. Archival data from the
IUE satellite are used to measure the influence
from the radiation fields (see also Sect. 1.4.1.1),
and a clear trend with the spectral type of the
stars is pointed out. The situation in the Al-
gol system is especially interesting, given the
exceptional situation that the radiation field
does not originate from the stellar surface but
from the companion star, making the influence
of the radiation field dependent on either the
spatial distribution of the coronal plasma or
the phase of the system. This is described in
Chapter 6, while Chapter 7 focuses more on the
comparison between the seven stars discussed
in Chapter 5.
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Chapter 2

Fitting of individual emission lines

In the frame of this work, a specific software has been developed, capable of treating spectra
measured with the Low Energy Transmission grating LETGS on board the Chandra observa-

tory.
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A tool for spectrawith small count numbers, with rigor ousapplication of Poissonstatistics
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Abstract. The adwent of pipeline-processedataboth from space-and ground-basedbsenratoriesoften disposesf the
needof full-fledgeddatareductionsoftwarewith its associatedteeplearningcune. In mary casesa simpletool doingjust
onetask,anddoingit right, is all onewishes.

In this spirit we introduceCORA, a line fitting tool basedon the maximumlik elihoodtechniquewhich hasbeendeveloped
for theanalysisof emissiorline spectrawith low countnumbersandhassuccessfullybeenusedin several publications.
CORA usesa rigorousapplicationof Poissorstatistics From the assumptiorof Poissoniamoisewe derive the probability
for amodelof the emissionline spectrunto representhe measuredgpectrumThelikelihoodfunctionis usedasa criterion
for optimizing the parametersf the theoreticalspectrumanda fixed point equationis derived allowing an efficient way to
obtainline fluxes.

As anexamplewe demonstratéhefunctionality of theprogramwith anX-ray spectrunof Capellaobtainedwith theLETGS
onboardthe Chandraobsenatory. An approactof analyzingthe Neix triplet is introduced.

Keywords: Techniquesspectroscopie X-rays:stars

1. Intr oduction

Many astronomicalatareductionpackageprovide a broad
rangeof functionality to cover all aspectof datatreatment,
from thereductionof raw input dataup to the analysisof the

final reduceddata.This impliesthatthesepackagesrehuge
andmay have a steeplearningcurve. Also, sometimesheir

dataanalysistasksrequire sophisticatednput formats (like

XSPECwhereinput needgo bein the so-calledOGIPFITS

format).

On the other hand, both space-and more recently also
ground-basedbsenatoriesoftenprovide obsenerswith pre-
processed;alibrateddata,andbasicallyoneonly would need
asimpletool doingonesimpletask(e.g.,line fitting) to per
form the final dataanalysis.Facingthis problemduring the
analysisof ChandraX-ray data,we have developedCORA, a
tool for fitting emissionlinesin spectrawith low countnum-
bers(i.e., with Poissoniarstatistics).This tool hasbeenused
in several recentpublications(e.g., Nesset al. 2001, 2002
Stelzeret al. 2002. Here we presentan outline of the tool

Correspondencto: jness@hs.uni-hanig.de

andits underlyingalgorithm,anddiscussts relationto other
software.

Given an obsened spectrumjt is often desirableto de-
terminethe parametersf spectralines by fitting a modelto
the data.The actualfit is doneby maximumlikelihood esti-
mation i.e., the probability of the datagiven the model pa-
rameterdqthe likelihood of the parametersjs maximizedby
varyingthe modelparametersUsually this maximumlik eli-
hoodestimates obtainedoy minimizing the x? function:

N 2

9 yi — f(zi;a1...ap1)

X' = ; ( p ) :
where (z;,y;) arethe obsened datapoints, N the number
of datapoints, o; the measuremeng¢rrorsof the individual

yi, and f (z;; a1 ...apr) the functionthatrepresentshe fitted

modelwith parametersa; ...axr).

However, the x? functionis only a maximumlik elihood
estimatorif the measuremergrrorsarenormally distributed
(and independent)As photonshot noisefollows a Poisso-
nian distribution (Dereniak& Crowe 1984, the assumption
of normally distributed measuremengrrorsis only valid in
thelimit of large counts.

@)
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We thereforehave the following requirements:

. Fortheanalysisof spectrafeatureswith low countsiit is
desirablao take into accountheindividualmeasurement
errorsa; for eachspectrabin, andto modelthemwith a
Poissordistribution.

. To handledifferentinstrumentsjt shouldbe possibleto
choosebetweendifferentline profiles, wherethe mini-
mum setof useful profileswould be include the Gauss,
Lorentz,andVoigt profiles.

. Toimprove portability, theformatof theinputdatashould
beassimpleaspossible possiblyplain ASCII data.This
is becausét is alwaysmucheasierto corverta sophisti-
catedformatinto a simpleronethanvice versa.

. In orderto obtainquick andusefulresults,usageshould
be simple, and there shouldbe a GUI (GraphicalUser
Interface)to guidetheuser

. The program should not require proprietarytools that
might notbe availablefor someprospectie users.

2. Data input

The spectrumto be analyzedmustbe providedasan ASCI|
file containingfive columns:(1) wavelengths(2) raw counts,
(3) errorsfor counts,(4) instrumentabackgroundn counts,
and(5) anerrorfor theinstrumentabackgroundccounts.The
non-subtractedpectrunshouldbe givenin counts,negative
valueswill not be acceptedThe instrumentalbackground
mustbe givenon the samewavelengthgrid.

As the algorithmis basedon the assumptiorof Poisso-
nianerrors,the counterrorsin the datafile areonly usedfor
includingerrorbarsin thefinal plot.

Theerrorsin theinstrumentabackgroundarenotusedin
the currentversion,insteadthey arealsoassumedo be Pois-
sonianin the algorithm. The spectrumcanalso be givenin
threecolumns(wavelength counts,andbackgrounctounts),
or two columns(wavelengthand counts).For the errorsthe
squareoot of the countnumberswill beadoptedand,in the
latter case the instrumentalbackgroundwill assumedo be
zeroin all bins.

3. Method of analysis

3.1. Background tr eatment

Before determiningthe flux of any emissionline, the back-
groundmustbe modeled The background-onsistof essen-
tially two componentsinstrumentabackgroundandsource
backgroundwhich may consistof continuumradiationand
weak,unresohedlines.

Theinstrumentabackgroundg is alsopresenton those
partsof thedetectonotilluminatedby thetargetsource such
thatit canbe obtainedfrom regionsadjacento the spectral
traceon the detector We supplythe optionto usea second-
orderpolynomialto smooththeinstrumentabackground.

A farmoredifficult taskis the determinatiorof areliable
sourcebackgroundsbg. The sourcebackgrounds by defi-
nition presentonly on the extractedspectraltrace,and may

be contaminatedy weak,unrecognizedpectralinesand/or
specificeffectsof theinstrumente.g.,higherordercontami-
nation.

In orderto estimatethe sourcebackgroundwe adopted
thefollowing procedureWe first concentrat®n the spectral
region of interest,andconsiderthe continuumin this (small)
region asconstantthusoneparametesby is sufiicientto de-
scribethe sourcebackgroundIn this region we generatea
backgroundubtractedpectrumandcalculatethe medianof
the countvaluesthusobtainedfor all binswithin theinvesti-
gated(small) part of the spectrumAll bins containingmore
countsthan 30 above this medianvalue are excludedfrom
calculatinga final medianvalue,which is usedasa constant
sourcebackgroundsbg measuredn countsA. The median
is a statisticallyrobust estimateof the continuum(which we
implicitly assumeo be flat over the consideredpart of the
spectrumpslong asmorethan50% of all binsbelongto the
sourcebackgroundi.e., the spectrumcontainsnot too mary
lines.

For eachbin i with thebin-sizeAX in A we thusobtaina
totalvaluefor thebackgrounaf b; = %+byi in thestudied
wavelengthrange.

3.2. Fit procedure

The emissionline spectraare fitted with a maximumlik eli-
hoodtechniquesimilar to that usedby Schmittet al. (1996
for their EUVE spectraThe spectrums assumedo consist
of the background andof M discreteemissionlines. The
treatmenof thebackgrounda is describedn Sect.3.1.

Eachline j is assumedo berepresentely anormalized
profile g;(A; Aj, 05), €.0.,aGaussiarprofile

1 _(a=a)?
9i(A; A4, 05) = me 27 2
J

with the dispersions; andthe centralwavelength;. The
choiceof anadequaterofile function dependson the prop-
erties of the grating, the detectorand, provided sufficient
spectralresolution,the physicalpropertiesof the source.In
the currentversiona Gaussprofile, a Lorentz profile, and
a Pseudo-¥igt profile areimplemented Other profile func-
tionscaneasilybeimplementedin the pseudo-\digt approx-
imationtheweightedsumof a Gaussanda Lorentzprofile

Voigtpseudo = (1 — n)Gauss(T") + nLorenz(T")
is used Here,the FWHM T is computedas
[ = (T + 2.69296T 4Ty, + 2.42843TETE
+4.47163T4T3 + 0.07842T Ty +T2)1/5,
Themixing parameter, is computedas
n = 1.36603(T'y,/T) — 0.47719(T', /T)? + 0.11116(T', /T)*.

(For referenceseeThompsoretal. 1987).

After the selectionof M lines with their centralwave-
lengthsA; andtheir linewidthso; a specificpartof the total
spectrumwill be extractedfor investigationjncludingall se-
lectedlineswith sufficient adjacenbackgroundThis partof
the spectrumcontainsa numberof bins, called N here,and
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the numberof expectedcountse; in thei*” bin canbe calcu-
latedas

o= 20
T AN

wherea;, theamplitude reflectsthetotal numberof countsof

line j, andg; ; is thevalueof the normalizedprofile function

for line j in bin 4. In orderto comparehe modeledspectrum
¢; with themeasuredpectrunn;, we assumen; to beaPois-
sonrealizationof ¢;. Thetotal probability of the obsenations
ny ... ny isthengivenby

N o
P(ny ... nN) = l_Ie’”"L
i=1 ni!

andthelikelihoodfunction £(a;, A;, 05,5 = 1...N) is de-
finedas

M
+bgi+ Y _ajgi;, 3

j=1

(4)

N
L=-2InP=-2 Z(—ci + n;Ine¢;) + const .
i=1
The best-fitvaluesof the parametersi;, A;, ando; (j =
1 ... N) aredeterminedby finding extremal valuesof £

®)

through:
dlnL dlnL OlnL
8a]‘ =0 6/\] =0 80']‘ =0. (6)

A; ando; arein principle fixed by the wavelengthsof
theconsideredinesandtheinstrumentalesolution.Compli-
cationsarisefrom possiblewavelengthcalibrationerrorsand
line blends A minimizationproceduras providedfor solving
Egs.6 numericallyfor A; andg;, suchthatno derivative of
the normalizedprofile functionis necessaryThe amplitudes
a;, proportionalto the line flux, arethe genuineinteresting
parametersAnalysis of the likelihood equationsshaws that
for the amplitudesa; a fixed point equationcanbe derived
for eachline j with \; ando; assumedo begiven:

N a g
_ %,01a94,5
Ajpew = E N :

i—1 Ci,o1a
We point out that this fixed point equationis independenbf
the choiceof the profile function.
Eq. 7 canbeefficiently solvedby iteration.Measurement
errorsaredeterminedy assuminghelikelihoodcurve £(a;)
to be parabolicandfinding the valueof Aa; whereL(a; +

Aaj) = L(a;) + dL resultingin Aa; = /2dL/L] with
L‘J the secondderivative of £ with respecto a; known from
equationsb and 3. We choosedl = 1 which yields formal
1o errors(Pressetal. 1992.

Similarly the errorsfor A; ando; arecalculatedin the
casehevaluesareoptimizedby minimization.We determine
theerrorsin dA; anddo; numericallyfrom £(A;) and£(a;),
respectrely with d€ = 1, i.e., errors being given within
68.3%; thus formally we treatall other parameterss “un-
interesting”.

Whenmeasuringine blends,a morerefinederror anal-
ysis is necessaryor the amplitudesin orderto accountfor
correlatederrors. This is doneby calculatingthe matrix of
correlatederrorsAa;; = /20L/0L;0L;. The Eigervalues
E;(Aa;;) of thismatrix (Hesse-matrixvill bethecorrelated
errorsAaq; (cf. Strong1985.

Q)

3.2.1.Imposing restrictions on the fit

The algorithmhasbeendevelopedin the context of analyz-
ing high resolutionX-ray spectraof cool stars(e.g.,Nesset
al. 2001, 2002 obtainedwith the LETGS on boardChandra.
It is thereforedesignedto meetsomeof the specific chal-
lengesof this instrument.Neverthelesssomeof thesefea-
turesare usefulin a variety of other contexts aswell. The
spectrameasuredvith the LETGS containa numberof iso-
latedandblendedemissionlinesabore a continuumof vary-
ing strength A goodprofile functionfor theseemissionines
is the Gaussprofile function (Eq. 2). Whenfitting multiple
lines,therelative line positionsarewell known (e.g.,Dereet
al.2001), while absolutdine positionsmightneedcorrection.
For this purposethewavelengths\; canvary eitherfreely or
- if the relative wavelengthpositionsof thelinesto befitted
areknown - only oneline is fitted, andall otherline positions
will besetaccordingto therelative line positionsgivenwith
the startvaluesin orderto accountfor possibleshifts of the
overallwavelengthscale.

The greatbenefitfrom the high-resolutionX-ray spec-
tralies in the new opportunityto analyzethe plasmaby use
of temperatureand densitysensitve line flux ratios. When
dealingwith low-signaldataor with blends,it canbe desir
ableto requirecertainline ratiosto be fixed to valuesthat
retainrealistic physicalconditions,while still obtainingthe
bestfit resultfor therest.For this purposeM weightsf; and
avaluev canbegivenfulfilling

M
ijaj =v.
j=1

All lineswith f; = 0 canvaryfreely. Choosinge.g.,f» = 4,
fs = —1.,andv = 0, a constrainton the line flux ratio
of f5/f» = 4 canbe demandedwhile fitting the otherline
countsaj»o 5 freely. Thisfeaturehasbeenusedby Nessetal.
(2002 for fitting the Ne1x triplet for Algol, which is hear-
ily blendedby Fexix. ThesameNeix tripletis alsoseenin
the ChandraLETGS spectrunof Capella,andin Sect.4, we
discussthe deblendingof this triplet using CORA in some
detail.

A big problemof the LETGSis the higherdispersioror-
ders,which cannotbedisentangledrom thefirst orderby in-
trinsic enegy resolutionof the detector The wavelengthsof
thefitted lines canbe multiplied with a factorreflectingthe
dispersiororder In thatway the line flux of, e.g.,the O viii
line at18.97A canbemeasureat38A, 57 A, 76 A, etc.with
thesamestartingvalue,i.e., 18.97A in combinatiorwith the
correspondindgactor This featurecanalso be usedfor sys-
tematicblue-or redshifts.

®)

3.3. Implementation details

The introducedprogramconsistsof two independenparts.
The actualfit programis a standaloneprogramwritten in

ANSI C thatreadsin the spectrumand a configuation file

performsthe fit outputsthe resultsandgenerates plot (us-
ing the PGPLON vectorplotting library). The configuration
file containsinitial fitting parameteraswell as settingsfor

variousoptionsfor fitting andplotting.
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To customizethe selectionof input parameter&nd op-
tions, the programis deliveredwith a graphicaluserinter-
face(GUI) programmeadvith GTK+ (Gimp ToolKit), amulti-
platform opensourceGUI toolkit. This GUI allows to inter-
actively selecttheregion of interestwithin the spectrumset
initial valuesfor plotting parametersselectoptionsfor fitting
andplotting, andactuallyrun thefit.

The programcanbe usedto createplots for publication.
Plot parametergan be given modifying the outlook of the
plot, e.g.,only the spectruntanbeplottedwith nofittedline,
or labelscanbeincluded,ascanbeseenin Fig. 1.

4. Analysis of a Chandra LETGS spectrum of
Capella

In orderto demonstratéhe potentialof the developedtool,
we presentas an example,a ChandraLETGS spectrumof
Capella(cf. Nesset al. 2001, Mewe et al. 2001). The anal-
ysis of the Neix triplet is particularly difficult, becausehe
intercombinationline at 13.52 A is blendedby an Fexix
line. For this reasonMewe et al. (2001) did not analyzethe
Neix triplet, andalsothe HETGSspectrajn spiteof its bet-
ter resolution,posedproblemsthat werenot fully solved by
Canizaretal. (2000 or Phillipsetal. (2001).

However, densitydiagnosticawith theNe1Xx tripletis in-
teresting,becausat allows to probeplasmaof intermediate
temperatureAlthoughit is not possibleto resole the blend,
the problemcanbe approachedby usingphysicalconstraints
derived from otherlinesin the spectrumin orderto restrict
thefit parameters.

Usingthe CORA tool presentedhere,in their analysisof
Algol Nessetal. (2002 useda fixed G ratio (cf. Gabriel &
Jordanl969 thatgrantsarealisticplasmaemperatureSince
the theoreticalwavelengthsare not asreliable asthe resolu-
tion, the wavelengthvalueswereiteratedfreely. We applied
thistechniqueo the CapellaLETGS spectrumandshaw the
resultin Fig. 1. As canbe seenfrom the labels,the G ratio
is 0.8, anda measured/i ratio of 3.24 + 0.35(68.3%con-
fidenceerror) is obtainedwhich is consistentith the ratio
measuredy Ayreset al. (200]). They give 2.9 £+ 0.5, but
point outthattheir valueis uncertaindueto the blending.

5. Conclusion

5.1. Limitations

The programis designedfor a specificpurpose but is pro-
grammedfor more generalapplications.However, not all
possibledemandsremet,andwe wish to point out this fact
by mentioningthe limitations.

The sourcebackgrounds considereda constantwithin
the wavelengthrangeof interest.This assumptiormight be
poorin casewhenthewavelengthregion of interestis large,
which is the casewhenthe emissionlines arefar apart.The
procedures thereforelimited to (multiple) fitting of nearby
linesonly. The smallwavelengthrangerestrictsthe program
to fitting only individual lines, but no global fit is possible
with this program.

NelX triplet with FeXIX and FeXVIl contamination
R B B B I L

T T T
1000
Iterated variables:
A

BCsarer

../copella.spec
BGunn= 1664cts /A

800

600 B9.46

Counts/0.01A bin

400

200

5 AL B B B S B S B S e

O
0

13.5300 + 0.0845 A 13.7808 + 0.0861 A
13.4684 £ 0.0841 A 13.7085 + 0.0856 A
0Li1,13.3726 +Qp835 A, , 155456 % 0,086 A\, \\ 10000, 1318373 .% 0.Q860 4

13.30 13.40 13.50 13.60 13.70 13.80 13.90
A/ A

Fig. 1. Spectrumof Capella:Exampleof a constrainedit of the
Neix triplet at 13.5A, wherethe intercombinatiorline at 13.52A
is blendecby anFexix line.

XMM RGS spectrum of Capella with Lorentz profiles

200 300 400
T
I

Counts/0.01 & bin

100

21 21.5

A/ A&

Fig. 2. XMM-RGS Spectrunof Capellait is clearlyvisible thatthe
Lorentzianprofile functionis bestsuitedfor RGSspectra.

The line profiles arerestrictedto Gaussianlorentzian,
or Pseudovoigt profile functions.Experienceénasshownn that
theChandrd ETGSandHETGSspectraaresuficiently well
modeledwith the Gaussiarprofile, while XMM RGS spec-
trarequireLorentzianprofiles(cf. Fig. 2). Othernormalized
profiles,however, caneasilybeimplemented.

The algorithmfollows the philosophyto stick ascloseto
theraw dataaspossiblein orderto avoid interferenceof sys-
tematicerrorswith statisticalerrors.We thereforeinsist on
non-subtractedountspectrao begiven.Flux spectrecanof
coursebe given, becausedhe units cannotbe checled. Sys-
tematicerrorsin the effective areasand the exposuretime,
however, spoil the Poissonstatistics suchthat no usefuler
rorswill bereturnedSincethe subtractiorof theinstrumen-
tal backgroundalsospoilsthe Poissorstatistics no spectrum
containingbinswith negative countvalueswill be accepted.
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5.2. Comparisonwith other tools

We have developedCORA becausave felt that noneof the
existing tools, at leastthosewe know of, did fulfill our per
ceivedneeds.

In particular both the popularMIDAS and IRAF pack-
agesprovidetasksfor line fitting anddeblendingbut accord-
ing to thedocumentatiothe assumptiorof Poissorstatistics
is only usedin the final derivation of error estimateqe.g.,
in the IRAF sPeCFIT task), while from Eqgs.6 one cansee
that the Poissonstatisticsdirectly entersinto the likelihood
function that determineghe fit result,and thereforeshould
be accountedor not only for error estimation,but also for
thefitting procedurdtself. Thisis donein therigid approach
usedby CORA.

The XSPECpackageprovidesa taskto performline fit-
ting with Poissonrstatistics However, XSPECrequiresinput
datain a specialFITS format,andin factwe have not been
ableto corvert the ASCII dataavailableto usinto that for-
mat. XSPECis anexcellentreductiontool, treatingraw data
from X-ray missions,but oncethe reductionhasbeenper
formedin anotherway but with XSPEC, it is very difficult
to make useof the XSPECtasksfor further dataanalysisIn
suchcasestoolslike CORA areclearlythe betterchoice.As
notedabove, CORA is limited to fits within small spectral
windows. For globalfits, eventuallyincludinga moreor less
completelist of lines,XSPECis certainlysuperior

Since CORA pursuesonly one single goal, in con-
trast to mary other applications it is easy to use,
and also easy to install. CORA is releasedunder the
terms of the GNU Public License (FSF 1991), and
can be downloaded from the METALAB ftp archve
(http://metalabunc.edu/pub/Linx/science/astimomy).
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Abstract. Electron density diagnostics based on the triplets of Helium-like Cv, Nvi, and O viI are applied to
the X-ray spectra of Capella and Procyon measured with the Low Energy Transmission Grating Spectrometer
(LETGS) on board the Chandra X-ray Observatory. New theoretical models for the calculation of the line ratios
between the forbidden (f), intercombination (i), and the resonance (r) lines of the helium-like triplets are used.
The (logarithmic) electron densities (in cgs units) derived from the f/i ratios for Capella are < 9.38 cm™? for
O vl (20 upper limit) (f/i=4.0£0.25), 9.86 £ 0.12 cm™? for N v1 (f/i=1.7840.25), and 9.42 & 0.21 cm™? for Cv
(f/i=1.48+0.34), while for Procyon we obtain 9.2855s cm™2 for O vi1 (f/i=3.2840.3), 9.96 & 0.23 cm ™2 for N vI
(f/i=1.33+0.28), and < 8.92 cm™* for Cv (f/i=0.48+0.12). These densities are quite typical of densities found
in the solar active regions, and also pressures and temperatures in Procyon’s and Capella’s corona at a level of
T ~ 10° K are quite similar. We find no evidence for densities as high as measured in solar flares. Comparison
of our Capella and Procyon measurements with the Sun shows little difference in the physical properties of the
layers producing the C v, Nvi, and O vii emission. Assuming the X-ray emitting plasma to be confined in magnetic
loops, we obtain typical loop length scales of Lcapeiia > 8 LpProcyon from the loop scaling laws, implying that
the magnetic structures in Procyon and Capella are quite different. The total mean surface fluxes emitted in
the helium- and hydrogen-like ions are quite similar for Capella and Procyon, but exceed typical solar values by
one order of magnitude. We thus conclude that Procyon’s and Capella’s coronal filling factors are larger than
corresponding solar values.

Key words. Atomic data — Atomic processes — Techniques: spectroscopic — Stars: individual: Capella & Procyon
— stars: coronae — stars: late-type — stars: activity — X-rays: stars

1. Introduction

The hot plasma in the corona of the Sun and of other
stars is thought to be in “coronal equilibrium”. Atomic
excitations occur through collisions with electrons. The
excited atoms decay radiatively and the emitted radiation
escapes without any further interaction with the emitting
plasma. As a consequence, the emission is optically thin,
and the total flux emitted in some spectral band or in a
given emission line is proportional to the emission measure
E M, defined as the integral of the square of the plasma
density n over the emitting volume elements dV' through

Send offprint requests to: J.-U. Ness
Correspondence to: jness@hs.uni-hamburg.de

EM = [n?dV. Thus, observationally, the contributions
of density and volume to a given observed value of EM
cannot be disentangled.

Stellar X-ray surveys carried out with the Finstein and
ROSAT satellites have shown an enormous range of X-
ray luminosity (Lx) for stars of given spectral type (cf.,
Vaiana et al. (1981), Schmitt (1997)). Typically, one ob-
serves star to star variations in Lx of up to four orders
of magnitude, with the largest X-ray luminosities found
among the stars with the largest rotation rates. While
one definitely finds a correlation between mean coronal
temperature and X-ray luminosity (Schmitt et al. (1985);
Schmitt (1997)), it is also clear that the single-most im-
portant factor contributing to the large variations in Lx is
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the variation in emission measure. The conclusion there-
fore is that active stars (can) have a couple of orders of
magnitude higher coronal emission measure, while main-
taining the same optical output as low-activity stars like
our Sun.

The emission measure is directly linked to the struc-
ture of stellar coronae, if we assume, going along with the
solar analogy, that the X-ray emitting plasma of a stellar
corona is confined in magnetic loops. The observed values
of EM and Lx for a given star could be accounted for ei-
ther by the existence of more loops than typically visible
on the solar surface, by higher density loops or by longer,
more voluminous loops. Thus the question is reduced to
the following: if EM, > EMg for an active star, one
wants to know whether this is due to ny > ng or V, > Vg
or both.

Spatially resolved solar observations allow to disen-
tangle density and volume contributions to the overall
emission measure. One finds the total X-ray output of
the Sun dominated — at least under maximum condi-
tions — by the emission from rather small, dense loops.
Stellar coronae always appear as point sources. The only
way to infer structural information in these unresolved
point sources has been via eclipse studies in suitably
chosen systems where one tries to constrain the emitting
plasma volume from the observed light curve. Another
method to infer structure in spatially unresolved data are
spectroscopic measurements of density. The emissivity
of plasma in coronal equilibrium in carefully selected
lines does depend on density. Some lines may be present
in low-density plasmas and disappear in high-density
plasmas such as the forbidden lines in He-like triplets,
while other lines may appear in high-density plasmas
and be absent in low-density plasmas (such as lines
formed following excitations from excited levels). With
the high-resolution spectroscopic facilities onboard
Chandra it is possible to carry out such studies for a
wide range of X-ray sources. The purpose of this paper
is to present and discuss some key density diagnostics
available in the high-resolution grating spectra obtained
with Chandra. We will specifically discuss the spectra
obtained with the Low Energy Transmission Grating
Spectrometer (LETGS) for the stars Capella and Procyon.

Both Capella and Procyon are known to be rel-
ative steady and strong X-ray sources; no signatures
of flares from these stars have ever been reported in
the literature. Both Capella and Procyon are rather
close to the Sun at distances of 13 pc and 3.5 pc
(Tab. 1), so that effects of interstellar absorption are
very small. Both of them have been observed with
virtually all X-ray satellites flown so far. Capella was
first detected as an X-ray source by Catura et al. (1975),
and confirmed by Mewe et al. (1975), Procyon by
Schmitt et al. (1985). The best coronal spectra of Capella
were obtained with the FEinstein Observatory FPCS
and OGS (Vedder et al. (1983), Mewe et al. (1982)),
the EXOSAT transmission grating (Mewe et al. (1986),
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Table 1. Properties of Procyon and Capella: mass M, radius
R, effective temperature Teg, log g and the limb darkening
coefficient €

Procyon Capella

d/pc 3.5 13
M/Mg 1.7+0.1* 2.56 £ 0.04°
R/Ro  2.06 £0.03* 9.2 +0.4°
Tex/K 6530 £ 90° 5700 % 100°

logg 4.05+0.04? 2.6 +0.2°
Spectr. type F51V-V Ab: G1 III
(Aa: G8/KO0 III)

€ 0.724! 0.83!

References:

!Diaz-Cordovés et al. (1995),
2Fuhrman et al. (1997),
3Hummel et al. (1994),
Trwin et al. (1992),

"Kelch et al. (1978)

Lemen et al. (1989)) and EUVE (Dupree et al. (1993),
Schrijver et al. (1995)), while high-spectral resolu-
tion spectral data for Procyon have been presented
by Mewe et al. (1986) and Lemen et al. (1989) using
EXOSAT transmission grating data and Drake et al. 1995
and Schrijver et al. (1995) using EUVE data. Note that
Schmitt et al. (1996b) and Schrijver et al. (1995) investi-
gated the coronal density of Procyon using a variety of
density sensitive lines from FeX to FeXiv in the EUV
range and found Procyon’s coronal density consistent
with that of solar active region densities.

The plan of our paper is as follows: We first briefly review
the atomic physics of He-like ions as applicable to solar
(and our stellar) X-ray spectra. We briefly describe the
spectrometer used to obtain our data, and discuss in
quite some detail the specific procedures used in the data
analysis, since we plan to use these methods in all our
subsequent work on Chandra and XMM-Newton spec-
tra. We then proceed to analyze the extracted spectra
and describe in detail how we dealt with the special
problem of line blending with higher dispersion orders.
Before presenting our results we estimate the formation
temperatures of the lines, the influence of the stellar
radiation field and the influence of optical depth effects
followed by detailed interpretation. The results will then
be compared to measurements of the Sun and we close
with our conclusions.

2. Atomic physics of He-like ions

The theory of the atomic physics of helium-
like  triplets has  been  extensively  described
in the literature (Gabriel & Jordan (1969),

Blumenthal et al. (1972),
Pradhan et al. (1981),

Mewe & Schrijver (1978),
Pradhan & Shull (1981),
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Pradhan (1982),  Pradhan (1985), and  recently
Porquet & Dubau (2000) and Porquet et al. (2001)).
Basically, the excited states (1s2l) split up into the
terms 2'P, 23P,2'S, and 23S, out of which the levels
with J # 0 decay to the ground state 1'S through the
resonance line (abbreviated by r), the intercombination
line (i) and the forbidden line (f), respectively; the latter
two lines involve spin changes and therefore violate the
selection rules for electric dipole radiation. Although the
radiative transition rate for the forbidden line is quite
small, in a low-density plasma collisional depopulation
processes are so rare, that the excited 23S state does
decay radiatively. In a high-density plasma collisional
deexcitations dominate and hence the forbidden line
disappears. Complications arise from other competing
processes populating and depopulating the 3P and
38 levels. These are in particular radiative transitions
induced by the underlying photospheric stellar radiation
field (discussed in Sect. 5.2) as well as ionization and
recombination processes from the Li-like and H-like ions.

It is customary to describe the measured line intensi-
ties r, 4 and f in terms of the ratios

1+

Rohs = i and Gobs = f . (1)
i T

In this paper we use the notation used in e.g.

Pradhan & Shull (1981). In other contexts (e.g. calculat-
ing ions of higher ionization stages) another notation la-
beling r as w, f as z and i as x4y is often used pointing
out that the intercombination line separates via M2 and
E1 transitions into two components. Theory describes the
density sensitivity of the R ratio by the functional depen-
dence
1

14+ ¢/¢ec + Ne/Ne

Densities are inferred from equating R(N,) with Rops. For
convenience, we follow here the expressions as given by
Blumenthal et al. (1972). The low-density limit Ro, which
applies for Ne = 0 and ¢ = 0, is given by

Ro=1ET 1, 3)
with the radiative branching parameter B averaged over
the two components of the intercombination line. The pa-
rameter N, the so-called critical density (cf., Tab. 2),
above which the observed line ratio is density-sensitive,
is given by

A(238; — 118y)
(1+ F)C(238, —» 23P)’

R(Ne) = Ro 2)

N, =

4)

where A(23S; — 1'Sy) is the radiative transition proba-
bility of the forbidden line, C'(23S; — 23P) is the elec-
tron collisional rate coefficient for the transition from 2%S
to 22 P, and F is the ratio of the collision rates from the
ground to the levels 23S and 22 P, respectively (including
cascade effects from upper levels through radiative tran-
sitions after excitation or recombination). Finally, the pa-
rameters ¢ (the radiative absorption rate from 235 to 23 P
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Table 2. Atomic Parameters for He-like triplets. Ty, is the peak
line formation temperature (MEKAL), Ry is the low-density
limit and N, the density were R falls to half its low-density
value.

ion Twm/MK Ro N./(10°cm™3)
Cv 1 106 0.051
Nvi 14 4.9 0.45
Ovil 2.0 3.495 3.00

induced by an external radiation field) and ¢. describe the
additional possible influence of the stellar radiation field
on the depopulation of the %S state (cf., Sect. 5.2). The
latter is insignificant especially for the He-like triplets of
higher ionization stages than Cv. Values for Ry and N,
used in this paper are listed in Tab. 2. Obviously, for very
large densities or large radiation fields the forbidden line
and hence R disappears. The ratio

G=(+f)r (5)

a measure of the relative strength of the resonance
line, depends on the electron temperature, T, (e.g.,
Porquet et al. (2001)). G can be used to derive temper-
atures for the lines used for density diagnostics that can
be compared to the maximum formation temperature Tp,.

3. Instrument description

The Low Energy Transmission Grating Spectrometer
(LETGS) on board the Chandra Observatory is a diffrac-
tion grating spectrometer covering the wavelength range
between 2-175 A (0.07-6 keV). 540 individual grating
elements are mounted onto a toroidal ring structure. Each
of the elements consists of a freestanding gold grating with
1pm grating period. The fine gold wires are held by two
different support structures, a linear grid with 25.4 pym
and a coarse triangular mesh with 2 mm spacing. The
whole grating ring can be inserted into the convergent
beam just behind the High Resolution Mirror Assembly
(HRMA) thereby dispersing the light of any X-ray source
in the field of view into its spectrum. The efficiency of the
grating spectrometer is of the order of 10% on average but
is enhanced by a factor of two around 2 keV due to partial
transparency effects; a more detailed description of the in-
strument is presented by Predehl et al. (1997). Both sides
of the spectrum are recorded with a microchannel plate
detector (HRCS), placed behind the transmission grating.
In contrast to CCD based detectors, the HRCS detector
provides essentially no intrinsic energy resolution, the en-
ergy information for individually recorded events is solely
contained in the events’ spatial location.



J.U. Ness, R. Mewe, J.H.M.M. Schmitt et al.: Coronal densities for Capella and Procyon

0,020 [T
0.010F :
a< r B
P F
< 0.000¢ X ]
< t
~0.010F t E
~0.020 %
0 10 20 30 40 50
A

Fig. 1. Comparison of fit results from left side (A-) and right
side (A4+) of the spectrum.

4. Observations and data analysis
4.1. Observations

The data described and analyzed in this paper were
gathered during the calibration phase of the Chandra
LETGS. Part of the data has already been presented by
Brinkman et al. (2000). The individual observation inter-
vals used in our analysis are listed in Tab. 3. As is clear
from Tab. 3, the observations extend over two days for
Procyon and over two months for Capella. Our analysis
refers to the mean properties of Procyon and Capella;
the subject of possible time variations is not subject of
this paper. The total on source integration times are
218.54 ksec for Capella and 140.75 ksec for Procyon. Since
the sources are among the strongest coronal X-ray sources
(cf., Hiinsch et al. (1998a,b)), it is also evident that these
spectra belong to the highest quality coronal X-ray spec-
tra reasonably obtainable with the Chandra LETGS.

4.2. Data extraction

All the HRCS datasets analyzed in this paper (see Tab. 3)
were processed using the standard pipeline processing.
The incoming X-rays are diffracted by the grating, dispers-
ing the different energy photons to different detector posi-
tions along the dispersion direction. Therefore the spectral
information obtained with the LETGS has to be extracted
spatially. The pulse heights with which the HRC detector
records registered events contains some very modest en-
ergy information, which was, however, not used. At each
wavelength, the photons have to be integrated in cross-
dispersion direction. Because of the spectrograph’s astig-
matism, the width of the spectral trace in cross-dispersion
direction is wavelength dependent. For wavelengths below
75 A we choose a 3.6 wide extraction box around the
spectral trace which includes almost all of the source signal
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Table 3. List of the data sets with start and stop times and
durations used in this paper.

Obs. time Observation date [UT]

ID. [ksec] start end
Capella

62435 22.34  09-06-1999 00:35:40  09-06-1999 06:48:01
01167 15.36  09-09-1999 13:10:06  09-09-1999 17:26:08
01244 12.37  09-09-1999 17:42:27  09-09-1999 21:08:36
62410 11.33  09-09-1999 23:43:57  09-10-1999 02:52:48
01246 15.00 09-10-1999 03:06:06  09-10-1999 07:16:08
62422 11.68 09-12-1999 18:26:42  09-12-1999 21:41:20
62423 14.80  09-12-1999 23:37:44  09-13-1999 03:44:28
01420 30.30 10-29-1999 22:49:29  10-30-1999 07:14:27
01248 85.36  11-09-1999 13:42:24  11-10-1999 13:25:05
total:  218.54

Procyon

00063 70.39  11-06-1999 21:24:31  11-07-1999 16:57:38
01461 70.36  11-07-1999 17:04:55 11-08-1999 12:37:39
total:  140.75

while keeping the background level low. For wavelengths
greater than 75 A the extraction box widens in cross dis-
persion direction to 8.4 at 175 A. In addition the photons
in four background regions of identical shape to that of the
object extraction region where selected. These regions are
displaced 12" and 24" above and below the source extrac-
tion box in order to check for any spatial variation of the
background in cross-dispersion direction.

4.3. Symmetry of the grating spectrum

For the purpose of verifying the symmetry of the dis-
persed spectra, we determined empirical wavelengths of
ten strong emission lines recorded on both sides of the
middle detector plate (i.e. A < 50 A). For the example
of Capella we plot the wavelength difference (A; — A_)
against the mean wavelength 1(Ay + A_) in Fig. 1. As
can be seen from Fig. 1, the wavelength values obtained
from the right and left side agree to within less than the
instrumental resolution of ~0.06 A (cf. o-values in Tab. 4)
Both spectra can thus be added for the analysis in order
to increase the SNR of the data. In the following we will
always consider co-added spectra.

4.4. Method of analysis
4.4.1. Treatment of background

Before determining the flux of any emission line, the spec-
tral background must be modeled. This background con-
sists of essentially two components: instrumental back-
ground and source background, which may consist of con-
tinuum radiation and weak lines. The instrumental back-
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ground is also present on those parts of the microchannel
plate not illuminated by X-rays from the target source. We
checked for any variation of the instrumental background
perpendicular to the dispersion direction and found none.
We then modeled this instrumental background bg along
the dispersion direction by a low-order polynomial and
found acceptable fits for almost the whole spectrum. A
far more difficult task is the determination of a reliable
source background sbg. The source background is by def-
inition present only on the extracted spectral trace; it is
formed by continuum radiation from the source, and pos-
sibly by weak, unrecognized spectral lines and/or higher
order contamination.

For the determination of the fluxes of individual emission
lines, the source background is required only in the vicin-
ity of the line(s) under consideration and is approximated
by a single number. Our numerical procedures can, how-
ever, scope with arbitrary source background models. In
order to estimate this source background, we adopted the
following procedure. We first subtracted the instrumental
background from the spectral trace on the source, and cal-
culated the median of the thus obtained count values for
all bins within the investigated (small) part of the spec-
trum. The median is a statistically robust estimate of the
background (which we assume to be flat over the consid-
ered part of the spectrum) as long as more than 50 % of
all bins belong to the source background, i.e. the spectrum
contains not too many lines. For each bin ¢ we thus obtain
a background value of sbg + bg; in the studied wavelength
range.

4.4.2. Fit procedure

The emission line spectra are fitted with a maxi-
mum likelihood technique similar to that wused by
Schmitt et al. (1996a) for their EUVE spectra. The spec-
trum is assumed to consist of the background b and of M
discrete emission lines. The treatment of the background
b is described in Sect. 4.4.1. Each line j is assumed to
be represented by a normalized profile g;(A; A;,0;), e.g. a
Gaussian profile

1 (,\7)\14)2
R
gi(A Nj,05) = me *i (6)
J

with the dispersion ¢; and the central wavelength A;. The
assumption of a Gaussian line profile is of course arbi-
trary. Strong isolated emission lines (like O vIIT Ly,) can
be fitted quite well with such a model, and other analyt-
ical models can easily be incorporated into our scheme.
Let the observed spectrum be given on a grid of N bins
with wavelength values A; ... Ay . The number of expected
counts ¢; in the i bin can then be calculated as

M

c; = sbg + bg; + Z a;0i; (7)
j=1

where a; is the total number of counts of line j and g; ; is
the value of the profile function for line j in bin 4. In or-
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der to compare the modeled spectrum ¢; with a measured
spectrum n;, we assume n; to be a Poisson realization of

¢;. The total probability of the observations ny ... ny is
then given by
N o
P(ny ... ny) = Hefc"n’—i! (8)
i=1

and the likelihood function L(a;, Aj,0;,5 =1...N) is de-
fined as

N
L=-21InP=-2 Z(—ci +mn;lne;) + const .

i=1

9)

The best-fit values of the parameters a;, A; and o; (j =

1... N) are determined by finding extremal values of £
through:
Oln L OlnL OlnL
=0, — =0, =0. 10
0 a; 0 )\j ] gj ( )

The physical meaning of the fit parameters a;, A; and o;
is quite different. A\; and o; are in principle fixed by the
wavelengths of the considered lines and the instrumental
resolution, complications arise from possible wavelength
calibration errors and line blends. On the other hand,
the amplitudes a;, proportional to the line flux, are the
genuine interesting parameters. Analysis of the likelihood
equations shows that for the amplitude a; a fixed point
equation can be derived for each line j with A; and o;
assumed to be given:

N a g
_ Jr01a 91,
Cj s = E ny =

i—1 Ci,o1a

(11)

Eq. 11 can be efficiently solved by iteration. In order
to find optimum values for the wavelengths A; and line-
widths o, we seek minimal values of £ by ordinary min-
imization procedures. In this process the wavelengths A;
can vary either freely, or — if the wavelengths of the lines
to be fitted are all known — the wavelength differences
between the individual lines in a multiplet can be kept
fixed in order to account for possible shifts of the overall
wavelength scale. Similarly, the line widths o; can either
vary freely or be fixed, and in such a way blended lines
can be described. In this fashion an optimal value for £ is
obtained, and the parameters a;, A; (if fitted) and o; (if
fitted) represent our best fit measurements of these values.
Measurement errors are determined by assuming the like-
lihood curve L(a;) to be parabolic and finding the value
of Aa; where L(a; £ Aa;) = L(a;) + dL resulting in
Aa; = QAL'/L"; with [,Ij’ being the second derivative

of £ with respect to a; known from Eqs. 9 and 7. We
choose AL =1 which yields formal 1 ¢ errors.

Similarly the errors for A\; and o; are calculated. We de-
termine the errors in dA; and do; numerically from £();)
and £(o;), respectively with AL =1, i.e. errors being given
within 68.3%. Thus formally we treat all other parameters
as “uninteresting”.
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Table 4. Measured line ratios for Capella and Procyon

: Coronal densities for Capella and Procyon
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Capella | A[A] | o [A] | A [cts] | sbg [cts/A] | Rons =f/i | Gobs = 2L
Oovi
r | 21.62 £ 0.005 3071.2 £ 56.0
1 | 21.82 &£ 0.007 | 0.027 | 544.8+31.4 2997 3.92+0.24 | 0.87£0.03
f | 22.12 £ 0.001 2135.2 + 51.1
NI
r | 28.79 & 0.003 491.2 + 31.49
i | 29.1 £ 0.004 0.03 228.2 + 26.5 3265 1.68+0.23 | 1.25+0.14
f | 29.54 £+ 0.003 384.5 + 29.4
Cv
r | 40.28 £ 0.002 | 0.026 | 440.7 + 26.9
1 | 40.72 £ 0.008 | 0.026 | 101.3 &= 18.24 1200 1.58+0.36 0.59+0.1
f | 41.5£0.005 | 0.029 | 160.2 & 22.37
Procyon
Ovi
r | 21.6 = 0.006 731.6 + 28.7
i | 21.8 £ 0.004 | 0.027 203 + 16.8 0 3.21+0.3 1.1740.08
f | 22.1 +£0.003 652.4 + 27.3
Nvi1
r | 28.8 £ 0.003 200.2 + 16.8
i | 29.1 £ 0.006 0.03 774 +12.3 0 1.26+£0.26 | 0.87+0.14
f 1 29.55 £ 0.005 97.1 + 13.2
Cv
r | 40.28 £ 0.003 | 0.03 203.8 &+ 17.0
¢ | 40.75 + 0.004 | 0.028 | 123.1 £ 14.2 0 0.51+£0.12 | 0.92+0.16
f | 41.48 £0.01 | 0.046 63.4 £+ 13.5

4.5. Extracted spectra and measured line ratios

With the procedure described in Sect. 4.4 we analyzed the
spectra of the He-like triplets of O vii, N vi, and Cv for
the two stars Capella and Procyon. In Figs. 2 and 3 the
measured spectra are plotted with bold line-dotted lines
and the best-fit model curve is indicated by a thin solid
line. The total background, i.e. the instrumental back-
ground and the assumed source continuum background,
is shown with a dotted line. The derived best-fit param-
eters are given in Tab. 4, where we list, for both Capella
and Procyon, the derived empirical wavelengths, the line
widths and the line strengths (in counts). For reference
purposes we also list the source background values used.
Extrapolating the instrumental background onto the spec-
tral trace shows that Procyon’s source background must
be quite small as expected for a low coronal temperature
X-ray source. It will therefore be neglected for the purpose
of line flux modeling. In Tab. 4 we also list the ratios be-
tween forbidden and intercombination line, and that of
the sum of intercombination and forbidden line to the
resonance line, which are needed for subsequent analysis.
Since no significant rotational or orbital line broadening
is expected given the even high spectral resolution of our
Chandra data, the line-width o was kept fixed for all mod-

els assuming that this value described the instrumental
resolution. Starting values for the wavelengths were taken
from Mewe et al. (1985).

The O vi1 triplet has the best signal to noise ratio in both
stars and is unaffected by any significant contamination
from higher orders as can be seen from Fig. 2 and Fig. 3
in the top panel. As far as the N VI triplet is concerned, it
is not as isolated as the O viI triplet and requires further
analysis. In both Procyon (Fig. 2) and Capella (Fig. 3)
additional lines appear. At 28.44 A a line attributed to
Cv1 is evident for both Capella and Procyon. In order to
minimize any possible cross talk, this line was included
in the fit. The line at 30 A seen in the Capella spectrum
is interpreted as the second order of the strong Fe xvii
line at 15.013 A; FexVII is strong in Capella, but essen-
tially absent in Procyon. A somewhat strange feature can
be seen only in the N VI spectrum of Procyon at about
29.3 A. This is not a line but an instrumental effect which
is present only on the negative side of the spectrum.

4.5.1. Analysis of the CV triplet

Contamination with higher order lines makes the analysis
of the CvV triplet for Capella particularly difficult (cf.,



36 Chapter 3. Density diagnostics for Capella and Procyon

288

Table 5. Fit result in the 1314 A range for Capella. The
assumed source background is 5792 cts/A

Line A [A] o [A] A [cts]

Neix 13.46 +=0.003 | 0.025 | 4373.9 £ 82.92
Fexix | 13.53+0.001 | 0.025 | 4683.4 £ 84.52
Neix 13.71 £ 0.004 | 0.033 | 3019.9 & 74.50
Fe xix 13.8 £0.02 0.02 496.6 £ 62.06
Fexvir | 13.83 £0.008 | 0.03 | 3337.6 £ 77.94

Fig. 3). This is clear since the Capella spectrum contains
strong emission in the band between 13-14 A, which
appears in third order in the 39—42 A band under con-
sideration for the Cv triplet. Specifically, the interfering
lines are Ne1x (13.44 A x 3 = 40.32 A), Fexix (13.52 A
x 3 = 40.56 A), Nerx (13.7 A x 3 = 41.1 A), Fexix
(13.795 A x 3 = 41.385 A) and Fexvi (13.824 A x 3 =
41.472 A). We modeled the contamination from these five
lines by first determining their first order contributions,
transforming the fit results to third order. In the transfor-
mation the first order intensities are reduced by a factor
of 14.1. This reduction factor is obtained by comparison
of first and third order of the isolated 15.013 A line
(Fexvi). Since the contaminating photons are rather
energetic, we expect essentially the same reduction
factor in the range 13—14 A. The first order fit result is
plotted in Fig. 4 and the resulting fit values are listed
in Tab. 5. Technically the higher order contamination
was treated as an additional nonconstant contribution
to the instrumental background. In addition to the Cv
triplet, another line, SixXII at 40.91 A, appearing strong
in Capella but weaker in Procyon, had to be modeled.
The source background was estimated by requiring the
lowest count bins to be adequately modeled. The median
function could not be applied since there are too many
lines in the considered wavelength range. The result of
this modeling exercise is shown in Fig. 3 in the bottom
panel, where the dotted line, representing the background,
is not constant, but heavily influenced by higher order
lines. We emphasise that the errors listed in Tab. 4 do
not include errors from the fits in the 13 A band. We
point out in particular that the forbidden Cv line lies
on top of the third order Fexvi 13.824 A line, so that
any derivation of the forbidden line flux does require an
appropriate modeling of the third order contamination.
This is especially difficult because the Fexvir 13.824 A
line is blended with the Fe x1x 13.795 A line in first order,
while in third order this blend is resolved.

The strong emission in the 13 A regime is mostly due to
iron in excitation stages Fe XviI and Fe X1X. Since there is
no significant emission from iron in these high excitation
stages in the spectrum of Procyon, there is no blending
with third order lines in this case. From Fig. 2 it can be
seen that the modeling is straightforward for Procyon.
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Fig. 2. Spectrum (line-dotted) and fitted (solid) curve for the
Ovii, Nvi, and Cv triplet for Procyon. The dotted line repre-
sents the total background. The binsize is 0.02 A for O vi1 and
0.03 A for Cv and NvIL.

5. Results and interpretation

Inspection of our Chandra spectra of Capella and Procyon
shows the O viI and N vI forbidden lines to be present in
both cases. The C v forbidden line is very weak but present
for Procyon, it is also present in Capella despite being
significantly contaminated by third order radiation. The
observed f/i-ratios for O VII are very close to the expected
low-density limit Ry for both Procyon and Capella, while
the measured f/i-ratios for Nvi and C v are definitely be-
low the respective values of Ry in both cases. Before giving
a quantitative interpretation of the observed line ratios we
must first consider the formation temperature of the stud-
ied He-like lines. Especially for the Cv triplet the stellar
radiation field can contribute significantly to the depop-
ulation of the atomic level from which the forbidden line
originates. Low forbidden line intensities can thus also in-
dicate large radiation fields and not necessarily high den-
sities.
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Fig. 3. Spectrum (line-dotted) and fitted (solid) curve for the
Ovil, Nvi, and Cv triplet for Capella. The dotted line repre-
sents the total background. The binsize is 0.02 A for O vi1 and
0.03 A for Cv and NvI.

5.1. Formation temperature of lines

For the purpose of density diagnostics it is customary to
assume that all of the emission is produced at a single
temperature Ty, (cf., Tab. 2), which corresponds to the
peak of the contribution function of the considered line,
the so-called formation temperature. It should be kept in
mind, however, that He-like ions are present over a rel-
atively broad temperature range, and therefore this as-
sumption might be poor if steep emission measure gradi-
ents are present. The measured value of G is also a tem-
perature diagnostics, although optical depth effects in the
resonance line may contribute (cf., Acton (1978)); the rel-
evance of optical depth effects to our results is analyzed
in section 5.4. In Tab. 6 we show the temperatures T'(G)
determined from converting the observed G,ps values into
temperatures according to Porquet et al. (2001) using an
electron density of n, = 5-10° cm™3. We also determined
temperatures by studying the line ratio between the ob-
served Ly, lines of O viir, Nvii, and CvI and the r-lines
of Ovri, Nvi, and CV respectively by assuming isother-
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Fig. 4. First order spectrum responsible for third order con-
tamination of the Cv triplet of Capella; shown are the data
(dash-dotted histogram) as well as the best fit (solid line). Note
that the feature near 13.8 A is actually a line blend (consisting
of Fexix and Fe Xv1I contributions) resolved in third order.

Table 6. Temperature diagnostics from ratio of Ly, /r and
from the ratio G = (i+f)/r. Values for r and G are taken from
Tab. 4 (the G values listed are corrected for effective areas;
cf., Tab. 7). For comparison the peak line formation tem-
perature Ty, is also given. T(G) is calculated according to

Porquet et al. (2001).

Ton A Procyon Capella

[A] [cts] [cts]
Cv1 (cts) 33.75 697.5 + 28.1 2151.1 £ 51.3
Cv (cts) 40.27 203.8 £17.0 440.7 £ 26.9
Cvi/Cv 3.42 £ 0.32 4.88 £+ 0.41
T (H-He) /MK 1.14 + 0.03 1.27 + 0.03
Gobs 1.27 £ 0.21 0.81 £ 0.14
T(G)/MK 0.32 £ 0.15 0.98 £ 0.43
T /MK 1.0 1.0
NI (cts) 24.8  206.9 £+ 16.95 2280.3 £ 53.6
N1 (cts) 28.79 200.2 £ 16.8 491.2 &+ 31.49
Nvii/Nvi 1.03 &+ 0.12 4.64 £0.41
T (H-He) /MK 1.5 4 0.05 2.5+ 0.08
Gobs 0.93 £0.16 1.33 £ 0.15
T(G)/MK 1.25 £+ 0.60 0.47 £ 0.17
T /MK 14 1.4
O v (cts) 18.97 673.2 £ 27.6 14676.8 + 124.3
O V11 (cts) 216  731.6 + 28.7 3071.2 + 56
Ovir/Ovn 0.92 £ 0.05 4.78 £ 0.13
T(H-He)/MK 2.13 +£0.03 3.4 £+0.03
Gobs 1.21 + 0.08 0.90 £ 0.03
T(G)/MK 1.0 £ 0.16 2.01 £ 0.16
T /MK 2.0 2.0

mal plasma emission. We assume plasma emissivities
as calculated in the codes MEKAL (Mewe et al. (1985),
Mewe et al. (1995)) and SPEX (Kaastra et al. 1996). The
thus obtained fluxes are multiplied with effective areas
(cf., Tab. 7) before comparison with the measured ratios.
The results are listed in Tab. 6 as T'(H-He).
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Table 7. Effective areas of the detector at the designated wave-
lengths. The values are taken from In-Flight Calibration by
Deron Pease (9 March 2000).

element A/ A Aer [ cm?®
Ay A_  total
Cvi  33.76 5.09 5.09 10.18
Cv(r) 4028 234 234 468
Cv (i) 4074 165 165  3.30
Cv(f) 415 176 176  3.52
Nvit 24.8 7.76 7.75 15.51
Nvi(r) 288 634 633 1267
N1 (i) 29.1 6.16 6.15 12.31
Nvi(f) 2054 580 579 11.59
Ovin 1898 10.08 10.70 20.78
Ovi(r) 2162 647 7.05 13.52
Ovi (i) 2182 636 694 13.30
ovi(f) 2212 622 681 13.03

As can be seen from Tab. 6, the temperatures T(G)
and T'(H-He) do not agree. This is not surprising given
the fact that we are likely dealing with a temperature dis-
tribution. For Procyon the temperatures T'(H-He) agree
quite well with T,,, while T'(G) agrees with T,, only for
NvI. For Capella the respective temperatures T (H-He)
always exceed those found for Procyon, while the T(QG)
temperature derived from N VI is below that found for
Procyon. We tentatively conclude that the observed N vI
and O vII emission in Capella has significant contributions
from plasma at temperatures away from the peak in the
line emissivity curve, while for Procyon the emission ap-
pears to come from rather close to the line emissivity peak.

5.2. Influence of the stellar radiation field

The observed Cv line ratios are particularly interest-
ing. While the observed value for Capella agrees well
with the solar observations (cf., Austin et al. (1966),
Freeman & Jones (1970)), the observed value for Procyon
is rather small. The important point to keep in mind in
this context is that Procyon and Capella are stars with
different properties compared to the Sun. Procyon is of
spectral type F5V-IV (cf., Tab. 1) with an effective tem-
perature of 6500 K, Capella is a spectroscopic binary, the
components of which are of spectral type G1 and GS8;
occasionally the brighter component is also classified as
F9. Strictly speaking, what really matters is the effec-
tive temperature of the radiation field at the wavelength
corresponding to the energy difference between forbidden
and intercombination line levels, i.e., 2272 A for Cv (cf.,
Tab. 8) for the transition 2 2P — 2 2. We investigated
the stellar surface radiation fluxes from measurements ob-
tained with the International Ultraviolet Explorer satellite
(IUE). We first determined continuum fluxes from archival
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Table 8. Investigation of the influence of the stellar radiation
field. Measured fluxes from the IUE satellite F\ are converted
to intensity I taking into account limb darkening effects using
€ from Tab. 1.

Cv Nvi Oovil
Ai—i/A 2272 1900 1630
Iyot/eV 392.1 552.1 739.3

Capella
Fy/(1071 =80 2405 12405  0.25+0.05
L/(10* =% — 1.98+0.5 1.19+0.3 0.25 + 0.5
Traa/K 4585+ 100 4976 + 150 5029 =+ 50
é/pe  2.54+0.86 0.2+0.1 0.003
+0.0005

Procyon
Fy/(1071" =) 15+4 73 0.6 +£0.3
L/(10* %) 2145 9.8+4 0.84+0.4
Traa/K  5532£150 5778 £200 5406 £ 300
é/pc  26.67+£9.3 1.58+0.84 0.01£0.015
de/(s7) 34.6 148 717

IUE data, and converted these fluxes into intensities using
the expression

d? 1
h=R o Y (12)
where € is the (linear) limb darkening coefficient. It is de-
termined from Diaz-Cordovés et al. (1995) using log g and
Ter listed in Tab. 1; d and R are distance and radius of
the sample stars as listed in Tab. 1. For the case of the
binary system Capella we assumed the worst case and at-
tributed all emission to the Ab component, i.e., the star
with the higher radiation temperature. The other compo-
nent Aa (G8/KO III) is about equally bright in the corona
as G1 III (cf., Linsky et al. (1998)), but much weaker in
the chromosphere and transition region. From the thus
obtained value for the intensity a radiation temperature
Traqa can be inferred from the appropriate Planck curve,
expressed as

8mhy3 1
Uy = h ;
exp ( kT:;d ) -1

where W is the dilution factor of the radiation field (we
take W = % close to the stellar surface). The results
derived from these data are listed in Tab. 8.

. (13)

In order to compute the dependence of ¢/¢., re-
quired in Eq. 2, on Ty,q we use the calculations by
Blumenthal et al. (1972), who derive the expression
¢ 31+ F)® A(2°P — 2°5) "

b Smhyd  A(23S; — 115) 7
with ¢ = A(23S1 — 1'Sg)/(1 + F), transition probabil-
ities A(i — j), and u, the spectral energy density at the

(14)
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appropriate 23 P, — 23S, frequency v. The factor 3 is the
ratio of the statistical weights of the levels 2P and 238S.
F is approximated by Blumenthal et al. (1972) through

_ 3EH(exp(E/4) +1.26 +2H(E) + 2

F@) = 3exp(£/4) +0.66H (&) + H(E) + 17 (15)

where

H(g = 052 29) (16)
C(1'S —» 23P)

with ¢ = I/kT,aq and the collisional excitation

rate coefficients C(i — j). The ionization poten-
tials Ipo¢ for the ions Cv, Nvi, and Ovil are taken
from Pradhan & Shull (1981). The collisional excita-
tion rate coefficients C(i — j) were taken from
Pradhan et al. (1981) for Cv and Ovir while the rate
coefficients for N vI were obtained by interpolation from
these values.

From Eq. 14 we determine the values used in Eq. 2 for
the calculation of the theoretical curves in Fig. 5. They
are also listed in Tab. 8. For comparison, we also give
in Tab. 8 the values derived from recent calculations
by Porquet et al. (2001) considering a multi-level model
previously used by Porquet & Dubau (2000), and taking
into account the effect of temperature on G and R(n.)
(Porquet et al. (2001), see also Porquet & Dubau (2000)).

5.3. Analysis and interpretation

In Fig. 5 we show for Procyon and Capella the expected
line ratio f/i as a function of the electron density ne in
comparison with the observed line ratio Ryps (corrected
for detector efficiencies) and its 1o error. The expected
curves are plotted for the radiation temperature range
estimated for the two stars as listed in Tab. 8; for O vir
the stellar radiation field does not significantly influence
the f/i ratio as expected. We used the formation tem-
peratures T(G) calculated from the G ratios as listed in
Tab. 6, thus assuming all the emission being produced at
a single temperature. In Tab. 9 we summarize the derived
densities and their 1o errors for Procyon and Capella not
accounting for errors in T(G). No density values could
be determined for the Cv triplet in Procyon and for the
Owvir triplet in Capella. Instead we give upper limits for
the two cases (Tab. 9); for Capella only a 20 upper limit
could be determined.

Obviously, for both stars the measured line ratios are
within (Capella) and very close to (Procyon) the low-
density limit Ry. At any rate, the measured f/i ratio is
larger for Capella than for Procyon, so one arrives at the
somewhat unexpected conclusion that the coronal density
in the active star Capella should be smaller than in the
inactive star Procyon.
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Fig. 5. Theoretical curves in the radiation temperature range
given in Tab. 8 in comparison with the measured value of Rops
for the O vii, N vi and the C v triplet for Capella and Procyon.
The measured R values from Tab. 4 are corrected for detector
efficiencies.

Table 9. Results of density diagnostics

log ne/ cm ™3 Capella Procyon
Cv 9.42 +0.21 <8.92

Nvi 9.86 +£0.12 9.96 +0.23

Ovn <9.38 9.28703¢

(20 upper limit)

5.4. Optical depth effects

In all of the above analysis we assumed all triplet lines
to be optically thin. In the following section we show this
assumption to be consistent with our results. Let us there-
fore assume that the optical depth in the resonance lines
is not small. This leads to a reduction of the measured res-
onance line flux due to radiative scattering. At line center
the optical depth is given by the equation

r=1210"" (ﬂ) A, ("—H) A M
Tel Te T

(17)
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(Schrijver et al. 1994) with the fractional ionization is de-
noted by n;/n.;, the elemental abundances by A, the ra-
tio of hydrogen to electron density is ng/n. = 0.85, the
oscillator strength f = 0.7 for all ions, the atomic number
is M, the wavelength A is measured in A, the temperature
T in K, the electron density n, in cm™? and the mean free
path is denoted by £. In Eq. 17 we adopt a value of unity
for the fractional ionization and use the solar abundances.
We further assume T at the peak line formation and note,
that 7 is rather insensitive to the precise value of T'. We
can determine — for each resonance line — that value of
nel which yields an optical depth of unity. Adopting a
maximum value of n, of 10'° cm™3 (cf. Tab. 9), we de-
termine lower values of £ of 1.310'2cm, 5.6 102 cm and
6.0 10! cm, for O vi1, N vi and C v, respectively. Assuming
a geometry most suitable for resonance scattering, we can
compute the respective emission measures of n2¢3 respec-
tively. Comparing these emission measures with those de-
rived from the measured line fluxes fy

_ 4nd? fy
— pa(T)

with the line cooling function py (T') and the distance d (cf.
Tab.1), shows the former to be larger by a few orders of
magnitude for both stars. This inconsistency shows that
the assumption of a non-negligible optical depth is invalid
and we conclude that optical depth effects are irrelevant
for the analysis of He-like triplets in Procyon and Capella.

(18)

6. Conclusions
6.1. Comparison with the Sun

Both Capella and Procyon are considered to be solar-like
stars. In the solar context the He-like triplets of oxygen,
nitrogen and carbon have been known for a long time and
in fact the He-like ion density diagnostics have been first
developed to interpret these solar data. Many solar obser-
vations are available for the O V1T triplet, while only very
few observations have been made for the Nvi and Cv
triplets. The first observations of the Cv triplet are re-
ported by Austin et al. (1966), who obtained an f/i-ratio
of 1.9, while Freeman & Jones (1970) found an f/i-ratio of
1.0. The latter authors also observed the N VI triplet, but
failed to detect the intercombination line and hence de-
duced f/i > 1.9. Brown et al. (1986) observed the C v and
N v1 triplets during a flare and found a mean value of f/i
~ 2 with large scatter between 0.1-4 around this mean
for Nv1 and a value of 0.21 (with a scatter between 0.17—
0.25) for Cv. In consequence, little can be said about the
solar N VI line ratios because of the large measurement er-
rors. The measured ratios for both Capella and Procyon
are certainly consistent with the range of N vI f/i values
quoted by Brown et al. (1986). As far as C Vv is concerned,
the flare data yield very low f/i ratios indicative of high
densities. The Cv f/i ratio observed for Capella is higher,
and that for Procyon — still higher than that observed for
the Brown et al. (1986) flare — we argue is due to large
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photospheric radiation fluxes. We therefore conclude that
the layers contributing the Cv emission in Capella and
Procyon are at lower density than those encountered in
solar flares, and the same applies to the layers emitting
NvL

Ovn triplet in the solar
corona are reported by Freeman & Jones (1970),
McKenzie et al. (1978),  McKenzie et al. (1982),  all
of which refer to the quiescent corona, while some
of the observations from McKenzie et al. (1982)
and Brown et al. (1986) refer to flares and those of
Parkinson (1975) refer to active regions. In addition
we considered some data points collected from various
sources cited by Doyle (1980). In Fig. 6 we plot G vs.
R of these solar observations and compare these solar
data with our Chandra measurements for Procyon and
Capella. For clarity we omitted individual error bars,
which are typically 0.1-0.3 for the solar measurements.
As can be seen from Fig. 6, most of the solar measure-
ments yield R value between 3 and 4. A few values are
significantly lower around R =~ 2, with all them referring
to flares or active regions. Our Chandra measurements
(3.28 for Procyon, 4.0 for Capella) thus fall into the
bulk part of the solar data. Unfortunately, the solar
data are by no means unambiguous. It is not always
clear which regions the data refer to (except for the flare
observations by Brown et al. (1986)), and further, most
of the observations are relatively old and have not been
taken with high spatial resolution; they are comparable
in some sense to our full disk observations of stellar X-ray
sources. In addition, the instrumentation used in different
experiments is quite different and each experiment is
affected by its own specific difficulties. Nevertheless it
seems fair to state that most O VII measurements referring
to quiescent conditions are close to the low density limit,
thus indicating that the physical properties of the O viI
emitting layers in Capella and Procyon should not be
that different from those in the Sun; a little puzzling in
this context is the large scatter of the solar G data. In
contrast, the solar flare data (R ~ 2) is much lower than
any of the other measurements, consistent with a high
density plasma.

Observations of the

6.2. Comparison between Procyon and Capella

Inspection of Tab. 9 suggests that nprocyon > MCapella
for the densities derived from Cv, Nvi, and O viI; there
is definitely no evidence for nprocyon < Ncapetia- These
findings are in contradiction to the claims made by
Dupree et al. (1993), who argue on the basis of Fe XXI line
ratios measured with the EUVE satellite that ncapeia ~
10" em™3. A recent analysis of the long wavelength
part (A > 90 A) of the LETGS spectrum of Capella by
Mewe et al. (2001), however, yielded plasma densities of
5 x 10’2 em™ at most for the plasma emitting in the
Fe xX1 lines with no evidence for any deviations from the
low density limit. Of course, these values refer to those
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Fig. 6. Measurements of solar values for He-like ratios of O viI:
Freeman & Jones (1970) (dotted open box),

McKenzie et al. (1982): quiescent (diamond), flare (asterix),
McKenzie et al. (1978) (dotted diamond),

Doyle (1980) (filled triangle upside down),

Parkinson (1975): active region (plus symbol),

Brown et al. (1986): flare (cross).

Encircled are our measurements of Procyon (open triangle) and
Capella (open box).

plasma layers emitting in the Fe XXI line, which ought to
be at far higher temperature (=~ 8 MK) than those emit-
ting in the Cv, Nv1, and OV lines (1-2 MK). If we
assume all the observed emissions to come from the same
magnetically confined structures (loops), one expects the
gas pressure to be more or less constant and hence the den-
sity at lower temperatures even higher. However, plasma
densities (for Capella) of ~ 10'® cm™® at temperatures of
2 MK are clearly inconsistent with our LETGS spectra.
Therefore the plasma emitting in the Fe XXI line is either
at the low density limit or the Fe XXT emission comes from
different structures than the emissions from He-like ions.

Our temperature measurements of the line forming re-
gions (cf., Tab. 6) are not fully conclusive, although they
suggest that the same lines of C v, N vI, and O VII respec-
tively are formed at a somewhat higher temperature (at
most a factor of 2) in Capella as compared to Procyon.
As a consequence we must have pprocyon = PCapetia for
the gas pressures in the respective line forming regions.
Capella’s peak coronal temperature is clearly much higher
than Procyon’s. If we again assume — going along with the
solar analogy — that for both Procyon and Capella (all of)
the X-ray emission originates from magnetically confined
plasma loops, the loop top temperatures in Capella must
be higher than in Procyon. The loop scaling laws then im-
ply for the typical loop length scales L for Procyon and
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Capella  __ (Tmam,Capeua

Capella pr )3. A conservative esti-

rocyon Tmawz, Procyon

mate yields % > 2, thus Loapetta > 8 Lprocyon-
The conclusion then appears inescapable that the typical
sizes of the magnetic structures in Procyon and Capella
are quite different by probably at least one order of mag-

nitude.

Next, it is instructive to compare the total mean sur-
face fluxes emitted in the helium- and hydrogen-like ions
of carbon, nitrogen and oxygen for Procyon and Capella.
Using the measured count ratios and correcting for the
effects of distance, exposure times and the surface areas
of the stars we find for the Cv, Cvi, Nvi, Nvii, O vir,
and OvVIIl lines values of (Capella)/(Procyon) of 0.96,
1.37,1.09, 4.9, 1.87, and 9.71 respectively. Therefore up to
those temperatures where the C v, C vi, and N V1 lines are
formed, the mean surface fluxes in the two stars hardly dif-
fer at all; pressures and temperatures are also quite simi-
lar. We therefore conclude that the physical characteristics
and global properties (such as filling factor) of Procyon’s
and Capella’s corona at a level of T ~ 10% K are very
similar.

It is interesting to again perform a comparison to
the Sun. Freeman & Jones (1970) quote — for their SL801
rocket flight on Nov 20 1969 — resonance line fluxes of 4.2
1073, 2.1 1073, and 3.1 1073 erg/(cm? sec) for O vir, N v,
and C Vv respectively. Correcting for the distance between
Earth and Sun we find average surface fluxes of 200, 100,
and 150 erg/cm? /sec for O viI, N vI, and CV respectively
on the solar surface. Carrying out the same calculation
for our Chandra data, we find — using the effective areas
given in Tab. 7 — mean surface fluxes in O viI of 3700 and
1980 erg/(cm?sec), in N VI of 480 and 430 erg/(cm? sec),
and in CVv of 830 and 860 erg/(cm? sec) for Capella and
Procyon respectively. We therefore recover our previous
finding that Capella’s and Procyon’s surface fluxes are
quite similar, and determine in addition that both stars
exceed typical (?) solar values by one order of magnitude.
Since the physical conditions of the line emitting regions
are quite similar, we conclude that the coronal filling fac-
tors are larger.

Evaluating now the coronal pressure for Procyon we
find — using the densities and temperatures derived from
Nvi — p(NvI) = 4.4 dyn/cm?, a value also very typi-
cal for solar active regions. From the loop scaling law
(Rosner et al. (1978)) Tyae = 1.4 x 10°(pL)(1/3) we de-
duce a typical length of 2.7 x 10® cm using Thee =
1.5 x 108 K. This value must be considered as a lower limit
to the probable length scale because of the unfortunate
sensitive dependence of L on Tpae through L ~ T3 .
Tmaz is likely somewhat higher than Ty, = 1.5 x 106 K
as suggested by the temperatures derived from the O vii1
data. At any rate, however, the conclusion is, that the
X-ray emission originates from low-lying loops and hence
also our Chandra data support the view that Procyon’s
corona has an appearance very similar to the Sun’s, just
like the conclusion drawn by Schmitt et al. (1996b) from
their EUVE spectra. It then follows that the sizes of the
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magnetic loops in Procyon’s corona are similar to the loops
found in the solar corona. Adopting — for argument’s sake
— a characteristic length of Lp,,. = 1x10° cm, we then
find for Capella Legpena > 8% 10° cm, and possibly even a
significant fraction of Capella’s radius. This result is some-
what puzzling. On the Sun, loop structures, i.e., magnet-
ically closed topologies, are occasionally found at larger
heights, but they are always of low density and they never
contribute significantly to the overall X-ray emission. It
will be interesting to see whether this behavior is typical
for active stars in general, or whether it applies only to
Capella. After all, Capella may not be the prototypical
active star. Its corona is not as hot as that of other stars,
it does not produce flares and its radio emission is very
weak.
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Abstract. A high-resolution spectrum obtained with the low-energy transmission grating onboard the Chandra
observatory is presented and analyzed. Our analysis indicates very hot plasma with temperatures up to 7' =
15 — 20 MK from the continuum and from ratios of hydrogen-like and helium-like ions of Si, Mg, and Ne. In
addition lower temperature material is present since O vii and N vI1 are detected. However, no C v1 is found. Two
methods for density diagnostics are applied. The He-like triplets from N vi1 to Si X111 are used and densities around
10! ¢cm ™2 are found for the low temperature ions. Taking the UV radiation field from the B star companion into
account, we find that the low-Z ions can be affected by the radiation field quite strongly, such that densities of
3x10%° cm ™2 are also possible, but only assuming that the emitting plasma is immersed in the radiation field. For
the high temperature He-like ions only low density limits are found. Using ratios of Fe xx1 lines produced at similar
temperatures are sensitive to lower densities but again yield only low density limits. We thus conclude that the
hot plasma has densities below 10'? cm ™. Assuming a constant pressure corona we show that the characteristic
loop sizes must be small compared to the stellar radius and that filling factors below 0.1 are unlikely.

Key words. Atomic data — Atomic processes — Techniques: spectroscopic — Stars: individual: Algol — stars: coronae

— stars: late-type — stars: activity — X-rays: stars

1. Introduction

Stellar coronae cannot be spatially resolved, yet they are
thought to be highly structured just like the solar corona,
whose X-ray emission comes almost exclusively from hot
plasma confined in magnetic loops. So far the only way
to infer structural information in such unresolved stellar
point sources has been via eclipse studies in suitably cho-
sen binary systems. Observations of the X-ray light curve
can yield information on the location of the X-ray emis-
sion (Pres et al. 1995), although the eclipse mapping re-
construction problem is highly under-determined; after all,
one is trying to reconstruct a three-dimensional intensity
distribution from a one-dimensional light curve. Among a
variety of problems discussed in detail by Schmitt (1998),
a specific difficulty arises from the fact that in most eclips-
ing systems both components are known or likely to be
X-ray emitters. Obviously the reconstruction problem is
easier to solve in those cases where one of the binary com-
ponents is X-ray dark. At X-ray wavelengths only two such
systems have been studied so far, the eclipsing binary sys-
tems a CrB (cf. Schmitt & Kiirster 1993) and 3 Per (=
Algol; Oord & Mewe 1989).

Send offprint requests to: J.-U. Ness
Correspondence to: jness@hs.uni-hamburg.de

The Algol system actually consists of three compo-
nents, a close eclipsing binary (containing a B8 main se-
quence star and a K2IV subgiant) and a more distant
F-type star, which is not of interest for our purposes. The
stellar parameters of the two stars of the eclipsing binary
system (inclination angle is i=81°) are listed in Tab. 1.
Algol is one of the strongest coronal X-ray emitters in the
soft X-ray band and has been observed with essentially all
X-ray satellites flown so far. Particular interest in Algol’s
X-ray emission arises from the fact that no magnetic dy-
namos and magnetic activity phenomena should occur on
stars of spectral type B8, since such stars are fully radia-
tive and thus the primary component of Algol should be
X-ray dark. In consequence, all of Algol’s X-ray emission
is believed to originate from the cool secondary, which
is rapidly rotating because it is tidally locked with the
primary on the orbital time scale (2.8 days). We note in
passing, however, that there is — in contrast to the totally
eclipsing system « CrB (cf. Schmitt & Kiirster 1993) — no
observational proof for this assumption. Nevertheless, X-
ray eclipses at secondary optical minimum are expected,
vet not all observations of Algol at secondary minimum
yield evidence for such eclipses. For example, a long obser-
vation of Algol with the EXOSAT satellite (White et al.
1986) centered on secondary optical minimum showed no
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Table 1. Properties of Algol A and B: mass M, radius R, ef-
fective temperature Teg, log g and spectral type are taken from
Richards (1993) and references therein, the limb darkening co-
efficients € are taken from Diaz-Cordovés et al. (1995).

Algol A Algol B

d/pc 28
M/Me 3.7+£0.3 0.81+0.05
R/Ro 2.9 4 0.04 3.54+0.1
Ter/K 13000 500 4500 + 300
log g 4.08 3.2
Spectr. type B8V K21V
€ 0.44 0.95

indication for any eclipse, suggesting the interpretation of
a corona with a scale height of more than a stellar ra-
dius or a somewhat peculiar configuration of the corona
at the time of observation. On the other hand, a long
ROSAT PSPC observation (Ottmann & Schmitt 1996)
did show evidence for a partial eclipse of the quiescent
X-ray emission, demonstrating that a significant fraction
of the quiescent X-ray emission is emitted within a stel-
lar radius. A BeppoSAX observation (Schmitt & Favata
1999, Favata & Schmitt 1999) of Algol showed the total
eclipse of a long-duration flare, and a sequence of four
ASCA observations of Algol at secondary eclipse showed
evidence for both eclipses and absence of eclipses at dif-
ferent occasions.

Another method to provide information on structure
in spatially unresolved data consists of spectroscopic
measurements of density. If the density measurements are
combined with the measurement of the volume emission
measure EM, an estimate of the emitting plasma volume
can be obtained; in an eclipsing binary these volumes
will be subject to additional light curve constraints. With
the high-resolution spectrometers onboard Chandra it is
possible to carry out high-resolution X-ray spectroscopy
for a wide range of coronal X-ray sources. We have
obtained a Chandra high-resolution X-ray spectrum
of Algol, which allows us to combine the information
derived from X-ray light curves and X-ray spectroscopy.
We will specifically discuss the Algol spectra obtained
with the Low Energy Transmission Grating Spectrometer
(LETGS).

2. Instrument description and Observation

The LETGS is a diffraction grating spectrometer covering
the wavelength range between 5 — 175A (0.07 — 2.5 keV)
with a resolution A/AX ~ 2000 at the long wavelength
end of the band pass; typical instrumental line widths
are of the order 0.06 A (FWHM) (cf., Ness et al. 2001a).
A detailed description of the LETGS instrument is pre-
sented by Predehl et al. (1997). We note in passing that

the LETGS uses a microchannel plate detector (HRC-S)
placed behind the transmission grating without any sig-
nificant intrinsic energy resolution. Thus in contrast to
CCD based detectors the energy information for individ-
ual counting events is solely contained in the events’ spa-
tial location.

Accounting for the instrumental line widths the symme-
try of the grating is sufficient to co-add both sides of the
spectrum in order to obtain a better SN ratio (Ness et al.
2001a). The thus obtained spectrum is shown in Fig. 1. A
rich line spectrum with lines from Fe, Si, Ne, O, N, and
C can be recognized between 6 and 30 A as well as many
Fe lines above 90 A. Strong continuum emission is also ap-
parent almost over the whole observed band pass; we note
in passing that the spectrum shown in Fig. 1 has not been
corrected for effective areas.

3. X-ray fluxes and light curve

Algol was observed with the above described instrumental
setup between March, 12, 2000, 18:36 and March, 13,
2000, 17:13. The total on-time was 81.41ksec, almost
identical to the actual exposure time. During this time
106181 source counts were collected on the negative
side and 101469 counts on the positive side. The high
spectral resolution of the LETGS allows the computation
of incident photon and energy fluxes without the need
of any plasma emission model. In particular, since the
LETGS wavelength range covers both the ROSAT and
the Einstein wavelength ranges we can directly calculate
fluxes corresponding to the respective band passes of these
instruments without the need of any model. Using only
bins with Aeg > 0.1cm? and the distance d from Tab. 1
we compute a total X-ray luminosity of 1.410%!erg/s.
Restricting the wavelength range to the nominal ROSAT
wavelength range (6.2-124A), we find 1.110%!erg/s,
within the Einstein band pass we find 1.010* erg/s
(2.8-62 A). These numbers can be compared with earlier
measurements with these instruments. Berghofer et al.
(1996) report an X-ray flux of Lx = 0.710%erg/s
measured with ROSAT. This agrees with our Chandra
measurement to within 30% so that significant long
term variability can be excluded. Ottmann & Schmitt
(1996) report an X-ray luminosity of Lx = 20103! erg/s
during a flare, while their quiescent emission is consistent
with the values reported by Berghofer et al. (1996).
Our measurement is therefore well within the range of
luminosities found in earlier observations.

In order to compute the ephemeris of Algol, we used
the expression JDprim = 2445739.003 + 2.8673285 x E
(Kim 1989; E being an integer) for the times of primary
minimum. Qur Chandra observation covers the phases
0.74 to 1.06, i.e., outside optical secondary minimum. In
Fig. 2 we show the background-subtracted X-ray light
curve of the LETGS data (in the ranges 10 - 120 A, 10 -
20A, 20 - 80A, and 80 - 120A). As is clear from Fig. 2,
the light curve shows a more or less continuous decrease
in intensity throughout the Chandra observations by a
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Fig. 1. Top: LETGS spectrum of Algol in the range 1-40 A. Clearly visible is the strong continuum and many prominent
emission lines from Ne, Si, Fe, Mg, N, and O. The Ly, lines from Mgxi1 (8.424), Nex (12.14A), O vt (18.97A) and Nv1

(24.78A) can be recognized, while Cv1 (33.754) is not visible.

Bottom: Wavelength range from 90-135 A. Visible are the lines from Fexvii at 94 A from Fexx1 at 117.5 A and 128.7 A, and

from Fexxim/Fexx at 133A.

factor of 1.38 (10 - 120A), 1.22 (10 - 20A), 1.47 (20 -
80A), and 1.77 (80 - 120 A). Phasing of the data suggests
the existence of a primary minimum in X-rays, when
the late-type star is located in front of the early-type
star, but from our discussion above this appears highly
unlikely. Since the Algol system is known to be able to
produce giant flares, a far more plausible interpretation
would be to interpret the X-ray light curve as the “tail” of

a long-duration flare, possibly similar to the one observed
by Schmitt & Favata (1999) with BeppoSAX. From this
assumption we would expect the radiation to become
softer in time and to detect a cooling of the plasma. From
Fig. 2 no evidence for softening can be deduced, rather
the radiation becomes even harder. From the temperature
dependent line ratios of the resonance lines of the H-like
and He-like ions plotted in Fig. 3 again no evidence for
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inconsistencies in the co-added spectrum. The thus ob-
tained spectrum is shown in Fig. 1.
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Algol: Lightcurve for several lines
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Fig. 2. Light curve of Algol in a hard, medium and a soft
energy band.
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Fig. 3. Light curve of Algol in three different energy bands
(top) and development of the temperature dependent ra-
tios of Ly, /He-like resonance line for Oxygen, Nitrogen and
Magnesium.

cooling is apparent; the plasma might even become hotter
with time, but at a very small rate. For oxygen the ratio
raises from 3.6 £ 0.27 to 4.2 £ 0.35, for nitrogen from 2.7
+ 0.25 to 3.3 £ 0.37 and for magnesium from 1.7 + 0.12
to 2.0 £ 0.16. Thus we find no indication for the ”tail” of
a long duration flare from this spectral analysis.

4. Data analysis

The data extraction from the HRC-S and analysis of the
spectra presented in this paper are identical to the meth-
ods described by Ness et al. (2001a). Specifically the spec-
tra are extracted along the spectral trace without any
pulse height correction scheme, the background is taken
from nearby adjacent regions on the microchannel plate.
The two dispersion directions are co-added, but the in-
dividual dispersed spectra can still be used to check for

4.1. Analysis of the continuum

The total spectrum in Fig. 1 shows two components,
a multitude of emission lines and a significant con-
tinuum. The shape of the continuum suggests ther-
mal bremsstrahlung emission as the dominant contin-
uum emission process. This assumption is supported by
the high temperatures measured for Si, Mg, and Fe (cf.
Tab. 4). We therefore use the formula

aw —19, 2-12GNT)  _143.9/(7)
v did 2.051 x 107 n T e

)\2
(1)

(Mewe et al. 1986) for the specific volume emissivity
% to model the continuum. T is the plasma tem-
perature in K and c the speed of light in cm/s. The Gaunt
factor G(A\,T) = Gg(A\,T) + Gpe(A, T) is modeled as the
sum of the free-free Gaunt factor

[ergem™3s™! A1

logGg(\,T) = 0.35507%% log A 2)
T
—0.066 4
+0.3A log (108) +0.0043
(Mewe et al. 1986) and the bound-free Gaunt factor
Gue(A, T) = aT"e"" (3)

with the parameters a, b, ¢, and d adopted from
Mewe et al. (1986). Introducing the variable z = 1/\ we
derive from Eq. 1 an expression for the total number dW of
recorded photons divided by effective areas in each wave-
length bin:

dW = B x G(),143.9/0)/1/143.9/a x 22" (4)

with B = 2.05x 107"9EM /(47d?)* Atx A\, o = 143.9/T,
and z = 1/\. The plasma temperature can be derived
from a and the emission measure EM = n?V from B
while AA=0.01A (the binsize of the spectrum), and the
exposure time At=81.41ksec. Best fit parameters B and
a are obtained with a x2 fit. In order to minimize the ef-
fects from the emission lines, we actually use the inverse
spectrum to be compared with 1/dW (B, a). In each it-
eration step we calculate the temperature from a with
T(a) = 143.9/a and the Gaunt factor in each wavelength
bin from Eqns. 2 and 3. From our best fit results we find
T = 20.7MK and EM = 67.5 x 10°2cm™3. This tem-
perature is high, we note, however, that the sensitivity to
the temperature is quite different in the different wave-
length ranges. In Fig. 4 three such wavelength ranges are
shown for three different choices of temperature and the
same emission measure EM = 68 x 1052 cm™3. Because
of the flatness of bremsstrahlung spectra the choice of the
temperature is not important above 18 A, but the position
of the cutoff does depend sensitively on temperature. The
number of emission lines between 13 and 16 A is quite high
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leading to line blends; the best fit bremsstrahlung contin-
uum is therefore low (cf., middle panel of Fig. 4). With
the bottom panel we wish to show that the assumption of
T = 14.4 MK provides a realistic description for all wave-
length ranges and in particular for the region near the
thermal cutoff of the X-ray spectrum. In this case 79%
of the X-ray luminosity Lx belongs to the continuum,
thus Lx cont = 1.1 x 103! erg/sec. As a cross check we
calculate the emission measure from the total luminosity
and a mean radiative power loss due to bremsstrahlung of
1.5x 10723 ergcm? /sec, and obtain EM = 93x 10°2 cm=3.
From this exercise we note that the continuum can well
be modeled with a bremsstrahlung spectrum, and our
Chandra data are consistent with an emission measure
EM = 68x10%? cm 3 and a (peak) temperature at 15 MK.

4.2. Extracted spectra and measured line ratios

For the analysis of emission lines we use a maximum likeli-
hood method which compares the sum of a model and the
instrumental background with the non-subtracted count
spectrum. In this way Poisson statistics can be explic-
itly taken into account. The model spectrum consists of
one or more lines with a variable or fixed spacing and a
source background, which is assumed to be constant over
the region of interest (i.e., the spectral lines under individ-
ual consideration). This assumption is well justified since
both the instrumental background is quite flat as well as
the source background (bremsstrahlung spectrum) once
multiplied with the effective areas. The method includes
Poisson fluctuations both in the line and background
counts. Our code assumes the line profile functions to be
Gaussian, but other shapes can be easily implemented.
In this paper we used the CORA program?!, version 1.2,
for the analysis. It has been developed and described
by Ness et al. (2001a), and can be downloaded from
http://ibiblio.org/pub/Linux/science/astronomy/.
The analysis was performed on the basis of the
count spectrum. The measured line counts are given in
Tab. 3 and we list the best fits of the wavelengths A,
the Gaussian line-widths, the number of line photons,
and the source background shg measured in counts/A
which is assumed constant within the individual parts
of the spectrum under consideration. In the last column
we list the effective areas (as provided by D. Pease in
Oct. 2000) as used for calculating line ratios needed for
further analysis from the measurements; all errors in
Tab. 3 are 1o errors. The first part of Tab. 3 contains the
He-like triplets Sixir, Mgx1, Neix, O vii, and N VI in
combination with their H-like lines Six1v, Mgxi1, NeX,
Oviil, and N vil. Since the Ne triplet is severely blended,
the contaminating lines are also listed in Tab. 3.
For the density diagnostics of the higher temperature
regions, five Fe XXI lines are also listed in Tab. 3, together
with the ratios of each line with respect to the FeXxXI

L detailed description under
http://www.hs.uni-hamburg.de/DE/Ins/Per/Ness/Cora
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Fig.4. Modeled bremsstrahlung spectrum with 7' = 14, 21,
and 29 MK and EM = 68 x 102 cm™2 in comparison with
the measured spectrum. The model is converted to LETGS
counts by use of the effective areas from Deron Pease (Oct.
2000). Top: very little sensitivity to the temperature, middle:
attempt to model overlaps with higher temperatures, bottom:
strong dependence of temperature suggesting 15 MK the only
temperature consistent with all wavelength ranges.

128.73 A line. For an estimate of optical depth effects,
two Fe Xv1I lines were also measured and further analysis
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Algol: Oy, —triplet
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Fig. 5. (a,b) Spectrum (bold line) and best fit (thin solid line)
for the triplets O vir (a) and Nvi1 (b) for Algol. The dashed-
dotted line represents the instrumental background.

is performed in Sect. 7.

4.2.1. Analysis of He-like line ratios

We first discuss the lower temperature He-like line sys-
tems from oxygen and nitrogen; we have not obtained a
clear detection of the C v triplet near 41 A. Since the C vI
line at 33.75 A is also not detected, we conclude that only
very little plasma at temperatures producing Cv and
Cv1 is present in Algol’s corona. In Fig. 5 (a,b) we show
the region around the O vII triplet at 22 A and the Nv1
triplet at 28 A together with best fits of the resonance,
intercombination, and forbidden lines. All three lines are
clearly detected above the background, which is actually
dominated by continuum radiation from Algol itself (cf.,
Fig. 1).

In Fig. 6 (a,b) we show the Mg X1 and Si XIII triplets to-
gether with our best fits. Obviously, the relative spectral
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Fig. 6. (a,b) Same as Fig. 5 for Sixm1 (a) and Mgx1 (b). The
unidentified line at 9.36 A is also fitted with 57 cts.

resolution of the LETGS becomes smaller with smaller
wavelengths, and at short wavelengths the Chandra
HETGS performs far better. Still, the lines are at least
partially resolved and line parameters can be determined
by fitting a line template to the data whose relative posi-
tion is fixed. In this fashion the Si X111 triplet blend can be
fitted and the determined value for the f/i ratio is consis-
tent with the low density limit. The Mg X1 triplet is more
complicated. While the MgX1 r-line is clearly detected,
there are no clear detections of the i and f-lines. In par-
ticular, the Mg X1 f-line is unusually broad, yet we are not
aware of other strong contaminating lines in that region
as is suggested by the fit in Fig. 6 (b). The determined
line fluxes and hence line ratios do of course depend on
the adopted background levels, yet in no case do we find
an f/i-ratio consistent with the low density limit. Since
this is in conflict with both the Si X111 data as well as the
Fe xX1 data discussed below, we consider the “detections”
of the Mg x11i and f lines shown in Fig. 6 (b) and reported
in Tab. 3 as spurious.
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4.2.2. Analysis of the NeIX triplet

NelX triplet with FeXIX and FeXVII contamination

fit consistent with (f+i)/r=0.8
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Fig. 7. The NeIx triplet with blending lines from Fe X1X/XVII.
The fit is constrained to (f+i)/r=0.8, i.e., granting a meaning-
full G ratio, assuming log7 < 6.7 (5 MK) for the Ne triplet.

The analysis of the Ne IX triplet is notoriously difficult,
because of severe blending of the intercombination line at
13.55A with an Fex1x line at 13.52A (cf., Fig. 7 and
Tab. 3). The NeIX resonance and the forbidden lines are
clearly detected, while the intercombination line is “lost”
in a large line blend longward of the resonance line. Our
fits indicate 665 counts in the r-line, 385 counts in the f-
line, and 736 counts in the i-line blend. The question is
how many of those 736 counts are due to the NeIX i-line
rather than FeX1x. In the following we estimate that by,
first, constraining the fit to G=(f+i) /r=0.8G, and, second,
by extrapolating line fluxes from other Fe X1X lines.

The fit shown in Fig. 7 was performed enforcing the
boundary condition of G=0.8. With this constraint a
reasonable fit is obtained with 147 counts in the inter-
combination line and the remaining 589 counts in the
Fexix line. We now discuss whether this line count of
589 counts is consistent with extrapolations from other
Fexix lines using MEKAL (Mewe et al. 1995) for calcu-
lating flux ratios. For this purpose we selected four other
Fe X1X lines suitable for comparison, i.e., they are suffi-
ciently isolated and/or sufficiently strong. These lines are
located at 13.79A, 14.67A, 101.5A, and 108.5A, and our
fit results are listed in Tab. 2; for comparison we use as
reference line the Fe XIX at 13.52 A. The measured flux ra-
tios can be used for comparison with theoretical line flux
ratios taken from MEKAL (Mewe et al. 1995). From the
temperature analysis in Sect. 5 and from Tab. 4 we assume
a temperature of 10 MK for extrapolating flux ratios from
the theoretical fluxes.

The measured Fe X1X and Fe Xv1i ratios listed in Tab. 2
indicate that the measured flux ratios are systematically
smaller than the theoretical ratios from MEKAL. This

Table 2. Measured line flux ratios for Fe Xx1x and Fe xv11 lines
used for consistency checks of the treatment of the Ne1x blend
in Fig. 7. Values for effective areas A.g are taken from In-Flight
Calibration by Deron Pease (31. October 2000). The measured
ratios are corrected for interstellar absorption with the values
from Tab. 3. Theoretical flux ratios are obtained from MEKAL
(Mewe et al. 1995) assuming logT = 7.0 (10 MK, cf. Tab. 4).

MA | Alfcts] | A/N Aex Flux ratio
~[erg/cm?] || A/13.52 | meas. theor.
Fe xix lines 13.79 0.24 &+ | 0.30
0.05
13.52 | 588.98 | 1.66 £ 0.11 || 14.67 < 0.12 0.11
13.79 | 147.30 | 0.40 £ 0.07 || 101.5 0.07 £ | 0.16
0.02
14.67 | < 80. < 0.20 108.5 0.19 £+ 0.42
0.02
101.5 | 77.670 | 0.11 £ 0.02 || Ar/13.79
108.5 | 204.00 | 0.29 £ 0.02 || 13.52 4.09 + 3.3
0.85
14.67 < 0.49 0.39
101.5 03 £ | 0.56
0.08
Fe xvi1 lines 108.5 0.80 + 2.5
0.18
15.00 | 1042.7 | 2.56 £ 0.09 || Ratio for FexvIr A\/13.84
13.84 | 114.20 | 0.31 £ 0.07 || 15.00 8.16 % 12.9
2.0

effect is more significant when using the Chianti data base.
But the general trend is quite convincing indicating the
Fe X1X lines at 13.52 A and 13.79 A to be well modelled in
Fig. 7 and in Tab. 3. Also the results for Fe xvi1 at 13.84 A
seem to be realistic.

Eventually a reduction of Fe X1X at 13.52 A would cure
the difference between measured and theoretical ratios,
leading to a higher value of the intercombination line.
This would mean a higher G ratio (i.e., a lower temper-
ature) and a lower f/i ratio (i.e., a higher density). But
this reduction, in combination with a reduced FeX1X at
13.79 A flux, would also require an enhancement of the
Fexvil line at 13.84 A in order to retain the sum of the
blend at 13.79A/13.84A, and the ratio of this line with
the very strong 15 A line would become smaller, which is
the opposite effect of what would be intended with the re-
duction. We therefore trust our results obtained from the
constrained fit only fixing the G ratio to 0.8.

4.2.3. Analysis of Fe XXI line ratios

The analysis of most of the Fe XX1 lines was straightfor-
ward. For the FeXxx1 line at 121.21 A only an upper limit
could be determined. Some difficulties were encountered
for the Fe xx1 102.22 A and the Fe xx1117.505 A lines. The
Fe xx1 line at 102.22 A is partially blended with the 6t* or-
der of Fe XVII at the original wavelength at 17.054 A. The
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Fig. 8. Fitting of Fexx1 Top: Fexx1 (102.22 A) in combina-
tion with Fexix (101.55 A) and 6" order of Fexvi (17.054 A)
Bottom: Fe xx11 (117.17 A) and Fexx1 (117.505 A)

Fe XXI line at 117.505A is found to be very broad such
that it is difficult to find the correct wavelength position.
In the top panel of Fig. 8 our model with the isolated
Fe XIX line at 101.55A together with FeXxxr at 102.22 A
and the 6% order of Fe xviI is shown. In the bottom panel
of Fig. 8 the Fe XXI at 117.505 A is shown in combination
with the strong, isolated FexxiI line at 117.17 A. In both
cases the isolated lines are used to determine the line shift
of our measurement in comparison with the theoretical
wavelengths. In that way the expected wavelength posi-
tion for the weaker, or blended lines under consideration
was used for the fit.

5. Temperature diagnostics

We carry out temperature diagnostics using temperature
sensitive line ratios of Ly,/He, and of Fey/Fey + 1.
The results are listed in Tab. 4. The ratios Ly,/He,
were calculated from the line fluxes corrected for effective

Table 4. Temperature diagnostics from the ratios of Ly, /He,
for the ions Sixrv/xi, Mgxii/x1i, Nex/ix, O vii/vil, and
N vii/vi. Temperatures for various Fe ions are calculated in the
same manner by using theoretical line ratios from MEKAL.

Lya/r T'(H-He) Tapex
[MK] [MK]
SIXV 142 £0.13 142+04  15.85/10.0
%%5’%1 221 +£029 10105 10.0/6.3
NeX 391+£024 72402 5.62/3.98
OVIL 705 +0.62 4.6+ 0.2 3.16/2.2
NVIL 720+ 110 3.2+ 0.2 2.0/1.4
flux ratio T /MK
Fexvii/Fexvii
15.265/16.078 0.67 £ 0.07  7.93 % 0.43
Fe xx1/Fe XXII
117.51/117.17 0.19 £ 0.03  10.41 + 0.71
Fe xx1/Fe XX11
121.83/117.51 2.28 £ 0.46 10.38 =+ 0.83
118.66/117.51 1.08 & 0.27 10.73 + 1.22

areas, as listed in Tab. 3. We assume plasma emissivities
as calculated in the Codes MEKAL (Mewe et al. 1985;
Mewe et al. 1995) and SPEX (Kaastra et al. 1996) and
compare the measured ratios with the calculated emissiv-
ity ratios in order to derive line formation temperatures.
The results are listed in Tab. 4 as T'(H-He).

In addition we also investigate the temperature

of Fe emitting layers with various Fe flux ratios (cf.
Tab. 4 bottom). We used the photon fluxes corrected for
effective areas from Tab. 3 and compared the ratios with
theoretical ratios derived with MEKAL and SPEX, in the
same manner as for the Ly, /He, ratios. The theoretical
flux of the Fe xvIm 16.078 A was corrected (enhanced) by
a factor of 2.14 following Mewe et al. (2001).
From this analysis we find a cooler component of 8 MK,
which is consistent with the Ly,/He, result for Ne.
We also find hotter plasma at 10.5 MK in which the
highly ionized Fe ions are formed. The ratios and derived
temperatures are listed in Tab. 4. Clearly, a multitude of
spectral components is present in the X-ray spectrum and
we defer a discussion of the admissible emission measure
distributions to a forthcoming paper.
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Table 5. Atomic Parameters for He-like triplets. Tapex is the
peak line formation temperature (MEKAL), Ro is the low-
density limit and N, is the density were R falls to half its
low-density value. Ro and N, are taken from Pradhan & Shull
(1981) and Blumenthal et al. (1972).

ion  Tapex/MK ~ Rg  No/(10"°cm™3)
Sixinn 10.0 2.67 3900
Mg X1 6.3 2.6 620
Ne1x 4.0 3.5 59.0
Ovn 2.2 3.95 3.40
Nvi 14 6.0 0.53

6. Density diagnostics

Estimates of coronal density can be obtained from the
density sensitive f/i ratio of He-like triplets and from the
Fe xx1 line ratios. The He-like N vi, O vii, and NeIX ions
probe the lower temperature components, while the Mg X1,
Sixii1, and the Fe XXI ions are used to probe the higher
temperature components of the coronal plasma. The low-

Z He-like ions are sensitive at densities log(n.) between -

9 and 12, while the high-Z He-like ions can only be used
for higher densities above log(n.) >12. Lower densities
log(ne) > 11 at high temperatures ~ 10 MK can be diag-
nosed from the Fe XXI ratios.

6.1. He-like ions
6.1.1. Theory of He-like triplets

The theory of the atomic physics of He-like
triplets has been extensively described in the lit-
erature  (Gabriel & Jordan 1969, Blumenthal et al.
1972, Mewe & Schrijver 1978, Pradhan et al. 1981,
Pradhan & Shull 1981, Pradhan 1982, Pradhan 1985, and
recently Porquet & Dubau 2000, Porquet et al. 2001, and
Ness et al. 2001a).

In this paper we will determine electron densities 7,
from the equation

Ry

R(nE) - - 1+¢/¢r+ne/N(‘

] R

(5)

where Ry denotes the low density limit and the parame-
ter N the so-called critical density (cf. Tab. 5), around
which the observed line ratio is density-sensitive. Finally,
the parameters ¢ (the radiative absorption rate from 235
to 2%P induced by an external radiation field) and ¢
describe the additional possible influence of the stellar
radiation field on the depopulation of the 3S state (cf.,
Sect. 6.1.2). Values for Ry and N, used in this paper are
listed in Tab. 5. Also listed are the peak formation tem-
peratures Tpeax for the ions.
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Fig. 9. He-like densities n. from the ions O vi1, N vi, and Ne1x.
For comparison the theoretical curve assuming ¢/¢. = 0 is also
plotted (cf. Eq. 5).
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Fig. 10. He-like densities ne from the SiXI1i1 ion.

6.1.2. Influence of the stellar radiation field

Given the effective temperature of 13000 K of Algol A and
its close proximity to Algol B (cf., Tab. 1), we must check
to what extent the X-ray radiation originating from the
corona of Algol B is influenced by the UV radiation from
Algol A; the UV-radiation from the Algol B component
itself is small when comparing its effective temperature
with Capella (Tog <5000 K) and the values computed for
¢/ b to be used in Eq. 5 as derived by Ness et al. (2001a).
Also the measurements of other G and K type stars, as
presented by Ness et al. (2001) suggest Algol B not to con-
tribute to the total radiation field. Following Ness et al.
(2001a) we used IUE measurements of Algol in order to
derive radiation temperatures for the desired wavelengths,
listed in Tab. 6. From this we calculated values ¢/¢. for
Nvi, Ovil, and Ne1X using a dilution factor of

W= % [1 - {1 - (%*)2}1/2] =0.01

(Mewe & Schrijver 1978) using as distance between
Algol A and B a = 14.6 R (Forbes 1997) and the radius
of Algol A r, = 3.5Rg (Tab. 1). The result of our
analysis is listed in Tab. 6. Since we assumed the worst
case scenario, we find the maximally possible values ¢/¢.,
so that the effects are not negligible for O vil and not
zero even for Neix. We do point out, however, that in
the phases between 0.74 and 1.06 (cf. Sect. 3) much of
the visible coronal emission could originate from regions
not illuminated by the B star. With an inclination angle
of 81.5° and the assumption of a uniform distribution of
the coronal plasma, geometrical considerations lead to
the result that at phase ¢ = 1 only plasma near the polar
regions can be illuminated by the primary component. A
detailed discussion of these geometrical considerations is
given in Ness et al. (2001). In the following analysis we
calculate coronal densities with and without the effects

(6)

Table 6. Investigation of the influence of the stellar radia-
tion field originating from the B8 star. Measured fluxes from
the IUE satellite F) are converted to intensity I taking into
account limb darkening effects using e from Tab. 1.

Nvi Ovn Ne1x
Aisi/A 1900 1630 1266
Ioi/eV 552.1 739.3 1195.3
F

oSy 20+ 2 22 +2.2 20+6
m 9.1 £0.91 9.98+1.0 91427
Tiaa/K 12066 £ 186 12708 £190 13686 + 560

dilution factor 0.01
¢/ 2474 £241 218 £ 0.29 0.1 +0.03

of the radiation field from the B star, i.e., assuming
¢/d. = 0 and with the values for ¢/, from Tab. 6.

6.1.3. Densities with the He-like ions

The measured ratios f/i, corrected for Aeg (Deron Pease,
Oct. 2000; the values are listed in the last column of
Tab. 3), as quoted in Tab. 3, were used for density diag-
nostics. The theoretical curves from Eq. 5, with the values
¢/¢. from Tab. 6 and the other parameters from Tab. 5,
are plotted in Figs. 9 and 10 for each ion in compari-
son with our measurements for f/i with 1o errors. For the
low-Z elements O, N, and Ne we also considered the case
of no radiation field from the B star affecting the emit-
ting layers with a line-dotted line in Fig. 9. The influence
is most severe for NvI and O vII, but is also visible for
Ne1x. Assuming a negligible radiation field from the pri-
mary component we obtain definite deviations from the
low density limit for N vi and O viI and a marginal devi-
ation for NeiIx; in the latter the latter case the 20 error
includes the low density case. In these cases we find densi-
ties between 1-2 x10'"" cm™3 (cf., Tab. 7). Assuming the
full radiation field supplied from the B star to be effective
the sensitivity of our measurements to detect densities is
significantly reduced because the difference between the
R-value in the high density case (R = 0) and low-density
case becomes smaller and smaller. Specifically, for our
Algol LETGS spectrum we find that the data are consis-
tent with the low-density limit for nitrogen and neon, and
even for oxygen the low density limit is included within
the 20 error bars. For silicon and magnesium radiation ef-
fects are unimportant. The derived f/i-ratio for silicon is
consistent with the low density limit, while our measure-
ments for magnesium (formally) yield densities of = log
n, = 13; as discussed in Sect. 4.2.1 and Fig. 6 (b), we con-
sider the measurements of the i and f lines in magnesium
spurious.
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6.2. Density diagnostic with FeXXI

In addition to He-like ions, ions with more than two elec-
trons can be used as a density diagnostic. The ground con-
figuration of FexxXT 1522s522p? splits up into 3P, 1D, 1S.
The energy difference between the ground state 3Py and
the excited levels 3P, and 2P is 9 eV and 14.5 eV, respec-
tively, and 30 eV between ground state and ! Dj. In low-
density plasmas virtually all atoms are in the ground state
3P, while in high-density plasmas a Boltzmann equilib-
rium with the higher level will be obtained. Consequently,
from excited levels certain lines will appear only in high-
density plasmas. In contrast to He-like lines the appear-
ance of certain lines is an indicator of high-density plas-
mas.

Our measurements of four Fe XXI ratios, corrected for
effective areas and interstellar absorption are listed in
Tab. 3 (effective areas and values from interstellar ab-
sorption are listed in the last two columns) and plotted
in comparison with theoretical flux ratio vs. n, curves ob-
tained with Chianti (Dere et al. 2001) in Figs. 11 and 12.
As can be seen from Figs. 11 and 12, only low density lim-
its or upper limits are obtained for all Fe XXI line ratios.
Similar results are obtained when using the ratios from
Brickhouse et al. (1995). The most sensitive upper limit
(log n, < 11.52) comes from the Fexx1 102.2A/128.7A
ratio, and is a factor ~ 24 below the upper limit derived for
the Si X111 triplet, which is formed at similar temperatures.
This comparison clearly shows that Fe XXI line ratios yield
far more sensitive density constraints at high temperature
as compared to He-like triplets from magnesium, silicon,
and higher ions.

7. Optical depth effects

The Chandra Algol spectrum contains a number of strong
Fe xv1I lines which are sensitive to optical depth effects. In
order to estimate the optical depth, we use an ”escape fac-
tor” model with a homogeneous mixture of emitters and
absorbers in a slab geometry (e.g., Kaastra & Mewe 1995,
Mewe et al. 2001). In this geometry the escape factor is
P(7) ~ [1+0.437]7!. Significant optical depths will lead
to resonant scattering in strong lines. Photons originally
traveling outwards may be backscattered and lost in lower
layers. The optical depth in a given line can be computed
from (Schrijver et al. 1994)

r=1210"" ("—) A, ("H) Af %neﬁ (7)

Tel Tie

(Schrijver et al. 1994) with the fractional ionization de-
noted by n;/ne;, the elemental abundances by A, the ra-
tio of hydrogen to electron density ng/n. = 0.85, the
oscillator strength f for the ion under consideration, the
atomic number M, the wavelength A, measured in A, the
temperature T in K, the electron density n, in cm—3 and
the mean free path denoted by £. If one considers two lines
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Fig. 11. Density diagnostic with Fe xx1 ions. 1o errors are in-
dicated with dashed line style (used 20 error for 102 A ratio).

produced by the same ion, the ratio of the optical depths
is given by

n_Mhf
T A fo

Therefore, one must look for lines from the same ion and
large difference in oscillator strength or wavelength. In the
solar context one usually studies the ratio of the strong
Fexvil 15.03A resonance line (f = 2.66) and another,
nearby Fe Xv1I line with a small oscillator strength (e.g.,
15.265 A, f = 0.593). Estimating the escape factor P from

P= (M) / (M) we can deduce the op-
meas 7=0

(8)

15.27 A 15.27 A

tical depth.

For the measured Fe xvi1 15.03/15.265 photon flux ra-
tio we obtain a formal fit result of 2.81 + 0.25 (cf. Tab. 3).
This ratio does depend on the assumed background value
and can vary between 2.32 and 3.45 when varying the
source background (between 4000 and 5000 cts/A; comp.
Tab. 3). In this particular wavelength region (cf., Fig. 4,
middle) line blending is severe and a correct “eye” place-
ment of the continuum is difficult. However, our contin-
uum modeling predicts relative stable values of 4500 cts/ A
so that we are confident that our quoted result is correct
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Table 7. Summary of derived densities.

* Resulting density values accounting for stellar radiation
fields.

** 20 upper limit.

He-like triplets

f/i log(ne)
Siximr  3.66 + 1.44 <129
Mgx1i 0.90 £ 0.37 n.a.
Nei1x 2.62 £ 0.61 11.30 &+ 0.60
*Ne1x <11.57
Ovi 0.94 £ 0.20 11.04 £ 0.13
*Ovi 10.54 + 0.53
Nvi 0.21 £ 0.09 11.16 + 0.23
*NvI 10.13 + 0.93

Fe xx1 ratios

AA ratio log(ne)
97.87 0.12 £ 0.03 <12.19
102.22 0.18 £0.03 < 11.52**
117.51  0.20 £ 0.04 <12.63
121.22 <0.09 <124

15.03/15.265 to the values quoted by Brown et al. (2001)
we therefore conclude that the observations are fully con-
sistent with an optical thin plasma without any signifi-
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Fig. 12. Density diagnostic with Fe xx1 ions.

and not affected by systematic errors from the placement
of the continuum background. We point out that this mea-
surement agrees remarkably well with the same line ratio
as measured in Capella (Mewe et al. 2001); this is interest-
ing because in Capella no measurements of density could
be obtained.

The measured photon flux ratio must be compared to
the 7 = 0 flux ratio, which can be deduced either from
theory or laboratory measurements. With SPEX we pre-
dict a ratio of 3.5, thus P = (2.81+0.25)/3.5 = 0.8+0.07,
and therefore 7 = 0.57 £ 0.26. With Chianti (Dere et al.
2001), a ratio of =~ 4 is expected for 7 = 0, and using
P = (2.81+0.25)/4 = 0.7+ 0.06 we find 7 = 0.98 £ 0.3.
In either case we find optical depths significantly different
from zero (at ~ 2 — 30 level).

Unfortunately theory does not agree with experi-
ment. The very same line ratio can be measured in the
Livermore Electron Beam Ion Trap (EBIT; Brown et al.
2001, Laming et al. 2000). These experiments typically
yield Fexvir 15.03/15.265 photon flux ratios in the range
2.5 - 3.0, which are significantly different from those
expected theoretically. Also, Brown et al. (2001) point
out that contamination of the 15.265A with Fexvi fur-
ther lowers the observed 15.03/15.265 photon flux ra-
tio. Comparing the Algol (and Capella) flux ratios in

cant optical depth with possibly some contamination aris-
ing from Fe xvI. It is worrying that the theoretically pre-
dicted emission from some of the strongest emission lines
observed in solar and stellar X-ray spectra appears to be
wrong by = 30 percent.

8. Discussion and Interpretation

From the derived parameters we can obtain structural
information on Algol’s corona. From the lower temper-
ature He-like ions definite coronal densities could be
determined, from the higher temperature He-like ions
as well as from the Fe XXI line ratios (cf., Tab. 7) upper
limits to the coronal density at a temperature of 10 MK
can be derived. Since EM = n2 V, typical coronal volumes
V can be estimated from the recorded emission measures.

We now assume that Algol’s corona is composed of a
multitude of individual, but identical loops, all of which
obey the loop scaling equation (Rosner et al. 1978)
ne L =13 x 10° T2 (9)

apex’

with the densities n., the apex temperature T,pex, and the
loop semilength L, all in ¢gs units. Of course, the apex
temperature Topex cannot be directly measured, it must
however be close to the formation temperature of the ion
with the highest ionization temperature and it can cer-
tainly not exceed the temperature of the bremsstrahlung
continuum (Sect. 4.1). Tt is also clear that in Algol one is
most likely dealing with a distribution of X-ray emitting



56 Chapter 4. Analysis of a Chandra LETGS spectrum of Algol

J.U. Ness, J.H.M.M. Schmitt, et al.: Chandra observations of Algol 13

loops as is the case in the solar corona. However, our data
does not allow us to constrain the parameters of these
distributions and therefore we model the distributions by
their presumed mean values. From Tab. 4 we conclude
that the apex temperatures T,pex must be approximately
15 MK, which is also supported by the continuum temper-
ature, while from Tab. 7 we conclude that log n. < 11.5.
Obviously the densities at 15 MK could be arbitrarily low.
However, if we assume that the material at 15 MK is in
thermal pressure equilibrium with the material at 2 MK
(where the O vl line is produced) we estimate densities
in the range log n. ~ 9.7 - 10.2, depending on whether
the X-ray emitting corona of Algol B is immersed in the
UV radiation field of Algol A or not. For log n. = 11.5
we compute I, = 9 x 10® cm while for densities log n, =
9.7 - 10.2 we find L = 180 - 460x108 cm. In either case,
the loop lengths are much smaller than the stellar radius
of 2.45 x10* cm so that we assume to deal with an es-
sentially planar geometry. If we assume “canonical loops”
with circular cross sections of a tenth of the loop length,
the volumes of such coronal building blocks are in the
range 2.510%° cm® to 310%° cm?, again depending on the
assumed density, and in all cases one requires at least 1000
loops (or more) in order to account for the total observed
emission measure.

Let us next assume that the considered loops are semi-
circular and extend to height

2L

H=—.
T

(10)

We define the coronal filling factor as the ratio between

the available volume 47 R%2H and the actual volume of X-

ray emitting material Veor = EM /n?:
Ve _ EM

Vavailable 8"3R2L ’

f= (11)
where R denotes the stellar radius. Inserting the scaling
law to replace L with Thpex and n., we finally find
_ EM EMs2
=9.6x10"% =96
f neRzTazpex TLloRflTﬁz

[EMs2 = EM/10°2ecm™3 Riy = R/10* em,
Ts = Tapex/10° K, n19 = n./10'° cm™2].

(12)

Using the continuum values EMso = 68 and Tg = 15 we
find f xn. = 5x10° cm~2. Since the filling factor f can be
unity at most, we deduce that 7,5, = 5x10° cm—2 and the
actual density ought to exceed that value. Interestingly,
NminTapex/Tovn is close to the density determined from
demanding that the high temperature material is at the
same pressure as the OVII emitting material (assum-
ing that it is immersed in the primary’s radiation field).
Alternatively, density values of 1.5x 10'% cm™? lead to fill-
ing factors of & 0.3. These densities can only be reached
without the illuminating UV radiation field of the pri-
mary component. The overall phase range covered by the
Chandra LETGS observations is 0.32. During that period
the star rotates by 115°; therefore most of the hemisphere

visible at the beginning of our observations are not visible
at the end. The observed light curve (cf. Fig. 2) with its
slowly decreasing trend does not appear to give the im-
pression of coming from a number of unrelated regions,
rather, it appears to come from the same region on the
star. This is only possible if the region is located near
the pole (in which case it would be immersed in the radi-
ation field) or if it is fortuitously located in a equatorial
region which happens to be visible during the whole phase
interval. While the latter possibility cannot be excluded,
the former option appears more plausible given the previ-
ous evidence for polar activity in Algol (Schmitt & Favata
1999), the available VLBI images of Algol (Mutel et al.
1998) and the general occurrence of polar spots in Doppler
images in general. It is attractive to interpret the observed
X-ray emission as arising from the circumpolar regions,
possibly from a long-duration flare similar to the one ob-
served by Schmitt & Favata (1999). Assuming as height
the limit inferred from the eclipsing BeppoSAX flare (H
< 7 10%cm) and as filling factor arbitrarily a value of
1 percent (which is the surface area of the circumpolar
polar cap), we find a volume of 4 x 10?2 cm?, which re-
quires densities of 2.5 10'° cm ™2 when combined with the
observed emission measures. These densities refer to the
hot material at temperatures of ~ 1510¢ K. Clearly, these
densities are fully consistent with the observed upper lim-
its.

9.6+EM /R?
50 ! -

40

30

/MK

20

T T T T AT T T T T T

Fig. 13. Temperatures required for asserting certain filling fac-
tors (cf. Eq. 13) assuming constant pressures calculated from
the densities and temperatures measured for O vil. For the
emission measure we use the value obtained from the contin-
uum EM = 68 x 10°% cm™.

Continuing in our picture of “canonical” loops, we
can compare a typical pressure scale height H, =
5000 Tapex/(9/90) = 3.8 x 10 cm using Tapex = 15 MK
and g/ge = 0.2, with a typical loop size L ~ 30 x 10% cm
(Eq. 9). Since H,, >> L, the assumption of constant pres-
sure is well justified. Hence P = n, * T must be constant
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and thus Eq. 12 can be rewritten as

EMs;, EMso
=T =961~
PlgR%lTe 6 P16R%1f

[Pi6 = ne * T/10'° em K],

F=96 (13)

which relates the unknown filling factor with the - in prin-
ciple - measured parameters stellar radius, emission mea-
sure and coronal pressure. In Fig. 13 we plot the depen-
dence of temperatures on filling factor for different pres-
sures, using Eq. 13; the emission measure obtained from
the continuum (Sect. 4.1) was used. The pressures are cal-
culated from the measured temperatures (Tab. 4) and den-
sities (Tab. 7) for O viL. In the case of the radiation field
from the B star to influence the density diagnostics, a
lower limit for the pressure of P = 8 x 10'¢ cm K, using
the peak formation temperature T = 2.2 MK is calculated,
while we obtain P = 50 x 10'® cm~3K for the higher den-
sity from omitting the possible effects from the radiation
field and the higher temperature obtained from the Ly, /r
ratio (Tab. 4).

It is clear that T must exceed 10MK and is very
likely below 30 MK. For low pressure (P16 = 8) the filling
factor would have to exceed 0.45, while for high pressure
(P = 50) the filling factor would have to be in the
interval 0.07 < f < 0.21. Since we feel that filling factors
f ~ 1 are unlikely, we favor a high pressure scenario.
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Table 3. Measured line counts for Algol with 1o errors. Values of the total effective areas Ae.s are taken from In-Flight
Calibration by Deron Pease (31. October 2000). The Transmissions from the ISM are based on N(H1) = 2.5x10"® N(He1)/N(H1)
= 0.09, N(He1)/N(H1) = 0.01

A [A] o [A] A [cts] sbg Robns =f/i Gobs = L Aes
[cts/A] [R]”) (G [em?]
He-like and H-like (cf. Sects. 5 and 6.1.3)
Sixiv 6.19 + 0.0016 0.025 £ 0.002 658.32 £ 35.06 5119 36.22
Sixinr 6.65 + 0.004 480.7 + 35.95 37.54
7 6.69 + 0.014 0.022+ 0.003 86.4 + 33.10 5300 3.64 £ 1.44 0.83 £ 0.15 37.38
f 6.74 + 0.006 314.1 + 30.60 [3.66 + 1.45]® | [0.84 + 0.15]® | 37.16
Mg X11 8.42 + 0.0016 0.02 £ 0.002 578.04 + 33.13 5900 32.28
Mg x1r 9.17 + 0.0015 224.12 + 26.15 27.69
i 9.23 + 0.0015 0.02 £ 0.002 84.85 + 23.29 5400 0.90 + 0.36 0.72 £ 0.22 27.42
f| 93100015 76.09 & 22.80 [0.90 + 0.37]® | [0.73 + 0.23]) | 27.24
Nex 12.14 £ 0.0004 0.021 £ 0.0008 | 2481.48 + 56.31 6510 24.96
Nei1x cf. Sect.4.2.2
r 13.46 £ 0.003 0.022 £ 0.0022 665.03 £ 37.21 26.16
% 13.56 £ 0.011 0.022 £ 0.0022 146.65 + 31.74 6000 2.63 £ 0.61 0.80 26.23
f| 1371 £0.004 | 0.022 +0.0022 | 385.38 + 30.83 [2.62 % 0.61]® - 26.29
Fe x1x 13.52 + 0.003 0.022 + 0.0022 588.98 + 39.82 [fit constrained to G=0.8] 26.21
Fe x1x 13.79 £ 0.007 0.022 £ 0.0022 147.29 + 28.81 26.31
Fexvil 13.84 £ 0.07 0.022 £ 0.0022 114.18 + 27.80 26.32
Ovin | 18.9701 + 0.0004 | 0.0262 + 0.0004 | 2882.96 + 57.81 3150 24.29
Ovur 21.62 £+ 0.016 0.022 £ 0.002 262.49 + 22.6 15.58
% 21.82 £ 0.021 0.021 % 0.004 128.77 = 18.7 2439 0.94 £+ 0.2 0.95 £ 0.16 15.34
f | 2211 +0.022 0.020 % 0.004 120.9 =+ 18.0 [0.94 £ 0.2]® | [0.97 £ 0.16]® | 15.32
Nvi 24.8 £ 0.0012 0.03 £ 0.0012 1119.05 £ 38.38 15.23
Nvir 28.81 £ 0.007 0.037 £ 0.008 141.33 £+ 21.10 13.57
) 29.11 £ 0.011 0.058 & 0.012 188.23 £ 25.53 1800 0.20 + 0.08 1.60 &+ 0.37 13.57
f | 2955+ 0.011 0.021 =+ 0.007 37.5 + 14.31 [0.21 £ 0.09]® | [1.65 £ 0.38]® | 12.76
Fexx1 density diagnostics (cf. Sect. 6.2) %(1) ISM
97.87 0.049 67.20 £ 14.50 334 0.12 £ 0.03 0.9206 7.17
102.22 0.043 94.11 + 16.1 350 0.18 £ 0.07 0.9111 6.64
117.505 0.058 92.10 £ 16.00 225 0.20 £ 0.04 0.8734 6.13
121.22 0.055 < 36 117 < 0.09 0.8633 5.55
128.73 0.058 266.32 &+ 20.90 73 1 0.8420 3.64
NeIx consistency check (cf. Sect. 4.2.2)
Fexix 14.66 £ 0.007 0.02 £ 0.002 < 80 5010 0.999 26.99
Fex1x 101.63 £ 0.007 0.043 % 0.006 77.67 £ 14.55 350 0.9124 6.69
Fexix | 108.45 £ 0.007 0.054 + 0.006 203.53 + 19.42 311 0.8964 6.42
Fexv11 optical thickness (cf. Sect. 7) Egzgii; ggzgii;m
Fexvn 15.026 £+ 0.001 0.021 £ 0.001 1018.44 + 38.93 4500 27.21
Fexvil 15.27 £ 0.008 0.023 £ 0.003 364.71 + 28.92 4500 2.79 + 0.25 [2.81 + 0.25](2) 27.42
Fe temperatures (cf. Sect. 5) A[cts/ch](Q)
Fexvil 15.28 £ 0.004 0.024 £ 0.003 375.73 £ 29.30 4500 14.22 £ 1.11 26.42
Fexvin | 16.082 £ 0.0031 0.03 £ 0.004 572.78 £ 35.95 4500 21.07 £ 1.32 27.19
Fe xx11 117.25 £+ 0.093 0.053 £ 0.06 483.14 £ 25.91 225 78.56 + 4.21 6.15
Fexx 118.81 + 0.014 0.0623 £+ 0.013 97.87 £+ 16.98 225 16.26 + 2.82 6.02
Fexx 121.98 £ 0.009 0.0675 %+ 0.009 180.88 £ 19.23 138 34.19 + 3.64 5.29

M Fluxes accounting for Ay and ISM as in last but one column. @ Fluxes corrected for A.g listed in the last column.
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Abstract. Electron density and temperature diagnostics based on the
triplets of Helium-like ions are applied to the X-ray spectra of seven cool
stars measured with the Low Energy Transmission Grating Spectrome-
ter (LETG) on board the Chandra X-ray Observatory. New theoretical
models for the calculation of the line ratios between the forbidden (f), in-
tercombination (i), and the resonance (r) lines of the He-like triplets are
used. The effects from stellar radiation fields were taken into account.

A strong correlation between the H-like, He-like line ratios with total X-
ray luminosities is found for nitrogen and oxygen. Since this ratio is a
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temperature indicator we conclude that active stars have higher plasma
temperatures than less active stars.

The densities found for O vil show a trend indicating that in inactive
stars low densities are present, comparable to the quiescent Sun, while
for the active stars we measure both low and high densities, as high as
measured in solar flares. We want to point out, however, that most of the
emission is produced at higher temperatures, thus the densities derived
from O VII represent a weaker and cooler (2 MK) plasma component.

1. Introduction

1.1. The instrument

The new generation of X-ray telescopes provides with XMM and Chandra a
new dimension concerning sensitivity (XMM) and resolution (Chandra). Spec-
troscopic measurements can be performed with both instruments using the Re-
flection Grating Spectrometer (RGS) onboard XMM and the High Energy Trans-
mission Grating (HETG), Medium Energy Transmission Grating (METG) and
the Low Energy Transmission Grating (LETG) onboard Chandra. While RGS,
HETG and METG provide large effective areas for high energies ranging from 5
to 40 A with high resolution, the LETG covers a much larger wavelength range
from 5 — 175 A with high spectral resolution comprising both the ROSAT band-
pass (5 — 124 A) and the Einstein bandpass (3 — 84 A). The spectral resolution in
the long wavelength region even exceeds the resolution of the other instruments
with reasonable effective areas.

One advantage of the LETG is the large wavelength range measuring, e.g., the
N VI triplet at around 29 A and the CV triplet at around 41 A, not covered
by METG and RGS. But also the measurement of O ViI is important, since the
METG suffers from steep gradients in effective area in the respective wavelength
range around 22 A. The LETG is the only new instrument covering long wave-
lengths >100 A, thus a number of highly ionized Fe (XxvIi to xx) lines can
also be measured.

1.2. The spectra

The spectra obtained with the LETG are shown in Fig. 1 for the stars Algol,
Capella, and Procyon. As can be seen from Fig. 1, our sample of stars covers a
range of quite different X-ray emitters. While for Procyon most of the emission is
found in spectral lines, continuum emission is seen for Capella while the strongest
continuum is found for Algol. The continua are mainly found around 17 A where
also strong emission lines, mainly from Fe, Si, Ne, and Mg, are seen for Algol and
Capella, but not for Procyon. For Procyon the strongest line is Fe1x at 171 A,
formed at low temperatures, which is very weak in Capella, and not detected in
the Algol spectrum. Instead we find highly ionized Fe ions from Fe xviir (94 A)
up to Fexxi (e.g. 132 A).

We want to point out that isolated lines can be measured and line ratios can be
calculated.
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Figure 1.  Total LETG spectra of Algol, Capella and Procyon.
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Figure 2.  Relation between line ratio Ly, /He-like and surface flux
Lx /R, with the stellar radii R, in units R for O viir/O viI (top panel)
and Nvii/N v (bottom panel)

2. The stars

The selected sample of stars comprises a range of X-ray luminosities Lx from
few 10?7 up to 1032 ergs/sec. For the inactive stars Procyon and o Cen A and B
(Lx ~ 610%7 ergs/sec) we measure small ratios O viii/O vii ~ 1. This ratio is a
measure of plasma temperatures with a high ratio indicating high temperatures.
For the most active stars Algol (Ly = 2103! ergs/sec) and UX Ari (Lx = 7103
ergs/sec) we measure the highest ratios 7.2 and 8.6. The intermediate active
stars € Eri (Lx = 10% ergs/sec) and Capella (Lx = 3103 ergs/sec) are mea-
sured with intermediate ratios with 1.8 and 3, respectively. The relation between
plasma temperature and X-ray luminosity is not entirely new (e.g, Schrijver et
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Figure 3.  Inferring densities from the line ratio f/i for the example
of Algol. The term ¢/p. was measured with IUE, and the theoretical
curves given with and without radiation term (i.e. ¢/¢.=0)

al. 1984), but measuring these line ratios reflecting the plasma temperature is
new. In Fig. 2 the relation is plotted using the surface luminosity Ly /R? for the
line ratios O viil/O vil and N viI/N vI, where the lines involved were detected
in all the stars.

3. Theory of He-like triplets

For details of He-like triplet density diagnostics we refer to Gabriel & Jordan
(1969), Blumenthal et al. (1972), Mewe & Schrijver (1978), Pradhan et al.
(1981), Pradhan & Shull (1981), Pradhan (1982), Pradhan (1985), and recently
Porquet & Dubau (2000), Porquet et al. (2001) and Ness et al. (2001a). In the
notation of He-like triplets we use an r denoting the resonance line (1s2p!'Py),
an i for the intercombination line (1s2p>P;1) and an f for the forbidden line
(1s2s3S;) with all lines decaying radiatively to the ground level 1s?1Sy. The
electron densities are derived from the line ratio f/i of forbidden line f and
intercombination line i, where in a high density plasma ions in the forbidden
level will be excited by collisions into the intercombination level from where
they can decay radiatively. Special care is necessary when dealing with, e.g.,
early type stars providing strong UV radiation fields triggering the excitation

Chapter 5. Coronal density diagnostics for seven cool stars



log(Ly/ergs/s)

6 J.U. Ness, R. Mewe et al.
He=ﬂuke u’cﬁho for OVH He—hke mt\os for OVH
AR R A ] 2.5 [T T T
E ] I +A\go\ |
32 F E | % Capella o o
F ] r| ©Procyon
E E Fl Ae Eri
r — ——= 20K Oa Cen A 0 _
31F B Ll Xa Cen B ¢}
[ ] Ll mUx Ari %
K . OAB Dor ©
E RN [ ©@YY—Gem o
30 —e=o— = o [L®AR 1099 o ©
L Y [ L B
F| +Algol e e © o
29 F| xCapella 30 r o
F| © Procyon ] L o @J ©
Fl A %;H A A ] . ° e éb ¥ 1
Fl O Cen e 1
28 F| xa Cen B e, E 1.0 + OE}X?O _
| Ux Ari ] , ]
£l OAB Dor 1 3 O ©A ®
Ll OYY—Gem 4 L
275 gHR 1099 ] I ]
Foniin [ [T [ [T ] 0.5 L, [ [T [ [T
0 1 2 3 4 5 0 1 2 3 4 5
/i /]

Figure 4. Left panel: f/i ratios for the stars vs. X-ray luminosity
(ROSAT bandpass). The encircled measurements are XMM measure-
ments (Gidel, Audard et al. 2001a,b).

Right panel: R=f/i vs. G=(f+i)/r for the stars in comparison with
solar measurements (for references see Ness et al. 2001a)

f — i radiatively. In our sample Procyon and Algol are of particular importance
in this respect. For more details on this we refer to Ness, Mewe, & Raassen
(2001) and Ness, Mewe, & Schmitt (2001b).

Fig. 3 shows how densities can be derived from the measured line ratio f/i in
the example of Algol. The solid line represents the theoretical curve taking
into account the measured UV radiation field (represented by the term ¢/¢., cf.
Blumenthal et al. 1972), while the dash-dotted line represents the theoretical
curve neglecting the radiation field. In this particular case it is not clear whether
the measured radiation field actually affects the measured coronal emission, since
it does not originate from the stellar surface but from the companion B star
(Ness et al. 2001c). The electron density can be derived by comparing the
measured f/i ratio, represented by the dashed line, with errors (dotted), with
the corresponding theoretical curve (dash-dotted for neglecting the radiation
field and solid line for accounting for the entire radiation field i.e. ¢/¢p. = 2.18).

4. Results

For comparison between the stars we use the measured f/i ratios instead of
densities, because deriving densities from f/i requires atomic data, which might
be ambiguous. The f/i ratios, though, contain all effects, thus also the influence
of radiation fields, satellite lines etc. In Fig. 4 we plot the f/i ratio for O vII
versus the X-ray luminosity Lx (left panel) and versus the ratio G=(f+i)/r
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(right panel), which is commonly used as a temperature indicator. The X-ray
luminosities are converted to ROSAT luminosities, which is possible with the
LETG, because it covers a wavelength range including the ROSAT bandpass.
XMM observations of YY Gem, AB Dor and HR1099 were added for completion
of the sample (He-like ratios from Giidel et al. 2001a,b and ROSAT luminosities
from, e.g., Hiinsch et al. 1998). The small circles in the right panel are solar
measurements collected from the literature (e.g. McKenzie & Landecker 1982).
For YY Gem, AB Dor and HR 1099, no G-ratios were given in the literature, so
values close to one were assumed, but the G-ratio is not used for further analysis.

5. Conclusions

With the high-resolution spectra obtained with Chandra and XMM it is possible
for the first time to measure single lines in the X-ray range with reasonable
effective areas over a wide bandpass. In this way densities can be obtained
in a direct way by using the theory of the He-like triplets. Other line ratios,
e.g., Fe XXI1 lines, can also be used to obtain densities. The densities are the
missing piece between emission measure and volumes. Measuring the densities
independently is thus a step to obtain structural information of the otherwise
spatially unresolved stellar coronae.

Using the line ratio f/i of the He-like triplets we see a trend, indicating that
inactive stars tend to have low densities in general, while in more active stars
higher densities can be measured. One needs to be careful with this conclusion
concerning, e.g. Algol, where the radiation effect might lead to a low f/i ratio.
But from our discussion of Algol in Sect. 3 we rather assume high densities to
be in charge of the low f/i ratio. In Fig. 4 three exceptions can be seen with the
active stars Capella, UX Ari and HR1099, where we measure low densities with
high f/i ratios. From the small sample of stars it is difficult to draw reliable
conclusions. It must be kept in mind that the O viI triplet is formed only in
a small temperature regime around log 7' ~ 6.3. But the dominant emission
measure lies not in the peak formation temperature of O viI for the active stars.
A similar trend can be seen for N vI, which is also detected for all stars.

From the right panel of Fig. 4 it can be seen that the solar G-ratios scatter, while
they are close to one for all stars, which is expected for collision dominated
plasmas (Porquet et al. 2001). In this sense the solar scattering is puzzling,
however, these data are collected from different sources in the literature (cf.
Ness et al. 2001a) and are sometimes ambiguous concerning the observed parts
of the Sun. Also, quite different instrumentation was used.

Concerning the f/i ratios we find that active stars with high densities have similar
f/i ratios for O viI than solar flare data and the inactive stars lie in the bulk of
quiescent solar data.
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Abstract. Spectroscopic density diagnostics based on He-like triplets
have been used to investigate the structure of the solar corona for more
than three decades. With the new instrumentation onboard Chandra and
XMM this method of analysis can now also be applied to stellar coronae.
In collision-dominated plasmas the He-like ratio R=f/i of the forbidden
line (1s2s3S; — 1s?!Sp) and the intercombination line (1s2p3Py; —
1s21Sp) is used as a sensitive indicator of electron density, yielding high
values of R for low densities (n, < 10° cm™3). Measuring a low flux
in the forbidden line compared to the intercombination line, however, is
not always an indicator for high densities, it might also indicate that the
depopulation of the forbidden line level (1s2s3S; — 1s2p 3Py ) is due to
a relatively strong UV radiation field rather than to collisions in a high-
density plasma.

We illustrate this effect with Chandra LETGS measurements of the binary
Algol, consisting of an X-ray dark B star and a K star with a very active
corona, and the inactive F star Procyon. Focusing on the triplets of
Cv, Nvi, Ovil, and NeiX, we show that the radiation fields might have
significant influence on the density analysis of the low-Z ions of C, N and
O in both cases, in spite of the different radiation dilution factors. The
sources of the UV radiation are of completely different origins for the two
stars. While for Procyon the radiation originates from the stellar surface,
the radiation in the case of Algol is supplied by the companion B star.
A detailed investigation of whether the observed part of Algol’s corona is
actually illuminated by the radiation field of the B star, is thus necessary.
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1. Introduction

In Fig. 1 spectra obtained with Chandra LETG of the resolved O vir triplet for
the stars Algol and Procyon are shown. As can be seen, the ratio of the forbid-
den line (f) and the intercombination line (i) differ quite noticeably. We want
to find out whether a low f/i ratio indicates high densities or not.
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Figure 1. LETG Spectra of Algol and Procyon showing the O viI
triplet

2. Theory of He-like triplets

He-like triplet density diagnostics were developed by Gabriel & Jordan (1969),
and refined by Blumenthal et al. (1972), Mewe & Schrijver (1978), Pradhan et
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al. (1981), Pradhan & Shull (1981), and recently Porquet et al. (2001). In the
notation for He-like triplets we use an r denoting the resonance line (1s2p'Py),
an i for the intercombination line (132p3P2,1), and an f for the forbidden line
(1s2s3S1) with all lines ending in the ground level 1s? 'Sy (cf. Fig. 2). The tran-
sition under consideration is from 1s2s3S; (metastable) to 1s2p®Pg, or f — i,
competing with the radiative de-excitation of the f level (1s2s3S; — 1s%1Sy).
The balance between these two depopulation mechanisms of the forbidden line
determines the ratio f/i of forbidden and intercombination line, since the excita-
tion f — i opens an alternative channel for the depopulation of the f line via the
i line. The density diagnostics are based on the assumption that the excitation
f — i is only performed by electron collisions, but in some cases photons with
the corresponding energy can be provided from, e.g., the stellar surface. Radia-
tive transitions f — i can thus compete with the density dependent collisional
transitions. Inference of densities n. is done using the formula

L om
1 1+ ¢/pc + ne/Ne
with Ry the low-density (and low radiation field) limit, ¢/¢. the radiation term,

and N, the density where f/i falls to half its low-density value. Eq. 1 shows that
radiation and collisions influence the f/i ratio in exactly the same fashion.

1)

———> collisions

1s2s'S
84830 ) radiation
two-photon
decay resonance (r)
1s2p P,
1s2p’P
T pr
Y
Y Y
s N 3
1s25™S,;
/,r forbidden (f)
f
!/
A lszlsu

Figure 2.  Simplified term diagram of He-like triplets in a collisional
plasma with the resonance (r), the intercombination line (i), and the
forbidden line (f). The excitations are performed exclusively by colli-
sions. This may not be true for the transition f — i.

2.1. Measuring the radiation term ¢/¢.

A detailed description of how to measure the radiation term is given by Ness
et al. (2001b). Basically the UV flux is measured at the wavelength for the
transition f — i with the TUE satellite and is converted into an intensity to
be compared with Planck curves for different radiation temperatures in order

Chapter 6. UV radiation fields for Algol and Procyon
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to find the correct radiation temperature. The correct Planck curve is used to
calculate ¢/¢. following Blumenthal et al. (1972). The results for Procyon and
Algol are shown in Tab. 1. The radiation term is calculated using a dilution
factor W accounting for the extension and the distance of the radiation source
with respect to the X-ray emitting plasma. For Procyon W = 1/2 is used, but
for Algol we use W = 0.01 (cf. Ness et al. 2001c, and Mewe & Schrijver 1978),
because we assume the companion B star to be the dominant UV source (cf.
Sect. 3).

Table 1.  Measured radiation temperatures and radiation terms for
Procyon (P) and Algol (A). n} is the density obtained when neglecting
the radiation field (¢/¢$.=0)

Cv N v Ovn Ne1x

P A P A P A P A
Trad/K 5530 — 5780 12070 5410 12710 — 13690

¢/ ¢e 26.67 — 1.58 2474 001 218 — 0.1
log n./cm™3 <892 - 9.96 10.13 <9.6 10.54 - 12.35
log n¥/cm™3  10.2 - 1027 11.16 <9.6 11.04 - 12.36

3. The Algol system

As can be seen from Fig. 3 the Algol system consists of a K star and a B star.
The inclination angle is ¢ = 81.5° and the stellar radii are both about 3 Rg. It is
commonly assumed, that all the X-ray emission originates from the corona of the
late type star, and the B star is X-ray dark. From the radiation temperatures
measured with IUE (cf. Tab. 1) it can be concluded, that the B star dominates
the UV emission. With Fig. 3 we wish to illustrate that estimating the influence
of the UV radiation field on the density diagnostics with He-like triplets is more
complicated for Algol than for Procyon. In the case of Procyon the UV field is
provided from the surface of the F star, and the corona is illuminated uniformly.
In the case of Algol the external radiation field from the B star illuminates only
the coronal plasma facing the B star. The coronal plasma on the opposite side
is shadowed by the K star itself. Our observations with the Chandra LETGS
can thus be a composite of both illuminated and non-illuminated plasma. The
fraction of illuminated plasma contributing to the X-ray emission depends on
the geometrical configuration of the system at the time of observation and on
the distribution of the coronal plasma above the K star. The geometrical con-
figuration is shown in Fig. 3, where a uniform distribution of coronal plasma is
assumed. In that case only half of the plasma is illuminated at phase ¢ = 0.75
(at the beginning of the LETGS observation) and only very little plasma at the
poles is illuminated at phase ¢ = 1.0 (at the end of the observation). Since
nothing is known about the distribution of the coronal plasma, the phasing in-
formation alone cannot be used to derive the fraction of illuminated plasma.
The radiation terms in Tab. 1 represent the case of totally illuminated plasma,
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¢/¢pc = 0 applies to the case of non-illuminated plasma.

Inspection of Tab. 1 shows, that for O viI the radiation field has no influence
on the result for Procyon, but for Algol the densities with and without radiation
field differ by a factor three. From the phasing information (¢ = 0.74 — ¢ = 1.0)
we conclude, that the radiation field cannot be neglected, but the full illumina-
tion or non-illumination can only be applied in the case of a very non-uniform
spatial distribution of the coronal plasma.

— i%ll:l:inated} corona
B B S
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e %
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View froth Earth
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Figure 3. The Algol system with the K star as the X-ray source
and the B star, the UV source. The phases correspond to the actual
observation times.
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Influence of UV radiation fields on density diagnostics
with He-like triplets

Jan-Uwe Ness!, Rolf Mewe?, Jiirgen H.M.M. Schmitt!, Anton J.J.
Raassen?3

Abstract. Spectroscopic density diagnostics based on He-like triplets
are routinely used to investigate the solar corona. With the new instru-
mentation onboard Chandra and XMM this method of analysis can also
be applied to stellar coronae.

In collision-dominated plasmas the forbidden line f (1s2s3S; — 1s?1Sy),
disappears at high densities, and the intercombination line i (1s2p 3P2,1
— 15218;) increases at higher densities on cost of the forbidden line.
Therefore, the ratio f/i is used as a sensitive indicator of electron density.
However, depopulation of the forbidden line compared to the intercom-
bination line, is not always an indicator for high densities, it might also
indicate that the depopulation of the forbidden line level (1s2s3S; —
1s2p3P2,1) is due to a UV radiation field instead of the collisions in a
high-density plasma.

We illustrate this effect with IUE measurements of Capella, Procyon, Al-
gol and o Cen A and a Cen B and a simulation showing the trend of the
radiation fields when regarding stars with different surface temperatures.
Focusing on the triplets of C v, N vi, O vir and Ne 1X, we show that the ra-
diation fields can have significant influence on the density analysis of the
low-Z He-like ions of C, N and O. We present Chandra LETGS measure-
ments and calculate the densities accounting for the measured radiation
fields and neglecting them. The sources of the UV radiation are assumed
to be the respective stellar surfaces, but in the case of Algol the radiation
is supplied by the companion B star. A detailed investigation of whether
the observed part of Algol’s corona is actually illuminated by the radia-
tion field of the B star, is necessary.

1. Introduction

The method of using He-like triplets for determination of electron densities in
high temperature plasmas has been developed by Gabriel & Jordan (1969). It
has been refined by, e.g., Blumenthal et al. (1972), Mewe & Schrijver (1978),

'Universitit Hamburg, Hamburger Sternwarte
2Space Research Organization of the Netherlands

3 Astronomical Institute Amsterdam



Pradhan et al. (1981), Pradhan & Shull (1981), and Pradhan (1982). The
method has been exploited for the Sun quite extensively, but was not accessible
for other stars until the advent of the high-resolution spectrometers on Chandra
and XMM. A recent revision of the He-like line ratio technique has been carried
out by Porquet et al. (2001) (see also Mewe et al. 2001).

In this paper we will explain the principle of how the lines of He-like triplets react
to density effects and how UV radiation can interfere with these effects. We will
then show that the radiation field parameters for the density diagnostics can be
measured. Some LETGS measurements will be introduced in Sect. 4 where the
influence of radiation fields on the low-density limit is shown. We will finally
give an impression in which cases UV radiation fields must be measured and
included in the analysis.

2. Atomic physics of He-like triplets

Chandra LETG: Ovu triplet of Capella

gl ]

Counts/ 001 & hin
400

200
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Figure 1. LETGS measurement of Capella’s corona: O VII triplet.

He-like ions are ions consisting of a core with two electrons. The most
prominent lines emitted by He-like ions are the He-like triplets. In Fig. 1 we
show a measured spectrum of the O viI triplet for Capella. The three important
transitions resonance r (1s2p'P;), intercombination i (1s2p®P;) and forbidden
f (1s2s3S1) are denoted. The ground state is 1s2'Sy. The term diagram with
corresponding colors as in Fig. 1 is shown in Fig. 2.

Most important for the density diagnostics is the transition between f and
i, thus 1s2s3S; — 1s2p3P;. In low-density plasmas this transition should not
occur. In higher densities this excitation can be triggered by collisions, because

2
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Figure 2.  Simplified term diagram of He-like triplets.

the 1s2s3S; level is metastable, thus allowing sufficient time for suffering from
collisions. In comparison with the low-density case, more de-excitations via the
intercombination level will be encountered, thus the intercombination line will
become stronger, and the forbidden line will become weaker. The ratio f/i is
therefore a very sensitive density indicator.

But, as can also be seen from Fig. 2, this decisive transition can also be excited
by photons with the energy dE = E¢-E;. dE lies in the UV range for the com-
monly used He-like ions. In order to decide whether photons with the respective
energy are supplied one needs to look out for strong UV fields in the vicinity of
the emitting plasma. When investigating coronal plamas the stellar surface is a
candidate, but we will find that even companion stars are also good candidates

for the sources of significant UV radiation.

As can be seen from Fig. 2 the influence from a radiation field should com-
pete with collisions on the same level. A term accounting for the radiation field
has first been included in the density diagnostics by Gabriel & Jordan (1969).
In our analysis we use the relation

f Ry
-= (1)
i 14 ¢/dc+ne/Ne
with Ry the low-density (and low radiation field) limit, ¢/¢. the radiation term,
ne the desired electron density, and N, the density where f/i falls to half its

low-density value. Densities are derived by just comparing measured f/i values
with the errors with the theoretical curve represented by the right side of Eq. 1.

3



UV radiation fields are accounted for by using ¢/¢. # 0. The atomic parameters
Ry and N, are provided by, e.g., Pradhan & Shull (1981).

3. Measuring the influence of UV radiation fields

From Eq. 1 it can be seen that the radiation field is represented by the term ¢/
in the analysis. The task is now to find adequate values for ¢/¢.. This is done by
first finding the wavelength for the transition f — i (cf. Mewe & Schrijver 1978)
for each individual ion. The values used in our analysis are listed in Tab. 1.

Table 1.  Wavelengths for the transition 1s2s3S; — 1s2p3P2,1 for
Cv, Nvi, Ovil and NeIx. Also ionization potentials used in Eqgs. 6
and 7 are listed.

Cv Nvi OvIi Neix
Af_,i/A 2272 1900 1630 1266
Inot/eV 3921 5521 739.3 1195.3

The level 1s2p 3P2,1 is split up into three levels, but the mean value of the
three transition energies can be used. A good reference is the use of databases,
e.g. the NIST! server or the Kurucz? line list.

The next step will be to find a flux from the star at the respective wavelength.
For our analysis we used IUE data, obtained from the IUE? archive. But also
the HST-STIS* archive can be used. The measured flux can be converted into
an intensity with

d? 1
R?27(1-5)’
with the distance of the star d, the stellar radius R, and the linear limb darkening
coefficient €. € can be obtained from, e.g., Diaz-Cordovés et al. (1995). The
thus obtained intensity can be compared with a set of Planck curves

I, = F) (2)

2hc? 1

I =W— exp()\kl%—im)—l

3)

in order to infer a radiation temperature T;,4. The dilution factor W is calcu-

lated with 12
Tk 2
Wzgll_{l_(;)} ] "

'http://physics.nist.gov/cgi-bin/AtData/lines_form

http://cfa-www.harvard.edu/amdata/ampdata/kurucz23 /sekur.html
3http://ines.laeff.esa.es/cgi-ines/TUEdbsMY
“http://archive.eso.org/archive/hst/

79



80

Chapter 7. UV radiation fields

(Mewe & Schrijver 1978) with the stellar radius r,, and the distance a between
the UV source and the corona. For the case of the stellar surface to be the UV
source, a = Ty, thus W = 1/2 is commonly used.

The correct Planck curve u,, is used to calculate the term ¢/¢, with

¢ 3(1+F)S A(23P — 233)

be  8mhi3  A(23S; — 1180) " (5)

(Blumenthal et al. 1972) with ¢, =A(23S; — 1!Sg)/(1+F), transition prob-
abilities A(j — k), and u, the spectral energy density at the appropriate
23P; — 23S, frequency v. The factor 3 is the ratio of the statistical weights of
the levels 23P and 238S. F is approximated by Blumenthal et al. (1972) through

_ 3¢H(Eexp(E/4) + 1.2 + 2H(E) +2
F() = 3¢exp(£/4) + 0.66H(E) + H(E) + 17 (6)

where ca's 3)
1'S— 2
H =

() C(11S — 23P)’ ()
with £ = I,ot/kTraqa and the collisional excitation rate coefficients C(j; — k).
Values for the ionization potentials I, for each ion are given in Tab. 1 (cf., e.g.,
Pradhan & Shull 1981). Collisional excitation rate coefficients C(j — k) can be
taken from Pradhan et al. (1981). The described method has been applied by
Ness et al. (2001) for the ions Cv, NvI, and O v for the stars Capella and
Procyon.

4. Application of the method

The method described in Sect. 2 has been applied to the stars Capella, Procyon,
and Algol. In Fig. 3 the theoretical curve from Eq. 1 is plotted in compari-
son with the f/i value measured with Chandra LETGS for Algol. The atomic
parameters for O viI from Pradhan & Shull (1981) were used. From the mea-
sured UV flux f = 2.2102 erg/cm?/s/A we derive a radiation temperature of
12700 K. Since this temperature is not typical for a K star (the most probable
X-ray source in the Algol system) it is rather to assume, that the UV radiation
is provided by the companion B star. We therefore applied a dilution factor
W = 0.01, accounting for the distance (a=14.6 Rg) and the radius (R=3.5 Ry)
of the companion star for calculating the radiation term ¢/¢. = 2.18. Despite
of the much smaller dilution factor, the O VII triplet is only in the case of Al-
gol really influenced by the radiation field. For Procyon and Capella it can be
neglected. This can be seen from Tab. 2, where all steps are recorded accord-
ing to Eqgs. 2 to 7 for the stars Capella, Procyon, and Algol. As can be seen,
Capella has the lowest temperatures, while the F star Procyon is much hotter
and Algol’s B star is the hottest star.

In Tab. 3 we present the results from our density diagnostics with and with-
out (¢/¢.=0) radiation fields. The f/i ratios have been obtained with Chandra
LETGS. As can be seen, the densities are overestimated when leaving out the
effects of radiation fields. But in the case of Algol, an exact estimate is more

3
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Figure 3. Inferring densities from the line ratio f/i (broken line:
Chandra LETGS measurement, with errors dotted) for the example
of Algol. The term ¢/¢. = 2.18 was measured with IUE, and the
theoretical curves given with (solid line) and without (line-dotted line)
radiation term (i.e. ¢/p.=0).

complicated depending on the chosen geometry, since only half of the corona
is illuminated by the companion B star, and the influence of the UV radiation
depends on how much of the illuminated corona we actually observe. This con-
sideration is discussed in detail by Ness et al. (2001a) and Ness et al. (2001b).

5. Results

5.1. The low-density limit

In Eq. 1 the low-density limit Ry is introduced as an atomic parameter repre-
senting the ratio f/i to be measured when no transitions f — i take place, thus
¢ = 0 and n, = 0. For the purpose of density diagnostics the low-density limit
puts a constraint on the range of measurable densities. When significant radia-
tion fields influence the density diagnostics, this does not necessarily mean that
no density diagnostics can be performed, but the range of measurable densities
will be reduced. This is illustrated with Fig. 4, where the reduced low-density
limit Ry/(1 + ¢/¢.) is plotted versus the atomic number Z. The black curve
represents the isolated values Ry taken from Pradhan & Shull (1981).

6
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Table 2.  Investigation of the influence of the stellar radiation fields
for Capella ('), Procyon () and Algol (3). Measured fluxes from the
IUE satellite F) are converted to intensity I, taking into account limb
darkening effects using € = 0.83 (Capella), ¢ = 0.724 (Procyon) and
e = 0.44 (Algol). The dilution factor is 0.5 except for Algol (W = 0.01).

| Cv Nvi Ova NeIx
Fy
(10—10m—é¥S SA)
1 0.2 £0.05 0.12+0.05 0.025 £0.005
1.54+04 0.7+0.3 0.06 &= 0.03
20 £ 2 22+2.2 206
5L
(10% 2 Asa)
1 1.98 +0.5 1.194+0.3 0.25+0.5
2 21+5 9.8 +4 0.84 £0.4
3 9100 £ 910 9980 + 100 9100 £ 270
Trad/K
1 4590 £+ 100 4980 £ 150 5030 £+ 50
2 5530 £+ 150 5780 £ 200 5410 £ 300
3 12060 £ 190 12710 =190 13690 + 560
b/ be
1 2.54 4+ 0.86 0.2+0.1 0.003
2 26.67 = 9.3 1.58 +£0.84 0.01 +=0.015
3 24.74 + 2.41 2.18 + 0.29 0.1 &£ 0.03

As can be seen from Fig. 4 the influence of the radiation field is only im-
portant for Cv and NI for all the stars except for Algol. For the ions with
higher Z the influence of the radiation fields becomes smaller. For Ne1x (Z=10)
a measurable influence is perhaps only encountered in the case of Algol.

5.2. Densities

In order to demonstrate the effect of radiation fields on the results of the density
diagnostics, we calculated the expected densities for the ions C v, N vi, O viI and
Ne 1X assuming a hypothetically measured ratio f/i=3.0 (Fig. 5 upper panel) and
a dilution fcator W = 1/2. The radiation field is given in terms of radiation
temperatures. To give an orientation, the spectral types of stars corresponding
to the temperatures are indicated. As can be seen from Fig. 5 (upper panel) the
resulting densities are constant as long as the radiation temperatures are low.
For higher radiation temperatures the densities calculated for f/i=3.0 are much
smaller. This effect can be seen to be most severe for C v, while higher radiation
temperatures can be tolerated for NeiIX.

The same procedure has been applied for a hypothetical measurement of f/i=1.0.
As can be seen from Fig. 5 (lower panel) the obtained densities are higher and
the results are less sensitive to high radiation temperatures. While in coronae
with low densities (f/i=3.0) an F star can already harm the density diagnostics
with O v11, the results in the density diagnostics are not influenced by the same
radiation field in the case of a high-density plasma with f/i=1.0.

7



Table 3.  Results of density diagnostics from Chandra LETGS mea-
surements with and without radiation fields for the stars Capella, Pro-
cyon, and Algol. In addition the stellar parameters distance d, effective
temperature Tog and linear limb darkening parameter € are given.

83

Capella Procyon Algol

G1III/G8 F5IV-V K21V /B8V
d/pc 13 35 31
Tog /K 5700 6530 4500/13000
€ 0.83 0.724 0.44
Cv f/i=1.48 £/i=0.48 no detection
¢/ ¢c 2.54 0 26.67 0 - -
log(ne.) 9.42+0.21  9.66 +0.13 <892 10.2+0.12 - -
N VI f/i=1.78 f/i=1.33 £/i=0.21
¢/ be 0.2 0 1.58 0 24.74 0
log(ne) 9.86+0.12 10.09+0.09 9.96+0.23 10.27 +0.13 10.13+0.93 11.16 +0.23
O VI £/i=4.0 f/i=3.28 £/i=0.94
¢/ ¢e 0.003 0 0.01 0 2.18 0
log(ne) <9.4 <9.4 <9.6 <9.6 10.54+0.53 11.04+0.13

6. Conclusions

From our analysis of the influence of UV radiation fields on the density diagnos-
tics with He-like ions we conclude, that in the analysis of coronal plasmas it is
important to keep this effect in mind. When leaving out the radiation field, one
might obtain overestimated densities.

We have shown, that the radiation effects can be taken care of with the term
¢/¢. which again can be measured. With reliable measurements of ¢/¢. one
can get improved densities. It has also been shown, that the influence of ra-
diation fields on the density diagnostics are most severe for the low-Z ions Cv
and N VI, although for strong UV sources also O VII might be influenced. When
investigating individual stars, one needs to take special care of this effect when
dealing with hot stars with high T,g.

We want to point out, that the effect from UV radiation is only one major effect
that might influence the density diagnostics. There are other effects like blended
dielectronic satellite lines to each line of the triplets. This affects especially the
high-Z ions like Ne1x, Mg X1, and Si X111 (Porquet et al. 2001). Also recombina-
tion from H-like ions can be important for photo-ionized plasmas or innershell
ionization of Li-like ions in transient plasmas (Mewe et al. 2001).
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Densities from f/i=3.0 with dilution W=0.5
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Chapter 8

Summary and concluding remarks

8.1 Results of density diagnostics

The general scope of this work is to measure densities for coronal plasmas in the tem-
perature regime between 2 MK and 20 MK. For the sample of stars investigated in this
work, basically two methods are applied, the He-like triplets and the Fe XXI line ratios
(cf. Sect.1.4). The results obtained with these methods are as follows:

e The He-like triplets cover a large range of temperatures and densities.

— The densities and temperatures measured with the He-like ions are listed in
Tab. 8.1.
— Sixir, Mgxi, and Ne1x are formed at high temperatures and are
sensitive at very high densities which are not reached by all stars in my sample.
— Owvir and N vrI are formed at lower temperatures I measure:
x for inactive stars f/i ratios close to low density limit
— comparable with quiescent sun
x for active stars higher densities
— comparable with solar flares.
* The low density measurements for three active stars are against this trend
x All three are binaries with both stars being potential X-ray sources:
- UX Ari: G5V/KO0IV
- Capella: G1III/KOIII
- HR 1099: G5IV/K1IV
*x Larger emitting volumes in RS CVn systems are a possible explanation.
— (CvV is measured only in the inactive stars with low densities
— The influence of UV radiation fields are measured and accounted for in the
analysis.

e Analysis with Fe XXt

— The method is density sensitive at lower densities than Si X111 but is formed at
similar temperatures.
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— Still only low density limits are measured for Algol and Capella.

8.2 Comparison with the Sun

The line ratios of He-like triplets are compared with a large number of solar observations
of these lines in this work. This can be summarized as follows:

e Cv and NvI: only few data for the Sun are found in the literature.

— Solar flare f/i ratios are reported lower than quiescent values
— this indicates higher densities during flares.

e Comparison of O VIl measurements:

— The inactive stars are in bulk of solar observations.
— Algol has a significant lower f/i ratio than any solar measurement.
— The G-ratio is around 1 for all stars in my sample, but solar G-ratios scatter.
— ¢ Eri has an f/i ratio comparable with solar flare data.
— However, solar data are not unambiguous
x It is not always clear in which regions the reported values were measured
* low spatial resolution
x different instrumentation

— f/i ratios of Capella, Procyon, o Cen A and B, and UX Ari are close to the low
density limit
=—> O VII emitting layers of these stars are similar to the Sun
Algol has a much higher density (even when accounting for the radiation field
from the B star comanion)

— Solar flare data are consistent with high density plasmas.

8.3 Results of analyzing radiation fields

Special effort in this work is dedicated to the analysis of the influence of radiation fields
on the analysis of densities with the He-like triplets. The results are:

e The influence of radiation fields can be determined independently from UV spectra,
e.g., IUE.

e UV radiation fields must be included in analysis.
o Effects from radiation fields are most severe for

— hot stars

— low Z ions

e Without considering radiation fields, densities are overestimated.
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8.4 Particular comparison between Capella and Procyon

The two stars Capella and Procyon are quite different in their coronal properties, and a
comparison between those stars is presented in this work. The results are basically:

e Plasma Temperatures: Tp,oc < Tap
e Densities: n.(Procyon) £ n.(Capella)
e — Pressure: pproc ~ Dcap

o A co(mpari::;on of fluxes from lines in highest ionization stages gives:
Tmaz(Capella
Trmaz(Procyon) > 2
e — typical loop scale length L:
Lcapeiia > 8L procyon (derived from the loop scaling law pL ~ T?)

e pressure for Procyon: 4.4 dyn/cm? (p = 2n.kT)

¢ = Lprocyon = 2.7 x 10% cm
= Lcapetia > 8 X 10? ¢cm which is a significant fraction of Capella’s radius.

e loop structures at large heights are unexpected
= typical for active stars? Or typical only for RS CVn stars?

8.5 A detailed analysis of Algol

A very detailed analysis of an LETGS spectrum of the Algol system is presented in this
work with a variety of results. These are:

e The light curve is slowly decreasing, and no convincing indication is found suggesting
any flare activity.

e For the density measurements with He-like triplets, the radiation field from the
companion B star must be accounted for.
— T'wo scenarios are consistent with the data:

— Low densities with a distribution of the plasma in a way that it is always
immersed in the radiation field e.g., at the poles.

— Higher densities, allowing a more uniform distribution of the emitting plasma.

e The continuum is consistent with a bremsstrahlung spectrum, and an upper tem-
perature of ~ 15 MK.

e The assumption of a uniform distribution of identical loops leads to:

— Loop lengths are smaller than the stellar radius = planar geometry, pressure
equilibrium

— Two scenarios are consistent with the data: 1) low pressure P= 8 10 K cm 3

and large filling factors > 0.45 or 2) high pressure P= 50 10'® K cm 2 and small

filling factors 0.07 < f < 0.21
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8.6 A special reduction software

A special software has been developed in the frame of this work. The basic features are:

e Strict conversation of Poissonian statistics by avoiding:

— Subtraction of Poissonian statistics (background subtraction)

— No division by effective areas, exposure time, etc.
e CORA can handle higher orders and/or redshifts

e Nice plots and IXTgX-tables are returned adequate for inclusion in publications

Easy installation and handling

e Quick way of obtaining line counts and fluxes, but doing it right

8.7 Comparison with other recent work

The results presented in this work have to be interpreted in the context of other projects.
Capella can be regarded a standard star for stellar X-ray emission and was observed
by nearly all X-ray missions. In Chapter 1 measurements of Capella carried out with
FEinstein are mentioned. The LETGS data analyzed in this work are calibration data,
which were also analyzed by Mewe et al. (2001). Their results are consistent with my
results, but the hotter material was also analyzed. HETGS measurements of Capella are
presented by, e.g., Canizares et al. (2000), and their analysis of the O vi1 triplet differs
from my result, finding a higher density from a lower f/i ratio. From discussions with
Nancy Brickhouse from Harvard-Smithsonian Center for Astrophysics, who participated
in that project, a different treatment of the background could be the reason for the
discrepancy, assuming or not assuming unresolved weak lines to make up a fraction
of the source background. However, the instrumental differences between the HETGS
and the LETGS in this wavelength region are quite large (cf. Fig. 1.8). While the
LETGS can measure quite reliably in this wavelength region, the HETGS is designed for
lower wavelengths, but the effective areas suffer from deep gradients in the wavelength
region above ~ 18 A. This presumption is supported by the measurements presented
by Audard et al. (2001). They analyzed an XMM-RGS spectrum of Capella and found
similar densities for O VII emitting layers as I did. My conclusion from the comparison of
these three instruments is that the O viI measurements from the HETGS must be treated
with care. A detailed investigation of a Capella spectrum obtained with the HETGS is
presented by Phillips et al. (2001), comparing these data with EUVE measurements.
Their analysis of He-like triplets returned the higher densities for O vii, but only upper
limits for Fe xx1, Ne1x, and Mg X1 line ratios.

8.8 Future perspectives

The results obtained in this work are only the beginning of high-resolution spectroscopy
in the X-ray wavelength band. Important aspects are discussed concerning the special
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challenges associated with the new opportunities provided with the missions Chandra
and XMM. The densities given in this work are rather low. The atomic physics utilized
for the analysis provides good density diagnostics for plasma with temperatures ranging
at around 2MK and around 10 MK. However, densities below ~ 10°cm™ cannot be
measured with these methods. Other methods providing density diagnostics in similar
temperature regimes, but sensitive to lower densities than 10% cm 2 are highly desirable.
An example is the Fexir ion, formed at around 2 MK, thus in the same temperature
regime as O vil. The ground state is 1s%2s?2p®3s®3p® (or *Sy)5), and forbidden transi-
tions from ?Dg9, D52, P19, and ?Py, are density sensitive below 10°cm 3. These
emission lines from Fe X1 are accessible with the Hubble Space Telescope (HST), and
measurements have been carried out by, e.g., Jordan et al. (2001) for € Eri.

An interesting aspect in this work is the modeling of the continuum of the Algol spec-
trum returning quite encouraging results. In this work this was done in a provisional way,
which is absolutely sufficient for the purpose pursued here. A more refined continuum
model, consistent with measured line ratios, however, can be developed in a future effort.
Emission measure modeling is a popular means of analyzing X-ray spectra. The presently
available algorithms for this task, however, are optimized only for low-resolution spectra,
and particular difficulties arise from the application to the new high-resolution spectra.
New approaches are necessary in order to obtain emission measure distributions that can
be used for obtaining reliable temperature and abundance distributions. Abundances
can be used for a more and more precise picture of the FIP (First Ionization Potential)
effect in combination with heating mechanisms. For the Sun, the low-FIP elements are
over-abundant in the corona, suggesting a heating process, preferring ionized material to
be transported up to the corona. The investigation of abundances in stellar coronae can
help understanding the heating mechanism in other stars.



