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Zusammenfassung

In dieser Dissertation wird ein neuer Ansatz zum Verstehen und zur Verarbeitung natiirlicher
Sprache eingefithrt. Der Ansatz basiert auf einer Analogie zwischen den physikalischen Ob-
jekten auf der Quantenebene und den Aktivitaten des menschlichen Geistes. Auf dieser
Weise gelingt es die physikalischen und seelischen Phénomene in einem einheitlichen Rah-
men zusammenzufassen. Als Konsequenz ergibt sich, dafl sich die Eigenschaften vom Geist
und Materie nicht grundsatzlich unterscheiden, sondern als unterschiedliche Darstellungen
der makroskopischen Materie und des makroskopischen Geistes aufgrund unterschiedlicher
Eigenzustande des zugrundeliegenden Quantensystems zu verstehen sind. Die scheinbaren

Unterschiede sind daher eher quantitativ anstatt qualitativ.

Die in der menschlichen Kognition verwendeten Symbole kann man als Quanteneigen-
zustande beziiglich eines bestimmten Quantenexperiments behandeln. Dariiberhinaus wird
die Behauptung aufgestellt, daf es sich bei Gedankengang und logischer Schlufifolgerung
um semiotische Transformationen handelt, wobei die Symbole als die Eigenzustande beziiglich
eines Formulierungsoperators zu verstehen sind. Der Operator ist eine Analogie zu einem
“Observable” in der Quantenmechanik. Im Allgemeinen hat ein “State-of-affairs” (eine Su-
perposition von Eigenzustédnden) keine wohldefinierten physikalischen Eigenschaften bis zu
dem Zeitpunkt, wo er tatsachlich gemessen wird. Deswegen ist auch die klassische Seman-
tik (als die Zuweisung klassischer Symbole zur klassischen physikalischen Realitdt) nicht
wohldefiniert. Im Unterschied zur klassischen Semantik soll Bedeutung in einem quan-
tenmechanischen Rahmen als eine aktive Messung von einem State-of-affairs behandelt

werden.

XIII



X1V LIST OF TABLES

Wenn man Kognition als Vorgiange auf einem Reprasentationssystem betrachtet, erkennt
man, dafl das Gedachtnis ein sprachahnliches System ist. Jedoch ist das Gedachtnis
grofitenteils ein klassisches Phanomen, da die chemischen Aktivitdten im Gehirn der Ag-
gregatsgrenzfall der Quantenmechanik (also ein Phénomen einer sehr grofien Menge von
Quanten) sind. Daher sind Représentationen im Kognitionssystem im strengen Sinne auch
nicht wohldefiniert.

Eigenschaften der Sprache, die eng mit dem Alltagsschliefen (common sense logic)
zusammenhéngen, sind Gegenstand des folgenden Abschnitts. Die offenbare Tendenz, sich
einer prazisen Definition zu entziehen, und die inhdrente Ambiguitat lassen sich gut in
einem quantenmechanischen Rahmen behandeln. Es handelt sich hierbei um ein zur Quan-
tenmechanik analoges Unschdrfeprinzip und impliziert eine “Begriff-Symbol-Dualitat”. Als
Anwendung lasst sich der quantenmechanische Formalismus auf Kognitionsvorgéange tiber-
tragen. Zum Beispiel kann man nichtmonotone Schlufifolgerungen und Counterfactuals in
diesem Rahmen erklaren. Im Einzelnen kénnen die zeit-asymmetrischen Eigenschaften und
die genuine Unbekanntheit von nichtmonotonen Schlufifolgerungen in einem quantenmech-
anischen Modell einfach erklart werden. Dies gilt auch fiir Potentialitdat und Aktualitit, die
fiir eine Erklarung von Counterfactuals sehr wichtig sind. Dartiberhinaus kann Kausalitat
als eine Form von Counterfactuals betrachtet werden.

Der zweite Teil der Dissertation behandelt die Simulation und die technische An-
wendung der obengenannten Prinzipien auf natiirlichsprachliche Verarbeitungsaufgaben.
Zuerst werden einfache Experimente mit Beispielen zum Alltagsschliefien (exklusives Oder,
nichtmonotones SchlieBen und Counterfactuals) dargestellt. Diese zeigen, daff das klassis-
che Erscheinungsbild der Beispiele implementiert werden kann. Jedoch hat der quanten-
mechanische Ansatz zusatzliche “Feinheiten”, die man in den klassischen Ansétzen nicht
finden kann.

Im Folgenden wird gezeigt, dafl sich einfache natiirlichsprachliche Verarbeitungsauf-
gaben auf unterschiedlichen Corpora simulieren lassen. Als Erstes werden die syllogistis-
chen Schlufifiguren als quantenmechanisches System modelliert. Dabei konnten ausgeze-

ichnete Ergebnisse erzielt werden. Als Zweites wird eine monolinguale Syntaxmanipula-
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tionsaufgabe auf quantenmechanischer Grundlage simuliert, wobei die Ergebnisse deut-
lich besser als die vergleichbarer konnektionistischer Anséitze sind. Zum Abschlufl wird
das Quantensystem auf eine deutsch-englische Ubersetzungsaufgabe angewandt, in denen
schwierige Figenschaften, wie z. B. lexikalische Ambiguitat, abtrennbare Verbpréfixe, Kon-
jugationsendungen, und Umstellungen der Wortreihenfolge bei der Ubersetzung vorkom-
men. Auch bei dieser Aufgabe konnten mit der quantenmechnischen Architektur recht

gute Ergebnisse erreicht werden.
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Abstract

In this thesis, a novel approach to natural language understanding inspired by quantum
mechanical principle is proposed. It is based on an analogy between the physical objects
at the quantum level and human’s mental states. In this way, the physical and the mental
phenomena are to be understood within the same framework. It is also proposed that the
apparent differences between mind and matter do not lie in the fundamental differences of
their properties, but in the different manifestation of macroscopic matter and macroscopic
mind owing to their different composition of pure quantum eigenstates. The apparent

differences are therefore quantitative rather than qualitative.

Specifically, symbols in various cognitive functions are to be treated as eigenstates
with respect to a particular quantum experimental arrangement. Moreover, I claim that
reasoning and inference can be treated as transformations of semiosis with symbols being
the eigenstates of a particular formulation operator. The operator is the counterpart of an
observable in quantum mechanics. A state of affairs (a superposition of these eigenstates)
does not have well-defined physical properties until it is actually measured. Consequently
the classical semantics (as classical symbols’ referring to the classical physical reality) is also
not well-defined and may be a misleading idea. Different from classical semantics, meaning
in the quantum mechanical framework should be treated as an active measurement done

on a state of affair.

Moreover, the ill-definedness also manifests itself in the cognition internal to a person
if we regard memory as a language-like representational system. Nevertheless, memory,

treated as a specific language system, is a largely quasi-classical phenomenon in that the

XVII
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chemical activities in the brain are an aggregate limiting case of quantum mechanics with
a very large number of quanta. The classical “objective” physical reality is therefore a
limiting case of quantum reality as well.

The general language in which common sense logic is embedded is then investigated and
the apparent evasiveness and ambiguity of language can be accommodated in a quantum
framework. This is done by postulating an analogous Uncertainty Principle and observing
the implication of it. An important implication is the “concept-symbol” duality. As appli-
cations, the quantum mechanical formalism is applied to cognitive processes. For instance,
non-monotonicity and counterfactual conditionals can be accommodated and assimilated
in this framework. Specifically, the time-asymmetric property and the genuine unknown
state of non-monotonic reasoning can be easily explained in quantum mechanics. This is
also the case for the potentiality and actuality, which are crucial ideas for explaining coun-
terfactual reasoning. Furthermore, causality can be regarded as a disguise of counterfactual
reasoning.

The second part of the thesis is devoted to simulations and technical applications of the
aforementioned principle in natural language processing. First the preliminary experiments
of common sense logic are presented. These show that the “classicization” of common
sense logic can be implemented with very simple quantum mechanical systems. Moreover,
the richness of the quantum framework goes well beyond what a classical system can
offer. There can be “fine-structures” within seemingly simple logical arguments (XOR, for
example). This is also the case for non-monotonic and counterfactual reasoning.

Simple natural language tasks are also simulated based on different natural language
corpora. First the syllogistic arguments embedded in natural language are simulated with a
quantum system, which delivers quite remarkable results. Secondly, a monolingual syntax
manipulation is implemented with a quantum system, in which the quantum mechanical
approach can achieve much better performance than connectionist one. In the last ex-
periment, a quantum mechanical architecture is trained for bilingual translation between
English and German, in which there are several thorny properties in the natural language

corpus, for example lexical ambiguity, separable prefixes, complicated conjugation, and
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non-linear translational word mappings. Nevertheless, the quantum mechanic architecture

can deliver very satisfactory results.



Chapter 1

Introduction

EREIREE A HIEE A

(Spoken Tao is not eternal Tao. Spoken name is not eternal
name. — Translated by Jeff Rasmussen.)

(The Tao that can be trodden is not the enduring and unchanging
Tao. The name that can be named is not the enduring and
unchanging name. — Translated by James Legge.)

(The Way that can be experienced is not true; The world that
can be constructed is not true. — Translated by Peter A. Merel.)
(The experience of flow is surface; The world of things is drama.

— “Interpolated” by Peter A. Merel.)

— BB
— Laotsu (Taoteking)

1.1 A machine-translation example

Let us begin with an example of state-of-the-art machine translation. We have here a

German sentence together with its English translation®:

!The original sentence in German is the grand conclusion of Wittgenstein’s Tractatus Logico-
Philosophicus [2]. The English counterpart is carefully translated by C.K. Ogden, presumably with the
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Wovon man nicht sprechen kann, dariiber mufy man schweigen.
(Whereof one cannot speak, thereof one must be silent. [Translated by C.K.
Ogden])

The German sentence is submitted to a popular machine translation system?, and the

following translation in English is carried out automatically:
About which one cannot speak, over it one must be silent.

At first sight, the performance of the machine translation system seems fair. It is not
a bad translation. In fact, the sense is kept almost faithfully except for somewhat bizarre
wording. Heartened by this positive result, the translated English sentence is submitted to
the machine translation system again, only this time the target language is set to German.

We now have the following translation:

Uber welche man nicht sprechen kann, iiber ihm mufl man leise sein.

This result is amusing! For one thing, the English word “t” is translated as “ihm”3,

so we feel almost completely lost about what this word refers to. Perhaps more strangely,
“silent” is translated as “leise”, which should be considered an error as far as the meaning
of the sentence is concerned. For a further test, this German sentence is submitted to
the machine translation system again with English as target language. This time the

translation turns out to be:
About which one cannot speak, over it one must be quiet.

It is sometimes surprising how creative the machine translation can be! Nevertheless,
it cannot be considered a bad translation, for it has kept the sense of the “bad” German
translation to a certain degree. Encouraged by the result, the experiment is continued.

This sentence is submitted to the machine translation system again. Now we have:

translator’s thorough understanding of Wittgenstein’s original text.

2See http://www.systransoft.com/.

3Dative masculine or neutral pronoun in German, and indeed there is no way for a machine translation
system to know which gender a pronoun should be without looking into context.
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Uber welche man nicht sprechen kann, iiber ihm mufi man ruhig sein.

Nevertheless, it is a translation which has gone a long way from the original. To see
how far this procedure can go, the sentence is submitted to the machine translation again,

this time we have
About which one cannot speak, over it one must be calm.

At this point, I guess one would be convinced that computers are not only creative but
also humorous! The fact is, a computer program does not have the slightest understanding
what an utterance might mean.

For one thing, a large-scale machine translation system has a huge linguistic database, in
this case perhaps even bigger than that of a competent Germanic student. For someone who
is unfamiliar with natural language processing (NLP), it is hard to believe that equipped
with so much information (and so heavily invested), a computer cannot deliver a decent
translation of a moderately complicated sentence. But this is no surprise for someone
working in NLP. They know how difficult it is to program a computer so that it can
understand a natural language sentence. In fact, many workers in NLP even assume
that a computer will never understand what human says and direct their attention in
more productive areas (such as computer-aided human NLP). The fact is, there is almost
no adequate account of aboutness of natural language. At the present time, most NLP
systems simply mechanically manipulate symbolic structures.

A problem immediately arises: are current main-stream NLP systems on the right
track? After decades of endeavor in symbolic artificial intelligence (Al), we can hardly
believe it is so [3, 4]. For if it were the case, a state-of-the-art computer which can execute
several million instructions per second (that could be millions of times faster than an
ordinary human) would not have performed so poorly in natural language processing. The
fact is, a computer can not even approximate a tiny fraction of human capability in natural
language processing tasks. Indeed, it is very implausible that our own slow “computer”

(the prevalent and one-sided, if not totally misleading, metaphor of the human mind) could



4 CHAPTER 1. INTRODUCTION

achieve its current performance if it did not do it in a much smarter way than computers do.
A revealing fact is to see how fast a computer can compile a very complex C++ program
and how seldom an experienced C++ programmer can write a short program without a
syntax error on the first try. A computer is a remarkable genius of Chomskyan languages

[5, 6], but natural language is not something it is good at.

Indeed, a common weakness of many NLP projects today can be mostly attributed to
their inability to accommodate meaning and their unbalanced attention to syntax. Many
errors of today’s NLP systems can be traced to the radical differences between their way
of representing meaning and context (or absence thereof) and that of a human. When
we talk about syntax, this includes different kinds of semantic formalisms as well, because
according to the computer metaphor of the human mind, slot-filler and category-instance
can be regarded as syntactic objects at a more abstract level and therefore deprived of
any meaning — the meaning we human beings acquire in a bio-socio-cultural context.
Specifically, meaning is something which is entangled with the experiences of individuals
in a very complicated way. In this respect, meaning depends heavily on contexts — lin-
guistic, socio-cultural, and ontogenetic / phylogenetic biological factors, which are holistic
in essence. This points out the first inadequacy of a computational approach, because

classical computation is serial and local.

Moreover, something can make sense only if it makes sense for somebody, who must be
a sentient being. So meaning is derived from subjectivity and intention. But there is no
place for intention in a Turing machine — a (for many, the) metaphor of the human mind.
In this picture, at best, one has to smuggle intention into a program from without (that
is, from the sentient program designer(s)) in order to “breath the spirit into the nostril
of the robot made of earth.” Without an account of holistic context or sentient beings,
we cannot avoid ending up with a theory of zombies. This summarizes the inadequacy
of a top-down or computational approach as a unified scientific view of human mind and
language. This also has an unfortunate impact on NLP, for meaning is the central issue of

natural language understanding.
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It is often argued, however, that NLP is an engineering discipline, thus the question
of meaning is only remotely related to NLP and should be put off. Instead, it is argued,
one should pay more attention to practical issues. But this view is very limited. History
has taught us all too often that a more successful engineering (this includes medicine) is
always based on a “better” science. Now how can we tell which theory is “better”? An
existing or an old theory backed up by authority does not make it automatically a good
theory. A “better” science must explain Nature more intelligibly. Moreover, a “good”
theory has to accommodate more facts — especially anomalies, in addition to the facts
deliberately selected to fit into the theory (the practitioners in a “normal” science tend to
ignore the anomalies [7]; they usually postulate ad hoc solutions to these anomalies). So it
usually begins with the account of anomalies. (We have already encountered an important
anomaly that the top-down computational approach cannot account for — holistic context
and intention.)

At this moment, the reader may think I am advocating an alternative bottom-up or
physicalist approach to mind and language. This is largely the case, but we should be
careful not to fall into another questionable view — that the human mind is the activities
of a classical machine, or a clockwork. In this view, we will unfortunately end up with
another theory of zombies. Before we continue, let us consider the hurdles for a theory
of meaning in the existing scientific frameworks — both from the top down and from the

bottom up.

1.2 A scientific account of meaning

In professional as well as in lay communities, science is too often taken in a very limited
(and arguably conceited, as we shall see) sense that science is a theory about naive ezternal

and objective reality in Nature.* In this view, Nature is passive and mechanistic. It is

4This emphasis of science on natural phenomena, however, is mostly an Anglo-Saxon tradition. In
German, for example, the concept of science is much broader. There are Geisteswissenschaften (hu-
manities, literally sciences of mind) — Sprachwissenschaften (philology, linguistics), Literaturwissenschaft
(literature, literature studies), and even Rechtswissenschaft (jurisprudence, law) and Betriebswissenschaft
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therefore very often argued that the meaning-giving human beings, equipped with all their
consciousness, artistic creativity, free will, and moral judgment, “naturally” can not be a
part of passive and mechanistic Nature. This leads many to believe that a new scientific
account of meaning is impossible right from the start®. But this does not have to be the
case. Let us see why.

To clear the matter up a bit, let us consider what “scientific account” means anyway.
We have just encountered our first question of meaning. And I hope the following discussion
will shed some light on what a scientific account of meaning would look like. Now, as far
as “an account of meaning” (call it X) is concerned, a scientist is a person who believes
in and strives for intelligible accounts of meaning (an intelligible account is an explanation
one finds persuasive and rational). Moreover, a scientist is a naturalist, at least when she
practices her profession. A naturalist is a person who believes that in the realm of discussion
there is no account other than those found in Nature®. Armed with these concepts, we can

reformulate our target as
a naturalist intelligible account of meaning.

At this moment, an objection to the possibility of this account can be largely attributed
to the belief that Nature is passive and mechanistic. For many, this position seems to be

the only choice, for Nature seems to consist of matter and matter follows the Law of Nature

(business management). All these disciplines are seen as sciences. However, at least in the Western civi-
lization, Nature is often taken as an antithesis of Humanity, in which the human will is transcendental to
natural laws.

5There was, and perhaps still is, a substantial trend in the disciplines of humanities in which natural
sciences, such as physics or biology, are taken as shining examples of their own discipline. A salient example
is the so-called social science. The trend started with Auguste Comte (1798-1857), who coined the word
“sociology” and is taken as the founder of positivism. In a sense, the modern school of cognitive science
and various endeavors to reduce human psychology to neuronal activities (classical bio-chemistry) can be
seen as microscopic versions of positivism.

Nevertheless, one should not ignore the fact that there are also significant critics of positivistic philosophy
— its modern form can be traced back to Karl Marx (1818-1883). It is, with justification, termed as
“negative philosophy.” (In the social theory context, see, for example, [8]). In a sense, the dialog and
dispute of what is positive (in Nature) and what is negative (human will and critics) comprise a centerpiece
of the Western civilization.

6In general, a naturalist does not have to be a scientist (unless she believes there is an intelligible account
of Nature) and a scientist does not have to be a naturalist (unless she believes there are no supernatural
accounts).
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without exception; but human beings seem to be able to “break the law.”” In this sense,
one could say matter is passive and objective but mind is active and subjective. If this

view is correct, a naturalist has to answer this question:

why are mind and matter so different in that mind is active and subjective but

matter is not?

Convinced that the pre-condition of this question is correct (i.e. matter and mind are
inherently different), an antagonist of the naturalist intelligible account of meaning has
a point. This renders the question untouchable, because it does not need any further
explanation (it can be taken as it is). Nevertheless, this question sounds quite similar to
a question a la Newton: why are earthly bodies and heavenly bodies so different in that
an apple falls but the moon floats? — remember the properties of heavenly bodies were
an untouchable scientific question in the Middle Ages. For Newton, it turns out that the
question has a simple answer: the moon does fall, so does the apple, and indeed so does
everything. Asserting that, the age-old Aristotelian tenet of differentiating celestial from
terrestrial body falls apart! Would the answer to the question above be the same? — that
matter (indeed the physical world as a whole) is active too?! Or, alternatively, the mind
is also passive and our subjective intuition is only delusion?! If it is the second case, we
end up with another theory of zombies, and the reader should stop reading right away
because nothing makes sense anymore. On the other hand, if it is the first case, we have
to revise our conventional way of thinking of objectivity. This is a monistic view® of the
universe relying on the refutation of Cartesian dualism. At this point, it seems to me that
a “better” naturalist intelligible account of meaning must be a genuine monist theory.
The monistic approach to mind and matter is not a new idea. In fact, it can perhaps

be traced all the way back to Democritus’ theory of atoms and his stance as a panpsychist.

"It is arguable whether all living beings are able to “break the law” in its everyday sense as well.
Nevertheless, following instincts is, at least for most conventional natural scientists, following the law.
But knowing what instincts are and overcoming them consciously — to sleep on a bed of nails and be hurt,
for instance, poses a more profound question about what the “law” really is.

8Monism, for one thing, sees matter and mind to something unified.
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In the era of classical physics and rationality, however, monism has given way to Cartesian
dualism [9] and lost its influence Although seldom explicitly taught, Cartesian dualism
is still deeply embedded in the way classical physics is presented. It remains the case
even as the crucial argument of René Descartes (1596-1650) — the concept of God has
deteriorated ever since. Ironically, an extreme form of materialism (disguised as a sort of
monism, although it is not, as we shall see) has emerged from Cartesian dualism.

To see how deep-rooted Cartesian dualism is in the alleged monist materialism, let us
consider the orbit of Pluto as an example. The orbit of Pluto is presented in the textbook as
a movie-clip in the eye of an external observer — in the “God’s view,” so to speak, although
Pluto’s period of revolution is much longer than the life expectancy of today’s human and
it has not even completed a single revolution since its discovery. So from human’s view,
the observation (or the experiment) is not even finished yet. What we have is only a firm
belief that Pluto will follow its course pretty much like Earth follows its course. (It is very
likely the case, but it is a belief nevertheless, therefore qualitatively different from absolute
objectivity.) In fact, it is only from the “God’s view” — and indeed, one needs very strong
faith in it — that a naive (viz. objective) materialism can emerge. Since objectivity must
be established by an external observer, the observer can not be a part of the universe —
which, by definition of monism, must include everything. Now it is clear that the absolute
observer is the subjectivity being smuggled in. Consequently this can not be a genuine
monism. In fact, this is one of most important motivations for us to shift our interest from
ontology to epistemology and see the whole matter from inside out. A consequence of this
shift is the so-called positivism. But a naive positivistic view of Nature cannot work either.

Thanks to the standard textbooks of sciences, today many students of science hold a
naive positivistic stance that the purpose of science is to “model natural phenomena as
closely as possible”. That is, to offer predictions of natural phenomena as accurately as
possible. This seems to be an epistemic approach. But the naivety lies literally in this view,

» It is nevertheless

because it begs for a model and an objective standard of “closeness.’
dualism in disguise. The implicit dualist stance will become clearer if we pose the following

two questions: who is modeling? and to what is the model considered close? For one thing,
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there must be the absolute objectivity (the matter in Nature) to which scientific theory (in
the mind of scientists) can model and the numerical prediction can approach. For another,
the concept of model itself tears up the universe into what is modeling and what is being
modeled. In fact, this view of separability has been subject to question in modern physics
and in a way has motivated the epistemic approach to science.

Let us begin with the fundamental question posed by quantum theory. Indeed, it
can be argued that a sort of proto-mind must be embedded in the sub-atomic phenomena
which are not separable from their physical properties (in a quite obscure and indirect way,
however). For one thing, in quantum mechanics, the observer — this is extended by a set
of measurement instruments that obey classical mechanics — may play a crucial role and
influence the experiment outcomes dramatically. In certain experimental arrangements, for
example, an electron will shy away from a particular property if it “knows” that it is being
watched (see Section 3.2 for details). In these cases, the absolute objective view has to
be modified, if not given up. In a sense, quantum objects have some mind-like properties
which make a monistic approach to mind and matter attractive again. Observing this fact,
the qualitative question above is not justified and should be transformed to a quantitative

one:

in which situations should we talk about an object is matter-like and/or mind-

like?

This will be a crucial question addressed in this thesis. And indeed, quantum mechanics
offers a handy formalism not only for physical objects but also for mental “objects.” This

will comprise the basis of our naturalist intelligible account of meaning.

1.3 Quantum theoretically speaking

A philosophy-prone reader may notice that this view is not without question. To clear
this issue a bit, let us take a short excursion to the philosophical problem of quantum

mechanics. First of all, the mathematical formalism of quantum mechanics is a language
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(mathematics) and its interpretation is about the physical meaning of the language. Indeed,
the tool with which we talk about physical meaning — language, is such an intimate part
of us that we cannot tell the difference between the meanings the utterances confer and
the “empty words” used to convey it. Unfortunately, this confusion manifests itself in
quantum mechanics as well. As far as the meaning of quantum mechanics is concerned,
the interpretations of quantum mechanics are not only diverse but also obscure [10], for
quantum mechanics itself is in some way inconsistent and paradoxical. More specifically,
the paradox is deeply buried in the coexistence of classical objects which are not subject
to uncertainties, and micro-objects, with the former measuring the latter. In a way, this
paradoxical coexistence manifests itself as “a puzzle of two languages” [11]. In quantum
mechanics we need an everyday language with which we can communicate with each other
unambiguously — this is strengthened by the language of classical physics; and a formalism
that can only predict the result stochastically — this renders the “reality” pointed to by
the symbols in the formalism inherently ambiguous.

But knowing the inconsistency of quantum mechanics is not to refute the theory, which
is the most accurate theory we have. For one thing, quantum mechanics is not a theory out
of nothing. In fact, quantum mechanics was developed by competent classical physicists to
solve problems that are formulated classically but cannot be solved classically. In a sense,
the history of quantum theory shows that even though the quantum and classical world-
views are incompatible, quantum mechanics nevertheless grew out of classical physics (and
paradoxically still has a foot rooted in classical mechanics). Interestingly, the “compati-
bility” and “harmony” is restored by demonstrating the correspondence between classical
physics and quantum mechanics. That is: in the limiting case when Planck’s constant
approaches zero and/or the number of quanta approaches infinity, the statistical behaviors
of quantum theory approach the deterministic properties of classical physics. Considering
the broad phenomena which quantum mechanics can explain, it is the most “consistent”
theory — because the correct predictions of classical mechanics are subsumed by that of
quantum mechanics.

But what will the quantum paradox tell us? Let us take a closer look from the view of
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scientific development. Indeed, a continuous development of our understanding of Nature
is not only of pedagogical merit, it is crucial for us to understand anything in physics at
all. This consists of our basic stance as naturalist scientists that Nature is a harmonious,
integrated, and intelligible affair. In this sense, any sophisticated world view must have
caught certain important aspects of Nature. Consider the following example: although
there is inconsistency and incompatibility in quantum mechanics and classical mechanics,
it is hardly imaginable that we can understand the mathematical formalism of quantum
mechanics without first understanding what classical velocity, acceleration, momentum,
and time are. We certainly do not think of these classical concepts in terms of the limiting
cases of quantum properties. The reader should notice, therefore, that the purpose of the
following discussion is not advocating or refuting a certain philosophical position on science.
Nor is my aim to force incompatible views together. Rather, the purpose is to present a
stepping stone (boot-strapping) to understanding the content of science and identifying the
problem of quantum mechanics by arguing its difficulty and probing its implication from
within.

In light of this, let us start with how science is conceived in classical physics, which, I be-
lieve, is still an often taken stance by practicing physicists and scientists of other disciplines.
As Heinrich Hertz put it, in science we make ourselves “pictures” (“Bilder”) of the fact in
such a way that “the logically necessary consequences” (“die denknotwendigen Folgen”)
of the “picture” agree with “the necessary natural consequences” (“die naturnotwendigen
Folgen”) of the real object or facts. Being somewhat obsolete and incompatible with quan-
tum mechanics, there is nevertheless a crucial merit of this view. In fact, it points out that
scientific research is not merely striving steadily to improve the accuracy of the theoretic
prediction of experimental results. A good scientific theory must be a theory which can
explain and show the connections among phenomena.

As far as the content of this view is concerned, it works well with classical physics. But
as mentioned, while it is very important to boot-strap our understanding of physics, it has
to at least be modified, if not totally abandoned. As Dirac stated, perhaps for pedagogical
purpose [12]:
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[I]n the case of atomic phenomena, no pictures can be expected to exist in the
usual sense of the word ‘picture’ ... One may, however, extend the meaning of
the word ‘picture’ to include any way of looking at the fundamental laws which

makes their self-consistency obuvious.

In this sense, a picture in quantum mechanics, if there is any, can only be conceived as
a picture at a higher level (looking at the laws instead of objects). In any case, while an
extension of picture to the higher level may help us comprehend physics, it is, so to speak,
plagued by its implicit dualist stance. But as far as a boot-strapping process is concerned,
it is an adequate argument (for this moment) and offers a point which is relevant to
our discussion. In fact, it points out that language must play a crucial role in quantum
mechanics, for it is in language (mathematics) that the laws of quantum mechanics are
formulated and it is in language that the confusion, and paradox, etc. manifest themselves.
Moreover, it is in the language “at the higher level” that the consistency is restored. We
should note, however, that this hierarchy cannot go infinitely upwards, because we need
an account from within (hierarchy is always a view seen from without). This suggests that
it is unlikely to have an adequate account of quantum mechanics without an adequate
account of language. Interestingly, seen from within, quantum mechanics may also offer a
good formalism to analyze the problem of language.

Now if language and mind is to be treated as a natural phenomenon of quantum me-
chanics, mysticism can be kept to a minimum, if not totally eliminated. But there is a
price to pay, for such an account cannot be consistent as far as classical logical explanation
is concerned. I suspect this is a characteristic of any monistic world views that include
quantum mechanics. For one thing, a consistent explanation demands that the subject
matter (in this case that about quantum objects) is to be objectified unambiguously and
without uncertainty. This is, however, forbidden according to the Principle of Uncertainty.
However, I do believe an adequate account of language can be shown and this will turn out
to be both a quantum mechanical account of language and a linguistic account of quantum

mechanics at the same time. This is where an analytic boot-strapping process as shown
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above has its merit. If this step is taken, as in the tradition of analytic philosophy, we
understand that it is not important to solve the problem, but instead to offer a dissolution.
This is also an important motivation of this thesis.

Observing this, one should be forewarned that this thesis can inevitably capture only
one aspect of the affair — both of physics and of linguistics. The other aspects, however,
are guarded by the fundamental principles of quantum mechanics and have to remain
literally unspeakable and unthinkable forever. In other words, these aspects are beyond our
horizon and excluded from any discourse — including those of the sciences. But as in the
case of approaching the horizon, there remain quite a lot of issues that can be discussed.
These include the naturalist intelligible account of meaning. This will be argued more
deliberately in the following chapters.

Now I have come to my statement of thesis.

1.4 Statement of thesis

1. There exists a strong analogy between quantum physical objects and our mental
objects: thus the phenomena in the physical and those in the mental world are to
be understood within the same framework. The apparent differences of mind and
matter do not lie in the fundamental differences of the properties of both, but in the
different manifestations of macroscopic matter and macroscopic mind owing to their

different dispositions in quantum subtlety.

2. Analogous to particle-wave duality in quantum mechanics there is a symbol-concept
or word-sense duality in language. Consequently there is an Uncertainty Principle

in language, which in a sense agrees with the view of signs in Saussurean linguistics.

3. Natural language and common sense logic (which can be only embedded in natural
language) can be described as quantum computational systems. Therefore evasive-
ness and ambiguity are a manifestation of the Uncertainty Principle. Furthermore,

non-monotonicity, counterfactual conditionals and causality can be accommodated
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(or assimilated) in this framework.

4. In preliminary experiments with computer simulation, it can be shown that a quan-

tum computational framework can be applied to classical and common sense logic.
Furthermore, non-monotonic and counterfactual reasoning can be demonstrated as

well.

5. Simple natural language tasks (syllogistic arguments, syntactic transformations, and

translation on different corpora) are also simulated with quantum computational
models. It can be shown that a quantum computational framework can indeed deliver

very satisfactory results.

The logical dependency of chapters in this thesis is shown in Figure 1.1.
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Chapter 2

Matter vs. Mind — Position of
Language and Computation in the

Search for Reality

Wir machen uns Bilder der Tatsachen. (We make to ourselves
pictures of facts.) ... Das Bild hat mit dem Abgebildeten die
logische Form der Abbildung gemein. (The picture has the logical

form of representation in common with what it pictures.)

— Ludwig Wittgenstein (Tractatus logico-philosophicus)
2.1 Matter vs. Mind, or Physics vs. Mathematics

In this chapter, we will first discuss the apparent close but puzzling relationship between
physics and mathematics and will propose a view showing why it is the case in light of
language usage. I propose that this will help to clear the so-called “hard problem” of
consciousness [13] in cognitive science, in which we have to explain why subjective qualia
(that “something it is like”) can emerge from pure physical processes. The key is to
treat language as a way of computation in light of quantum theory, and confer upon it

a pivoting role in understanding thought (the mental reality), which in turn points to

19
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physical reality!. I will argue that the concept of classical computation is inadequate.
Specifically, classical computation should be treated as a limiting case of a more subtle
computation (rheomode computation).? We will begin with the argument of why physics
and mathematics are relevant to our topic: a naturalist intelligible account for meaning as

the activity of quantum physical objects.

2.1.1 Why physics?

There are several reasons to place physics at the center of our argument:

1. Physics is usually seen as the hardest of all hard scientific disciplines today. It has
everything to say about what we call physical “reality” in the world — from galaxies

to atoms to elementary particles. For many, a physical world is the world.

2. The whole scientific community (including psychology, cognitive science, in some re-
spect linguistics, etc.) is dominated by an active or passive physicalist world view.
This view is sometimes very active, such as in chemistry or astronomy. In these
disciplines, physics offers a foundation for all explanations. Their explanatory frame-
works are to be seen as either derivation or approximation of underlying physics. In
other cases, physics plays a passive role. For instance, it is accepted that no scientific
discipline whatsoever could ever violate the laws of physics. In all these cases, physics
does mesh with other scientific disciplines and is regarded as more subtle. In other
words, a fact established in physics is to be established as a fact in other disciplines.
For example, no linguist is in the position to argue for a theory that is in any way
incompatible with the laws of physics. Indeed, no human, as a physical entity, can

utter a physically impossible sound.

n fact, the argument can be turned around with equal validity that the physical reality (whatsoever
it may be) points to language. Remember a hierarchical thinking (from without) can not be genuine
monistic.

2Rheomode is a concept coined by David Bohm [1] — ‘rheo’ comes from a Greek verb, meaning ‘to
flow.’
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3. Physics offers good theories for many engineering disciplines “for all practical pur-
poses” (FAPP, as John Bell calls it). This includes those which are heavily physics-
oriented such as aeronautics and electronics and those which are more distant, such as
architecture and information/communication technology. In the latter case, physics
usually plays a supporting but indispensable role. Also, note that many mind-related
scientific disciplines rely heavily on the help of the equipment built according to the
knowledge of advanced physics — positron-emission tomography (PET) or nuclear
magnetic resonance (NMR) tomography in psychology, psycholinguistics or cognitive
science, to name some. In these cases, they take the results measured by physical

instruments as the basis of any reliable evidence.

Although physics is indeed very successful in explaining the phenomena which we can
or can not see (ranging from the Big Bang in the beginning of the universe to the stability
of atoms on your finger tips), the relevance of modern physics to sciences of mind, including
linguistics, in my view, is rather due to its crisis rather than its success in accommodating
physical “reality.” In fact, the main theme of this chapter is that the naively-understood
physical “reality” — an invariant objective substance — is only a ltmiting case of a more
subtle reality, in which activeness has its place. I am not prone to the opinion, however,
that this more subtle reality is supernatural (remember that I am advocating a naturalist
account) or unintelligible. Nor do I think that there is mind or soul that can exist inde-
pendently of physical objects. There is no doubt that it can be argued that way, as many
students of humanities would prefer to. They ask: how can you otherwise accommodate in-
tention, free will and consciousness in physics without resorting to an autonomous mind3?
This conception, however, in my opinion, is largely owing to a misunderstanding of physics.
It is all too easy to accept the well-established but out-dated Newtonian/Cartesian world

view — let us call it ‘folk physics,” which has penetrated so deeply in our everyday life. In

3Indeed, even in quantum theory this view is often taken by physicists. There are similar but serious
arguments to get one out of the difficulty of quantum mechanics as provided by the Copenhagen inter-
pretation (for a summary of interpretations of quantum mechanics see [10]) by resorting to somewhat
mysterious consciousness and by rendering the most subtle physical “reality” (in its everyday sense) as
“meaningless” — this is by no means something to which physicalists might seriously subscribe.
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this view the physical world is lifeless and mechanistic, in short, the universe is qualita-
tively identical to a clockwork. But this is not correct even if only physics is concerned, as
we shall see.

Before we proceed, something must also be mentioned about the role physics plays in
functionalist or emergentist approaches to mind-related sciences. In emergentism, physical
objects are the substrate on which new phenomena (mind) emerge. In functionalism,
physical objects are the realization of a specific function. So physics itself is often held as a
macroscopically irrelevant or uninteresting topic from the view point of so-called levels of
explanation. However, if any theory happens to imply a violation of existing physical laws
or starts with assumptions that are refuted by physics, it is sufficient to falsify the whole
theory as unscientific. In other words, newly established physical facts have the power
to falsify approaches in other disciplines. Now what if the most subtle physical “reality”
ceases to be “meaningful” and there is no other way except through “consciousness” or
“mind” to establish physical facts, as Copenhagen Interpretation of quantum mechanics
implies [10]?

It may be pointed out that all scientific disciplines can be treated as some sort of func-
tionalism in that they are interested in the logical /causal relationship between the relevant
entities in their corresponding disciplines. These entities are mostly defined through their
corresponding functions or roles. For example, consider what role genes play in biology or
the Federal Reserve in macro-economy. Although one cannot deny that there is a realiza-
tion of the functioning unit, one is apt to think that this is irrelevant. But this view can
turn out to be fruitless. To see why, consider astrology: if an astrologer can predict the
solar or lunar eclipse very accurately (he can) and tell the ups and downs of Dow-Jones
(alleged being influenced by these celestial events), would these facts establish astrology as
a science? In fact, if the investors in Wall Street do believe in the astrologer, his prediction
must be correct to a certain degree. Now we will ask: isn’t it the realization of a func-
tion (the good prediction here) that makes an account of social psychological explanation
of the impact of astrology on financial markets more scientific than astrology? Isn’t this

realization crucial in finding a more plausible causal explanation?
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This motivates us to take a closer look at the foundation of physics, for according to a
physicalist account physics is the ultimate realization of any function. But before delving

into physics, let us take a look at the other center piece of our arguments — mathematics.

2.1.2 Why mathematics?

Mathematics is perhaps the purest of all the pure mental endeavors of humankind. During
the times of Euclid and Pythagoras, mathematics was seen as a pure mental exercise
that could deliver truth and nothing but truth. Today, this view is subject to a minor
modification: the “truth” is related to a set of starting propositions (called azioms). An
axiom can be, in some cases, completely lacking intuitive content and beyond intuitive or
empirical verification. In most of the cases, axioms are, however, propositions which we
take as self-evident. From this view, the relevance of mathematics to our topic can be seen

the following two ways:

1. The (apparent?) sense of absoluteness and universality of mathematics on its own

and its relationship to thoughts;

2. The efficacy of pure mathematical argument on physical reality (by way of sophisti-

cated theoretic physics).

For one thing, mathematics is seen by many as an exact deductive science which has
its own reality. But unlike other disciplines in natural sciences, they think, a theorem
is absolutely and universally true. As long as a theorem is proved by a mathematician,
all mathematicians should be able to prove (at least to verify) the theorem as well and

the theorem is considered simply proved.* The strong belief that mathematics forms a

4Strictly speaking, the mathematicians referred to here are those who are trained by the same logical
method. For example, a mathematician trained in constructive school [14] (e.g. with intuitionist logic which
accepts p — ——p but not =—p — p) might refuse to accept a theorem proved by another “traditional”
mathematician using an ad absurdum argument.

In fact, the refutation of exclusive middle is a consequence of the philosophical view of constructive
mathematics. In short, a constructive mathematician does not accept that there is objective mathematical
reality. Consider the following proof which is not accepted by constructive mathematicians:
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consistent unity may justify our calling it mathematical realism. In this sense, mathematical
objects (such as numbers, theorems, proofs, etc.) exist on their own and have objective
existence independent of the minds of mathematicians. We may call them “mathematical
reality.” According to this position, the job of mathematicians, exactly as their colleagues
in physics, is to discover the hidden reality, so that the truth can “fall into place.”

It is indeed this fascinating belief that has raised an interesting question: what exactly
are the rules of mathematical reasoning and why don’t the outcomes contradict each other?
This is a topic of mathematical logic. Many questions are answered positively in this
domain — mathematically [15].5 Interestingly, as by-products of this discipline, different
“logics” have been discovered (or developed). For example, the first order intuitionist
logic that turns down the law of double-negation can be still shown to be compact and
complete. Nevertheless, there are also many puzzling and pessimistic results, for example
Godel’s Incompleteness Theorem [15].

It turns out that the development of mathematical logic has in many ways also aided the
growth of modern computer science — formal language, automata theory, proof theory, and
recursion theory, to name a few area strongly influenced by mathematical logic. Moreover,
it was the ambition of a branch of computer science — artificial intelligence (AI) that
again brought to light profound problems about the definition of mind. This, no doubt,
will have significant impact on natural language understanding and/or processing. In fact,
it is because of our customary way of treating logic (indeed, classical first order logic)
as a better way of reasoning (for some, it is the perfect way) and taking other everyday
reasoning (non-monotonic, modal, context-sensitive) as frictional or impure forms thereof

that has led to many difficulties in AI (see Chapter 1 for examples).

Theorem 1 There exist two irrational numbers a and b such that a® is rational.

Proof: Now (\/5)‘/5 is either rational or irrational. In the first case, we may take a = b = /2; in the
second case, we may take a = (\/5)\/i and b = \/5, since then a® = 2 is rational.

However, there is no known contradiction between the theorems proved by intuitionist mathematicians
and those proved by traditional mathematicians given the same set of axioms. The controversy is rather on
“acceptable” proofs. Interestingly, it is perhaps the belief in universality of mathematics that has driven
constructive mathematicians to prove “existing” theorems again.

SFor example, the Compactness Theorem and the Completeness Theorem of (classical) first order logic.
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We have to see that mathematics plays a crucial role in our contemporary understanding
of physical reality. In a sense, this role is active and somewhat tyrannical. For one thing,
mathematics is not just a crucial tool for describing experiments or observation. Rather,
the description and prediction power of mathematics is attributed to Nature’s agreeing with
mathematics. Einstein, for example, spent more than eight years of his lifetime devoted
to the development of the General Theory of Relativity without the slightest clue from
physical experiments and observations. The ultra-high agreement of the General Theory
of Relativity to observed data in some areas (up to 107!%) certainly suggests that it is not
merely a matter of luck. There must have been something in Einstein’s mind that held the
key to the mystery of the universe.

Indeed, many important discoveries of today’s physics are guided by mathematical
theories rather than the other way around (Gedankenexperiments with pencil and paper
alone are in principle mathematical exercises). The role of experiments is to confirm or
refute an existing mathematical theory. The job of experiment is therefore passive in this
sense. An experimentalist physicist will not be surprised to see outcomes predicted by a
mathematical theory. On the contrary, she is surprised when the phenomenon predicted
by the theory is not there.

An observation of the power of logic/mathematics renders a naive sub-symbolic [16, 17,
18] approach highly implausible. For one thing, the sub-symbolic school is an alternative
view seeing frictionless reasoning as an idealized version of a more subtle classical physical
activity and attacking the difficulties of Al from the bottom up. In light of the efficacy of
mathematics and logic, it is hardly imaginable that a mental framework emerging from this
classical substrate may give rise to a highly abstract understanding of multidimensional

geometry, for example.

2.1.3 Physics and computation

Almost every serious computer scientist has some knowledge of physics. But the deeper

physical background of computer science remains a seldomly addressed issue. (By “physical
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background” we mean an intelligible relationship between the physical properties of a
piece of hardware and the computation — or mathematics — it delivers.) Nevertheless,
almost every computer engineer holds an implicit working hypothesis that this connection
is solid. So solid that the hardware does carry out the computation faithfully according to
anthropocentric mathematics.

Let us first examine this issue more closely from the stand-point of a mind-matter
dualist. The dualist position is a strongly held tenet in the Western tradition since René
Descartes. According to the dualist position, matter is an extended and inert substance,
while mind’s intuition and deduction are the means for mind to understand matter.

Now, an algorithm is a set of abstract procedures devised by computer programmers
(applied mathematicians) based on nothing but their knowledge of logic and mathematics.
The algorithm is therefore a pure recipe of an intelligent mind. On the other hand, the
hardware, although designed by competent engineers, consists of only matter and it works
according to physical laws. But, according to Cartesian tenets, matter is independent of
the mind of the designer. Now, how can this connection between physical hardware and
mental computation be solidly established? Why is the outcome of the calculations as
a physical process the same as our mathematical expectation, which is the outcome of a
mental process?® To answer these questions, a dualist has to postulate de facto that it
is solid. For Descartes, this is attributed to God. In fact, it is difficult for a dualist to
establish a genuine solid relation between mind and matter without resorting to some sort
of supernatural causes. In a sense, mind is itself supernatural in Cartesian dualism.

Nevertheless, for a naturalist dualist the connection between computation and physics
has to be established empirically but not deductively. Thus this connection falls short

of the expectation of most mathematicians. And it disproves the working hypothesis of

6In fact, the modern digital computer works on a principle of approximation. For example, if the voltage
across a junction in a CMOS memory chip is higher than a threshold value, a register is interpreted as
“1,” otherwise “0.” The tension between computation and physics can be seen more clearly on an analog
computer. Consider a scale, for example. For a scale to be balanced, the weight on the left arm times the
length of the left arm should be equal to the weight on the right arm times the length of the right arm. It
is hard to see any obvious and compulsory reason that an abstract multiplication operation should have a
physical embodiment.
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computer programmers in its strongest form.

Here a materialist or an idealist has an upper hand on this issue. For a materialist,
human brain consists of matter only. So mind obeys the same laws of physics that matter
does. If matter follows the laws of nature, so does its activity — and this is mind. Thus
the connection between mathematics and physics has to be solid. The same argument is
valid for an idealist, except that she has to see a piece of hardware as an extension of (her)
mind and will argue the other way around.

For many, materialism and idealism are not good alternatives. For, it is argued, to avoid
rendering oneself an idealist, in which case one is apt to collapse into solipsism, one has to
take a materialist stance. This latter position is implausible for many who take matter as
an inert substance that passively obeys the laws of physics. If it were the case, they think,
in mathematics all their conscious decisions would have ceased to have any meaning. And
indeed, they do not want this to be so. This unwillingness alone is enough for them to
refute a materialist stance right from the beginning. This is a crisis of belief lying at the
heart of the tension between science/technology and humanities. For a discipline of mind,
it seems to me that there can not be any serious new developments without first facing
this crisis. In a sense, this is the “hard-problem” in disguise. And now it is time to take a

look at physics again.

2.1.4 Way out of the crisis?

Indeed, the most fundamental theory of modern physics — quantum mechanics — offers
a very interesting alternative picture of physical objects. In quantum mechanics, the
behavior of a physical object is related to the experimental arrangement. So the property
of quantum objects depends on the observer, at least to a certain degree. It this case,
an electron may “know” what the observer has decided and, strangely enough, what the
observer is about to decide before the decision is really made. In quantum mechanics, mind
can be taken as activity of matter without hurting our intuitive understanding of mind,

for quantum objects seem to have some mind-like properties.
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Another advantage of this account is that it explains why physics and mathematics
mesh without resorting to supernatural effect without sacrificing our intuitive freedom of
subjective mind. Indeed, since Galileo, mathematics has not only become the lingua franca
of physicists, mathematics has also been assumed implicitly by many to be the ultimate
ontology of physical reality. Indeed, a modern electrical engineer seems to have few prob-
lems in accomplishing her job dealing with, say, satellite telemetry by simply “deducing”
everything from the four Maxwell’s equations of electromagnetism” The cogent relationship
between existing theories of physics of this sort, and the relationship’s consistency is taken
as an evidence that physics and mathematics do go hand in hand.

Interestingly enough, the nature of computation and mathematics show why classical
physics cannot offer an adequate account of the solid relation between computation and
physics®, because classical physics is passive and continuous but mathematics is an active
and discrete creative endeavor. In fact, today’s computation theory is nothing but discrete
mathematics. As far as discreteness is concerned, computation turns out to be an important

quantum effect?. [19]

2.2 Physical reality

As far as reality is concerned, few scientists will claim themselves to be non-realists or
anti-realists. In other words, few scientists admit that they are not interested in (a non-
realist position) or deny (an anti-realist position) the existence of objective reality. Thus, if
realism is the tenet of believing in objective reality, almost every scientist will claim herself
to be a realist.

But what, then, is physical reality? A standard answer can be traced back to René

“For the sake of pure mathematical aesthetics, even four equations are redundant. In fact, two of the
four equations can be deduced from the other two with the help of the Theory of Special Relativity.

8This is not to say that a computer cannot be simulated by hardware obeying classical physics. In fact,
by carefully squeezing the transient state of classical electromagnetic circuitry, clever engineers can build
computers that simulate discrete computation.

9Perhaps the most significant computation is evolution in Nature. Not surprisingly, the chemical
reactions and mutations on which evolution is based are all quantum effects.
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Descartes (1596-1650): physical reality is matter and the properties thereof. Moreover,
matter is an extended, inert substance. These “things” are simply there whether some-
body is watching or not. In other words, physical reality is independent of observers. More
specifically, these properties (such as linear momentum, angular momentum, energy, co-
ordinates, charge, mass, etc.) are well defined since there are methods to retrieve them
and they yield the same properties every time. Let us call this the “classical concept of
physical reality.”

This belief in objective reality squares well with the classical Newtonian world view,
although this view has to be subject to a great but not essential revision in the Special
and General Theory of Relativity. In the Theory of Relativity, mass and energy can be
converted into each other, therefore substance is not inert; moreover, physical properties are
dependent on the observer at his/her space-time vantage point. Nevertheless, the “classical
concept of reality” remains sound and valid as far as its well-definedness is concerned, for
objective properties can still be retained. Specifically, gravitation — as the curvature of
space-time — is to be contemplated from outside of space-time and is an objective property.

Even in classical statistical mechanics, in which the exact determination of momentum
and position of a particle is completely out of the question, the “classical concept of reality”
still squares well with the Newtonian world view. This is because in classical statistic
mechanics the position and momentum of the particle are well-defined — the position and
momentum of the particle are objectively there, even if I (or anyone else) do not know how
big they are. It is qualitatively different to say that one cannot know how big they are.
In fact, what are relevant in classical statistical mechanics are the aggregate properties of
particles (e.g. molecules) such as temperature or pressure. A realist position can be still
retained.

When it comes to quantum mechanics, the picture of “classical concept of reality”
encounters a real crisis. First of all there is the Uncertainty Principle stating that one
cannot accurately measure momentum and position at the same time. Furthermore, the
decision of what to observe may play a crucial role: either the position or the momentum

can be measured, but not both. The observer has the freedom, so to speak, to choose which
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one she prefers and this will change the properties of a quantum system. Specifically, if
the position of a particle is measured accurately, its momentum will turn out to be fully
random. If, however, the momentum of a particle is measured accurately, its position will

turn out to be fully random.

Before going into details, we have to mention a standard high-school “explanation” of
the Uncertainty Principle, which is seemingly able to restore the classical view. According
to this “explanation,” a measurement “disturbs” the system so that the particle is either
violently pushed away (when momentum is being measured and one cannot know the exact
position) or confined (when the position is being measured and one cannot know the exact
momentum). Objective properties such as momentum and position are “actually” there.
In this way one hopes that the “classical concept of reality” can still be maintained. But
this is not correct. The disturbance “interpretation” has been refuted again and again,
most recently by the experimental tests of Bell’s Inequality (see e.g. [10]). In fact, for many
there seems to be no intuitively valid models that get away from the Uncertainty Principle
without resorting to non-realist (such as the Copenhagen Interpretation) or intuitively very

bizarre models (such as the Many-World Interpretation [19]).

Moreover, in quantum mechanics one talks about the duality of wave and particle. The
behavior of a particle is described by a complex-valued wave function. The Uncertainty
Principle states that coordinates alone are enough to describe the behaviors of a quantum
object. These behaviors are stochastic, however. Specifically, if the wave function of a
particle is 1(Z, t), where 7 is a coordinate vector, the probability of finding a particle in

an infinitesimal volume S is:

[ w@orav. 2.1)

A bizarre implication of wave functions is that a wave function is seldom confined to
a finite space. Thus the particle can be everywhere, albeit with extremely low probability
in some places. Only when a measurement is performed, can a physical property manifest

itself. This is a profound challenge to well-definedness, for what happens if nobody does
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the measurement? Are the properties still there? A standard answer is that we cannot
know so we should not care. In this sense, quantum mechanics demands a fundamental

revision of the “classical concept of reality,” if not a total abandonment.

2.3 Mental reality

When it comes to the mental world, it is an age-old controversy whether there is objective
reality. For one thing, everything that deserves to be called a mental object exists only
in my or your mind. Can there be concepts which are independent of observers? Can a
sentence mean anything to nobody? Speaking introspectively, we seem to be able to render
all mental “things” subjective.

However, this is not necessarily the case. For example, consider a mathematical ex-
pression 1 + 1 = 2. This equation is a mental object. To establish this equation, one
must already have the concepts 1, 2, +, and =. Almost everyone claims that she/he un-
derstands this equation. Would one argue that these concepts are also subjective, in the
sense that my 1 is not equal to your 17 At least for mathematical realists (and it seems to
me that most of us are educated as realists), there must be some mental objects, such as
well-defined mathematical expressions, that deserve to be called “reality.” These are the
“objective” mental “things” — at least it appears so.

In fact, any serious mind-related science should be able to accommodate logic and
mathematics. Better yet, a good mind-oriented science should either explain why logic
and mathematics are the way they are; or offer alternatives, say, an alternative Pythagoras
theorem in Euclidean geometry.

Let us now make our first attempt to unify physical reality and mental “things.” For
this purpose, it is worthwhile to notice that at the present time the prevailing scientific
view of mental phenomena is physicalist. This includes various schools of reductionism,
materialism, functionalism, and emergentism. According to these views, mental “things”
are nothing but movements of physical objects, so the objectivity of mental “things” can

be guaranteed by the objectivity of physics. Let us, for this moment, take quantum theory
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as the ultimate theory of physics. Now a mathematical wave function such as Equation 2.1
must literally point to physical properties. And according to our working hypothesis, it
must be taken as a part of mental reality (because it is well-established mathematics). If
this is correct, we have a unified explanation of logico-mathematical mental objects and

seemingly subjective mental objects (e.g. qualia).

But this naive physicalist approach cannot work. This is because the physical properties
pointed out by the wave function are physically not well-defined, therefore not objective.
In fact, a quantum mechanical account of mental reality will render the complementary
quantities (technically speaking, conjugate observables) totally in limbo. For the sake of
argument, let us assume that an abstract object as Equation 2.1 refers to (called it the
particle picture) is a classical picture of particle movement (and indeed quantum mechanics
needs it, for measured results are classical mechanical objects!'®). If the particle picture is
to be asserted in my mind, a complementary object of Equation 2.1 (i.e. a wave picture
which uses momenta as basis) cannot be asserted.

Interestingly enough, even mathematical expressions that look well defined are not
necessarily qualified to be called mental “reality.” A notable example is Russell’s Paradoz
of Naive Set Theory. In Naive Set Theory, a primary relation is member-of (denoted by €).
A set is then a mathematical object associated with a member statement which determines

whether or not an entity is a member of the set. Now consider the following set:

A= {z|x ¢ x}. (2.2)

Clearly, A is not the empty set ((}), for at least one entity () ¢ ), thus () € A according to

the member statement. The paradox manifests itself when we consider whether

Ae A?

108ee [20] “[I]t is in principle impossible, however, to formulate the basic concepts of quantum mechanics
without using classical mechanics... The possibility of a quantitative description of the motion of an electron
requires the presence also of physical objects which obey classical mechanics to a sufficient degree of
accuracy.”
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Now suppose it is the case (i.e. A € A), we conclude that A is a member of the set
A, so A must have fulfilled the member statement. Consequently, A ¢ A. Ad absurdum.
Therefore A ¢ A. But if it is the case, according to the member statement, A must be a
member of A, therefore A € A. Again, ad absurdum. A € A turns out to be an undecidable
statement.

There are several approaches that allow us to get away with this paradox, notably
the Axiomatic Set Theory [21], according to which a “thing” as A is simply not a set.
This leads to the question: is A qualified as an adequate object of discussion in the sense
that a concept associated with Equation 2.2 exists? Or it is just something conjured by a
naughty mathematician? Even in clear-cut mathematics, the objectivity may be subject to
question. In a sense, quantum mechanics asserts at the same time “classical mechanics €
quantum mechanics” and “classical mechanics ¢ quantum mechanics.” We therefore have
a similar self-referring situation as in Equation 2.2.

In everyday life, there are many mental “things” that are difficult to clear up, no matter
if they are conjured subjectivity or universal objectivity. An example is qualia. Qualiae
are introspectible and seemingly monadic properties of sense-data, the raw feelings. They

7 A raw feeling like “redness” is a concept built around a

are “something that it is like.
set of sensorial data. My sensorial data are never the same as yours. Consequently “my
redness” can never be “your redness,” strictly speaking.

Indeed, this question of private qualia has a deeper philosophical root. For one thing,
for a purist physicalist we have nothing but our sensorial data. Our concepts — let them
be mathematical or whatsoever — are based on our eidetic experiences. These experiences,
however, can not float around without physical substrate. In other words, we need memory
of these data for later perusal. Consequently, a concept such as “redness” must be seen
as a constant comparison between experience and a reconstructed environment based on
memory of the past perception of “redness.” This is also the case for mathematical concepts
such as m or 1. The question is how these “things” are memorized. For one thing, memory

is never the real thing, it is a representation of the real thing (if there is anything real).

Thus we have reduced the problem down to representation. This process is illustrated in
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Figure 2.1. (More details in next section.)
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Figure 2.1: A spiral view of mental reality (cf. Bohm [1]).

2.4 Language

Now we come to our main concern — language. Mathematical expressions are themselves
language. Moreover, it is in language (partly artificial and partly natural) that the logical
relation between mathematical objects is explained. Language is also something with which
Equation 2.1 is presented. And of course, physicists talk about electrons or quarks, their
energy, momenta, charge, mass, and even colors. All these are discourses in language.

A striking insight is that our memory itself is a patterned system, so it can be seen as
a language as well. This must be the case, otherwise our memory would have to consist of
verbatim records of experiences, and this is very unlikely. I know how roses smell, because
I have the memory of how roses smell, although I don’t have access to the sensorial data
now. And indeed, I have a memory of roses so that I know there are things which are
roses. In my thought, I can see roses, experience how they smell, how they sound, and how
it feels to touch them. This leads me to conclude that there is something which is a rose.

We have to use the term language in a very broad sense. For the purpose of discussion,
any compact system capable of generating images — all kinds of sensorial environment —

is entitled to be called a language.



24. LANGUAGE 35

In fact, when I think of roses, I think of things which are called “roses.” If something
pops up in my mind and I cannot tell whether they are roses, 1 call them “something
that I cannot identify as either roses or not roses.” Every time I think of something,
it has a name. Whether the color of a rose is red, or not red, or I can not tell if it is
red, has to be called “red,” “not red,” or “something that is undetermined if it is red.”
Whether a rosebud falls, floats, or neither, has to be called “falls,” “floats,” or “neither.”
Even the higher level categorical images such as movements or attributes have to be called

)

“movements” or “attributes.” Thus we name everything, including those which can not
be named.

It turns out that this habit of giving everything a name is typical in many languages,
especially in Western Indo-European (WIE) languages. In German, for example, nouns
are even called Hauptworter (head-words or main-words). We have reason to believe that
this habit of objectification predisposes one to think of everything as “objects,” and there
is no other way to think about reality other than crystallizing. Its ultimate form may be
information theory, in which information is reduced to well-defined objects (bits) and the

structure thereof. There are many prejudices of this kind, for example in [22], Dretske

stated:

there is something in nature (not merely in the minds that struggle to
comprehend nature), some objective, observer-independent fact or set of facts,
that forms the basis of one thing’s meaning or indicating something about

another.

Indeed, whenever we talk, something is spoken out. It is a description (Latin: write-
down) of a state of affairs. A spoken or written utterance consists of sounds or words,
which take the form of symbols. In this sense, symbols are objects, or rather, symbols are
something being objectified. However, it is a fallacy to confuse the necessary objectification
of words with the objectification of reality. It seems that many have over-generalized the

subjective naming to the (conjured) objective information. It is even more erroneous to
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equate information to meaning. In fact, we should not forget that meaning is a dynamic

process which brings forth the world. As Whorf stated:

Sense or meaning does not result from words or morphemes but from patterned

relations between words or morphemes. (P.67 [23])

Indeed, this observation has caused some linguists to question the adequacy of the
discrete symbolic approach to language. For example, Kenneth Pike [24] has proposed
a view of language as “particle, wave and field.” He has also proposed the difference
between emics and etics (e.g. phonemics vs. phonetics). In a sense, these insights reveal
a similarity between wave-particle duality in quantum mechanics and word-sense relation
in language!'!. In quantum theory, a particle is localized and exclusive — it is either there
or not there. It is about static structure. On the other hand, a wave is always holistic and
synergistic. In waves, what is important is the patterned relation. It is about dynamic
process.

This shift from structure to process is in a way similar to David Bohm’s thought
experiment with language and thought in [1]. He calls it the rheomode of language by
putting the verb at the center of language usage. The purpose is to emphasize the effect
of “participation” instead of “interaction” in understanding what the world is.

If this is an adequate account of language, language usage deserves to be called rheo-
mode computation. It is a sort of quantum computation, except that the activeness of
the quantum system should be emphasized. In light of this, the memory in Figure 2.1
should not be taken as a classical object but a quantum object, which is represented by a
superposition of eigenstates (for a summary of quantum mechanics see Chapter 3). Each
eigenstate is a monadic entity (a name in a language — manifested as a symbol.) Follow-
ing the tradition of cognitive science, this superposition is called a state of affairs. If a

particular memory happens to be a “pure” state (an eigenstate) such as in the case of an

I As in quantum mechanics, what can be observed directly are only the properties of particles, in
language what can be observed directly are only words or morphemes. A wave is a patterned relation
of particles and can be understood only indirectly. A wave is influenced by the experimental setup as a
whole.
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invariant mathematical symbol (e.g. 7), a measurement will not distort the sensorial data
generated by the memory. In day-to-day language, the state of affairs is mostly impure
(i.e. with multiple components of mutual orthonormal eigenstates).

Within this framework, mathematics can be regarded as a quantum computation done
on pure states (so it is always reversible); while everyday reasoning is a quantum computa-
tion done on superposed states (so it seems to be random and irreversible). Moreover, the
Newtonian view is also a quantum computation on the expectation value of superpositions.
Since most macroscopic objects have a huge number of quanta, the expectation values of
physical properties approach that predicted by classical physics.

There can be a crucial impact on the interpretation of quantum mechanics. A closer look
at the formalism of quantum mechanics reveals that the paradox of quantum mechanics lies
in the unavoidable objectification of mathematics. When we realize this, the paradoxical
question in quantum mechanics dissolves. Quantum mechanics, and indeed any science,
consists of pictures or utterances that are speakable.

Now we can make a picture of the physical and mental world comprising all that what
is speakable (according to the very broad sense of language). This is shown in Figure 2.2.
In this view, language and mathematics play a pivoting role in bringing forth the physical
and mental world and bridging them. Nevertheless, this is the case only if language (or
mathematics) is being used to describe the world (labeled with Particle-like view of world
in the figure). However, there is another way of understanding the world (labeled with
Wave-like view of world in the figure). In this view, the subject matter cannot be spoken
and everything becomes blurred. The formalism of quantum theory is speakable, this is
the case only if we see it at a more subtle level (that is, if it is brought forth this way). If
this picture is taken as the subtle reality, physical and mental reality can be seen as two
aspects of the underlying reality.

To conclude, an intelligible naturalist account of meaning consists of a formalism based

on a strong analogy between the physical and the mental world.
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Mathematics

Language

(A) Particlelike view of world

(B) Wave*like view of world

Figure 2.2: A wave-particle duality of relationship between the mental and physical world.



Chapter 3

A Summary of Quantum Theory and

Quantum Computation

If you really believe in quantum mechanics, then you can’t take

it seriously.

— Bob Wald
3.1 Introduction

To make this thesis self-contained, a brief summary of quantum mechanics is given in
this chapter. A reader who is familiar with quantum mechanics can skim or skip this
chapter. For a thorough treatment of quantum mechanics, one can refer to [25] or [12]. A
good introduction can be found in The Feynman’s Lectures on Physics [26]. The notation
used in this thesis is mostly due to P. A. M. Dirac [12]. A brief summary of quantum
computation is also presented in Section 3.5. For more details, the reader can refer to [27].
For quantum computation in general and its applications, the reader can refer to [28] and
the references therein.

To begin with, quantum mechanics is one of the greatest triumphs of modern science.
Indeed, it is the most important foundation of modern physics. Perhaps more importantly,

quantum mechanics provides an adequate account for atomic events which in turn offer a

39
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theoretical foundation for chemistry and molecular biology. This chain goes further and

further and, as many believe, will eventually encompass all natural sciences®.

Quantum mechanics is a theory describing the physical world of very small scale. In fact,
any theory of atoms — or any other elementary building blocks of matter — intrinsically
has an absolute concept of what is large and what is small, for otherwise the substance
can be further divided into yet smaller parts, ad infinitum, according to the continuity of

physical substance and physical laws. As Dirac stated,

[I]n order to give an absolute meaning to size, such as is required for any theory
of the ultimate structure of matter, we have to assume that there is a limit to
the fineness of our powers of observation and the smallness of the accompanying
disturbance — a limit which is inherent in the nature of things and can never

be surpassed by improved technique or increased skill on the part of the observer

(p-5-4 [12].)

This is the fundamental principle of quantum mechanics known as Heisenberg’s Uncer-

tainty Principle. Specifically, Heisenberg’s Uncertainty Principle states
1
ApAg = Sh (3.1)

where p and ¢ being canonical momentum and coordinate; A = h/2m with h being the
Planck Constant (h = 6.62608 1073 Joule Second); AS = /{(S — (S))2), for S € {p, ¢};
(-) is the expectation value. Before delving into the formalism of quantum mechanics, we
start with two experiments which, we hope, can disclose the key properties (and indeed

“strangeness” ) of quantum mechanics.

IStrictly speaking, this cannot be correct, for at least at the present time the Theory of General
Relativity is still not unified with quantum mechanics. However, there are already several candidates that
might offer a unified framework for quantum mechanics and the Theory of General Relativity (e.g. String
theory). In any case, quantum mechanics will probably be subject to only minor modification and the
formalism will remain largely valid.
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3.2 Two-slit experiment

The first experiment is the two-slit experiment of electron interference illustrated in Fig-
ure 3.1. In this experiment, a thermal electron gun emits high-speed electrons shooting at
an electron-sensitive plate (shown at the right side of the figure). Between the plate and
the electron gun there is a thin wall which has two slits. Electrons are absorbed if they hit
somewhere other than these two slits on the wall, only those electrons that go through the

slits can arrive at the plate and generate sparks.
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Figure 3.1: Two-slit experiment of electron interference.

The experiment goes like this: if slit 1 is opened and slit 2 is closed, the distribution
of electrons which have arrived at the plate equals distribution 1, shown in the figure. On
the other hand, if slit 2 is opened and slit 1 is closed, the distribution of electrons which
have arrived at the plate is the curve labeled distribution 2. Now if both slits are opened,
classical mechanics predicts that the joint distribution shall be the sum of distribution

1 and distribution 2, but quantum mechanics predicts differently. The classical account
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goes as follows. Assuming that the initial momenta of electrons at the electron gun have
random distribution, a particular electron will traverse either through slit 1 or through
slit 2 (but not both) on account of its initial momentum at the electron gun. Moreover,
where this particular electron will hit is independent of where the other electrons will hit
(assuming the electron stream is not very dense so that the collisions between electrons can
be neglected). Consequently, the joint distribution should be the sum of distribution 1 and
distribution 2. According to classical mechanics, the fate of an electron is determined right
at the start of the electron gun, although we may not be able to know its fate technically.

The experiment outcome is not that which is predicted by classical mechanics! Instead,
the distribution is a pattern of interference quite similar to that of light or water waves
going through two slits (the undulating gray curve shown in the figure). For one thing,
there are positions (e.g. the point marked with x in the figure) that are very likely to
be hit with either slit 1 or slit 2 is closed but are newver hit if both slits are opened.
This phenomenon cannot be explained in classical mechanics: the fact that an electron
that should have hit 2 when slit 2 is closed (that is, an electron that possesses the initial
momenta to go through slit 1) is somehow pushed away from x simply because slit 2 is
opened.

At first sight, one might argue that this particular electron could be indeed pushed away
by other electrons that go through slit 2. But this is not the case. In fact, the undulating
distribution remains the same even if the electron gun is throttled down so that it will
emit only one electron at a time, and also when the interval between two emission is
prolonged in such a way that there can never be two electrons flying at the same time.
The “lonely” electron nevertheless seems to interfere with itself. Indeed, according to
quantum mechanics, a particle interferes only with itself.

Now we encounter the first strangeness of quantum mechanics: if this electron has a
particular initial momentum such that it will arrive at position x if slit 2 is closed, how
come it is expelled from z if slit 2 is opened? To avoid hitting x, the electron seems to
“know” that slit 2 is opened, so that it may “decide” where it should hit. Or maybe it

goes through slit 1 and slit 2 at the same time?
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But, according classical physics, isn’t it the case that an electron can go through either
slit 1 or slit 2 but not both? To corroborate or falsify this hypothesis of exclusiveness, one
can introduce a position detector near slit 1 so that whenever an electron comes through
slit 1, a spark is generated. In order for the electron to be able to continue its journey to
the plate, the position detector has to employ some sort of nondestructive measurement
technique, such as shining a light on the electron. In this way one knows whether the
electron goes through slit 1 or slit 2. It turns out that it is indeed possible to check whether
an electron goes through slit 1 or slit 2. But in this case, the undulating distribution
disappears and the curve predicted by classical mechanics is observed. Classical mechanics

becomes suddenly correct again.

A common “explanation” of this is: since one has to use photons to detect the position
of passer-by electrons and to determine the position of electrons highly accurately (so that
one knows with certainty that a particular electron goes through slit 1 but not slit 2), one
has to use light with a shorter wave-length (and therefore higher frequency v). According

to quantum mechanics, we know that the energy of a photon is

E = hv,

so photons with higher frequency must have higher energy. As a consequence, collisions
between photons and the electron will push the electron back to position x. Sadly, this
cannot explain everything. For one thing, why should an electron go back to x and not
somewhere else when the position detector is turned on? Moreover, it also does not explain
what happens to the electrons when one is not “watching” (with position detector turned
off)? Does the electron go through either slit 1 or slit 27 Indeed, a haunting question in
quantum mechanics can be formulated simply: what happens to a physical system when
nobody is watching? It shows that the presumably “objective” physical reality depends on

the observer’s “way of looking.”

In fact, electrons have properties of both wave (going through slit 1 and slit 2 simul-

taneously) and particles (going through either slit 1 or slit 2). This is usually called the
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wave-particle duality in quantum mechanics. For practical purposes, it is enough to assume
that an electron does somehow “know” whether both slits are opened. To determine the
properties of a wave (e.g. wave length or frequency), we have to assume that the wave
extends into infinity. So these properties are holistic. Since waves’s properties are holistic,
this “knowledge” must be holistic as well. In more concrete terms, this “knowledge” is de-
scribed with a wave function. One should bear in mind, however, that the only properties

a system can manifest are those of particles (in this experiment, sparks).

3.3 Elitzer-Vaidman bomb testing problem

Another strangeness and indeed power of quantum mechanics is that quantum mechanics
can test something that might have happened but did not happen. A question formulated
by Elitzer and Vaidman in 1993 clearly demonstrates this property (cf. Penrose [29]). The
experiment goes like this: in a fictitious scenario, there is a large collection of bombs. Each
bomb has an ultra-sensitive detonator on its nose connected with a mirror. The detonator
is so sensitive that a single photon hitting the mirror will set off the bomb. However, there
are a large number of duds in the collection whose plungers connected with the mirrors can
get stuck. The problem is then: is there any way to test the bomb so that one can identify
whether a particular bomb is a dud without setting it off if it happens to be a good one?

At first thought there is no solution, for any testing procedure will set off a good bomb,
because according to quantum mechanics one has to observe (shooting photons at the
bomb) whether the plunger is stuck. However, there is a solution and strangely enough,
we need quantum mechanics to arrive at it. The solution is illustrated in Figure 3.2. In
this setup, the light source emits only one photon. Now if a bomb is dud, the mirror on its
nose functions as a normal mirror. In this case, the wave function describing the photon
indicates that there are two separate states, one state is the photon passing through the
half-silvered mirror and heading towards the dud bomb and the other state is the photon
being reflected by the half-silver mirror and taking the upper path. The setup is arranged

in such a way that the length of each path is exactly the same (based on the classical
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Figure 3.2: Elitzer-Vaidman bomb testing problem.

Mach-Zehnder interferometer), so the state at the detectors is a superposition of the two
states. According to quantum mechanics, the wave function of the photon will be canceled
out at detector B. Thus, if the bomb is a dud, the detector A is always activated, and

never B.

On the other hand, if we have a good bomb, the mirror on the nose of the bomb does
not function as a normal mirror, but as a measuring device. This is because the bomb can
tell which of the alternative states the photon is in. Now if the photon takes the lower path
(it has a 50% probability), the bomb will explode. In this case we know that the photon
has taken the lower path, and we have lost a good bomb. However, if the photon takes the
upper path, the bomb does not explode. Then we know that the photon must have taken
the upper path. In other words, a good bomb measures the upper path of the photon by
not measuring a photon. And this photon has a 50-50% chance hitting detector A or B. So
only if the bomb is a good one, there is a 50% chance for detector B to receive the photon.
Every now and then a photon is detected at B. The detection of a photon at B indicates
that the bomb must be good and it did not explode.

In quantum mechanics, a real result can come from what has not happened. This is
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a significant departure from classical mechanics, in which all real effects must have real
causes. On the other hand, this may also be the power of quantum mechanics. A similar
quantum mechanical system may provide a brand new computational possibility, for all

the existing computations result from what indeed happen in a real computer.

3.4 A summary of formalism of quantum mechanics

Now we have some ideas of physical characteristics in quantum mechanics. But the real
power of quantum mechanics lies in its exact mathematical formalism. It is summarized

in this section.

In quantum mechanics, a system’s state is represented by a vector of complex numbers
and is written as |a) (called a ket vector). There is another kind of state vector called bra
vector, which is denoted by (-|. The scalar product of a bra vector (b| and |a) is a linear

function that is defined as follows: for any ket |a’), the following conditions are fulfilled,
(bl{la) + la’)} = (bla) + (bla’),

(bl{cla’)} = c(bla’),

¢ being any complex number. There is a one-to-one correspondence between the bras and
the kets if the conditions above are taken, with (b| replaced with (al|, in addition to a
definition that the bra corresponding to c|a) is ¢ times the bra of |a). The bra (a| is called

the conjugate imaginary of the ket |a). Furthermore, we assume

Replacing (b| with (a|, we find that (a|a) must be a real number. In addition, it is
assumed

{ala) >0,
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except when |a) = 0. Operations can be performed on a ket |a) and transform it to another
ket |a’). There are operations on kets which are called linear operators, which satisfy the

following: for a linear operator «,

afla) +|d')} = ala) + ald),

a{cla)} = cala),

with ¢ € C being a complex number. Furthermore, the sum and product of two linear

operators « and (3 are defined as follows,

{a+ Bila) = ala) + Bla),

{aB}la) = a{fla)}.

Generally speaking, a3 is not necessarily equal to Sa. Together with the definition of
bra, one can define the adjoint of an operator e by defining that the ket corresponding to
(a|a is ala), in which @ (also denoted as af) is called the adjoint of a. There is a special

kind of operator that satisfies
gh=¢ (3.2)

This kind of operators is called Hermitian.. They are the counterparts of real numbers in
operators. In quantum mechanics, all meaningful dynamical variables in quantum physical
systems are represented by Hermitian operators. More specifically, every experimental
arrangement in quantum mechanics is associated with a set of operators describing the
dynamical variables that can be observed. These operators are usually called observables.

For an Hermitian operator (an observable) £, there is a set of kets (or states) that satisfies

§la) = Alz),

with A € R and |z) # 0. The ket |x) here is called an eigenket or eigenstate of £ and A
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is called an eigenvalue of £&. Eigenvalues can be either discrete or continuous. For brevity,
the discrete eigenvalues are enumerated with a subscript (e.g. ;) and their corresponding
eigenstates with norm equal to one (i.e. (&|&) = 1) are written as |§;). Eigenkets that
have continuous eigenvalues (e.g. ¢') with norm equal to one (i.e. (¢|¢') = 1) are labeled

with their eigenvalues. It can be shown that

(&il&5) = 0 (3.3)

where &; and §; are discrete eigenvalues and ¢;; is Kronecker delta function

by =1ifi=j
by =0if i ]
and
('€ =o' - ¢") (3.4)

where & and £” are continuous eigenvalues and 4(+) is the Dirac delta function

7 6(x)dx =1

o0

d(z)=0 for x #0

In the experimental arrangement, any ket |p) can be expressed as
9 = [ 1€ + S e (35
where [¢) and |£") are all eigenkets of £. Moreover,
[1enei+ X lenet =1

An abstract space in which every state can be expressed as in Equation 3.5, is called a

Hilbert space. The set of {|£)} is called the orthonormal basis or eigenbasis of the Hilbert
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space. Given an eigenbasis, it is convenient to express a ket as a column vector of complex
numbers whose components are the projection of the ket on the kets of the basis. This is

called a representation of the ket. Specifically, a ket |p) can be represented as

p) = ((&1lp), (&alp) -+ )" (3.6)

where ! denotes the transpose of a vector. The conjugate imaginary of |p) is then a row

vector

(pl = ((pl&1), (Pl&2) - - -). (3.7)

It is clear that if a ket is represented by p, the bra corresponding to p is ((p)*)" which
is the conjugate transpose of the vector p. Furthermore, for two vectors p; and pa, (p1|p2)

is a complex number

(p1lp2) = (P1)" - Pa. (3.8)

where - is the usual inner product of vectors. A linear operator a can be represented by a

matrix

(Glal&) (Gl aléa)
(Lol a|&1) (&l ]&a) -+ |- (3.9)

With this representation, it is clear that for an operator «, the adjoint of « is

of = (a®)" (3.10)

In this thesis, only operators with discrete eigenvalues are used. Furthermore, while
the dimension of a Hilbert space can be infinite, the dimensions of bases used in this thesis
are finite. In this sense, a ket is a finite-dimensional vector with complex components and

an operator is a matrix with complex components.

There is a class of operators that preserve the norm of kets (i.e. (p'|p’) = (p|p) with

|p') = Ulp)). These matrices are called unitary. Specifically, a unitary operator is an



50 CHAPTER 3. QUANTUM THEORY AND QUANTUM COMPUTATION

operator with the following property
UU =UU"=1. (3.11)
where I is the identity operator (i.e. I|z) = |z) for any |x)).

The physical interpretation of Hermitian operators is the following. Given an Hermitian
operator ¢ pertaining to a particular dynamical variable (e.g. coordinate) in a particular
experimental setup, each time one makes a measurement, exactly one of the eigenket (or
eigenstate) will manifest itself and the eigenvalue thereof is the measured quantity. This is
sometimes called the collapse of the wave function. Recall that the eigenvalues of an Her-
mitian operator are real, consequently, all the physical quantities are real. Furthermore, a
state in quantum mechanics describes the experiment outcomes stochastically. Specifically,
if a measurement is performed on a state described in Equation 3.5, the probability of

getting the outcome &; is

P(&) = [(&lp)I* (3.12)

for discrete eigenvalues. For continuous eigenvalues, the probability of measuring ¢’ within

an infinitesimal interval of d¢ is

P(g)de = |(€p)]* d€. (3.13)

where P is usually called the probability density function (PDS). In general, for any ob-

servable 7, the average value of the corresponding physical quantity is

(n) = (x|n|x).

We are now ready to discuss motion in quantum mechanics, starting with an analogy
between quantum mechanics and classical mechanics. In classical mechanics, any two

dynamical variables v and v have a Poisson Bracket (P.B.), denoted by {u,v}p g, which
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is defined by

Oou Jv  Ou Ov
U, v = —
twvkes Z (8617» dp,  Op 6‘qr>
where ¢, and p, are canonical coordinates and momenta.
In quantum mechanics, the quantum P.B. of two operators v and v is defined as
[u,v] = wv — vu = ih{u,v}pp. (3.14)

where [u,v] is also called the commutator of u and v. For canonical momenta and coordi-

nates, it can be easily confirmed that

qr4s — 4sqr = 0; (315)
PrPs — PsPr = 0; (316)
qrPs — Psqr = Z.hérs- (317)

which are the fundamental quantum conditions. These conditions also show that classical
mechanics may be regarded as the limiting case of quantum mechanics when h tends to

ZEero.

The variance of a physical quantity is defined as
Aa & \/{(a— (a))?). (3.18)

If two observables o and 3 do not commute (i.e. [« 5] # 0), it can be shown by applying
Schwarz’s Inequality that

Aadg 2 5 |{[e, B)

where [o, 5] is the commutator of o and (3. Specifically, the Heisenberg’s Uncertainty
Principle (Equation 3.1) can be established. Moreover, ¢’s (or p’s) alone form a complete

set of observables on which a state in quantum mechanics can be represented. In fact, the
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momentum is an operator represented by coordinate ¢’s:

0
g,

br = —ih

The evolution of a closed quantum system is governed by the equation of motion. It

can be written as:

L0
ihoy ¥(1) = H 4(t)), (3.19)

where H is the Hamiltonian (energy), being an Hermitian operator. That is:

H' = H.

Equation 3.19 is known as Schrédinger’s wave equation and its solutions ¥ (t) are time-
dependent wave functions. In the literature, this is called the Schrodinger picture. In
Schrodinger picture, the state of undisturbed motion is described by a moving ket with the
state at time ¢ represented by [¢(t)). The time dependent wave function ¢ (¢) representing
a stationary state of energy H (associated with a Hamiltonian operator H) will evolve with

time according to the law

b (t) = oe” M, (3.20)

where 1 is the wave function at t = 0. Because H is Hermitian, it is clear that e *%/" is

a unitary operator, because according to Equation 3.11,

efth/h{efth/h}T _ {efth/h}Tefth/h — iHt/h —iHt/h _ I,

where [ is the identify operator.

A quantum mechanical system is linear. That is, if |s1) and |sq) are both physical states

allowed by a particular quantum system, a superposition of them

|s') = c1]s1) + ca)s2)
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with ¢q,cy € C being complex numbers, is also a physical state which is allowed by the
quantum system.
In this thesis, the operators are represented by matrices with finite dimensions. For an

Hermitian matrix A, e is defined as

A & i"A"
e = E .
n!

n=0

3.5 Quantum computation

The idea of quantum computation goes back to as early as 1982, when Richard Feynman
considered simulating quantum-mechanical objects with other quantum systems. However,
the unusual power of quantum computation was not really appreciated until 1985 when
David Deutsch published a theoretical paper [27] in which he described a universal quantum
computer. Then in 1994 Peter Shor devised the first quantum algorithm that, in principle,
can perform efficient factorisation [30]. In a sense, Shor’s algorithm is a ‘killer application,’
which can do something very useful that is also, it is believed, intractable on conventional
computers. In fact, the difficulty of factorising large integers is a working hypothesis on
which the security of many common methods of encryption (e.g. RSA) is based. For
one thing, RSA is a very popular public key encryption scheme used in many e-commerce
applications today. In this section, a brief summary of the quantum computer is presented.

In [27], Deutsch laid down the foundation of quantum computation by considering the

Church-Turing conjecture:

Every ‘function which would naturally be regarded as computable’ can be com-

puted by the universal Turing machine.

in physical terms. According to Deutsch, instead of considering the Church-Turing conjec-
ture as a pure mathematical formulation, one should consider the physical version of the

Church-Turing principle, which is
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‘Fvery finitely realizable physical system can be perfectly simulated by a univer-

sal model computing machine operating by finite means.’

Indeed, since classical dynamics is continuous, the possible states of a classical system
necessarily form a continuum. But there are only countably many ways of preparing a
finite input for a Turing machine. Therefore, a Turing machine cannot perfectly simulate
any classical dynamic system. Consequently, the Church-Turing principle does not hold in
classical physics. On the other hand, a universal quantum computer is capable of perfectly
simulating any finite, realizable physical system.

Specifically, a quantum computer Q consists of two components, a finite processor and
an infinite memory. The computation proceeds in steps of fixed duration 7', and during
each step only the processor and a finite part of the memory interact, the rest of the
memory remaining static [27].

The processor consists of M 2-state observables

a={n}, (i €Zy) (3.21)

where Z,, is the set of integers from 0 to M — 1. The memory is an infinite sequence

h = {ri;}, (i € Z) (3.22)

of 2-state observables. This corresponds to the infinitely long memory tape in a Turing
machine. One needs another observable  to specify the address number of the currently
scanned tape location. Thus the state of Q is a unit vector of the space H spanned by the

simultaneous eigenvectors

|z, m) = |x;ng,ny - N1 Moy, M, M -+ +) (3.23)

of £, i and m, labelled by the corresponding eigenvalues x, n and m. Usually the spectrum

of the 2-state observables is taken as Z, (i.e. the set {0,1}) and is called a qubit. The



3.5. QUANTUM COMPUTATION 95

dynamics of Q is described by a unitary operator U on H. During a single computation
step, Q is described by
[Y(nT)) = U"[1(0)), (n € Z7), (3.24)

with |¢(t)) € H being the state of the quantum computer at time t; n being the “clock-
step.” The computation starts at ¢ = 0, when the state of a finite number of m is prepared
as the program. In this program, the inputs of the quantum computer and the rest of

qubits are set to zero. Thus

[¥(0)) = >, Am [0;0;m)
(3.25)

> Al =1

where a finite number of the A,, are non-zero. It can be shown that in computing strict
functions Z — Z, a quantum computer generates the classical recursive functions on ac-
count of the correspondence principle between quantum mechanics and classical mechanics.

In the architectures proposed in this thesis, each eigenstate |0; 0; m) is associated with
a symbol in a particular language. Furthermore, the preparation of the starting state as
described in Equation 3.25 is referred to as a representation of a state of affairs. In general,
a quantum computer has to have an additional state which is reserved to signal the halt of
the computation. However, as far as our language processing applications in this thesis are
concerned, we assume that the quantum computer will in any case halt after a sufficiently
long sequence of execution (with sufficiently large n in Equation 3.24). Since what we
are interested in is the end state of a quantum computer (that is, when the calculation is

successfully carried out), n operations are absorbed into one operator with

A

Uu=U0".

For brevity, U is denoted as U hereafter.
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Chapter 4

A Quantum Theoretical Account of

Linguistics

The truth is that man’s capacity for symbol mongering in gen-
eral and language in particular is so intimately part and parcel
of his being human, of his perceiving and knowing, of his very
consciousness itself, that it is all but impossible for him to focus

on the magic prism through which he sees everything else.

— Walker Percy [31].

4.1 Introduction

There was a time when hominoid species other than our own — homo sapiens sapiens — lived
simultaneously in the vicinity of our ancestors [32]. Somewhat mysteriously our species
became the only species to survive, while other hominoid (Neanderthals, e.g.) became
extinct.

There are different theories accounting for this paleoanthropological conundrum. A
convincing hypothesis is that homo sapiens sapiens must have some very special and su-
perior mental abilities. The remains of highly complex ritual paintings show our ability to

use symbols, and this may be the key ability. Using symbols is definitely a relevant factor:

o7
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other hominids may also have had articulated language skills used to achieve complex co-
operative tasks (highly coordinated hunting, for instance), however, as far as the ability of
manipulating symbols is concerned, they were probably light-years behind our ancestors.
For one thing, the language skill of Neanderthals (and perhaps other intelligent animals)
may have been enough for them to achieve complicated hunting, but it was probably far
too poor for them to talk about abstract issues and to accomplish more complicated mental
tasks. This speculation is based on their ultra-simplistic cultural behaviors in comparison
with ours. While Neanderthals did bury their dead, they probably did that simply out of
worldly concerns — to keep other predators away [32]. It is humans who can give, and in
fact need, an elegiac address in a funeral. It is humans who know what to say and what
not to on account of respect, contempt, or cultural taboos in such situations. While other
animals run away from danger, or toward food and mates, due to instincts or conditioned
experiences, humans ponder which word should be used to avoid embarrassment.

In fact, the ability to use symbols indicates a central concern of the human being —
meaning, which we tend to think of as an inherent property of symbols. These seemingly
perpetual symbols offer us something to ponder; to ask questions about; and to answer. It
has become very difficult for us to think of life without symbolic manipulation, for our lives
are so bound to our way of making meaning by way of symbols. Without symbols, our
lives would be much more ephemeral. Indeed, our species should have been called homo
sapiens significans — the meaning-making man instead of homo sapiens sapiens — the

intelligent man.

4.2 Meanings, symbols, and linguistic reality

4.2.1 A net of meaning

To begin with, we live in a net of meaning. But what do we mean by meaning?
When someone says “Good morning!”, what does that mean? It means that the time of

the utterance is in the morning (say between 7:00 and 11:00 a.m.); it means that the speaker
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observes the habitual social politeness; but if this sentence is uttered in late afternoon, it
may mean that the speaker is laughing at you, or if she means it, she must be somewhat
insane or at least a little absent-minded; if she says these words cheerfully, it may mean
that she had a nice sleep; if, however, she says them cheerlessly, it means that she didn’t
sleep well or may be sick; it may mean that she grew up in a region with a particular
English dialect, it may also mean that she is not a native English speaker — all depends
on her pronunciation; it may mean that she is timid; it may mean that she is arrogant;

and so on and so forth. As it is all too often the case, if we ask what an utterance
means, we will end up with a caboodle of defining or describing sentences. If, however, we
ask further what the answering sentences mean, we begin to wander aimlessly in a “net of
meaning.”

Strangely enough, we nevertheless seem to know what “Good morning!” means. A
second look at this matter shows that our understanding of meaning is not only about the
meaning of a word or an utterance. Meaning is about our “lives!” We work, play, learn,
or rest, and all these activities seem to make sense. Furthermore, the meaning of these
activities is not just about the minimum goal of life — to survive. My preparation for a
better education for myself or for my child seems to go beyond the minimal purpose. Few
will disagree that it certainly means something more. But then what does it mean?

It may be argued that this is an ill-posed question and may blur the issue of “the

" we are actually asking

meaning of meaning.” Indeed, when we ask what our life “means,’
the purpose, which is, roughly speaking, in the subjective (intentional) realm. As an
endeavor to restore the exactness of science, one might suggest that there are in fact two
kinds of meaning: a “ghost-free” meaning such as smoke “means” fire; and a “subjective”
meaning that has to do with intention. In the former case, it is believed, we are talking
about a substantial connection between a symbol and an object or an objective property.
And this is to be distinguished from teleological or intentional meaning, the latter case
mentioned, which is subjective in essence.

It is this dichotomy that has nourished in some respects the belief that semantics can

be either treated as a stand-alone discipline in which intention has its say, or as a reduction
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of “exact science” in which the apparent intention is to be explained away or precluded on
account of objective physical properties. In the first category, as the students of literature
critics may be prone to, one seems to find a comfortable place for either a Cartesian dualist
standpoint or an idealist standpoint. In the second category, as a computer scientist (or a
Chomskyan linguist) may be prone to, while Cartesian dualism is still attractive, a naive
physicalist stance (that there is no such thing as pure mind except physical phenomena)
is perhaps taken more often. Since the workers in the first camp likely would not bother
to call themselves “scientists,” let us concentrate on the view taken by the second camp.

Unfortunately, modern physical science can not back up the naive physicalist view of
the second camp. On the contrary, quantum mechanics implies a position against dividing
subjective minds from observed physical objects. At this moment, whenever a physicist
asks herself seriously what physical reality is in the hope that it will offer the final support
of physical meaning, she is doomed to become lost in the net of (physical) meaning. This is
because physical reality suffers a crisis of meaning (albeit not admitted by most physicists),
which led Heisenberg to think that the problem in the interpretation of quantum mechanics
is linguistic in essence.

A view started with the consideration of physical properties does not have to lead to
naive physicalist reductionism or dualism. Nor does it have to end in aimless linguistic
wandering. In fact, quantum mechanics has something very profound to say about the
question of meaning. According to quantum mechanics, if not actually being measured,
mathematical symbols cannot take any physical manifestation. That is, mathematical
symbols are physically meaningless and therefore cannot contribute to a serious reductionist
account of objective linguistic meaning or logical truthfulness.

For one thing, mathematical symbols themselves do not mean anything concrete. Their
meaning is embedded in the contexrt in which they appear. (A mathematical discourse
usually begins with “Let x be y...”.) Indeed, mathematics as a whole is an abstract
enterprise of mathematical context. In quantum mechanics, the situation is very similar,
only here physical meaning is concerned. That is to say, the framework of meaning (physical

meaning — the physical properties pointed out by symbols in a mathematical formalism)
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in the quantum world is enfolded in the context of apparently “meaningless” symbols.
Like our apparently endless searching for meaning on a linguistic net of meaning, reality
in quantum mechanics lies in a net of meaning as well. This view of physics suggests that

we might be able to profit by looking at linguistics.

4.2.2 “Signifier” and “signified” in computation

In [33], Ferdinand de Saussure proposes the idea of “sign,” which is composed of “signifier”
and “signified.” He stresses that the signifier and the signified are as inseparable as the
two sides of a piece of paper. In this sense, “signs” are atomic, since they are not further
dividable. “Sign” consists of the centerpiece of semiotics and captures a crucial character-
istic of language. For the sake of argument, let us try to “force” this view into a modern
computational framework.

For a computer scientist who is accustomed to an analytic way of thinking, a dichotomy
of “signifier” and “signified” seems to invite further analysis. Indeed, when it comes to
the question of the “meaning” of a symbol, modern computer scientists (including com-
putational linguists) tend to go deeper into the “signified.” For example, a naive ontology
can be developed to represent the “signified” as a set of non-linguistic concepts. Specifi-
cally, in a computational implementation, the relation between “signifier” and “signified”
is slot-filler or container-content.

In a computational model, these “non-linguistic” concepts of fillers or contents are
entities implemented in a formal computer language engineered by human experts. In
practice, a concept very often (perhaps always) turns out to be a composite concept and can
be further analyzed. A computational linguist who is constrained by limited computational
resources has to know when the analysis should come to a stop. In most cases, it is
taken as a practical question — it depends on the capacity of computational resources,
the complexity of the domain of discourse, etc. These constrains result in a limited set
of primitive concepts that are at the very bottom of the representation scheme. In any

case, these primitives are linguistic objects embodied in a formal programming language.
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Moreover, the abstract embodiments are atomic, since they are not analyzed further. They
are frames (because they are symbols) but also fillers. As far as the atomicity of these
primitives is concerned, the “slot-filler” picture is remarkably similar to the original idea
of the inseparability of “signifier” and “signified.”

Note that the way with which we arrive at this conclusion is independent of the kind of

computation used. This conclusion is equally valid in a quantum computational framework.

4.2.3 Duality of symbol and concept — a thought experiment

The genuine inseparability of the “signifier” and the “signified” of a sign invites us to
suspect that there is some sort of duality or complementary property of the “signifier” —
symbol and the “signified” — concept. This is rather similar to the particle-wave duality
in quantum mechanics. (Duality can be seen as two aspects of an entity.)

Now, for the sake of argument, let us think of a linguistic symbol as a particle that has a
well-defined position. In an observation of physics, a particle sits stationary at a particular
reference point (a grid-point in a Cartesian-like coordinate). Similarly in language, a
symbol sits squarely at a particular place of a vocabulary set.

For example, a symbol “ouch” is the symbol “ouch”, nothing less, nothing more. It sits
stationary at the reference coordinate of one’s set of English vocabulary, ordered alpha-
betically. To understand the concept represented by this symbol, one needs other symbols
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to define its content. For instance: “‘ouch’ is an utterance showing pain; ouch’ is a
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sound to express dismay, ouch’ is a word usually not used in a scientific paper,” etc.
The more symbols (with their inseparable concepts as vehicles of definition) one employs,
the better one can define “the” concept represented by this symbol. In an ideal case one
should travel through all the symbols and their combinations in one’s vocabulary in order
to completely define the meaning of any one symbol. This said, we can understand that
a concept is in fact a highly dynamic and holistic property. In this sense, concept has the

properties of a wave (which is dynamic and holistic as well). In quantum theory, a wave

is not a physically real object and therefore can not be grasped physically. A particle, on
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the other hand, is a classical object. It is well defined and stationary (in the sense that it
has a well-defined trajectory in classical space-time).
The stationaryness of symbols may be better appreciated when we consider an example

in science. For instance, when we say the trajectory of the moon is

(1)

where t is time, we have to treat the symbol “t” (not the referent of “¢,” which is time itself)
as stationary. If “¢” can suddenly change to another symbol, say “u,” in the next lines
of calculation without our noticing it, a discourse on the moon’s trajectory may become
completely illegible. In fact, the whole science may tumble down this way.

Now consider the following example in language. “Love,” (or its sound /IAv/, for that
matter) as a symbol, exists synchronically.! The concept the symbol “love” represents
is, however, largely diachronic. The concept, for example, depends on the experience
a speaker might have, which is, again roughly speaking, ontogenetic. The concept also
depends on the socio-historical environment, which is, roughly speaking, phylogenetic.
Without understanding this, one would be surprised by where English people in the 18th
/ 19th century “made love” in the novels of Jane Austin.

The sound /IAv/ is after all only a symbol: its phonetics are supposed to be exactly
the same no matter the word is pronounced by an English lady in 18th century; by a
three-year-old girl today; or by a computer speech synthesizer; for what matters is the

2. The concept the sound represents (or may represent) is nev-

frequency-characteristics
ertheless something in time domain. This leads us to consider the duality of symbol and

concept in another way.

'If an apparent scrabbling delivered to us from the late Renaissance or a noisy recording of an utterance
is deciphered as “love,” it is the symbol of “love,” which, strictly speaking, has become time-independent.

2Strictly speaking, it also depends on the orientation of the listener. While the majority of native
English speakers may agree on the ending consonant is /v/, a native Chinese speaker may identify it as
/b/ in one case and /f/ in another. In fact, this example shows that an invariant inventory of symbols
across the language border is not realistic. In quantum mechanical framework of natural language, the
different interpretation of /v/, /