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Abstract

The development and interaction of small-scale flow features embedded in larger-

scale atmospheric phenomena and their numerical simulation are the focus of this

work. Capturing small-scale flow features in a numerical simulation is ultimately a

question of the resolution of the computational grid. The impact of grid resolution

on simulation results is studied for the example of a land-sea breeze circulation

using a the mesoscale model METRAS. As expected, the dependency of simulation

results on resolution is strongest in the vicinity of the sea breeze front.

To accurately capture small-scale features more efficiently in simulations, the new

atmospheric model a3m is developed. One of a3m’s key features is local grid refine-

ment with a high level of control of the spatial distribution of resolution. The model

is based on the fully compressible, non-hydrostatic flow equations and employs only

very few approximations. The equations are discretised using a Godunov-type fi-

nite volume (FV) method employing the approximate Riemann solver of Osher and

Solomon as the numerical flux function. The scheme is extended to second order by

using essentially non-oscillatory (ENO) variable interpolation. Local refinement of

the computational grid is achieved by using block-structured grids: a grid consists

of multiple blocks of different resolution and refining blocks may overlay parts of

refined blocks.

In order to verify the numerical properties and to demonstrate the capability of

a3m to simulate atmospheric flows, it is tested using computational grids of uniform

and locally enhanced resolution. Overall, the model performs as expected and turns

out to be quite robust towards abrupt changes in resolution. The model is applied

to an atmospheric density current which is successfully simulated. The front of

the density current is well captured with only a very small amount of artificial,

non-physical oscillations. In comparison to published simulation results that used

other numerical methods, a3m’s FV/ENO scheme seems to be more diffusive, but

it generates significantly fewer artifical oscillations. Significant improvements of the

results are gained by simulating the density current on locally refined grids.



Zusammenfassung

Die Entwicklung und Wechselwirkungen von kleinskaligen Strömungsmerkmalen,

die in atmosphärische Phänomene größerer Skalen eingebettet sind, und deren nu-

merische Simulation bilden den Schwerpunkt dieser Arbeit. Die kleinskaligen Strö-

mungsmerkmale in einer Simulation richtig wiederzugeben, ist letztendlich eine Fra-

ge der Auflösung des verwendeten Rechengitters. Der Einfluß der Auflösung auf

Simulationsergebnisse wird mit Hilfe des Mesoskalamodells METRAS am Beispiel

der Land-Seewind-Zirkulation untersucht. Erwartungsgemäß ist dieser in der Nähe

der Seewindfront am stärksten ausgeprägt.

Um die kleinskaligen Strömungsmerkmale in einer Simulation richtig und effektiv

zu erfassen, wird das neue Atmosphärenmodell a3m entwickelt. Eine der wesent-

lichen Eigenschaften von a3m ist die Möglichkeit, lokal verfeinerte Rechengitter

mit einem hohen Maß an Kontrolle über die Verteilung der Auflösung einzuset-

zen. Das Modell basiert auf den nichthydrostatischen, kompressiblen Strömungs-

Gleichungen und verwendet nur sehr wenige Näherungen. Die Gleichungen werden

mittels eines Finite-Volumen-Verfahrens (FV) vom Godunov-Typ diskretisiert. Als

numerische Flußfunktion wird der approximative Riemann-Löser von Osher und So-

lomon benutzt. Die Approximationsgüte des Verfahrens wird durch die Verwendung

der wesentlich nichtoszillatorischen (essentially non-oscillatory, ENO) Interpolation

auf zweite Ordnung gesteigert. Lokale Gitterverfeinerung wird durch die Verwen-

dung block-strukturierter Gitter erreicht: Ein Gitter besteht aus mehreren Blöcken

unterschiedlicher Auflösungen, wobei Blöcke höherer Auflösung Blöcke geringerer

Auflösung teilweise überdecken.

Mit Tests auf Gittern von gleichförmiger und lokal erhöhter Auflösung werden die

numerischen Eigenschaften von a3m überprüft und die Durchführbarkeit von Simu-

lationen atmosphärischer Strömungen demonstriert. Insgesamt erfüllt das Modell

die gestellten Erwartungen und erweist sich als recht robust gegenüber abrupten

Änderungen der räumlichen Auflösung. Das Modell wird auf eine atmosphärische

Dichteströmung angewandt und diese erfolgreich simuliert. Die Front der Dichte-

strömung wird dabei gut und mit nur einem geringen Maß künstlicher unphysi-

kalischer Schwingungen erfaßt. Im Vergleich zu anderen veröffentlichten Simulati-

onsergebnissen, die mit anderen numerischen Methoden erzielt wurden, erscheint

das Verfahren von a3m diffusiver, aber es erzeugt auch erheblich weniger künstliche

Oszillationen. Durch Verwendung lokal verfeinerter Gitter konnten die Modellergeb-

nisse noch deutlich verbessert werden.
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Chapter 1

Motivation

Atmospheric flows exhibit many distinct patterns and phenomena such as Rossby

waves, mid-latitude cyclones, mountain (lee) waves, thunderstorms and other con-

vection cells, dust devils and countless others. These atmospheric phenomena or

flow patterns are usually associated with a scale, a characteristic range of spatial

and temporal extents which these phenomena or patterns have. Figure 1.1 gives an

overview on some of these typical atmospheric flow patterns and their scales (after

Orlanski, 1975 and Schlünzen, 1996).

In general, atmospheric flows also have several characteristic features : they include

structures of smaller spatial and possibly temporal extent than the flows they are

embedded in. A prominent example are cyclones which include fronts as an essential

part of their pattern. Both, fronts and cyclones, are shown as separate phenomena in

Figure 1.1, but fronts are always associated with a larger circulation. However, this
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Figure 1.1: Atmospheric phenomena and atmospheric scales (after Orlanski, 1975 and

Schlünzen, 1996).
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Figure 1.2: Hierarchy of atmospheric models (after Schlünzen, 1996).

is not necessarily a cyclone: land-sea breeze circulations and other density currents

also have a front as one of their characteristic features (Simpson, 1987).

Studies of the atmosphere usually focus on a narrow range of spatial and tempo-

ral scales, on a single scale or even just a single phenomenon. This enables the

introduction of assumptions and approximations specific for the scale under consid-

eration. These assumptions and approximations ease the understanding of flows of

that scale, their mechanism and the processes involved. In this context the notion

of distinct atmospheric scales has proven very helpful because the full complexity of

atmospheric processes without scale specific approximations most often precludes

such understanding on an analytical level. Nevertheless, in the real atmosphere

phenomena interact across scales.

The approach of atmospheric scales is also employed for numerical analysis and

simulation: there are distinct ‘classes’ of atmospheric models focusing on certain

scales and used for different purposes, e.g. models for numerical weather prediction

(NWP) simulate on different scales and employ different approximations than mod-

els for process studies such as cloud micro-physics. Figure 1.2 shows some classes

of atmospheric models defined by their scales and purpose.

However, the scale-wise approach has an inherent limitation: interaction between

phenomena of different scales is not captured. In the real atmosphere all of the flows
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and features listed in Figure 1.1 and numerous others co-exist. Flows on all spatial

and temporal scales interact across scales, altering or destroying flow patterns and

features and creating new ones. But assumptions and approximations hold only

on specific scales. Thus, an analysis on one scale cannot be simply extended or

transfered to other scales and methods developed for that scale are in general not

applicable to others.

Numerical studies suffer an additional restriction: which processes, phenomena or

flow features can be simulated is ultimately dependent on the spatial and temporal

resolution of the model employed. Due to the multi-scale nature of atmospheric flows

simulations of the larger-scale flow always have to face the problem that a resolution

sufficient to resolve the flow in the large scale is too coarse to accurately capture

the small-scale features. It is not feasible to run simulations on a large domain—

to include large-scale structures—and at a high resolution—to capture small-scale

structures—because the computer resources available for a simulation will always

be limited. Consequently, the effects of small-scale processes on the resolved scale

flow are usually only parameterised, and the large-scale flow is often prescribed.

However, in some cases it is the accurate prediction of these smaller scale features,

like the position of a front, that is considered crucial for the quality of a simulation

result or forecast. So numerical simulation of phenomena on different scales and

interaction between scales is highly desirable. But it faces two main problems:

firstly, approximations suitable for one scale are not applicable in a different scale

and, secondly, the range of spatial and temporal extents required to capture the

large scale-flow patterns and their small-scale features is very broad.

The approach most frequently used in atmospheric modelling to (partially) work

around the restrictions due to resolution is nesting. In this procedure, models of

different scale and/or classes or the same model deployed with varying resolutions

are used jointly to simulate a single scenario. Sometimes a whole suite of models is

established, e.g. for NWP: a high-resolution local model is nested into a medium-

resolution regional model which is in turn nested into a coarse-resolution global

model. Often only one-way nesting is performed, i.e. information is transferred from

the large-scale to the small-scale model, but feedback from small-scale flows on the

larger ones is ignored. Nesting solves some of the problems of numerical simulations

of atmospheric flows related to resolution: resolution is increased locally so that

small-scale patterns within the larger-scale flow—simulated by the outer coarse-

resolution model—can now be captured by the inner high-resolution model.

Nesting also has serious limitations: the focus is usually on a single region covered

by the innermost highest-resolution model in a nesting arrangement. To obtain the

simulation results on this rather limited region the whole suite of models has to

be run giving coarser-resolution results for a much larger domain than the actual
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region of interest. This procedure is costly and not very efficient, unless the coarser-

resolution results are also used otherwise. An even more important aspect is the

spatial distribution of resolution, i.e. where to have a fine or coarse resolution: in the

nesting approach, it is determined by the region of interest and nesting arrangement

alone. Which resolutions are actually required to capture the flow situation at some

point is not taken into account. Thus, such a nested simulation system may still

fail to capture multi-scale phenomena like flows with embedded fronts. Fronts can

only be resolved by the inner, high-resolution model. The outer, coarse-resolution

model cannot resolve fronts properly because it lacks resolution perpendicular to

the front. Consequently, the boundary values fed into the inner model may contain

mere bands of somewhat increased gradients but no actual fronts. The inner model

has to develop a front itself from the front-less low-resolution values provided at its

boundaries.

An additional complication in the nesting approach is that models of different scales

employ different approximations, parameterisations and numerical methods. This

raises some non-trivial problems at the interior boundaries between the different

models: numerical solutions gained with one model, i.e. solutions of a specific

set of model equations, are in general no valid solutions for a different set of model

equations with different approximations. Consequently, they cannot be directly used

as boundary values of the inner model: some kind of assimilation to the different

model equations has to be performed.

Admittedly, flows with an embedded front are an example of atmospheric flows

that are particularly difficult to simulate. A high resolution is required to capture

a front, but simulating the whole flow at such a high resolution is prohibitively

expensive. However, fronts are also a very localised phenomena: idealised, they

are only two-dimensional while the atmosphere as the containing entity has three

dimensions. The nesting approach with its weaknesses discussed above could be

used to decrease the computational effort by providing a high resolution at the

location of the front and a lower resolution elsewhere. But nesting provides a static

spatial distribution of resolution only. Therefore, it is applicable only in cases where

the required distribution of resolution is known in advance. This is hardly possible

for the real atmosphere because fronts are not stationary. For the general case,

this suggests the application of adaptive grids as they are used in other fields of

application for flows containing discontinuities (e.g. Muzaferija and Gosman, 1997;

Doleǰśı, 1998; Meister and Sonar, 1998; Abgrall et al., 1999).

For the atmosphere, only few efforts have been made to employ grid adaption to

improve simulation results. Basically, two different adaption strategies have been

used: one strategy employs grids which are dynamically deformed with time (e.g.

Sündermann, 1990) and the other strategy is the algorithm of Berger and Oliger
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(1984). The latter has some resemblance to the method of nesting, but the grid

arrangement is dynamically adapted and not static. It has been applied to the

atmosphere by Skamarock and Klemp (1993) and is also implemented in the model

ARPS (Xue et al., 2000).

Although grid adaption generally seems to be considered useful and its overall ap-

plicability has been proven, neither of the above adaption strategies is in wide-

spread or routine use for atmospheric simulations. Nevertheless, the commonly

used approaches employing static distributions of resolutions—non-uniform and/or

deformed grids and nesting—generally do not provide the means to capture the

interaction of flow patterns and features across a broad range of scales. To derive

these means, a new atmospheric model is developed in this work. It aims to solve

the problem of resolution better than existing approaches and to enable simulations

of atmospheric flows spanning multiple scales so that the interaction of phenomena

of different scales can be explicitly simulated. To this end, it will employ a different

adaption strategy than the two mentioned above.

The new model has been named a3m, where a3m really is a3m with a triple ‘a’. In

the tradition of recursive acronyms1 a3m stands for “a3m is an adaptive atmospheric

model”. a3m is developed as a research prototype for future atmospheric models.

Consequently, the primary design goals are flexibility, modularity and extensibility.

Performance is usually one of the strongest constraints for atmospheric models,

but for the current development it is considered of minor importance. At this

stage of development, a3m should be able to simulate flows accurately with only

few artificial oscillations or other numerical artefacts. Equally important is the

ability to stably simulate flows on grids with high, even abrupt spatial variations of

resolution. This is required for the local refinement of the computational grid and

the later adaption process. The early development of a3m focuses on the atmospheric

mesoscale (Figure 1.1), but extensibility to larger and smaller scales is, of course,

a requirement to meet the final development goal of a3m: simulations spanning

a broad range of scales and thereby explicitly capturing the multi-scale nature of

atmospheric flows.

‘Model’ and ‘modelling’ are very popular terms among scientists of all disciplines,

and they are used with various different meanings. The common notion for the term

‘model’ is that it designates an approximate, formal description of phenomena,

processes or other entities and the relations between them. It usually involves

some degree of abstraction from the described entity, the problem domain, to the

description given by the model. Both, formality and exactness, may vary depending

1The expansion of a recursive acronym contains that very acronym again. See also the corre-

sponding entry from the jargon file (Jargon, 2002, http://www.tuxedo.org/~esr/jargon/html/

entry/recursive-acronym.html).
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on the type of model. Within this work, the term ‘model’ is used with four different

meanings whose relations are shown in Figure 1.3:

‘The’ Model designates the final product, a3m: a piece of software. It consists of

executable programs, libraries of routines and classes as well as accompanying

documentation. It is also referred to as ‘the model’ or just ‘a3m’.

The Mathematical Model is a formal description of the atmosphere by mathe-

matical means, i.e. differential, integral and/or algebraic equations.

The Discrete Model is gained from the mathematical model by application of

discretisation techniques resulting in a set of algebraic difference equations.

The Software Model has two sub-categories conceptual model and design model

(Larman, 1998). Within the conceptual model the discrete model is analysed

yielding concepts of the problem domain and their interrelations. From these
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The sketched development comprises four stages all of which are called a ‘model’ of some

sort. Only two of the development steps between the different models are actual modelling

acts, i.e. finding an abstracting, formal description (at the head of the respective arrows) of

the problem to model (at the tail end). In the other two steps the models at the respective

arrows head are gained from those at the tail end by some sort of transformation rules.
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suitable abstractions for the implementations are derived. The design model

emerging thereof describes an implementation (‘the’ model, a3m) of the prob-

lem (discrete model). It corresponds very closely to the actual code.

The remainder of this work is structured as follows: In Chapter 2 the difficulties

encountered with conventional atmospheric models in simulations of multi-scale

atmospheric flows are demonstrated using the example of the land-sea breeze circu-

lation. In Chapter 3 the mathematical model of a3m is presented. It introduces the

model equations and also includes an extensive discussion of assumptions and ap-

proximations that are frequently employed in atmospheric models of various scales.

Chapter 4 presents the discretisation in space and time of the mathematical model

introduced and discussed in Chapter 3. The resulting discrete model is subjected to

various tests in Chapter 5. The tests are comprised of a simple mathematical model

problem, the Burgers equation, to verify and demonstrate some of the numerical

properties of a3m and an application of a3m to an atmospheric density current.

Chapter 6 gives a summary of this work, its achievements and conclusions and an

extensive outlook on the future of a3m.

The notations and symbols used in this work are summarised on page 111.



Chapter 2 Example

of a Multi-scale

Atmospheric Phenomenon

An example of an atmospheric flow system is the land-sea breeze circulation, a

mesoscale phenomenon which exhibits features on multiple scales, most notably a

front. It was chosen because it is among the most profoundly studied mesoscale

flows (see Atkinson (1981) for a summary) and it has a variety of different flow

features (Atkinson, 1981; Simpson, 1987, 1994).

2.1 Principal Features of the

Land-Sea Breeze Circulation

Land-sea breezes are common local wind systems. They can develop on the edge of

any large body of water1 under the influence of solar heating. The contrast between

the relatively quickly heating land surface and the relatively slowly heating water

surface results in a gradually developing temperature difference causing a difference

in density between the relatively warm air residing over land and the relatively cool

air over the water. Consequently, the cooler marine air flows inland forcing the

lighter air into an upward motion. Where the advancing breeze meets the continen-

tal air, a zone of high horizontal convergence is formed. The convergence increases

during the development of the circulation and thereby maintains the contrast be-

tween the cool marine and warm continental air. Idealised, the temperature and

density fields are discontinuous at the boundary between the two air masses, the

sea breeze front. Mixing of air across the front and thereby exchange of properties

between the air masses is very low which makes the sea breeze front particularly

interesting with respect to e.g. concentration of pollutants. Convergence and the

formation of the front is much enhanced if the breeze is opposed by a light large-

scale off-shore wind. With a large-scale on-shore wind turbulent mixing is stronger

relative to the convergence and the formation of the front is usually suppressed until

the afternoon hours, if it occurs at all. Also, the breeze develops a bulge, the flow

head, at its leading edge, if the on-shore breeze is opposed by an off-shore large-scale

wind. The compensating outflow of air over sea results in a subsidence and, finally,

a complete thermally driven circulation cell emerges. Figure 2.1 shows a sketch of

the structure of a sea breeze.

1This is not necessarily an ocean: a large lake, e.g. Lake Victoria (e.g. Fraedrich and Flohn,

1966) or Lake Michigan (e.g. Laird et al., 2001), is sufficient.

8
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Figure 2.1: Schematic of a land-sea breeze.

Sea breezes can generate atmospheric bores or mesoscale gravity waves (Simpson,

1994, 1987). Here the still stably stratified air above the mixed boundary layer is

forced to rise while flowing over the head of the advancing sea breeze. This vertical

displacement triggers gravity waves travelling horizontally within the stable layers

at high speed. These waves can in turn imprint patterns on the unstable and well

mixed boundary layer below and the convective cells within it.

A simplified model of the sea breeze circulation already showing many of its char-

acteristic features is a density current. These can be generated in a laboratory

experiment by releasing a relatively dense fluid into a tank of less dense fluid. In-

deed, land-sea breezes can be considered a special form of density current with the

additional complication of the diurnal cycle, a potentially non-uniform stratification

of the atmosphere, interaction with convective processes, the Coriolis force, etc.

As mentioned before, the sea breeze front separating marine and continental air is

of special interest. It has received a lot of attention because of its strong impact on

the costal climate—e.g. the costal temperature, humidity and wind direction—as

well as on the dispersion of pollutants. Many and large urban settlements are in

immediate vicinity of the sea or large lakes which has twofold consequences: firstly,

urban areas are also areas of increased heat storage and emission of pollutants,

and secondly, obviously a large number of people are immediately affected. From

the viewpoint of numerical modelling, fronts are particularly interesting because

idealised they represent discontinuities in the predicted variables, or at least small

and very confined zones of strong gradients. These are generally difficult to simulate

with a numerical model since a high spatial resolution is required to accurately

capture the zones of strong gradients. Additionally, fronts are usually not stationary.
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2.2 Dependency of Simulation Results

on Model Resolution

For the following investigation of the impact of grid resolution on numerical simu-

lation results the mesoscale transport and flow model METRAS (Schlünzen, 1988,

1990; Schlünzen et al., 1996) was employed to simulate a sea breeze circulation.

It is a non-hydrostatic anelastic model that solves the primitive equations in mass

conserving flux form. A finite difference approximation is used for solving the equa-

tions on a non-uniform grid in terrain following coordinates.2 Turbulent mixing is

modelled by a first order closure using a counter gradient scheme for unstable and

a mixing length approach for stable stratification (Lüpkes and Schlünzen, 1996).

The model utilises a rigid lid at its top with damping layers to prevent reflections

of waves at the upper boundary and free in/out-flow boundary conditions are em-

ployed at the lateral boundaries. At the lower boundary momentum and heat flux

are calculated according to the similarity theory of Monin and Obukhov (1954). The

time dependent surface temperature and humidity are calculated by application of

the force restore method (Deardorff, 1978). A detailed model description is given

in Schlünzen et al. (1996).

METRAS has been validated using an extensive set of test scenarios following an

evaluation concept for mesoscale models (Schlünzen, 1996, 1997; Dierer, 1997). It

has been used in a broad range of applications from examining influence factors

on land-sea breezes (Schlünzen, 1990; Schlünzen and Krell, 1994), flows over steep

terrain (Niemeier and Schlünzen, 1993), studies of aerosol particle development (von

Salzen and Schlünzen, 1999b), interaction of atmosphere and sea ice (Birnbaum,

1998; Dierer, 2002), as well as regional case studies (Sheng et al., 2000).

The scenario used here to study the effect of different model resolutions on the de-

velopment of the sea breeze circulation is a regular test case for atmospheric models

and part of the evaluation concept for mesoscale models mentioned above. The sen-

sitivity of METRAS results has already been shown for two different grid resolutions

for this scenario (Dierer, 1997), but has not yet been investigated systematically.

To emphasise the effect of different grid resolutions on the results, the scenario is

kept very simple and as many other factors as possible are excluded. The terrain

is completely flat and the surface properties are uniform over sea and land, respec-

tively. The shoreline runs straight from West to East with the sea to the South.

The relative humidity is 80% near the ground and decreases linearly to 5% at the

top of the model domain in 10 km height. To further reduce the complexity of the

scenario, cloud formation is hindered for all simulations. The initial stratification is

∂zΘ = 0.0035K/m, i.e. weakly stable. The large-scale geostrophic wind is 0.5m/s

2In the simple cases used here this degenerates to Cartesian coordinates.
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from North, i.e. off-shore. The initial surface temperatures for land and sea are

285K and the initial sea level pressure is 1013.25 hPa.

For simplicity, the scenario is quasi-2d with a model domain four grid points in

East-West direction and -80 km to +80 km in North-South direction. The shoreline

runs through the origin of the domain which is situated at 51◦ North. The top of

the model domain is at a height of 10 km. The simulated time period is one day

(24 hours), so a whole cycle of land- and sea-breeze is included, starting at midnight

of June 21st. Simulations are conducted on a series of grids of different but uniform

horizontal resolution. In the vertical the grid spacing varies from 20m at the surface

to approximately 500m at the upper boundary and is identical for all simulations.

Resolution in East-West direction, i.e. parallel to the coast, is always 2000m, but

the resolution in North-South direction is varied from 8000m for the coarsest grid

to 500m for the grid with the highest resolution. Note that the coarsest resolution

chosen here is approximately the resolution used by todays high-resolution local

weather prediction models.

Expectations towards simulations on increasingly fine grids include mainly two par-

tially contrary effects. On the one hand, extrema are captured more accurately

by a fine resolution as illustrated by Figure 2.2. This means that the magnitude

of extreme values will be greater providing more feedback on the flow and thereby

resulting in a more intense development. An example of this effect is shown in

Figure 2.3 for the the coast-perpendicular wind obtained from two simulations of

different resolution: the flow is more intense in the higher resolution simulation. On

the other hand, with a higher resolution an increasing number of different processes

is explicitly simulated along with the main flow. This is especially true for the

Figure 2.2: Capturing a local maximum by piecewise constant approximations of different

resolution.
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Figure 2.3: North-South velocity component of a land-sea breeze at 4 p.m.

Shown are simulation results of METRAS at 1000m (left) and 8000m (right) horizontal

resolution. On-shore winds are indicated by solid and off-shore winds by dashed contour

lines.

small-scale variations that are no longer represented by the turbulence parameteri-

sation but simulated directly. Density currents, including land-sea breezes, can e.g.

develop Kelvin-Helmholtz instabilities behind the flow head with a chain of billows

trailing after it (Sha et al., 1991; Simpson, 1994). These small-scale structures con-

sume energy from the main flow, such as the Kelvin-Helmholtz billows providing

additional friction at the top of the current, thereby making the development less

intense. Both effects, more intense extrema and the resolution of additional physical

processes, provide non-linear feedback to the flow and may trigger instabilities. In

case an instability is triggered in a simulation at one resolution but not at another,

both simulations will develop substantially different solutions. It is therefore very

difficult, if not impossible, to predict the effect of changing the resolution for a

simulation in advance.

Of special interest in the comparison is the inland penetration of the sea breeze front

shown in Figure 2.4 and the intensity of the up-draft in the frontal region shown

in Figure 2.5. The up-draft is a measure of the intensity of the flow system. The

sea breeze front separating marine and continental air is characterised by a rapid

change in temperature, moisture and other concentrations within a small distance

as well as by a strong horizontal convergence and a corresponding up-draft. Its

position can be determined by any of these characteristics. Here, the location of the

maximum horizontal temperature gradient, the maximum horizontal convergence

and maximum up-draft are used as a measure for the position of the sea breeze front.

In general, these criteria do not yield the same result and are therefore averaged.

The location gained by this procedure cannot always be called the position of the

front since the simulations with 8000m (Figure 2.3, right) and 4000m resolution

did not develop a well confined zone of high gradients: their resolution is simply too
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Figure 2.4: Inland penetration of the sea breeze front.
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Figure 2.5: Maximum up-draft in the frontal zone.
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coarse. Nevertheless, the typical acceleration in the inland penetration of the breeze

during the afternoon hours (Atkinson, 1981) can be observed in all simulations, but

it occurs significantly later for the 4000m simulation (Figure 2.4). The 8000m

simulation comes to a complete halt rather early.

The differences in the advance of the front are not very large—5km or about 25%

at 6 p.m.—but the intensity of the up-draft varies from only 3 cm/s for the 8000 km

simulation and 8 cm/s for the 4000 km simulation to 40 cm/s in case of the 1000m

simulation, i.e. by more than a factor of 10 (Figure 2.5). But the simulations with

8000m and 4000m resolution do not produce an actual front due to their lack of

resolution, so a high uncertainty in the penetration should be assumed for these

simulations. Also note that the highest resolution simulation with 500m does not

penetrate furthest and does not exhibit the strongest up-draft: the frictional effects

mentioned above already set in.

For a statistical comparison of two simulation results obtained on differently resolv-

ing grids, the solution from the finer grid is aggregated to the coarser of the two

grids by volume weighted averaging. This gives the result that the simulation on

the coarse grid should have yielded if it had captured the flow as accurately as the

simulation on the fine grid. Values can now be compared pointwise on the coarse

grid. The results of the simulations on the 4000m, 2000m and 1000m resolution

grids are compared against the result of the simulation with the highest resolu-

tion grid, i.e. 500m. The 8000m simulation is excluded from further examinations

since it is obviously very dissimilar to the other simulations’ results. If a coarse

resolution value does not deviate by more than a certain threshold from the cor-

responding aggregated reference value, it is called a hit. The percentage of hits in

the total number of values in the comparison is the hit rate. The thresholds for

each variable are based on the accuracy of routine measurements, i.e. if two routine

measurements do not differ more than the threshold, they have to be considered

equivalent. The maximum difference to count as a hit is 0.5m/s for the horizontal

velocity components and 0.1m/s for the vertical velocity component. Note that

these thresholds are significantly stricter than those of Cox et al. (1998). Consid-

ering that in general the frontal zone separating the sea breeze from ambient air is

only approximately 200m–400m wide (Atkinson, 1981), a horizontal resolution of

500m is still not high enough to resolve any details of the front structure. But it is

sufficient to demonstrate the impact of grid resolution on the simulation results.

Since the sea breeze is an advectively dominated phenomenon, the wind field and

its structure have a very high impact on the distribution of all other fields. It is

therefore prime target for the analysis. Hit rates for the the wind field are computed

in two distinct regions: one out over the sea, a quarter of the domain, and one over

land 8 km to 12 km inland of the coastline. In the region over sea the hit rates for the
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North-South and vertical velocity components are 100% for all runs for the whole

duration of the simulation. The hit rates for the North-South velocity component

in the region over land are shown in Figure 2.6. It can be seen, that in the morning

hours, when the sea breeze is in its early stage of development, all simulations agree

very well with the reference simulation. The 4000m simulation starts to deviate

from the reference simulation at about 2 p.m. and recovers after 7 p.m., when the

driving force, the solar energy input, subsides significantly and the circulation as a

whole is already in the decline. The 2000m and 1000m simulations show prominent

drops in their hit rates at 3 p.m. and 4 p.m., respectively. In the reference simulation

the front is just entering the evaluation region at 3 p.m. and has crossed it almost

completely within one hour (Figure 2.4). In the 2000m simulation the front enters

and leaves the evaluation region significantly later. In the 1000m simulation the

front is slightly ahead relative to the reference simulation. So the peaks in the

deviation occur at times, when the front is within the evaluation region in at least

one of the compared simulations. After the front has left the evaluation region in

both of the simulations compared, the agreement is again very good.

Summarising, the development of the sea breeze in the 8000m and 4000m simula-

tions significantly differs from the reference simulation (and all others) already at
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Figure 2.6: Hit rates for the North-South velocity component in a region over land in

8 km–12 km distance to the coast.
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the first glance: they develop the basic thermal circulation pattern, but they do not

show clear frontal areas. The characteristic flow head develops—if at all—very late.

This can also be observed in the hit rate in the region over land for the 4000m sim-

ulation: it shows significant deviations from the reference simulation during most

of the intense development of the sea breeze and starts recovering, when the cir-

culation is already decaying. In contrast to this the other simulations are in good

agreement with the reference except for the frontal zone. Obviously, an increased

resolution yields significantly different results near the front and the head of the flow.

Therefore, a non-uniform grid would be much more suitable. The resolution could

be low over sea, where no significant differences between the simulations occurred,

and higher in the vicinity of the flow head and the leading front for capturing their

development. But the region for which the high resolution is necessary also moves

with time. In addition, for slightly different parameters, such as a change in the

large-scale wind, it might be in an altogether different location. Other factors also

play important roles: the intensity of the solar radiation, which in turn depends on

the date and cloud cover, the surface humidity, land-use, etc. It is therefore more

or less unpredictable in advance, where and when exactly a high resolution will be

necessary. This problem could be overcome using adaptive grids which evolve over

time with the computed solution, making land-sea-breezes—and gravity currents in

general—a good test candidate for this method.

Recalling that the horizontal extent of the front is noticeably smaller than the

grid spacing of the highest resolution grid used here, adaptivity could also overcome

some limitations in resolution due to computing time restrictions: increasing spatial

resolution also requires shortening the time step of the integration so that not only

the number of grid points is increased but also this larger amount of grid points

has to be re-computed more often for the same simulated period of time. With

an adaptive strategy the necessity to resolve all of the computational domain as

high as needed to properly capture the fronts structure is removed because it only

needs to be applied in a region of similar extent than the front itself. An adaptive

simulation would use much less grid points compared to a global high-resolution

simulation and thus uses less memory and also computing time despite the decrease

in the time step due to the (locally) fine computational grid.



Chapter 3

Mathematical Model

of Atmospheric Motion

The previous chapter has demonstrated some difficulties of simulating atmospheric

flows with an existing mesoscale model for the example of a land-sea breeze circula-

tion. In this chapter, the mathematical model (Figure 1.3) of the new atmospheric

model a3m is presented. It gives a mathematical description of the atmosphere by

means of differential and algebraic equations. In order to avoid the problems and

limitations experienced in Chapter 2, the new model is designed and constructed

differently from existing atmospheric models. Special attention is paid to this end

from the very beginning, the choice of the mathematical model.

The model, as presented here, is explicitly designed for the atmospheric mesoscale

but should be extensible to the micro- and to the macroscale. In addition, the

present work focuses on atmospheric dynamics. Extensions to include more param-

eterisations of physical processes and using a more complete set of equations are

outlined at the end of the chapter.

3.1 Governing Equations and Approximations

The equations used and approximations applied to them determine the range of

applicability of the implemented model—the computer program—to simulate dif-

ferent atmospheric flow situations. The model is limited to the scales in which the

underlying equations, approximations and other assumptions hold, e.g. assuming

incompressibility would restrict the model to a very small scale such as the flow

around a building or even smaller (e.g. Stull, 1988) and assuming hydrostatic bal-

ance in the vertical would restrict the model to a very large scale such as the global

circulation (e.g. Holton, 1992). Also, it has to be kept in mind that by solving the

equations numerically, different phenomena and physical processes are captured de-

pending on the resolution. This imposes a problem for atmospheric modelling since

usually many sub-grid-scale physical processes, such as turbulence, surface layer

processes or cloud microphysics, are parameterised: they are modelled in terms of

the grid-scale fields to obtain an approximation of the effects of the parameterised

process on the resolved scale. Obviously, parameterisations made for coarse resolu-

tions are no longer applicable for a fine resolution if the parameterised processes are

17
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now resolved explicitly. In the other direction, reducing the resolution makes pa-

rameterisations necessary for processes explicitly resolved before. Parameterisations

and, similarly, approximations to the equations must be valid in the whole range

of phenomena the model will be applied to and all grid resolutions employed. Due

to the emphasis of this work on multi-scale phenomena—like flows with embedded

fronts—and local grid refinement the choice of parameterisations and approxima-

tions is to be considered carefully, or they should be avoided altogether.

3.1.1 General Assumptions

From the above considerations follows that no assumptions, approximations or pa-

rameterisations can be employed which impose serious restrictions on the model with

respect to simulating mesoscale phenomena and especially different resolutions of

the computational grid. The only assumptions made throughout all of the following

are:

1. Molecular viscous effects are negligible.

2. The flow velocity, i.e. the wind speed, is always sub-sonic.

3. Earth’s angular velocity and gravitational acceleration vary only slowly com-

pared to the resolutions considered.

4. Earth’s gravitational acceleration does not change in magnitude with height

within the considered domains.

5. The frame of reference is attached to the Earth, i.e. rotating.

6. Air is a homogeneous mixture of ideal gases and behaves like a single ideal

gas with average properties.

7. Air is dry, i.e. there is no water vapour contained in it and, consequently, no

clouds are formed.

Assumption 1 holds very well for the atmosphere except for the immediate vicinity of

the ground or other solid surfaces. Usually, atmospheric models cannot resolve these

viscous layers and employ parameterisations instead (Section 3.3). Restricting the

flow velocity to be sub-sonic (assumption 2 above) is not an actual requirement for

the considerations of this chapter. It is used by the discretisation of the advective

fluxes only (Section 4.1.1.1). It is hardly a restriction anyway: except for very

rare exceptions atmospheric flows are even low Mach number flows. Assumption 3
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is required for the separation of resolved and sub-grid-scale parts of the solution

(Section 3.2) and used only there.

Assumption 4 is employed by the introduction of the basic atmospheric state (Sec-

tion 3.1.4). The error in the magnitude of the acceleration relative to the gravita-

tional field of a spherical Earth is only about 0.3% in 10 km and 0.6% in 20 km height.

This is a typical range of heights for the upper domain boundary for mesoscale

simulations so that the constant-with-height assumption can be expected not to

introduce a significant source of error.

In a rotating frame of reference (assumption 5) the ground is seemingly at rest

which seems more intuitive. This, of course, also results in the occurrence of ap-

parent forces, namely centrifugal and Coriolis force. The centrifugal force alters the

effective gravity field by approximately 0.3% at surface level so that it is neglected

in the following just as the variation of gravity with height. The Coriolis force acts

always perpendicular to the flow direction and the Earth’s angular velocity vector.

It is thereby dependent on the relative direction of one to the other and also propor-

tionally to the flow velocity. Thereby, its impact is dependent on the phenomena to

be simulated and neglecting it may restrict the models applicability. Consequently,

it has to be retained in the following.

Assumption 6 is met if the molecules in the gases involved are on average far enough

apart so that electromagnetic interaction between them is negligible. So the gases

have to be far from changing into the liquid or solid phase for the pressure and

temperature ranges encountered in the atmosphere. This is fulfilled by all gases

usually constituting air except water vapour. Nevertheless, that is usually also

assumed ideal in atmospheric modelling (e.g. Doms and Herbert, 1985; Schlünzen,

1988; Pielke et al., 1992; Grell et al., 1995; Doms and Schättler, 1999; Xue et al.,

2000).

In the current stage of development of a3m water vapour is excluded explicitly by

assumption 7 above. This is the most severe deviation from the real atmosphere. In

fact, the latent heat released during condensation is a very efficient and important

local source of energy and plays a crucial role in the dynamics of the atmosphere. It is

to be considered a temporary restriction, though, and will be removed in the future.

The extension of the model to the moist atmosphere is outlined in Sections 3.4 and

4.4.

No other assumptions than the 5 above are made about the frame of reference.

For local atmospheric models it is common practice (e.g. Schlünzen, 1988; Pielke

et al., 1992; Grell et al., 1995; Xue et al., 2000) to write the model equations in a

local coordinate system tangential to the Earth’s surface with the x1-axis pointing

eastwards, the x2-axis pointing northwards and the x3-axis pointing up. This special
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choice of a frame of reference is referred to as the (x, y, z)-system in the following—as

opposed to the general Cartesian (x1, x2, x3)-system. Using this frame of reference,

gives g = (0, 0, g)T for the gravitational acceleration and Ω = (0,Ω sinϕ,Ωcosϕ)T

for the Earth’s angular velocity, where ϕ is the latitude.

This kind of local coordinates are also implemented in a3m, but the program design

provides a clear separation between the functionality dependent on the frame of

reference and all other parts. It is thereby general enough, to use other frames of

references by substituting only the relatively small portion of code dependent on the

concrete choice of the frame of reference. The above choice is not a formal necessity

for the considerations of this and the following chapters though. Accordingly, it will

not be exploited and the general notation is retained, e.g. the coordinate x3 is not

identified with the height z, and generally the gravitational acceleration still has

three non-zero components.

3.1.2 Conservation Equations

By assumptions 1 and 2 made above, atmospheric flows are assumed inviscid and

sub-sonic. Otherwise, no restrictions follow from the assumptions above, e.g. the

medium air is considered fully compressible. Such flows are governed by the conser-

vation laws for mass, momentum and energy, a system of equations also known as

the Euler equations. All equations are written in Cartesian coordinates and can be

reviewed in many books on atmospheric dynamics or general fluid dynamics (e.g.

Hirsch, 1988a; Holton, 1992; Ferziger and Perić, 1999).

The conservation of mass is expressed by the continuity equation,

∂tρ+
3∑

j=1

∂xj
(ρuj) = 0, (3.1)

where ρ is the density of air and u = (u1, u2, u3)
T is the flow velocity.

The equations for conservation of momentum including gravitational and Coriolis

forces are given by

∂t(ρui) +
3∑

j=1

∂xj
(ρuiuj + δijp) = −

3∑

j=1

3∑

k=1

2ρ εijkΩjuk − ρgi i = 1, 2, 3, (3.2)

where p is pressure, g = (g1, g2, g3)
T and Ω = (Ω1,Ω2,Ω3)

T are Earth’s gravitational

acceleration and angular velocity, respectively, δij is the Kronecker symbol and εijk
is the Levi-Civita symbol giving a component-wise expression for the Coriolis force

2ρΩ× u.
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The conservation of energy can be formulated for a multitude of different variables,

including the internal energy u, total energy e = u + ρ|u|2/2 or enthalpy (again

internal or total). In a3m the total specific energy e is used:

∂t(ρe) +
3∑

j=1

∂xj
((ρe + p)uj) = −

3∑

j=1

ρuj gj + S, (3.3)

where S denotes the diabatic heating, e.g. by cloud formation or radiation if these

processes were included.

3.1.3 Equation of State

The system formed by equations (3.1)–(3.3) is closed with the equation of state of

an ideal gas (assumption 6 in Section 3.1.1):

p = ρRT = (γ − 1)ρu = (γ − 1)ρ

(
e− |u|

2

2

)
, (3.4)

where R = cp − cV is the specific gas constant and γ = cp/cV the ratio of specific

heat capacities of dry air at constant pressure and volume, respectively.

Note that the inner energy density ρu is directly proportional to pressure and that

the flow velocity needs to be in the order of 100m/s to give an equal contribution

to the total energy density ρe = ρu + ρ|u|2/2 as the inner energy, i.e. pressure.

So predicting ρe essentially captures the pressure field except for situations with

very high wind speeds—like tornados—where dynamics also have a strong impact

on the pressure field. A prediction equation for temperature could be deduced

from equation (3.3) and (3.4) which is the usual approach taken by most mesoscale

atmospheric models. But in the above form the analysis of the system of equa-

tions (3.1)–(3.3) utilised for the discretisation of the advective fluxes (Section 4.1.1)

was found to be most convenient.

3.1.4 Basic Atmospheric State

One of the problems occurring when solving the system of equations (3.1)–(3.4)

numerically is that the momentum flux contains two terms: the pure transport by

the flow and the pressure gradient. These terms are of significantly different orders

of magnitude which can lead to a dramatic precision loss when solving the equations

numerically on a computer. Additionally, the variation of pressure with height is

clearly dominated by the compression of each column of air by its own weight. But

most of the net flux induced by the vertical pressure gradient is compensated by
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the gravitational source term of equation (3.2). This can be taken advantage of by

splitting the pressure into a basic state pressure p(0) and a deviation from that p(1):

p = p(0)(z) + p(1)(x),

where the basic state pressure p(0) is a function of height z alone, while the deviation

part is a fully tree-dimensional field depending on x = (x1, x2, x3)
T . Similarly,

temperature is split into a basic state and deviation part in form of the potential

temperature Θ := T(p/pΘ)
R/cp with pΘ = 1000 hPa:

Θ = Θ(0)(z) + Θ(1)(x).

The basic state pressure and temperature fields are defined to be in hydrostatic

balance, i.e.

∂zp
(0) = −ρ(0)g = − p(0)

RT(0)
g. (3.5)

The basic state atmosphere is neutrally stratified, i.e. the basic state potential and

real temperature are

Θ(0) = Tr

(
pr

pΘ

)−R/cp

= const and (3.6a)

T(0) = Tr − Γ(z − zr), (3.6b)

where Tr is the real temperature of the basic state at a reference height zr and

Γ := g/cp is the dry adiabatic lapse rate. From equations (3.5) and (3.6b) the basic

state pressure follows as

p(0)(z) = pr

(
1− Γ(z − zr)

Tr

)cp/R

. (3.7)

The basic state pressure p(0) is a function of height z alone with respect to a reference

pressure pr and a reference temperature Tr at height zr. By equations (3.4), (3.6)

and (3.7) the basic state mass and energy density follow as

ρ(0)(z) =
p(0)(z)

RT(0)(z)
=

pr

RTr

(
1− Γ(z − zr)

Tr

)cp/R−1

and

(ρe)(0)(z) =
p(0)(z)

γ − 1
=

pr

γ − 1

(
1− Γ(z − zr)

Tr

)cp/R

.

Note that in the adiabatic case—S = 0 in (3.3)—ρ = ρ(0), u = 0 and ρe = (ρe)(0) is

already a (stationary) solution of the system of equations (3.1)–(3.4).
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The basic state part can now be removed from the momentum equation (3.2) since

the basic pressure gradient and gravitational force induced by the base density cancel

each other. This yields

∂t(ρui) +
3∑

j=1

∂xj
(ρuiuj + δijp

(1))

= −
3∑

j=1

3∑

k=1

2ρ εijkΩjuk − ρ(1)gi i = 1, 2, 3.

(3.8)

The major difference between the equation (3.2) and (3.8) is that only deviations

from the basic state contribute to the pressure gradient and gravitational forces

which are of about the same order of magnitude as the other forces, while the full

pressure gradient and gravitational forces are of much greater magnitude.

3.1.5 Approximations to the Equations

Various approximations may be applied to the system of equations (3.1), (3.3), (3.4)

and (3.8), depending on the scale of the phenomena to simulate. The probably most

important for simulating atmospheric flows among these are—sorted from large to

small scales of their applicability—the geostrophic, hydrostatic, Boussinesq, anelas-

tic and incompressible approximations (e.g. Pielke, 1984; Doms and Herbert, 1985;

Holton, 1992). From these, only the anelastic and Boussinesq approximations are

frequently used in mesoscale models, e.g. METRAS (Schlünzen, 1988), MM5 (Grell

et al., 1995), GESIMA (Kapitza and Eppel, 1992) or RAMS (Pielke et al., 1992).

MM5 and RAMS also provide an option for using the hydrostatic approximation

for larger-scale simulations. Other models use the compressible equations and apply

the Boussinesq approximation only, e.g. ARPS (Xue et al., 1995, 2000, 2001). The

geostrophic and incompressible approximations are not suitable for the mesoscale

at all (e.g. Pielke, 1984).

While the current stage of a3m’s development is explicitly bound to the mesoscale,

extension towards both, larger and smaller scales, should be possible and is planned

for the future. All of the above approximations possibly impose a restriction with

respect to supporting simulations on other scales than the mesoscale. Also, none

of them is strictly necessary to successfully simulate atmospheric mesoscale flows.

Consequently, they are not applied to the equations and the full complexity of the

system (3.1), (3.3), (3.4), (3.8) is retained in a3m.

As mentioned above, using the local tangential (x, y, z) frame of reference is common

practise in local atmospheric models. In this special frame of reference, Earth’s

angular velocity is Ω = (0,Ω sinϕ,Ωcosϕ)T , where ϕ is the latitude. Often some
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reference latitude, e.g. of the model domains centre, is used and thereby Ω is made

constant. This is a common approximation for simulations with a extent in North–

South direction up to 1800 km. Following the analysis of Wippermann (1981), this

approximation is even applicable for extents of up to 2500 km. For smaller-scale

simulations, with a horizontal extent of 20 km or less, the Coriolis force may even

be neglected entirely. For larger scales the coefficients can be linearised around a

reference point resulting in the so-called β-plane approximation.

In its current stage of development, a3m uses a constant Ω with respect to a user-

specified reference latitude. Alternatively, the Coriolis force may be completely

neglected as a run time option. As with all of the other terms and relations im-

mediately dependent on the special choice of the (x, y, z) frame of reference, the

Coriolis force is encapsulated in the implementation of a3m and cleanly separated

from other code so that it can be exchanged for a more sophisticated treatment of

the Coriolis force with changes in only a relatively small portion of the code.

3.1.6 Coordinate Transformations

Transformations to non-Cartesian coordinates are very common in atmospheric

modelling. They are motivated mostly by the geometry of the model domains:

the curvature of the Earth’s surface becomes increasingly significant with increasing

horizontal extent of the model domain and orography makes treatment of the lower

boundary on a Cartesian grid difficult. Consequently, models for the mesoscale α

and larger usually employ spherical coordinates. Additionally, various variations of

vertical coordinates are used. Many mesoscale models, e.g. METRAS (Schlünzen,

1988) and ARPS (Xue et al., 2000), employ a terrain-following vertical coordinate,

the so-called η-system with

η = zt
z − zs
zt − zs

,

where zt is the height of the model domains upper boundary and zs is the surface

height. Note that due to zs = zs(x, y), η depends on all three original variables

x, y and z. Therefore, the differential operators are altered by transforming to a

coordinate system like this, and the equations have a different and more complicated

shape than in Cartesian coordinates. Other models use different vertical coordinates

such as the pressure or the σ-system which is defined analogously to the η-system

but for surface and domain top pressure instead of height (e.g. MM5, Grell et al.,

1995).

The use of curvilinear coordinates like the η-system is coupled to the discretisation

methods employed by those models. All of the above models approximate their

respective model equations by finite differences. Finite difference methods require

a topologically regular computational grid: grid nodes are always on coordinate
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lines, e.g. the grid nodes are specified by (x, y, η) with x = i∆x, y = j∆y and

η = k∆η. These coordinates simplify the treatment of the lower domain boundary

which follows the topography and is given by the plane η = 0 in the curvilinear

coordinates. In Cartesian coordinates finite difference methods have to approximate

the terrain by steps in the grid (blocked cells) or the infinite viscosity approach.

In contrast to the above coordinate systems, the finite volume method introduced

in Chapter 4 decouples the coordinates in which the equations are written from

the construction of the computational grid. The grid can still match the orogra-

phy for an easy treatment of the lower boundary so that nothing is to be gained

from transforming the equations to more complicated coordinates like the η-system.

Consequently, only Cartesian coordinates are used throughout this work. Trans-

formations between different Cartesian frames of references are easily performed by

translations and rotations. The Euler equations are invariant with respect to either,

translations and rotations (e.g. Hirsch, 1988a; Sonar, 1997), so their shape is always

the same as given by equations (3.1), (3.3) and (3.8).

Summarising, a3m predicts the mass density ρ, momentum density components ρui
and the total energy density ρe by means of the equations (3.1), (3.3), (3.4) and (3.8).

No approximations other than the assumptions 1–7 introduced at the beginning of

this section and the approximation to the Coriolis force discussed in Section 3.1.5

are made. This very un-specialised choice of a mathematical model ensures its

broad validity and the potential of a3m for future extensions. But it should also

be noticed that this choice of a mathematical model has a downside: it is ‘too

large’ in the sense that it also includes processes and effects not of interest from the

meteorological point of view. The most prominent of these are sound waves. This

leads to some complications and restrictions which will be discussed in Section 4.3.

3.2 Resolved and Turbulent Scales

Atmospheric flows that obey the system of equations (3.1), (3.3),(3.4) and (3.8) are

turbulent. This means that these flows contain motions on all spatial scales from the

considered domain as a whole down to the Kolmogoroff scale, where motion is dissi-

pated into heat. For the atmosphere this is usually in the order of a few millimetres

(Stull, 1988). But the very small-scale motions are neither of meteorological interest,

nor are they feasible to compute in a numerical simulation of atmospheric flows be-

cause the resolution required to resolve all motions is much too high. Following the

filtering approach of Germano (1992), small-scale spatial variation can be removed

from the equations by subjecting them to some sort of averaging procedure. This

yields a new set of equations for the mean flow described by the mean flow variables

ρ, ρui and ρe. The equations for the mean flow contain some extra terms capturing
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the effect of the removed small-scale flow perturbations on the mean variables that

have no corresponding counterpart in the original un-filtered equations.

The filter separating the perturbations from the mean flow is not necessarily an

averaging in physical space: it could also be conducted in phase space on the Fourier

transformed equations instead. But in this work only spatial filters of the form

a(x) :=

∫

N
3

G(x− x′)a(x′) dx′ and (3.9a)

ã(x) :=
1

ρ

∫

N
3

G(x− x′)ρ(x′)a(x′) dx′ (3.9b)

are used, where a(x) is the field to filter and G(x) is the so-called filter kernel which

must satisfy ∫

N
3

G(x) dx = 1. (3.9c)

The integral
∫
X
f(x) dx denotes the integration of a field f(x) over all points x ∈

X ⊆ O 3, so it is an integral over a region X in space. The residuals—the perturba-

tion parts—corresponding to the filtered fields are given by

a′ := a− a and a′′ := a− ã.

The finite volume discretisation to be introduced in Chapter 4 is such a spatial

filter. Finite difference and finite element discretisations also implicitly filter in

space (Rogallo and Monin, 1984; Germano, 1992). Any of these discretisations only

loose their filtering properties with respect to turbulence if the spatial resolution is

high enough to explicitly capture all the turbulent fluctuations, i.e. only within so-

called direct numerical simulations. In that case the fluctuations a′ and a′′ vanish,

of course.

Two filters are needed for the compressible equations instead of only one for incom-

pressible or anelastic equations. Both filters, · and ·̃, are linear, i.e.

a+ b = a+ b ã+ b = ã+ b̃ ca = c a c̃a = c ã,

for any fields a(x) and b(x) and constant c and the filter · commutes with partial

derivatives in space and time, i.e.

∂ta = ∂ta and ∂xi
a = ∂xi

a.

Note that the two filters are related by ρa = ρ ã for some field a(x) and the density ρ,

e.g. ρui = ρ ũi.
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The most suitable filter kernel to use in combination with finite volume methods

(Chapter 4) is a simple box filter:

G(x) =

{
1/|σ| for x ∈ σ

0 otherwise

for some region σ around zero. This filter gives the moving average of a field

a(x) as the filtered variable a(x). Due to the close relation between filtering and

discretisation (Rogallo and Monin, 1984) the width of the box σ is connected to the

spacing of the grid on which the equations are to be discretised.

Unlike Reynolds averaging, the type of filtering used here gives different results for

multiple applications of the filter and the filtered fluctuations do not vanish:

a 6= a, a′ 6= 0, ˜̃a 6= ã, and ã′′ 6= 0.

Density, velocity and specific energy are now decomposed as

ρ = ρ+ ρ′, ui = ũi + v′′i , and e = ẽ + e′′.

Note that ũi = ρui/ρ and ẽ = ρe/ρ.

The set of equations for the mean flow variables ρ, ρui and ρe is gained by applying

the averaging filter · to equations (3.1), (3.3), (3.4) and (3.8):

∂tρ+
3∑

j=1

∂xj
(ρuj) = 0 (3.10a)

∂t(ρui) +
3∑

j=1

∂xj

(
ρuiũj + δijp(1)

)

= −
3∑

j=1

3∑

k=1

2εijkΩjρuk − ρ(1)gi −
3∑

j=1

∂xj
τij

(3.10b)

∂t(ρe) +
3∑

j=1

∂xj

(
(ρe + p)ũj

)
= −

3∑

j=1

(
ρuj gj + ∂xj

τej

)
+ S (3.10c)

p = (γ − 1)

(
ρe− ρ|ũ|2

2
− ρk

)
, (3.10d)

where

τij := ρuiuj − ρuiũj = ρ(ũiuj − ũiũj), (3.11a)

τej := ρeuj − ρe ũj + puj − p ũj = ρ(ẽuj − ẽ ũj) + puj − p ũj, (3.11b)
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and

k :=
1

2ρ

(
ρ|u|2 − ρ|ũ|2

)
=

1

2

(
|̃u2| − |ũ|2

)

=
1

2

3∑

i=1

(ũiui − ũiũi) =
1

2ρ

3∑

i=1

τii.

(3.11c)

The system (3.10)–(3.11) is of the same shape as the un-filtered equations with

some additional terms: the turbulent momentum fluxes τij, the turbulent energy

fluxes τej and the specific sub-grid-scale or turbulent kinetic energy k. According

to assumption 3 introduced in Section 3.1.1, Earth’s angular velocity Ω and grav-

itational acceleration g do not to vary significantly within the width of the filter.

Therefore they can be excluded from the averaging, i.e. set constant during integra-

tion in (3.9). The sub-grid-scale terms τij and τej occurring in the new equations

for the variables ρ, ρui = ρ ũi and ρe = ρ ẽ are modelled in Section 3.3.

Note that with filters satisfying the Reynolds rules, a = a, a′ = 0, ˜̃a = ã and ã′′ = 0,

system (3.10) reduces to the normal compressible Favre-averaged Euler equations

to be found in many fluid dynamics books (e.g. Hirsch, 1988a).

3.3 Sub-grid-scale Parameterisations

The system of equations (3.10) is no longer closed since the turbulence terms τij and

τej cannot be expressed analytically in terms of the grid-scale variables ρ, ρui and ρe.

An additional model or parameterisation of the effect of the turbulent fluctuations

on the grid-scale variables is necessary in order to gain a closed system of equations

again, which then can be solved numerically.

In a3m the turbulence terms τij and τej are parameterised by the so-called first

order closure (Mellor and Yamada, 1974) which is very common in atmospheric

modelling. The feedback of the sub-grid-scale turbulence on the resolved scale flow

is modelled as a diffusional process with an exchange coefficient that is usually a

function of height and the predicted variables, especially of the velocity shear and

stratification. It is therefore potentially varying in space and time. The approach

is derived from the observation that the mixing is very much enhanced in turbulent

flows and resembles a highly diffusive flow. Hence, it is also referred to as eddy

diffusion. With this approach the turbulence terms in equations (3.10b) and (3.10c)

are set to

τij = −Kijρ(∂xi
ũj + ∂xj

ũi) + 2/3 δij ρk (3.12a)

τej = −Kejρ(∂xj
ẽ) (3.12b)
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for i, j = 1, 2, 3. Different turbulence parameterisations can now be classified by the

method used to determine the exchange coefficients Kij and Kej. A classification is

given by Mellor and Yamada (1974).

The atmosphere usually displays an anisotropic behaviour. There are two distinct

directions to be found in the wind, temperature, pressure and concentration fields:

horizontal and vertical. This has an immediate impact on turbulence which is in

turn anisotropic and the effect in the vertical direction is usually considered much

more important than in horizontal direction. Most turbulence parameterisations

assume isentropic turbulence. They consider vertical gradients only and assume

horizontal homogeneity and statistical stationarity. Therefore, it is useful to consider

the turbulence parameterisation in the local tangential (x, y, z) frame of reference

where the x axis points East, the y axis points North and the z axis points upwards,

i.e. z is height.

The tensors of exchange coefficients (Kij) and (Kej) in the (x1, x2, x3) frame are

obtained from the tensors K(xyz) and K
(xyz)
e in the (x, y, z) frame by

(Kij) = T−1
vertK

(xyz)Tvert and (3.13a)

(Kej) = T−1
vertK

(xyz)
e , (3.13b)

where the transformation is determined by the rotation matrix

Tvert =








− k2√
k2
1+k

2
2

k1√
k2
1+k

2
2

0

− k1√
k2
1+k

2
2

k3 − k2√
k2
1+k

2
2

k3
√

k21 + k22

k1 k2 k3


 for

√
k21 + k22 6= 0




1 0 0

0 1 0

0 0 k3




for
√

k21 + k22 = 0

⇔ k3 = ±1.

The rotation by Tvert aligns the z-coordinate of the rotated frame of reference with

the vertical unit vector k = (k1, k2, k3)
T expressed in the (x1, x2, x3) frame. The

rotation is reversed by T−1
vert = T T

vert.

In the (x, y, z) frame of reference the tensor of momentum exchange coefficients can

now be approximated by an exchange coefficient Kvert for the vertical direction and

a second coefficient Khor for the horizontal direction. The tensor of coefficients is

then given by

Kxz = Kzx = Kyz = Kzy = Kzz = Kvert and

Kxx = Kxy = Kyx = Kyy = Khor.
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In a3m the vertical momentum exchange coefficient is obtained from the mixing

length approach. It is assumed proportional to a typical length scale l that turbulent

fluctuations act on and a typical fluctuation velocity. The fluctuation velocity is in

turn proportional to the absolute vertical shear of the wind field and the mixing

length. This gives

Kvert = fs(Ri) l
2
√

(∂zu1)2 + (∂zu2)2 + (∂zu3)2, (3.14)

where fs(Ri) is a function of the Richardson number

Ri =
g

Θ

∂zΘ

(∂zu1)2 + (∂zu2)2 + (∂zu3)2

to account for stability. Since turbulence is far from the focus of this work, the sta-

bility function is set to fs(Ri) ≡ 1 which is the correct value for neutral stratification.

Hence, turbulent mixing is underestimated in the unstable and overestimated in the

stable case. The mixing length l is calculated following Blackadar (1962)

l =
κz

1 + κz/l0
, (3.15)

where κ is the von Kármán constant and l0 is an upper bound for l. In a3m

κ = 0.4 is used. Many different approaches to specify the length l0 can be found

in mesoscale atmospheric models. Often it is parameterised depending on the fric-

tion velocity, the Coriolis parameter and/or the mesh size of the computational grid

(Schlünzen, 1994, and references therein). Typical values seem to be in the order

of some tens of metres. For the sake of simplicity, the constant value of 30m is

used within this work. Note that for neutral stratification and horizontal homo-

geneity the much more complicated turbulent kinetic energy/dissipation turbulence

parameterisation—also known as the k-ε model—reduces to the exchange coefficient

given by equations (3.14) and (3.15).

Little is known about the horizontal turbulent mixing in the atmosphere. In the

microscale atmospheric turbulence is isotropic so that classical approaches can be

used. But for the anisotropic case in the larger scales only vertical turbulent mix-

ing for horizontal homogenous conditions is sufficiently understood and backed up

by experimental data. Consequently, no generally accepted approach for horizon-

tal mixing by turbulence is available up to now. In a3m the horizontal exchange

coefficient is set to be proportional to the vertical exchange coefficient,

Khor = aKvert, (3.16)

where the factor a accounts for the local anisotropy of the computational grid and

thereby the filters (3.9).
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It is not possible to gain the specific turbulent kinetic energy k with this approach

so that it has to be neglected in equations (3.10d) and (3.12a).

The exchange coefficient for energy is related to that for momentum by

Pre = Kvert/Kevert, (3.17)

where Pre is an analogy for the normal Prandtl number defined for the turbulent

heat flux. In the simulations presented in this work Pre = 1 is used. The horizontal

turbulent energy flux is treated analogously to that of momentum, i.e.

Kehor = aKevert. (3.18)

To compare a3m simulation results with published results obtained from different

models, an option to neglect turbulence altogether is also provided:

Kij = Kej = 0.

Within some tens of metres of a solid surface the wind speed and also scalar quanti-

ties such as temperature typically display a logarithmic profile (e.g. Stull, 1988) with

strong gradients at the surface in the surface normal direction. To simulate these

layers directly, a very high and anisotropically resolving grid would be necessary

which requires a too high amount of computing resources. For this reason, atmo-

spheric models usually compute turbulent fluxes near solid surfaces—most notably

the ground—with another parameterisation based on the similarity theory of Monin

and Obukhov (1954). However, at the stage of development of a3m presented in

this work, the turbulent mixing is computed in the same manner throughout all of

the computational domain including all boundaries which is more consistent with

the treatment of solid boundaries as described in Section 4.1.5.

3.4 Extensibility of the Mathematical Model

The mathematical model developed so far does not include moisture, which is prob-

ably the most severe discrepancy to the real atmosphere. The water content in the

air and especially phase changes of water play a crucial role in the atmospheric en-

ergy budget. The transport of other substances such as pollutants by atmospheric

flows is also of great practical importance.

In the case of a simple tracer substance s with the mass mixing ratio cs, the system

of conservation laws (3.1), (3.3) and (3.8) is expanded by a (filtered) transport

equation for its concentration:

∂t(ρcs) +
3∑

j=1

∂xj
(ρcsũj) = Ss −

3∑

j=1

τsj
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where Ss is a source term for the substance s and τsj := ρcsuj−ρcsũj = ρ(c̃suj−c̃sũj)

is the turbulent flux of tracer s modelled as

τsj = −Ksj ρ ∂xj
c̃s, j = 1, 2, 3.

The exchange coefficients Ksj are set equal to those for energy because turbulent

mixing of tracers is even less well understood than that of heat. In the case of a

passive tracer, the source term Ss includes emission, deposition and, in case of a

chemically active substance, also production and consumption by chemical reactions.

Assuming that the tracer concentration cs—the ratio of the partial density ρs and

the total density of the mixture ρ—is small, the tracers fraction of the mixtures

mass is negligible with respect to the physico-chemical properties of the mixture as

a whole, and no further modifications of the model system are necessary.

In the case of moisture, at least two equations are needed for the mixing ratios water

vapour qv and liquid water ql:

∂t(ρqv) +
3∑

j=1

∂xj
(ρqvũj) = −ρScond −

3∑

j=1

∂xj
τvj and

∂t(ρql) +
3∑

j=1

∂xj
(ρqlũj) = +ρScond −

3∑

j=1

∂xj
τlj,

where Scond is the conversion rate of water vapour to liquid water by condensation

and by evaporation in the opposite direction. The turbulent fluxes of vapour and

liquid water, τvj := ρcvuj − ρcvũj = ρ(c̃vuj − c̃vũj) and τlj := ρcluj − ρclũj =

ρ(c̃luj − c̃lũj), are modelled as

τvj = −Kvj ρ ∂xk
c̃v and

τlj = −Klj ρ ∂xk
c̃l,

j = 1, 2, 3.

The exchange coefficients Kvj and Klj are again set equal to those for energy.

The condensation process also is a source of heat. The contribution to the source

term of the energy equation (3.3) is lvρScond, where lv is the specific latent heat of

water vapour. Additionally, the equation of state (3.4) changes since now air has

to be treated as a mixture of different gases, where only water vapour is separated

from the dry air used in the rest of this chapter. As discussed for assumption 6 in

Section 3.1.1 each of these gases—dry air and water vapour—is assumed to be ideal,

i.e. the ideal gas law holds for each separately:

p = ρaRaT and p = ρvRvT
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where ρa and ρv are the partial densities and Ra and Rv the specific gas constant

of dry air and water vapour, respectively. The equation of state for the mixture as

a whole is then

p = (ρaRa + ρvRv)T = ρRa

(
1 +

Rv −Ra

Ra

qv

)
T (3.19)

The content of liquid water has been neglected since its influence is of minor impor-

tance for the equation of state (Doms and Herbert, 1985).



Chapter 4

Numerical Methods

and Discretisation

This chapter describes the discretisation of the mathematical model introduced

in Chapter 3 and the numerical methods used for this purpose. First the basic

spatial discretisation of advection, turbulence and source terms using the method of

finite volumes is presented and is subsequently extended to block-structured locally

refined grids. Discretisation in time completes the discrete model and thereby the

second step in the development process of a3m (Figure 1.3). Finally, the impact

of extensions to the mathematical model (Section 3.4) on the discretisation are

discussed.

4.1 Basic Spatial Discretisation

The discretisation in space is achieved by the method of finite volumes (FV). The

general idea of FV methods is to substitute a partial differential equation for a

function of space and time by a system of coupled evolution equations predicting

the average values on small volumes. The evolution of the averages on the single

volumes is calculated from the exchange between neighbouring volumes and source

and sinks terms within each volume. A solid and in-depth introduction to FV

schemes is given by Sonar (1997) and Abgrall et al. (1999).

To improve readability, the over-bar and tilde introduced by the scale decomposition

(Section 3.2) are dropped for the rest of this work. All occurrences of ρ, u =

(u1, u2, u3)
T , e and p refer to the corresponding filtered variables ρ, ũ = (ũ1, ũ2, ũ3)

T ,

ẽ and p unless explicitly stated otherwise.

The system of equations (3.10) can be re-written in the more compact form

∂tU +
3∑

l=1

∂xl
Fl(U) = −

3∑

l=1

∂xl
Gl(U) +Q(U, x, t) (4.1)

with

U =




ρ

ρu1
ρu2
ρu3
ρe




, Fl(U) =




ρul
ρu1ul + δ1lp

(1)

ρu2ul + δ2lp
(1)

ρu3ul + δ3lp
(1)

(ρe + p)ul




, Gl(U) =




0

τ1l
τ2l
τ3l
τel




,

34
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and

Q(U, x, t) =




0

−(2Ω2ρu3 − 2Ω3ρu2)− ρ(1)g1
−(2Ω3ρu1 − 2Ω1ρu3)− ρ(1)g2
−(2Ω1ρu2 − 2Ω2ρu1)− ρ(1)g3

−ρug + S




.

On a domainD ⊂ O d for d spatial dimensions and with suitable initial and boundary

conditions equation (4.1) can be re-written in an equivalent integral formulation:

for any control volume σ ⊆ D the unknown U must satisfy

∂t

∫

σ

U dx+
3∑

l=1

∫

∂σ

Fl(U)nl dx = −
3∑

l=1

∫

∂σ

Gl(U)nl dx+

∫

σ

Q(U, x, t) dx, (4.2)

where ∂σ designates the boundary of the volume σ and n = (n1, n2, n3)
T is the

outward pointing normal vector on the surface ∂σ. Note that by employing the Gauß

integral theorem, all spatial derivatives of equation (4.1) are removed in favour of

integrals of the fluxes Fl and Gl over the volume boundary ∂σ. This is an important

property of equation (4.2) since its solutions are permitted to be discontinuous while

those of equation (4.1) are not. A solution U of the integral equation (4.2) for any

control volume σ ⊆ D is a—in the mathematical sense—weak solution of the original

problem (4.1). Considering that for the atmospheric case discontinuities can occur

in the form of fronts, constructing a numerical method from the integral formulation

and thereby approximating weak solutions seems appropriate.

To derive a numerical method, the domain D is now divided into a collection of

subsets or cells T1, T2, . . . , TN ⊂ D which

1. are closed and simply connected,

2. have an actual interior:
◦

T i 6= ∅,

3. cover the whole domain: D =
⋃N

i=1 Ti,

4. don’t overlap except for boundaries:
◦

T i ∩
◦

T j = ∅ for i 6= j and

5. have boundaries consisting of even polygons, its faces.

Requirement 2 above means that the cells have to be of the same dimensionality as

the domain D itself, e.g. for three spatial dimensions cells really are finite volumes

not mere surfaces.
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Two cells are called neighbours if they share a face. The set of neighbours of a

cell Ti—also called von Neumann neighbourhood—is thus given by

N (i) = {j |Ti ∩ Tj is a face of Ti}.

For this work cells are straights in one, quadrangles in two and hexahedra in three

spatial dimensions. Faces are points in one, straights in two and quadrangles in

three spatial dimensions. Nevertheless, all cells are said to have a volume and faces

a surface area. All computational meshes within this work are structured, i.e. each

cell can be uniquely identified by an index tuple from P d and each face by an index

tuple from P d × {1, . . . , d} for d spatial dimensions. Neighbour relations between

cells and faces are computable from such indices alone. Figure 4.1 shows a possible

grid configuration in two spatial dimensions.

The finite volume approach aims at constructing evolution equations for the average

values Ui of the unknown U on each cell Ti. Ui is defined by

Ui :=
1

|Ti|

∫

Ti

U dx, (4.3)

11
4.2

2.
6 4.1

2.
9
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(i1−1, i2)

(i1+1, i2)
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(i1, i2−1)
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Figure 4.1: A part of a structured quadrangular grid in 2d.

Cells can be identified with an index pair (i1, i2) and its von Neumann neighbours are the

cells (i1 ± 1, i2) and (i1, i2 ± 1). For one cell its centre of gravity and volume as well as

the centres, surface areas and normal vectors of its bounding faces are shown. Its four

von Neumann neighbours are shaded.
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where |Ti| denotes the volume of cell Ti. To this end the set of cells Ti with the above

properties is used as a special choice of control volumes. Analogously to deriving

the integral formulation (4.2), the averaging is applied to equation (4.1) and the

averaged flux divergences on the cell are substituted by averages of the fluxes over

the cell boundary themselves:

d

dt
Ui(t) +

1

|Ti|

∫

∂Ti

3∑

l=1

Fl(U)nl dx

= − 1

|Ti|

∫

∂Ti

3∑

l=1

Gl(U)nl dx+
1

|Ti|

∫

Ti

Q(U, x, t) dx.

In contrast to its counterpart in equation (4.1), the derivative in time of the cell

average values is not partial. By definition (4.3) the average Ui of U on cell Ti
does not vary: it has the same value on all of the cell on which it is defined.

Hence, ∂xj
Ui = 0 and ∂tUi = dUi/dt. So the cell averages are not a function of the

spatial coordinates anymore but a function of time alone. The spatial distribution

of average values is immediately bound to that of the cells.

The integral over the cell boundary ∂Ti can be split into integrals over the single

faces Sij := Ti ∩ Tj that cell Ti shares with its neighbours Tj, j ∈ N (i). This gives

the desired prognostic equation

d

dt
Ui(t) +

1

|Ti|
∑

j∈N (i)

∫

Sij

3∑

l=1

Fl(U)nij l dx

= − 1

|Ti|
∑

j∈N (i)

∫

Sij

3∑

l=1

Gl(U)nij l dx+
1

|Ti|

∫

Ti

Q(U, x, t) dx

(4.4)

for each cell average Ui on cell Ti, where nij = (nij1, nij2, nij3)
T is the outward

pointing normal vector on the face Sij as illustrated by Figure 4.1.

The set of cell averages Ui constitutes a piecewise constant approximation of the

unknown U . Figure 4.2 shows a sketch of a curve in one spatial dimension and its

approximation by averages on small intervals. Also note that since (4.4) is approx-

imating weak solutions, it contains no spatial derivatives anymore: the evolution of

the cell averages in time is expressed entirely by the integral advective and turbulent

fluxes over the cell boundaries and sources within the cells.

The integrals over the faces Sij are approximated numerically by the Gauß quadra-

ture: ∫

Sij

f(x) dx = |Sij|
nq∑

k=1

wkf(xk) +O(h2nq)
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Figure 4.2: Piecewise constant approximation of a curve by cell averages.

for a smooth function f(x) of space, where h is a measure of the grid resolution such

as the longest edge of a cell. The weights wk and sampling points xk are given by

e.g. Press et al. (1992). For the purposes of this work, an approximation of second

order in space, i.e. nq = 1, is sufficient. Then the weight is w1 = 1 and the function

has to be evaluated only at x1 = cij , the faces centre of gravity:

∫

Sij

f(x) dx = |Sij|f(cij) +O(h2). (4.5)

This quadrature is also known as the midpoint rule. A similar approach is taken

for approximating the average source term (Section 4.1.3).

Equation (4.4) still contains the unknown U as arguments to the flux and source

functions, while only the cell averages Ui are available. So the tendency of cell

averages cannot be computed directly by means of (4.4). In the following, the full

discretisation of the single terms for advective and turbulent fluxes as well as sources

using only cell averages is described.
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4.1.1 Advective Fluxes

In the piecewise constant approximation by cell averages (Figure 4.2) two different

values Ui and Uj touch discontinuously at the face Sij thus forming a Riemann

problem. Godunov proposed a procedure providing the solution of the Riemann

problem that he then projected back to the computational grid. Exactly solving

the Riemann problem is costly though. Merely to gain new cell averages, it is more

efficient to use a numerical flux function H(Ui, Uj;nij) and thereby combine the

solution of the Riemann problem and the projection to the Eulerian grid into a

single step. The numerical flux function has to be consistent with the fluxes Fl, i.e.

H(U,U ;n) =
3∑

l=1

Fl(U)nl.

Inserting the numerical flux function, applying the midpoint rule (4.5) as described

above to the advective flux term of (4.4) and substituting the cell averages as argu-

ments to the numerical flux function yields

∫

Sij

3∑

l=1

Fl(U(x))nij l dx =

∫

Sij

H(U(x), U(x);nij) dx

= |Sij|H(U(cij), U(cij);nij) +O(h2)

= |Sij|H(Ui, Uj;nij) +O(h).

(4.6)

This kind of Riemann problem is inherently one-dimensional: with a transformation

to a (x̂1, x̂2, x̂3) frame of reference with x̂1 in the direction of the normal vector nij,

only a discontinuity in x̂1 direction remains while the values are constant in x̂2
and x̂3 direction. So in the numerical scheme described here, the advective flux

is computed from the cell average values Ûi and Ûj in the rotated coordinates and

subsequently rotated back to the original frame of reference. This procedure employs

the rotational invariance of the Euler equations’ advective fluxes Fl, i.e. the fact

that they yield the same results independently of the orientation of the frame of

reference or, more formally,

3∑

l=1

Fl(U)nl = T−1
n F1(TnU). (4.7a)

The transformation matrix Tn for the normal vector n = (n1, n2, n3)
T = (sinϑ cosϕ,
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sinϑ sinϕ, cosϑ)T is given by

Tn =




1 0 0 0

0 sinϑ cosϕ sinϑ sinϕ cosϑ 0

0 − sinϕ cosϕ 0 0

0 − cosϑ cosϕ − cosϑ sinϕ sinϑ 0

0 0 0 0 1




=








1 0 0 0

0 n1 n2 n3 0

0 − n2√
n2

1+n
2
2

n1√
n2

1+n
2
2

0 0

0 − n1√
n2

1+n
2
2

n3 − n2√
n2

1+n
2
2

n3
√

n21 + n22 0

0 0 0 0 1




√
n21 + n22 6= 0




1 0 0 0 0

0 0 0 n3 0

0 0 1 0 0

0 −n3 0 0 0

0 0 0 0 1




√
n21 + n22 = 0

⇔ n3 = ±1

(4.7b)

and its inverse by the transpose, T−1 = T T . This procedure simplifies the numerical

treatment of the advective fluxes considerably: the concrete method for calculating

the flux is now independent of the spatial dimension of the problem to simulate

since it is always reduced to a locally one-dimensional problem by the rotation.

4.1.1.1 Numerical Flux Function

In this work, the approximate Riemann solver of Osher and Solomon (1982) is

used as the numerical flux function. It has an upwind-character that takes the

whole characteristic of the system of equations (4.1) into account. The classical

method usually referred to as ‘upwind’ or ‘upstream’ only considers the flow velocity

to determine what is ‘upstream’ and what is ‘downstream’. That works well for

either scalar hyperbolic equations or for systems of linear hyperbolic equations. In

those cases, information is transported by a single velocity only. But for non-linear

systems of hyperbolic conservation laws, such as (4.1), information is propagated by

several different velocities. These velocities are the phase speeds of the simple wave

solutions to the equations. They are given by the eigenvalues of the Jacobian of the

flux function. For the Euler equations these are |u|+ c, |u| (occurring three times)

and |u|− c, where c is the speed of sound, associated with the simple wave solutions
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of the Euler equations: shock waves, contact discontinuities and expansion waves

also known as rarefaction waves.

For strictly sub-sonic flow velocities (assumption 2 in Section 3.1.1), i.e. |u| < c =√
γp/ρ everywhere and to all times, the numerical flux of Osher and Solomon is

determined by one of two possible states Ua or Ub:

HOS(Ui, Uj;nij) =

{
T−1
nij

F1(Ua) if uf ≥ 0

T−1
nij

F1(Ub) if uf < 0,
(4.8a)

where

uf =
qûi1/ci + ûj1/cj + 2(q − 1)/(γ − 1)

q/ci + 1/cj
, (4.8b)

q := (pi/pj)
α and α := (γ − 1)/2γ = R/2cp. Note that the velocity uf is neither

that of one of the actual states in the two cells nor the mean thereof. It depends on

the complete states in both cells and not only the flow speed. That way pressure

information can still travel freely in both directions, also opposing the flow.

The states Ua and Ub are constructed from the eigenvectors and eigenvalues of the

Jacobian of the flux function and the Riemann invariants of the Euler equations.

They are given by

ρa = ρ̂i

(
pf

p̂i

)1/γ

ρb = ρ̂j

(
pf

p̂j

)1/γ

ua1 = uf ub1 = uf

ua2 = ûi2 ub2 = ûj2
ua3 = ûi3 ub3 = ûj3

ea =
pf

ρa(γ − 1)
+
|ua|2
2

eb =
pf

ρb(γ − 1)
+
|ub|2
2

(4.8c)

with the averages in rotated coordinates Ûi := Tnij
Ui and Ûj := Tnij

Uj, where Tnij

is given by (4.7b). The pressure pf of the states Ua and Ub is

pf =

(
ci + cj − (ûj1 − ûi1)(γ − 1)/2

ci/pαi + cj/pαj

)1/α

. (4.8d)

A brief derivation of these relations can be found in Appendix A.

The advective flux approximation (4.6)–(4.8) has many desirable properties. Most

importantly, it is monotonic as long as certain stability conditions for the time inte-

gration are obeyed. Thus, approximate solutions gained with the flux function (4.8)

converge to the physically relevant solution of the integral formulation (4.2) of the
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Euler equations for h → 0. It is monotonicity-preserving so that no artificial oscil-

lations are introduced into the solution. Also, the method is positive definite, i.e.

variables that are positive at the beginning of a simulation will always stay positive.

But it also has one major drawback: it is only of first order accuracy in space. That

is the consequence of directly using the cell averages Ui and Uj as arguments to

the numerical flux function, i.e. of the piecewise constant approximation (Hirsch,

1988b). The unknown U is approximated with second order accuracy only in the

respective cells centre of gravity but with merely first order accuracy in all other

places, including the face (Sonar, 1997).

Of course, the accuracy of simulation results can be improved by increasing the

resolution of the computational grid. But this is not very effective with a first order

method since it converges linearly to the real solution with decreasing grid spacing.

At least, convergence rates can be expected to be better with a higher-order method.

In the context of locally refined grids (Section 4.2) this constitutes a good argument

for a higher-order scheme.

Also, first order approximations are very diffusive and smear extrema and especially

steep gradients. With the focus of this work on accurately resolving fronts and other

small-scale features, such a highly diffusive scheme is not acceptable. To reduce

numerical diffusion, the order of approximation must be increased.

4.1.1.2 Higher-Order Methods: Polynomial Recovery

Many approaches to reduce the numerical diffusion have been proposed and applied

in atmospheric modelling. Among them the piecewise parabolic method (PPM)

(Colella and Woodward, 1984; Carpenter et al., 1990) and approaches like the flux-

corrected transport (FCT) method of Boris and Book (1973) as well as positive def-

inite schemes for linear advection equations such as the anti-diffusive flux correction

by Smolarkiewicz (1983) or the flux limiter of Bott (1989) which were specifically

designed for meteorological models. The latter schemes are limited to pure trans-

port of scalar variables by the flow, e.g. temperature in atmospheric flow models,

or other purely advective processes, e.g. modelling aerosol growth (von Salzen and

Schlünzen, 1999a).

The most common method for discretising the transport term of the momentum

equations used in atmospheric models, e.g. METRAS, ARPS (Xue et al., 2000),

MM5 (Grell et al., 1995) and others, are centred finite differences. These are known

to introduce artificial non-physical oscillations into the solution (e.g. Lax and Wen-

droff, 1960; Mesinger and Arakawa, 1976; Roache, 1982; Hirsch, 1988b). The dis-

cretisation of the pressure gradient force has received much less attention than that

of the transport term: it is usually computed (implicitly in anelastic models) by a
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simple centred three-point difference. In contrast to that approach, the method of

Osher and Solomon (1982) considers the mathematical properties of equation (4.1)

and their physical meaning in a more complete and integrated fashion: the full

flux F (U), i.e. transport by the flow and pressure term are discretised together and

the strong coupling between the equations is more consistently captured.

The approach to increase the order of the advective flux approximation (4.6) taken

in this work follows what is widely referred to as the MUSCL approach (monotone

upwind-centred schemes for conservation laws), named after a computer program

implementing the ideas of van Leer (1979, also re-published in 1997). Therefore,

the numerical scheme of a3m has several similarities to other methods such as PPM

inherited from their common predecessor MUSCL.

As mentioned above, the piecewise constant approximation of U by cell averages

limits the computation of the advective flux to first order. Thus, the key issue in

constructing higher-order approximations of the advective fluxes (4.6) is already

identified: the cell averages themselves must not be used directly as arguments to

the numerical flux function (4.8) since those are only a first order approximation of

the unknown on the cell boundaries. Following the MUSCL approach of van Leer

(1979, 1997), an interpolation of the flow variables is passed to the numerical flux

function instead: the piecewise constant approximation is replaced by a piecewise

polynomial one.

The cell averages are used to compute a recovery polynomial Pi(x) of the solu-

tion U(x, t∗) on cell Ti at time t∗ giving a better spatial approximation of U . The

polynomial Pi of rank r − 1 must preserve the cell average and be an rth order

approximation of U , i.e.

1

|Ti|

∫

Ti

Pi(x) dx = Ui(t
∗) and

||Pi(x)− U(x, t∗)|| = O(hr), r > 0

for x ∈ Ti and t∗ > 0. Instead of directly computing the recovery polynomial for the

conserved variables (ρ, ρu, ρe), a different representation for the state can be used.

Changing the representation of the atmospheric state for the recovery procedure

is useful because at least the mass density ρ and total energy density ρe, which is

dominated in magnitude by inner energy and therefore by pressure (Section 3.1.3),

will not exhibit a linear variation in space: the decay with height clearly domi-

nates and is distinctively non-linear. So a set of variables typically showing a more

(piecewise) linear pattern in the stratified atmosphere will be more suitable. The

variables recovered by a3m are the deviation temperature and pressure as well as

the velocity,

W := (T(1), u, p(1))T . (4.9)
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Alternatively, the Exner function π := (p/p0)
R/cp and potential temperature de-

viation Θ(1), i.e. W = (Θ, u, π) have been experimented with. But performance

suffered noticeably due to the additional exponentiations performed converting be-

tween the two representations U and W while no improvement in the results was

obtained from that approach.

A numerical scheme of second order in space is obtained by using linear functions,

Pi(x) = a0 + a1(x1 − ci1) + a2(x2 − ci2) + a3(x3 − ci3), (4.10)

to recover W and thereby U on each cell Ti, where ci = (ci1, ci2, ci3)
T is the centre

of gravity of cell Ti. Figure 4.3 shows a sketch of a piecewise linear approximation

of the same curve as in Figure 4.2. Obviously, the approximation is much better

than that with the piecewise constant function.

To obtain a linear recovery (4.10), an interpolation employing the cell averages is

performed. Apart from the average state on cell Ti itself, three more cells, Tj, Tk
and Tl (in three spatial dimensions), are necessary for Pi being uniquely determined.

The set {Ti;Tj;Tk;Tl} is called the interpolation stencil. The coefficients a1, a2 and

Figure 4.3: Piecewise linear approximation.

The same curve as in Figure 4.2 is now approximated by a piecewise linear function. The

improvement over the piecewise constant approximation is most apparent in the regions

of smooth slopes with little curvature.
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a3 (in three spatial dimensions) are then obtained by solving the linear system



cj1 − ci1 cj2 − ci2 cj3 − ci3
ck1 − ci1 ck2 − ci2 ck3 − ci3
cl1 − ci1 cl2 − ci2 cl3 − ci3





a1
a2
a3


 =



Wj −Wi

Wk −Wi

Wl −Wi


 (4.11)

and a0 = Wi (Sonar, 1997).

Obviously, there is more than one possible choice for the cells Tj, Tk, Tl within the

vicinity of cell Ti. In a3m the cells Tj, Tk, Tl are chosen within the Moore neighbour-

hood of cell Ti:

j, k, l ∈ {m |Ti ∩ Tm 6= ∅}.
The Moore neighbourhood contains all cells, that share a face or vertex with cell Ti.

Figure 4.4 shows the Moore neighbourhood of the cell already featured in Figure 4.1.

Compared to the von Neumann neighbourhood (shaded in Figure 4.1) the Moore

neighbourhood is significantly larger: it contains eight instead of only four cells in

two spatial dimensions and 26 instead of six in three spatial dimensions. Hence, it

contains more possible interpolation stencils except for one dimension, where both

are identical.

PSfrag replacements

(i1−1, i2)

(i1+1, i2)

(i1, i2)

(i1, i2−1)

(i1, i2+1)

Figure 4.4: Moore neighbourhood and numerical region of influence.

The recovery on the cell marked (i1, i2) (darkest shade) is computed from the average on

itself and from cells of its Moore neighbourhood (medium shade). All the hatched cells

combined constitute the numerical region of influence: all of those cells contribute to the

evolution of cell (i1, i2) either directly by fluxes or indirectly by influencing the recovery

on the cells exchanging fluxes with cell (i1, i2).



46 Numerical Methods and Discretisation

Two additional rules for choosing stencils are applied in a3m:

• In two dimensions, the cells must form an ‘angle’ in index space, i.e. by

rotation and translation in index space their index tuples can be transformed

to {(0, 0); (1, 0); (0, 1)}. All considered stencils are listed in Table 4.1.

• In three dimensions, the cells must form a ‘tripod’ in index space, i.e. by

rotation and translation in index space their index tuples can be transformed

to {(0, 0, 0); (1, 0, 0); (0, 1, 0); (0, 0, 1)}. All considered stencils are listed in

Table 4.2.

In one spatial dimensional, Moore and von Neumann neighbourhoods are identical

and the above rules are of no concern: there are only two possible stencils in any

case.

These rules limit the number of combinations to a reasonable amount, especially

in the three-dimensional case. They also reject unfavorable combinations of cells,

such as cells consecutive in one index, e.g. the stencil {(i1 − 1, i2); (i1, i2); (i1 +

1, i2)} in 2d, or stencils such as {(i1 − 1, i2 − 1); (i1, i2); (i1 + 1, i2 + 1)} (also 2d).

Most probably, such stencils do not yield a good recovery Pi(x) because for grids

deformed to a realistic degree, those cells’ centres are close to lying on a line (2d)

or plane (3d) in physical space (Figure 4.4). If the cells do lie on a line (2d) or

plane (3d), equation (4.11) becomes singular, and no recovery can be defined from

that stencil. If the cells are not exactly on a line but close to that, divisions by very

small numbers are performed solving equation (4.11) so that even small rounding

errors become significant. Therefore, these stencils are not even considered for

computing recoveries in a3m. But for two or three spatial dimensions this would

leave only four possible stencils in the von Neumann neighbourhood in two spatial

dimensions and eight possible stencils in three spatial dimensions. Employing the

Moore neighbourhood there are twelve possible stencils in two spatial dimensions

Tj Tk
(i1 + 1, i2) (i1 + 1, i2 + 1)

(i1, i2 + 1) (i1 + 1, i2 + 1)

(i1 + 1, i2 − 1) (i1 + 1, i2)

(i1, i2 + 1) (i1 + 1, i2)

(i1, i2 − 1) (i1 + 1, i2)

(i1, i2 − 1) (i1 + 1, i2 − 1)

Tj Tk
(i1 − 1, i2 + 1) (i1, i2 + 1)

(i1 − 1, i2) (i1, i2 + 1)

(i1 − 1, i2) (i1, i2 − 1)

(i1 − 1, i2 − 1) (i1, i2 − 1)

(i1 − 1, i2) (i1 − 1, i2 + 1)

(i1 − 1, i2 − 1) (i1 − 1, i2)

Table 4.1: Considered interpolation stencils for recoveries (2d).

Listed are index pairs of the Moore neighbours Tj and Tk of cell Ti to form an interpolation

stencil {Ti, Tj , Tk}. Cell Ti has the index pair (i1, i2).
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Tj Tk Tl
(i1 − 1, i2 − 1, i3) (i1 − 1, i2, i3 − 1) (i1 − 1, i2, i3)

(i1 − 1, i2 − 1, i3) (i1 − 1, i2, i3) (i1 − 1, i2, i3 + 1)

(i1 − 1, i2, i3 − 1) (i1 − 1, i2, i3) (i1 − 1, i2 + 1, i3)

(i1 − 1, i2, i3) (i1 − 1, i2, i3 + 1) (i1 − 1, i2 + 1, i3)

(i1 − 1, i2 − 1, i3) (i1, i2 − 1, i3 − 1) (i1, i2 − 1, i3)

(i1 − 1, i2 − 1, i3) (i1, i2 − 1, i3) (i1, i2 − 1, i3 + 1)

(i1 − 1, i2, i3 − 1) (i1, i2 − 1, i3 − 1) (i1, i2, i3 − 1)

(i1 − 1, i2, i3) (i1, i2 − 1, i3) (i1, i2, i3 − 1)

(i1 − 1, i2, i3) (i1, i2 − 1, i3) (i1, i2, i3 + 1)

(i1 − 1, i2, i3 + 1) (i1, i2 − 1, i3 + 1) (i1, i2, i3 + 1)

(i1 − 1, i2, i3 − 1) (i1, i2, i3 − 1) (i1, i2 + 1, i3 − 1)

(i1 − 1, i2, i3) (i1, i2, i3 − 1) (i1, i2 + 1, i3)

(i1 − 1, i2, i3) (i1, i2, i3 + 1) (i1, i2 + 1, i3)

(i1 − 1, i2 + 1, i3) (i1, i2 + 1, i3 − 1) (i1, i2 + 1, i3)

(i1 − 1, i2, i3 + 1) (i1, i2, i3 + 1) (i1, i2 + 1, i3 + 1)

(i1 − 1, i2 + 1, i3) (i1, i2 + 1, i3) (i1, i2 + 1, i3 + 1)

(i1, i2 − 1, i3 − 1) (i1, i2 − 1, i3) (i1 + 1, i2 − 1, i3)

(i1, i2 − 1, i3) (i1, i2 − 1, i3 + 1) (i1 + 1, i2 − 1, i3)

(i1, i2 − 1, i3 − 1) (i1, i2, i3 − 1) (i1 + 1, i2, i3 − 1)

(i1, i2, i3 − 1) (i1, i2 + 1, i3 − 1) (i1 + 1, i2, i3 − 1)

(i1, i2 − 1, i3) (i1, i2, i3 − 1) (i1 + 1, i2, i3)

(i1, i2 − 1, i3) (i1, i2, i3 + 1) (i1 + 1, i2, i3)

(i1, i2, i3 − 1) (i1, i2 + 1, i3) (i1 + 1, i2, i3)

(i1, i2, i3 + 1) (i1, i2 + 1, i3) (i1 + 1, i2, i3)

(i1 + 1, i2 − 1, i3) (i1 + 1, i2, i3 − 1) (i1 + 1, i2, i3)

(i1, i2 − 1, i3 + 1) (i1, i2, i3 + 1) (i1 + 1, i2, i3 + 1)

(i1, i2, i3 + 1) (i1, i2 + 1, i3 + 1) (i1 + 1, i2, i3 + 1)

(i1 + 1, i2 − 1, i3) (i1 + 1, i2, i3) (i1 + 1, i2, i3 + 1)

(i1, i2 + 1, i3 − 1) (i1, i2 + 1, i3) (i1 + 1, i2 + 1, i3)

(i1, i2 + 1, i3) (i1, i2 + 1, i3 + 1) (i1 + 1, i2 + 1, i3)

(i1 + 1, i2, i3 − 1) (i1 + 1, i2, i3) (i1 + 1, i2 + 1, i3)

(i1 + 1, i2, i3) (i1 + 1, i2, i3 + 1) (i1 + 1, i2 + 1, i3)

Table 4.2: Considered interpolation stencils for recoveries (3d).

Listed are index tripels of the Moore neighbours Tj , Tk and Tl of cell Ti to form an

interpolation stencil {Ti, Tj , Tk, Tl}. Cell Ti has the index triple (i1, i2, i3).
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(Table 4.1) and 32 in three spatial dimensions (Table 4.2). It is more likely to find

a good recovery in a larger set of possible stencils so that fewer oscillations can be

expected. This has also been observed in numerical experiments (Sonar, 1997, and

references therein).

At this point, one effect of introducing a recovery instead of computing the fluxes

between cells only from the averages becomes apparent: the numerical region of

influence of a cell Ti is enlarged significantly. While in the first order scheme the

region of influence contains only those cells that exchange fluxes with cell Ti, its

von Neumann neighbours (Figure 4.1), the recovery on these cells now also has an

influence on the flux between the cells. So with a recovery as described above the

region of influence becomes the union of the Moore neighbourhoods of all von Neu-

mann neighbours of cell Ti (all of the hatched cells in Figure 4.4).

Since the choice of the interpolation stencil is not unique, there is also no unique

recovery Pi on a cell Ti. Therefore, an additional procedure or algorithm is necessary

to determine the actual recovery to use on that cell from the set of possibilities. And

it is this procedure of finding the recovery that determines the oscillatory properties

of the total FV scheme: if the recovered gradient on a cell is steep enough, that the

recovered values on the face do not fall in the range between the averages on the

cells sharing that face, non-physical oscillations will occur (e.g. Hirsch, 1988b).

Several different classes of methods with different oscillatory properties exist. Total

variation diminishing (TVD) schemes (Harten, 1983, re-published in 1997) do not

introduce any artificial oscillations into the solution. But they degenerate to a

first order scheme in critical points, i.e. in local extrema and in the vicinity of

discontinuities or steep gradients. Therefore, they still smear extrema and fronts

which is not acceptable for the purposes of this work. In this respect, total variation

bound (TVB) schemes (Shu, 1987) are an improvement: they avoid the degeneration

to first order in critical points at the price of admitting some amount of artificial

oscillations. A third class of schemes employs essentially non-oscillatory (ENO)

interpolation (Harten et al., 1987; Harten, 1996; Sonar, 1997; Abgrall et al., 1999).

ENO schemes are also of global higher order, i.e. they do not degenerate in critical

points. They were specifically designed for simulations with discontinuities which is

the main reason for choosing them as the recovery mechanism of a3m.

The central idea of ENO interpolation is to choose the interpolation stencil on

which the solution is smoothest, i.e. there are no discontinuities in the interpolated

function or its derivatives within the stencil. For the linear interpolation used here

only discontinuities in the function itself and the first derivative, i.e. corners in the

function, are detected. The stencil of interpolation {Ti, Tj, Tk, Tl} (in three spatial

dimensions) is chosen to minimise the coefficients a1, a2 and a3 of equation (4.10). So

the recovery Pi resulting from this procedure is the polynomial with the least steep

gradient of all possible choices of stencils in the employed neighbourhood which can
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also be seen in Figure 4.3. Thus, interpolation across discontinuities and thereby

loss of accuracy is avoided. This guarantees a good resolution of steep gradients,

e.g. at fronts, with only little artificial oscillations—a very desirable combination of

properties in the context of this work. As the name suggests, they are not entirely

free of non-physical oscillations and therefore do not ensure stability or positive

definiteness in all cases. But they have been applied with great success in various

fields, such as the shallow water equations (e.g. Yost and Rao, 2000) and high Mach

number flows (e.g. Abgrall et al., 1999).

The first order advective flux approximation (4.6) with the numerical flux func-

tion (4.8) is replaced by the second order approximation

∫

Sij

3∑

l=1

Fl(U(x))nij l dx = |Sij|HOS
(
Pi(cij), Pj(cij);nij

)
+O(h2), (4.12)

where the recoveries Pi and Pj are linear functions in space (4.10) of the variables

T(1), u and p(1) determined by ENO interpolation using equation (4.11) as described

above.

4.1.2 Turbulent Fluxes

The separation of sub-grid-scale variations from the resolved scale in Section 3.2

introduced the turbulent fluxes Gl into the equations. Using a first order closure

(Section 3.3) these are modelled as a diffusional process. So the computation of

these terms requires values of the unknown itself as well as the gradients of some

variables on the faces Sij. For time t∗ they are obtained from a finite-difference

approach along the line connecting the centres ci and cj of two cells Ti and Tj
between which to calculate the turbulent flux:

W (x(s), t∗) = Wi +
Wj −Wi

|cj − ci|
s+O(h2), (4.13)

where the same variables W given by equation (4.9) as for computing the recovery

are employed. The parameter s is the distance from cell centre ci in the direction

towards the other cell centre cj so that x(s) = ci + (cj − ci)/|cj − ci|s. As shown by

Figure 4.5, the line connecting the cell centres intersects the face Sij in point pij ,

which, in general, does not coincide with the face centre cij . Evaluating (4.13) for

the intersection point pij yields

W (pij, t
∗) = Wi +

Wj −Wi

|cj − ci|
|pij − ci|+O(h2) and (4.14a)

∇W (pij, t
∗) =

Wj −Wi

|cj − ci|
cj − ci
|cj − ci|

+O(h). (4.14b)
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Figure 4.5: Finite-difference-like approach for the turbulence flux.

From these, the approximations of U
(
W (pij, t

∗)
)
and the gradients ∂xj

ui and ∂xj
e =

∂xj
u + ∂xj

|u|2/2 = cV ∂xj
T + |u| ∂xj

|u| required for evaluating the fluxes Gl (Sec-

tion 3.3) can be readily obtained.

To complete the computation of turbulent mixing, the exchange coefficients Kvert,

Khor, Kevert and Kehor have to be determined using equations (3.14), (3.15), (3.17)

and (3.18). For obtaining Kvert by equation (3.14) the vertical shear is required.

But approximation (4.14b) gives gradients only in the direction from cell Ti to its

neighbour Tj. Hence, the vertical shear cannot be derived from that. Consequently,

a3m employs the recoveries Pi and Pj as given by equation (4.10) to this end. The

required gradients are immediately given by the coefficients a1, a2 and a3 yielding

the exchange coefficients on each cell. For the turbulent flux between cell Ti and its

neighbour Tj the exchange coefficients of both cells are averaged.

With the approximations (4.14) of the unknown and its derivative on the face the

numerical flux function for turbulent mixing is defined as

HT(Ui, Uj; pij , nij) :=
3∑

l=1

Gl

(
U(W (pij, t

∗))
)
nij l =

3∑

l=1

Gl(U)nij l +O(h2). (4.15)

Approximating the integral over the face Sij and inserting the above numerical flux
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function into the turbulent flux term of equation (4.4) yields

∫

Sij

3∑

l=1

Glnij l dx = |Sij|HT
ij +O(h) (4.16)

The sampling point is pij in this case and not the centre cij of face Sij (Figure 4.5)

thereby giving a first order approximation of the integral. Only for rectilinear ge-

ometries of the computational grid, the faces centre of gravity and the intersection

point coincide, i.e. pij = cij , thus giving second order accuracy. But the numerical

flux function (4.15) is only used to compute the fluxes introduced by the turbu-

lence model (section 3.3) which parameterises the effect of sub-grid-scale motions

on the resolved fields. It therefore has—as all parameterisations—a high degree of

uncertainty compared to the resolved scale processes described by the advective flux

and source terms. Consequently, no further effort will be made here to increase the

accuracy of the turbulent flux approximation.

4.1.3 Source Terms

The volume integral of the source function Q(U, x, t) over a cell Ti in equation (4.4)

is also approximated by a quadrature:

1

|Ti|

∫

Ti

Q(U, x, t) dx = Qi +O(h2), (4.17)

where Qi := Q(Ui, ci, t) assuming that Q is smooth enough with respect to both, U

and x. This is of course not true for actual physical sources in the model domain,

e.g. a point source like a factory stack. In this case, these sources must be accounted

to the cell containing them, but within this work, no sources of this kind will occur

so that equation (4.17) suffices here.

4.1.4 Finite Volume Method

Assembling the equations (4.8), (4.10) and (4.12) for the advective flux, (4.14),

(4.15) and (4.16) for the turbulent mixing and (4.17) for the source terms results in

the finite volume spatial semi-discretisation

d

dt
Ui(t) = −

1

|Ti|
∑

j∈N (i)

|Sij|
(
HOS

(
Pi(cij), Pj(cij);nij

)

+HT
(
Ui, Uj; pij , nij

))
+Qi.

(4.18)
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A basic algorithm for computing the tendencies of each of the cell averages from

equation (4.18) is: (1) compute the recoveries Pi on each cell Ti from all possible

interpolation stencils as specified in Section 4.1.1.2, (2) compute the advective and

turbulent fluxes through each face Sij using the recoveries Pi and Pj and the nu-

merical flux functions (4.8) and (4.15) and thereby the tendency induced in each

of the cells Ti and Tj sharing that face and (3) compute the source terms of each

cell Ti and the tendency induced by that. The time integration of a3m (Section 4.3)

works in a similar way (Figure C.3).

Equation (4.18) can be combined with virtually any time discretisation to form a

complete numerical method for computing approximate solutions of U . But choos-

ing a concrete time discretisation, care has to be taken of that particular methods

stability requirements and oscillatory properties. Otherwise, the advantageous es-

sentially non-oscillatory property of the spatial discretisation might be lost. Sec-

tion 4.3 describes the time discretisation of a3m and its stability requirements in

detail.

One of the remarkable properties of the FV method is that—since the spatial deriva-

tives are removed from the equations by the Gauß integral theorem—it does not

need coordinate transformations to handle non-Cartesian geometries. In contrast

to that, FD methods discretise the spatial differential operators on grids along the

coordinate lines only. As mentioned in Section 3.1.6, this may result in complicated

difference operators. The FV method as introduced above uses a strictly geomet-

rical approach instead which is based on the cells and faces of the grid and their

geometric properties: centre and volume content for cells and centre, surface area

and normal direction for faces (Figure 4.1). All considerations as well as manipula-

tions of the equations are done in normal physical space which is more intuitive than

the sometimes rather abstract coordinates required for FD methods. Just as for FD

methods, deformations of the grid must stay within reasonable bounds: extremely

pointed angles in the cells will cause precision degradation and instabilities. Such

cells are too close to being ‘flat’, i.e. having no actual content which is a violation

of requirement 2 on the grids listed at the beginning of Section 4.1. In fact, |Ti|
vanishes in that case, and equation (4.18) becomes singular.

4.1.5 Boundary Treatment

Sections 4.1.1 and 4.1.2 describe the computation of fluxes in the interior of the

computational domain. Determining fluxes across the domain boundary imposes a

special problem since the state on the outside of the domain is not known. This

raises the need for boundary conditions. The consequences of introducing boundary

conditions are twofold. Firstly, the fluxes across the boundaries must be computed

depending on the boundary conditions. This includes solving a boundary Riemann
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problem in a consistent manner with the flux computation in the interior. And

secondly, the boundary conditions influence the recoveries on cells at the domain

boundary.

For computing the advective flux, the approach of Osher and Solomon (1982) used

to construct the numerical flux function for the interior (Section 4.1.1.1) can also

be applied at the domain boundaries (Spekreijse, 1988). As in Section 4.1.1, the

frame of reference is rotated to obtain a locally one-dimensional problem yielding

the state Ûi on a cell Ti at the domain boundary. Then a state UB outside the

domain boundary is constructed from a set of boundary conditions and the state Ûi

by means of the eigenvectors and eigenvalues of the Jacobian of the flux function

and the Riemann invariants of the Euler equations (Spekreijse, 1988). The flux

across the boundary is then given by F1(UB).

Three different cases of boundaries are considered here: inflow boundaries where the

flow is directed into the domain, outflow boundaries where the flow is directed out

of the domain and solid walls which are completely impermeable by the flow. Inflow

boundaries need four boundary conditions, while outflow boundaries as well as solid

walls only need one. The number of conditions is easily derived from the directions

in which information is transported by the simple wave solutions of the boundary

Riemann problem: positive eigenvalues of the flux functions Jacobian ∇UF1 cor-

respond to waves leaving the domain and negative ones to waves entering it. A

wave entering the domain raises the need for a boundary condition. For sub-sonic

flows as they are considered here (assumption 2 in Section 3.1.1), at least one eigen-

value, namely û1 − c, is always negative. Thereby—imposing a suitable boundary

condition—pressure information can still travel across the boundary, even opposing

the flow.

The conditions used in a3m are uB = ui and pB = pi for inflow boundaries and

pB = pi for outflow boundaries. For solid walls the wall-normal velocity component

vanishes, i.e. uB1 = 0. From these conditions and the Riemann invariants follows

ρB = ρi

uB1 = 0

uB2 = ûi2

uB3 = ûi3

pB = pi

(
(γ − 1)ûi1

2ci
+ 1

)2cp/R

in the case of solid walls and

UB = Ui

for in- and outflow boundaries.
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At the upper boundary of the model domain a3m uses a rigid lid, i.e. a wall, with a

damping layer underneath. Within this layer, Rayleigh damping of the momentum

is introduced in the form of an artificial source term depending on the height z:

QRD(u, x) = −α(ρu− (ρu)RD)

with

α = αRD
(ztop −∆zRD − z)2

∆z2RD

added to Q of equation (4.1), where (ρu)RD is the momentum towards which relax-

ation is performed, ztop is the height of the computational domains upper boundary,

∆zRD is the thickness of the damping layer and αRD is the Rayleigh damping coef-

ficient. Tests indicated αRD = 0.2 to be a reasonable choice and this value is used

in the simulations conducted in Chapter 5. The basic atmospheric state is used

for the simulations in Chapter 5 so that (ρu)RD = 0, but in general—depending on

the simulated scenario—it has to be modified to relax the wind field towards the

larger-scale geostrophic wind.

As described in Section 4.1.2, computation of turbulent fluxes requires values for the

unknown itself as well as its gradient on the faces, in this case, a part of the domain

boundary. The finite-difference-like approach (4.13) is obviously not applicable at

the boundary. Therefore, the required quantities are directly extracted from the

linear recovery (4.10) and the flux is computed by (4.15) and (4.16) as in the interior

of the domain using the exchange coefficient from the cell at the boundary.

The recovery on a cell Ti at an open domain boundary also depends on the values

outside the domain. At solid walls there are no values on the outside, so the recovery

is computed from the domain interior cells alone. At open boundaries, i.e. inflow

or outflow boundaries, a3m enforces a zero gradient in normal direction to the

boundary. For testing purposes, cyclic boundaries have also been found useful.

Both effects are achieved by a simple copy operation on the cell averages prior to

computing the recovery on each cell which automatically yields the intended result

at the cost of some extra storage.

4.2 Local Grid Refinement

The FV discretisation as described in Section 4.1 works on virtually any compu-

tational grid fulfilling the requirements 1–5 listed at the beginning of Section 4.1,

which also includes unstructured grids. The algorithm just uses the concepts of

cells and faces with their neighbour relationships, centres of gravity, volume, surface

area and normal vectors. For reasons of computational efficiency structured grids
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are used in a3m. So cells and faces can be identified by index tuples and neighbour

relationships are easily determined from the indices alone. Within a framework of

structured grids it is not feasible to achieve grid refinement on a cell-by-cell basis

as it is done with unstructured grids (e.g. Muzaferija, 1994; Sonar, 1997; Doleǰśı,

1998; Abgrall et al., 1999). Instead, multiple cells to refine are combined to blocks,

rectangular regions in index space, and the whole region within the grid is overlaid

by a new block of higher resolution. An example of a grid configuration resulting

from this approach is shown in Figure 4.6.

The method known best employing this approach is the algorithm of Berger and

Oliger (1984), which was invented to provide the classic and widely used FD meth-

ods with means for grid adaption. For this algorithm the computational domain

is discretised with a hierarchy of structured rectangularly indexable blocks. Adap-

tion is achieved by partially overlaying blocks in one level of the hierarchy with

higher resolving ones from the next level. The FD solver is then applied to each

block separately starting with the highest resolving level. A framework around the

Figure 4.6: Refinement by overlaying blocks.

With the FV method introduced in Section 4.1 grid adaption can be achieved most ef-

ficiently by partially overlaying grid blocks with other blocks of higher resolution. The

view of the FV solver is that of an ordinary block-structured grid. Note the presence

of hanging nodes (arrow) on the connections of the different blocks, which FD methods

cannot handle directly.



56 Numerical Methods and Discretisation

solver ensures the exchange of information between the different blocks by interpo-

lation and prolongation. Additionally, the framework has to ensure the conservation

properties of the scheme by correcting fluxes on the boundaries between blocks of

different resolution. So the blocks are not directly connected within the FD solver

but communicate indirectly via the framework and thereby externally to the numer-

ical solver itself. For a more detailed description see the original article of Berger

and Oliger (1984) or the comprehensive example of a framework implementing the

Berger-Oliger algorithm by Neeman (1996). The Berger-Oliger algorithm has been

applied to the atmosphere by Skamarock and Klemp (1993).

In principle, it is possible to use the method of Berger and Oliger also for FV

schemes as that described in Section 4.1. But much of the algorithms complexity

is redundant for FV schemes since they do not suffer from the same limitations as

FD methods. Connecting two grid blocks of different resolution to a single grid

with hanging nodes (Figure 4.6) imposes a fundamental problem for FD methods:

they lack a partner cell to calculate the (finite) difference. Hence, the Berger-Oliger

algorithm requires a framework to achieve the exchange between the different grid

blocks using interpolation, prolongation and an additional flux correction in the

Berger-Oliger framework. But FV schemes as described in Section 4.1 have no need

for such a framework. They require cells, faces, their geometrical properties and

neighbour relationships. Providing this information for a connection between the

grid blocks, the scheme can be applied directly so that the coupling of blocks can

be achieved internally by the numerical solver itself. Thus, a major part of the

Berger-Oliger framework would be obsolete.

Consequently, grid arrangements as the one shown in Figure 4.6 are viewed from a

different angle: in the Berger-Oliger algorithm the numerical solver is applied to each

grid within a collection of grids and the exchange between grids is handled externally

by a framework around the solver. In contrast to that constructs like the one shown

in Figure 4.6 are treated as one single grid in a3m and not as a hierarchy. The

grid is block-structured and consists of several blocks and the connections between

them. Blocks may differ in resolution and/or partially overlay others. Overlaid

cells in a block are marked as ‘dead’ and do not contribute to the computations

in any way. Instead, the cells from the overlaying block are used and fluxes are

exchanged between cells of both blocks over their connection. The only difference

to a grid consisting of a single block is that the interpolation stencil for the recovery

polynomial (Section 4.1.1.2) may cross from one block to another and fluxes have to

be computed between cells of adjacent blocks. The neighbourhood relations between

cells of different blocks are provided by the connections. The implementation in a3m

requires all cells of one block within a single connection to have the same number of

von Neumann neighbours, e.g. in Figure 4.6 there are always two higher resolving

cells connected to one coarse cell. Note that the refinement ratio does not need to
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be the same in each direction in index space. It could also be 1 : 1 in one direction

in index space so that refinement is only performed in the other directions.

4.3 Time Discretisation

The simple-most method to integrate from time step n to n+1 is the Euler forward

scheme:

Un+1
i = Un

i − (Fi(U
n)−Qn

i )∆t+O(∆t) (4.19)

for all cells Ti, where

Fi :=
∑

j∈N (i)

|Sij|
|Ti|

(
HOS(Ui, Uj;nij) +HT(Ui, Uj; pij, nij)

)
.

The whole right hand side of equation (4.19)—all fluxes and sources—is evaluated

at time level n and then assumed constant over the time step ∆t.

For the time integration scheme (4.19) to be linearly stable, the time step ∆t must

not exceed a certain value. The limitation has a simple geometric interpretation

sketched in Figure 4.7: the solution of the Riemann problems on the cell boundaries

is a combination of the simple wave solutions of equation (4.1). These propagate

with the phase speeds given by the eigenvalues of the Jacobian of the flux F from

the position of the discontinuity (the faces). For the scheme to be stable, the waves

from different Riemann problems, i.e. faces, must not interfere: within one time

step the waves originating from face Sij must not travel more than the distance |rij|
from the faces, where rij := cij − ci. The (local) Courant number CFLi on cell Ti
must not exceed unity:

CFLi := max
j∈N (i)

(ci + uirij/|rij|)∆tadv
|rij|

≤ 1 i = 1, . . . , N, (4.20)

This is nothing but the finite volume equivalent of the classical stability criterion

known as the CFL condition, named after Courant, Friedrichs and Lewy (1928).

The restriction on the time step is severe because the compressible equations (4.1)

also contain sound waves so that the phase speed of the fastest travelling signal is

c + |u| with the speed of sound c =
√

γp/ρ ≈ 340m/s at ground level. Because of

the strongly varying cell size in locally refined grids, the permissible time step also

varies significantly on different levels of refinement. The very small cells of strongly

refined regions restrict the step used in the time integration of the grid as a whole.

The time step limitation due to sound waves is especially wasteful since sound

waves themselves are not of meteorological interest. Runge-Kutta methods are

very popular for higher-order time discretisations because they permit higher CFL
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Figure 4.7: Geometric interpretation of the time step limitation.

The simple waves travelling from the discontinuity at face Sij into the cell must not cover

more than the distance |rij | within one time step for the time integration (4.19) to remain

stable.

numbers than limit (4.20) due to their multiple stages. Unfortunately, this has

the side effect of introducing oscillations into the solution so that the advantageous

essentially non-oscillatory property of the space discretisation is lost. Consequently,

higher-order TVD Runge-Kutta methods have been developed (Shu and Osher,

1988). But they have an additional restriction to the time step in order to remain

TVD, namely CFL ≤ 1, so there is no gain in the time step size. Therefore, they

are not implemented in a3m, but are still a possible future extension.

Other approaches for a more efficient time integration are implicit methods or time

splitting schemes. The latter are very popular in atmospheric modelling (e.g. Tapp

and White, 1976; Skamarock and Klemp, 1992; Xue et al., 2000). Time splitting

schemes integrate different processes with different time steps, making many small

time steps for the fast processes, e.g. sound and gravity waves, while the remaining

processes are integrated using larger time steps. It is not obvious though, how this

approach would have to be applied to the schemes introduced in Section 4.1 since

the strong coupling between the different processes is retained in the numerical flux

function (4.8). Implicit methods require a linearisation of the numerical scheme
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and solving the system of linear equations resulting thereof. Due to the high pro-

gramming effort needed for their implementation, this is not done as part of this

work.

The turbulent fluxes impose an additional constraint on the time step:

2Ki∆tdiff
minj∈N (i) |rij|2

≤ 1 i = 1, . . . , N, (4.21)

where Ki is the maximum exchange coefficient on cell Ti. This is the normal time

step limitation for computing diffusion with explicit time integration methods (e.g.

Roache, 1982).

For determining a suitable time step to apply the scheme (4.19), it has to be taken

into account that advection and turbulence act simultaneously: advected informa-

tion is spread further by the turbulence induced diffusion. So the time step used

must be smaller than that gained from either one of the constraints (4.20) and

(4.21). Following e.g. Roache (1982), a3m employs

∆t = αCFL min
i=1,...,N

(
2Ki

r2i
+

ci + |ui|
ri

)−1

(4.22)

with ri := minj∈N (i) |rij| and the user definable parameter αCFL ≤ 1. Note that in

the time step limitation for advection (4.20) the projection of u on the vectors rij
has been replaced by |ui| ≥ uirij/|rij| as a simplification. Suitable values of αCFL are

in the range of 0.8 to 0.9, depending on the simulated scenario. Discontinuities—

especially in the initial condition—may require a smaller time step: at the end of an

integration step, after potential accelerations have taken place, the constraints (4.20)

and (4.21) should still hold, so a value less than one is definitely required.

4.4 Extensions to the Physical Problem Domain

As discussed in Section 3.4, the mathematical model may be extended to include

the transport of passive or reactive tracers and to the moist atmosphere with the

transport of water in different phases and the effects of phase changes. This has

some implications for the numerical scheme presented in this chapter so far because

the structure of the equations may be changed by the inclusion of new physical

processes.

For the additional prediction of tracer concentrations, the system of equations (4.1)

is extended by an advection equation for each substance. For a tracer substance s

the new vector of predicted variables becomes U := (ρ, ρu, ρe, ρcs)
T and the vector

of variables used to compute the recovery (4.10) becomes W := (T(1), u, p(1), cs)
T ,
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where cs is the mass mixing ratio of the tracer. Computation of the turbulent fluxes

is straight forward. Source terms are handled analogously to the other variables,

i.e. they are approximated by

1

|Ti|

∫

Ti

Qs(U, x, t) dx = Qsi +O(h2).

Again, emission rates of actual real-world sources, e.g. point sources associated with

factory stacks, have to be injected into the right cells. The advective flux is more

critical because the terms (4.8b)–(4.8d) of the numerical flux function (4.8a), i.e. the

states Ua and Ub, depend on the eigenvectors and eigenvalues of the Jacobian of the

flux function ∇UF1(U) and the Riemann invariants of the equations (Appendix A).

Fortunately, the addition of an advection equation to the system just gives û1 as the

corresponding eigenvalue which occurs already three times. So the concentration ρcs
behaves exactly as the rotated momentum components ρû2 and ρû3:

1 it is passively

transported by the velocity uf .

For the transition to the moist atmosphere, the above remarks on turbulence and

source terms apply as well. The expressions of the advective numerical flux function

are altered though: with the introduction of moisture, and thereby the change

from a homogeneous medium and a single phase to a multi-component multi-phase

flow, the equation of state is now (3.19) and significantly different from before,

e.g. ∂qv
p 6= 0. Consequently, the Jacobian of the flux function ∇UF1(U) and

its eigenvalues and eigenvectors as well as the Riemann invariants are changed.

However, the mechanism of the Osher-Solomon flux function is still applicable since

the equations for the moist atmosphere are hyperbolic as well. Following Osher and

Solomon (1982), Spekreijse (1988) and Toro (1997), the expressions for the new set

of equations may be derived.

1Due to the inherent one-dimensional nature of the Riemann problem the momentum compo-

nents ρû2 and ρû3 are nothing but passive tracers.



Chapter 5

Model Tests

In this chapter the discrete model introduced in Chapter 4 is made subject to vari-

ous tests. The purpose of these tests is threefold: firstly, to test the implementation

of the numerical methods for correctness, secondly, to verify some properties of the

numerical methods and, thirdly, to demonstrate their suitability for simulating the

atmosphere. Therefore, a3m is applied to relatively simple cases for which the out-

come is analytically or at least qualitatively known, e.g. from physical experiments

or simulations with other models. Additionally, two common measures to improve

numerical stability, namely computational mixing (i.e. artificial smoothing) and di-

vergence damping, are examined towards their suitability to be combined with the

numerical schemes used in a3m and their effects on the simulation results.

5.1 Burgers Equation

ENO methods (Harten et al., 1987) were developed as a global higher order dis-

cretisation for non-linear hyperbolic conservation laws (Sonar, 1997). As a low-

complexity example of this class of mathematical problems, the Burgers equation

in one spatial dimension is studied in this section to demonstrate the applicability

and properties of the numerical method introduced in Chapter 4. Special emphasis

is put on the robustness of the method with respect to the computational grid,

especially abrupt changes in resolution.

The problem to solve numerically is

∂tu+ ∂x(u
2/2) = 0, t > 0, (5.1)

with

u(x, t = 0) = u0(x)

for x ∈ [0; 1]. So the advective flux function for this problem is f(u) = u2/2 and

there are no diffusive fluxes and source terms. Note that ∂x(u
2/2) = u ∂xu, so the

Burgers equation can also be interpreted as a dimensionless momentum equation for

a fluid of constant density. Therefore, this simple equation already captures a vital

part of the non-linearity inherent to the system of equations (4.1). The value at the

lower boundary, x = 0, is prescribed as u(0, t) = 0. At the upper boundary, x = 1,

a simple outflow condition is applied extrapolating from the last cell centre to the

61
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domain boundary. Simulations are conducted with a fixed time step of ∆t = 0.0008 s

to make simulations on computational grids with different resolutions comparable.

The recovered variable is the unknown u itself.

For scalar equations the numerical flux function of Osher and Solomon (1982) re-

duces to that proposed by Enquist and Osher (1981), which is a generalised upwind

method for non-linear, scalar conservation laws. For the Burgers equation (5.1) it

is given by

HEO(ul, ur) = H+(ul) +H−(ur),

where

H+(u) =

{
u2/2 if u > 0

0 if u ≤ 0
and H−(u) =

{
0 if u > 0

u2/2 if u ≤ 0.

5.1.1 Linear Initial Condition

As the first test, linearly varying values, u0(x) = ax, are used as the initial condition.

The analytic solution for this initial condition is

u(x, t) =
ax

1 + at
.

The solution is always varying linear in space and decaying everywhere with time.

Since the numerical method presented in Chapter 4 is of second order accuracy in

space, it can be expected that the model reproduces this linear solution very accu-

rately. Additionally, a sudden change of resolution in the computational grid can be

expected not to introduce any significant effects. For the simulations conducted in

this section a = 1 was chosen, but its value is of no importance for the conclusions

to be drawn from the tests.

As a measure of simulation quality the relative error,

e :=
uh − u

u
, (5.2)

of the discrete solution uh with respect to the analytical solution u is evaluated

at different points along the x axis in regular time intervals. As time advances,

this measure becomes increasingly sensitive to small deviations from the solution

because the solution itself is monotonically decaying with time.

Simulations have been conducted on different grids. The base grid divides the

domain [0; 1] into 10 equally sized intervals, while the non-equidistant grids have an

abrupt change in resolution at x = 0.5 by factors 5, 25 or 125 relative to the basic

resolution of 0.1, respectively.
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As an example of the simulation results the development of the relative error at

x = 0.55 for a simulation with an increase in resolution by a factor of 125 for

x > 0.5 is shown in Figure 5.1. Overall, the magnitude of the relative error is

very low. It reaches its peak with an error still below 0.03% after about 2000 time

steps. From then on, the simulation approaches the limit of u = 0 for t→∞ faster

than the analytical solution so that the the relative error approaches zero and its

magnitude decreases again. No significant oscillations can be observed in the time

series. The error never changes sign and does not even overshoot as it approaches

zero.

The other simulations on all of the different grids yield the same solution up to at

least six decimal digits. So in the case of a solution varying at most linearly in space

the numerical scheme displays the behaviour expected of a true second-order-in-

space method: the computed discrete solution is completely independent of the grid

resolution. Moreover, this test demonstrates that an abrupt change in resolution—

even by large factors—is of no consequence for the accuracy of the solution computed

if it varies only linearly in space at the point of changing resolution.

-0.03

-0.025

-0.02

-0.015

-0.01

-0.005

0

100 101 102 103 104 105 106

re
la

tiv
e 

de
vi

at
io

n 
[%

]

time steps

Figure 5.1: Relative error for initial condition u0(x) = x.

The time series is taken at x = 0.55 on a grid with a cell width of 0.1 for x < 0.5 and

0.0008 for x > 0.5, so the resolution increases abruptly by a factor 125 in the middle of

the domain.
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5.1.2 Non-linear Initial Condition

The obvious next step is to examine solutions varying more than linearly in space.

For this purpose the initial condition u0(x) = ax2 is used. The analytical solution

is

u(x, t) =

(√
4atx+ 1− 1

)2

4at2
(5.3)

for t > 0, which is clearly not varying linearly in space. The numerical method

cannot resolve this spatial variation as exactly as in the linear case. Consequently,

the resolution of the computational grids becomes important and differences between

the solutions on the different grids are to be expected. The constant is again chosen

as a = 1.

The relative error e as defined in (5.2) is calculated with the analytical solution (5.3).

Time series for e at x = 0.45 and x = 0.55 are shown in Figures 5.2 and 5.3, respec-

tively. As expected, the approximate solutions for this case deviate further from the

analytical solution (5.3) than in the linear case on the same computational grids

(Figure 5.1). Also, there are now some obvious differences between the solutions

obtained on the different grids.

• At x = 0.45, solutions on the uniform grid and the grid refined in the right

half are identical. With the grid refined in the left half, a much more accurate

solution is obtained at this location due to the much higher resolution.

• At x = 0.55, the error on the grid refined left of 0.5 is larger than at x = 0.45

but still drops much faster than for the uniform grid and the grid refined right.

• Also at x = 0.55, the error of the simulation on the grid refined right of

0.5 exhibits a jump from values near zero to almost −2.5% and after that it

monotonically approaches the curve for the uniformly resolving grid. Before

the jump occurs, the error is actually smaller than in either the uniform or

refined left case due to the much smaller initial discretisation error at this

location on this grid.

Probably the most prominent feature of the results shown is the jump of the error at

x = 0.55 for the grid refined right of 0.5. It demonstrates an important property of

discretisations of hyperbolic equations: not only the solution is transported in space

with time but also the errors of the approximation. In this case, all information—

approximate solution and error—is moving strictly from left to right. Therefore,

the error shows a clear signal when the high initial discretisation error from the

coarsely resolved left half of the domain reaches the cell at x = 0.55. The initial

discretisation error in the left half of this grid is the same as of the coarse uniform



5.1 Burgers Equation 65

-2

-1

0

1

2

3

100 101 102 103 104 105 106

re
la

tiv
e 

de
vi

at
io

n 
[%

]

time steps

uniform
left

right

Figure 5.2: Relative error at x = 0.45 for initial condition u0 = x2.

Shown are time series for three grids of different resolution: a uniform resolution of 0.1

(marked with ‘×’), a 125 times higher resolution for x < 0.5 (marked with ‘¤’) and a 125

times higher resolution for x > 0.5 (marked with ‘◦’).
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Figure 5.3: Same as Figure 5.2 at x = 0.55.
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grid so that the series converges towards the error of the simulation on the uniform

grid after the high error reaches the position x = 0.55.

Likewise, the error for the grid refined left of 0.5 stays low even in the right unrefined

half because, as time advances, more and more of the local error is originating from

the refined left half. Also, the refinement of the right half is of no consequence at

all in the left half because all information—solution and error—is transported only

rightwards. Accordingly, at x = 0.45 the grid refined right of 0.5 and the coarse

grid produce exactly the same result.

A first conclusion from the tests with the Burgers equation is that for abrupt changes

in resolution the presented method may generate artefacts, such as the jump in the

relative error discussed above, for solutions varying more than linearly in space.

But unlike other methods in similar tests (Schlünzen, 1988), it remained stable in

all conducted simulations. Even for changes in resolution by a factor of 125, the

method performed not worse than in the case of the uniform resolution—modulo

artefacts, of course. The limit u ≡ 0 for t → ∞ is reproduced in all simulations as

far as machine accuracy permits, but with the fixed time step this takes very long.

With a time step adjusted to ensure a maximum local CFL number (Section 4.3)

steps become very large as the signal velocity u becomes smaller. Following this

strategy, solutions approach zero up to machine precision within a more reasonable

time as shown in Figure 5.4 for CFL ≤ 0.95.
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Figure 5.4: Relative error at x = 0.55 computed with a variable time step.

Shown are the time series for simulations with linear and quadratic initial conditions on

a grid with a cell width of 0.1 for x < 0.5 and 0.0008 for x > 0.5.
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5.2 Density Current

A more complex test that uses the full equations (4.1) in two spatial dimensions,

assuming ∂x1
≡ 0, is presented in this section. The density current scenario used

here is one of the popular tests to be found in the literature (e.g. Carpenter et al.,

1990; Skamarock and Klemp, 1993). It has several similarities to the land-sea breeze

which was described and simulated in Chapter 2. Indeed, land-sea breezes are a form

of density currents (Simpson, 1987). Very typical features are the flow head and

the front at its leading edge. Behind the head billows are formed due to Kelvin-

Helmholtz instability, finally resulting in a fully turbulent wake mixing the density

current and the return flow above. But in contrast to the sea breeze, the driving

density difference is given in the initial conditions and does not develop with time

by heating.

The frame of reference used for the simulations is the local tangential (x, y, z)-system

described in Section 3.1.1. For this scale of the simulations it is very common

and usually employed in local high-resolution atmospheric models, e.g METRAS

(Schlünzen, 1988, 1990; Schlünzen et al., 1996), ARPS (Xue et al., 1995, 2000),

GESIMA (Kapitza and Eppel, 1992), MM5 (Grell et al., 1995) and many others. The

computational domain for this scenario is a 40 km wide and 10 km high rectangle.

Due to the relative smallness of the domain (Section 3.1.5) and to keep the scenario

simple, the Coriolis force is neglected. The top boundary is a rigid lid with a

3000m thick damping layer underneath, and the bottom boundary is treated as a

solid wall. At the right boundary, the boundary normal gradients of all fields are

forced to vanish (i.e. it is a zero-gradient open boundary), and the left boundary is

another solid wall.1 The atmosphere is initially at rest, and a 15 km wide pool of

cold air resides in the lower left corner of the domain. The ambient air outside the

cold pool is neutrally stratified and has an initial potential temperature of 300K.

At the bottom the air inside the cold pool is 10K colder than the ambient air, and

its potential temperature is linearly increasing to 300K in a height of 5 km, i.e.

Θ(x, 0) =

{
300K− 10KH−x3

H
for x2 < 15 km and x3 < H

300K otherwise

with H = 5000m. The initial pressure, temperature and density fields are in

hydrostatic balance leaving a discontinuity in all three fields at x2 = 15 km and

0 ≤ x3 < H.

To compare the simulation results gained with a3m to the results published by Car-

penter et al. (1990) and Skamarock and Klemp (1993) turbulence is neglected. For

1Carpenter et al. (1990) use a mirroring condition and Skamarock and Klemp (1993) use a wall.

Both conditions are very similar.



68 Model Tests

the density current scenario described above, advection is the dominating process

anyway. This is demonstrated in Section 5.2.3, where turbulence is included, and

the exchange coefficients are determined by the mixing length approach described

in Section 3.3.

5.2.1 Simulation on a Grid of Uniform Resolution

The density current described above is simulated on a grid with a uniform resolution

of 250m in both directions. Figures 5.5, 5.6 and 5.7 show the simulated potential

temperature and wind fields of the density current after 300 s, 600 s and 900 s inte-

gration time. The obtained results are in good overall agreement with the expecta-

tions from other numerical simulations (e.g. Carpenter et al., 1990; Skamarock and

Klemp, 1993) at this resolution. A qualitative comparison with laboratory experi-

ments (e.g. Simpson, 1987) suggests that the resolution is too low for capturing all

the details of a density current, e.g. the Kelvin-Helmholtz billows. But the simu-

lation result shows a density current clearly separated from the ambient air at its

leading edge, the front. The front is sharp and approximately four cells wide which

matches the expectations for the numerical scheme (Spekreijse, 1988).

However, the flow head is not well developed in the simulation. The results of

Skamarock and Klemp (1993) show a noticeably better developed flow head, and the

head is very prominent in the results of Carpenter et al. (1990). But Carpenter et al.

use the PPM, a third order method. So results should be superior to those obtained

with the second order schemes of Skamarock and Klemp and a3m. Skamarock

and Klemp use central three-point differences which have a very low numerical

diffusion. Indeed, they have to add some amount of artificial diffusion to control

“numerical noise”. Nevertheless, their simulation results show a significant amount

of non-physical oscillations, especially behind the front. The ENO scheme of a3m is

inherently more diffusive at those spots to suppress artificial oscillations. This can

be observed in the velocity components (Figures 5.5–5.7, middle and bottom panel):

some of the density currents momentum ‘escapes’ and the lighter air in front of it is

pushed rightwards instead of being displaced upwards by the current. Consequently,

the development of the density current is somewhat less intense, but the results are

almost free of non-physical oscillations.

The speed of the front can be roughly estimated by budgeting potential and kinetic

energy as ufront ≈ (2
∫ H
0

∆ρz dz/
∫ H
0

ρ dz)1/2 ≈ 22m/s. In the simulation, the front

advances with roughly 16.5m/s in the interval from 300 s–600 s and 17m/s from

600 s–900 s which is lower that the theoretical value above. But in the estimation

all potential energy of the cold air is converted into uniform horizontal movement.

This is clearly not the case as a part of the energy is to be found in the vertical
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Figure 5.5: Density current after 300 s integration time.

The simulation was conducted on a grid of 250m resolution. The top panel shows the

potential temperature field with an interval of 0.5K between contour lines. The middle

and bottom panels show the horizontal and vertical wind with intervals of 2.5m/s and

0.5m/s between contour lines, respectively. Note that only the lower half of the domain

is displayed here.
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Figure 5.6: Same as Figure 5.5 after 600 s integration time.
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Figure 5.7: Same as Figure 5.5 after 900 s integration time.
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movement as well. Also, the horizontal movement is far from homogeneous within

the density current: the maximum horizontal velocities are 22.1m/s and 23.3m/s in

the same time intervals as above, partially exceeding the estimated value of the front

speed. And the flow is still accelerating at 900 s. In comparison with the numerical

simulations of Skamarock and Klemp (1993) the density current advances slightly

slower.

An interesting effect which cannot be reproduced with atmospheric models that

eliminate sound waves from the equations by employing the anelastic approxima-

tion is a net outflow of mass from the model domain induced by the equalisation

of pressure from the initial discontinuity. The process is similar to that found in a

simple shock tube (e.g. Sod, 1978). On release, a shock wave moves from the initial

pressure discontinuity into the region of the low pressure (rightwards in this case),

and an expansion or rarefaction wave moves from the initial discontinuity into the

high pressure part (leftwards in this case). Both waves move with the speed of sound

relative to the flow as particles in the low pressure region are successively subjected

to the effects of the higher pressure on the other side of the discontinuity and

vice versa. Both waves incorporate a movement of air towards the lower pressure

region, i.e. rightwards in this case. The shock wave moves out of the domain

through the open right boundary, while the rarefaction wave is first reflected on

the left boundary before following the shock wave out of the domain. All of this

takes only approximately 160 s. Figure 5.8 shows the time history of the total mass

in the model domain and the accumulated mass flow leaving the domain through

the open boundary. The mass in the domain exhibits a rapid drop caused by

the pressure exchange via shock and rarefaction wave occurring within the first

seconds after simulation start. After that, only a small net rightwards movement

remains, which causes the following slower outflow of mass. Models using anelastic

equations cannot reproduce such expansions or, similarly, compressions since they

do not allow divergences in the momentum field: the total mass in the domain of an

anelastic model is constant. They also propagate pressure information with infinite

and not the speed of sound with an elliptic equation for pressure, making pressure

equalisations instantaneous.

While this effect itself is not directly of meteorological importance, these observa-

tions shed light on the different mechanisms by which pressure information spreads

within different models. Thereby, a3m permits a change in e.g. the mean surface

pressure (area weighted average over the whole lower domain boundary) according

to the larger-scale conditions imposed at the boundary, which is more interesting

from a meteorological point of view. Anelastic limited area models cannot simulate

such effects. In case of the density current, the average surface level pressure drops

by 2 hPa within 20 minutes, where about 1.5 hPa are due to the initial expansion,

and the remaining 0.5 hPa are due to the longer term outflow from the domain.
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Figure 5.8: Evolution of mass in the domain and boundary flux with time.

5.2.2 Simulations with Locally Refined Grids

Simulating the same density current with a locally refined grid should yield more

detail in the structure of the current, especially the flow head. The grid used for

this simulation consists of four blocks with cell sizes of 250× 250m2, 250× 125m2

and 125× 125m2. Figure 5.9 shows a sketch of the grid arrangement.

Figure 5.10 shows the potential temperature and wind fields for this grid, 900 s

after the cold air has been released. The front—though still about four cells wide—

is now substantially thinner than with the uniform 250m grid spacing due to the

enhanced resolution. Also, more of the small-scale motion is explicitly captured

with the locally refined grid. Formation of billows in the flow head is setting in: the

increased shear is beginning to ‘roll up’ the isotherms. The circulation as a whole

intensifies significantly. The maximum velocity in the density current is 25.1m/s,

about 1.5m/s higher than in the simulation with 250m resolution. The up-draft

is much stronger than in the reference simulation: the simulation with refinement

yields 6.1m/s, an increase by more than a factor 1.5 relative to the up-draft of

3.9m/s for uniform resolution simulation. The front is advancing roughly 1 km

further than in the uniformly resolved reference simulation.

Locally increasing the resolution further again amplifies the stress and thus intensi-

fies the deformation of the isotherms. Figure 5.11 shows the results of a simulation
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Figure 5.9: Locally refined block-structured grid.

with the same grid arrangement as sketched in Figure 5.9 but with a resolution of

62.5 × 62.5m2 in block 3 and a resolution of 250 × 62.5m2 in blocks 2 and 4. In

this simulation, the maximum velocity is 24m/s, not even 0.5m/s higher than in

the uniformly resolved simulation and lower than in the previous simulation with

a locally refined grid. But the horizontal velocity is relatively high in a relatively

large part of the current, and the shear at its top has increased significantly. The

up-draft is now 7.2m/s, which is an increase by more than a factor 1.8 relative to

the reference simulation. Relative to the previous simulation with a locally refined

grid the updraft is 1.1m/s higher, i.e. almost 20%.

The increased stress at its top slows the density current down: the shear is almost

strong enough to trigger Kelvin-Helmholtz billows. The increase in the up-draft at

the front is due to the increase of horizontal convergence that can be resolved by the

finer grid. Also, the velocity components exhibit wave patterns in this simulations.

The vertical wind shows alternating up and down-drafts and there are regions of

accelerations and decelerations in the horizontal velocity within the density current

as well as the return flow above. However, no closed vortices emerge.
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Figure 5.10: Same as Figure 5.7 simulated on a locally refined grid.
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Figure 5.11: Same as Figure 5.10 with stronger refinement.
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5.2.3 Simulation with Turbulence

As mentioned above, the density current is mostly dominated by advection. A sim-

ulation of the density current, where the effects of turbulence are parameterised by

the mixing length approach as described in Section 3.3, yields very similar results to

those discussed in Section 5.2.1. The exchange coefficients gained from the mixing

length turbulence parameterisation are shown in Figure 5.12. The exchange coeffi-

cients are highest in the region behind the front due to the strong shearing between

the advancing density current and the evading flow of ambient air.

The potential temperature and wind field of the simulatiuon with turbulence are

shown in Figure 5.13. In comparison to Figure 5.7, no obvious differences in the

simulation results can be seen. An analysis by hit rates, as already done for the

land-sea breeze in Chapter 2, also reveals only very small differences: hit rates

for the velocity components relative to the reference simulation—using the same

thresholds as in Section 2.2—are 100% for the horizontal velocity and 98% or better

for the vertical velocity over the simulated period of time. Decreasing the threshold

for the horizontal velocity component from 0.5m/s to 5 cm/s yields 99 misses out

of 6400 cells after 900 s integration time, i.e. a hit rate of more than 98%.

Figure 5.12: Exchange coefficient for the mixing length turbulence parameterisation.

5.3 Numerical Stabilisation Techniques

Despite strict adherence to the linear stability requirements like the CFL crite-

rion (4.20) after Courant, Friedrichs and Lewy (1928) or equivalents, various nu-

merical methods exhibit non-linear instabilities: they tend to accumulate energy

in spurious, non-physical, very short waves (e.g. Lax and Wendroff, 1960; Hirsch,
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Figure 5.13: Same as Figure 5.7 with turbulence parameterisation.
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1988b). Roache (1982) shows an illustrative example where the (perfectly valid)

solution of the discretised difference equation exhibits a qualitatively very different

behaviour from the analytic solution of the differential equation: it oscillates while

the analytic solution is monotonic. For the highly non-linear numerical scheme of

a3m introduced in Chapter 4, the classical methods of analysis used e.g. by Lax and

Wendroff (1960), Mesinger and Arakawa (1976) and Roache (1982) are not applica-

ble to determine its oscillatory properties. But it is known to cause some amount

of artificial oscillations near discontinuities or very sharp gradients due to the ENO

interpolation (e.g. Sonar, 1997). Consequently, two stabilisation techniques already

in active use in different atmospheric models are examined towards their suitabil-

ity to be combined with the methods of a3m in this section. The first method is

known as computational mixing—as opposed to physical mixing by the turbulence

parameterisation—or simply as filtering. The second is called divergence damping.

5.3.1 Computational Mixing

Numerical schemes which are not monotonicity preserving may introduce artificial

oscillations into an approximate solution. These oscillations are absent in the real

solution and without any physical meaning. This is especially a problem for the

construction of higher-order methods by centred differences (e.g. Lax and Wendroff,

1960; Tremback et al., 1987; Hirsch, 1988b; Bott, 1989, 1992) or other means (Sec-

tion 4.1.1.2 and e.g. van Leer, 1979; Smolarkiewicz, 1983; Harten, 1983; Harten

et al., 1987; Shu, 1987; Hirsch, 1988b; Sonar, 1997). These oscillatory schemes tend

to accumulate energy in the very short waves which may distort or even dominate

the approximate solution with time. This problem has been extensively investigated

for the case of the shallow water equations by Mesinger and Arakawa (1976). The

method most frequently used in atmospheric models to compensate these short-

comings of the numerical schemes is computational mixing. It is employed e.g. by

METRAS (Schlünzen, 1988; Schlünzen et al., 1996), ARPS (Xue et al., 1995, 2000)

and LM (Doms and Schättler, 1999).

Computational mixing is achieved by a smoothing operation implemented by the

application of a low-pass filter in computational (i.e. index) space. Let the grid

have a uniform spacing and ai be the value of variable a at index i. The filter of nth

order (for one spatial dimension) is defined by

ani = ai + (−1)n−1(∆x/2)2n δ2nai, (5.4)

where δ2nai is the finite difference analogue of the 2nth partial derivative in space.

Filtering in more spatial dimension is achieved by consecutive application of the

filter for each direction. This class of filters exactly cancels out waves of wavelength
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equal to twice the grid spacing (Shapiro, 1970). Writing the filter in the above

form clearly shows the connection between the filter operator and a diffusional

term involving the 2nth derivative in space. For n = 1 it is equivalent to the

normal diffusional mixing of viscous flows with an exchange coefficient of ∆x2/(4∆t)

(Shapiro, 1971). A term of similar structure is employed for modelling the effects

of turbulence (Section 3.3). Despite this equivalence, the above filter should not be

interpreted in a physical way: its sole purpose is to eliminate the artificial short wave

oscillations introduced by the numerical schemes employed in the models utilising

these filters. Assuming uniform grid spacing, equation (5.4) yields the three points

wide stencil ai = (ai−1 + 2ai + ai+1)/4 for n = 1 and the five points wide stencil

a2i = (−ai−2+4ai−1+10ai+4ai+1−ai+2)/16 for n = 2. Atmospheric models usually

consider computational mixing in index space and apply the above formulas also for

non-uniform and non-Cartesian grids. Consequently, the correspondence to spatial

derivatives is not always exact and depending on the deformation of the grid. The

properties of filters (5.4) and their application to modelling atmospheric flows are

discussed in detail by Shapiro (1970, 1971).

Although they are physically meaningless, the influence of these spatial filters on

the solutions obtained may be significant. This is of course partially intended since

they remove artificially generated short waves from the solution. On the other

hand, their effect on the predicted variables may be of the same order of magnitude

as all other terms which do correspond to physical processes (Hebbinghaus, 2002,

pers. communication). The filters impact on longer waves, which are otherwise

represented correctly within reasonable bounds by a numerical scheme, is most

strongly dependent on the order of the filter: for increasing n the impact on waves

longer than twice the grid spacing becomes lower. This is of special interest within

this work since (near) discontinuities, such as atmospheric fronts, are—if analysed

spectrally—composed of waves of all wavelengths. Accurately resolving fronts is

one of the main objectives of the new model developed. Consequently, artificial

reduction of gradients—smearing out the fronts—by a filter is not acceptable.

To test the inter-operability of the basic numerical scheme introduced in Section 4.1

with the low-pass filter (5.4), the density current is simulated with application of

the filter and compared to the simulation without filter (Section 5.2). The density

current exhibits a front with gradients which are strong enough to trigger artificial

oscillations in schemes susceptible to this numerical phenomenon as can be seen in

the simulation results of Skamarock and Klemp (1993). Moreover, it is initialised

with a real discontinuity in the prognostic variables ρ and ρe. Each time step the

filter was applied to the velocity components u1, u2 and u3 in horizontal direction

only.
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Results of the simulation with a first order filter, n = 1 in (5.4), after 900 s integra-

tion time are shown in Figure 5.14. With filter, the temperature gradient in the front

is significantly reduced compared to the results of the ‘normal’ simulation without

filter (Figure 5.7). Although the temperature field itself is not filtered, the front

is now about seven cells wide, more than a factor 1.5 compared to the un-filtered

simulation. The current is advancing slower than in the reference simulation: after

900 s it is more than 2 km behind, i.e. approximately 15%. Additionally, the shape

of the current has changed. The front has a much smaller angle to the ground than

without filtering so that the current is more pointed or wedge-shaped and there is

no flow head at all.

The influence of the filter is even more pronounced in the wind field since velocity

is a variable directly effected by the filter. Without filter, the velocity exhibits clear

and very condensed extrema, the flow direction is well aligned with the front, and

strong shearing occurs across it. In the simulation results with 3-point filter, the

extrema are much more spread out and significantly further apart resulting in a

rather weak shearing. Also, the flow shows a different pattern than without filter:

the expected circulation is still present, but the wind and temperature fields are

aligned to a much lesser degree than in the simulation without filter. Especially the

region of up-draft at the front is smeared by the filtering while it is very confined

in the ‘normal’ simulation without filter. The flow velocities are much smaller than

in the simulation without filter. The density current has a maximum velocity of

19.3m/s, 18% lower than in the reference simulation. The up-draft is only 1.6m/s

as opposed to almost 4m/s in the ‘normal’ case, a drop by 60%. Also note that the

velocity in the leftmost cells (at the solid boundary) is left unchanged by the filter.

As a consequence, the maximum down-daft in the region of the initial cold pool is

not immediately at the boundary anymore but shifted into the domain.

From these results, the effects of filtering seem disastrous. However, with n = 1 the

filter (5.4) constitutes an additional mixing by second derivative, i.e. like molecular

diffusion or the turbulence parameterisation (3.12). But the exchange coefficient

for this artificial mixing is ∆x2/(4∆t) (Shapiro, 1971) which is in the order of a

few 10000m2/ s for the simulations conducted here. This value exceeds the range

of turbulent exchange coefficients to be expected for the atmosphere by at least a

factor of 100. For comparison, the maximum exchange coefficient occurring in the

simulation with the mixing length parameterisation is only about 12.5m2/ s. That

explains the fuzzy appearance and relative featurelessness of the results obtained

with the 3-point filter.

Atmospheric models usually employ filters of higher order which use five-point or

even seven-point stencils instead of the three-point stencil in the example above.
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Figure 5.14: Same as Figure 5.7 with a first order filter, n = 1 in (5.4).
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Higher-order filters are much more specific in their damping behaviour. They ex-

actly cancel waves with a wavelength equal to twice the grid spacing leaving longer

waves mostly unchanged. The higher the value of n is chosen in (5.4), i.e. the

larger the filters stencil, the more specific is the filter to short waves. Figure 5.15

shows the results of a simulation with a 5-point filter, i.e. n = 2 in (5.4), after 900 s

integration time. This corresponds to an additional fourth derivative term in the

equations. Comparing with the un-filtered simulation (Figure 5.7), the most promi-

nent difference is the filtering artefact at the left boundary already seen for n = 1.

This affects the down-draft in the region of the initial cold pool. Otherwise, there

are only small differences between the two simulations. The maximum up-draft as

well as the maximum velocity in the density current differ only by a few centimetres

per second.

The similarities of the simulations can also be observed in the hit rates comparing

the filtered simulations to the un-filtered reference. Figure 5.16 shows the time series

of the hit rates of the horizontal and vertical velocity components for simulations

with first and second order filters. Using the same thresholds as in Section 2.2, the

hit rate of the horizontal wind is still over 98% after 900 s, were the damping layer at

the top boundary of the domain (twelve cells) as well as 20 cells (five kilometres) at

the left and twelve cells (three kilometres) at the right lateral boundaries have been

excluded. The hit rate of the vertical velocity is more sensitive: it drops as low as

57%. In a region around the front, 25 km ≤ x2 ≤ 35 km, the hit rate of horizontal

velocity component is 100% and that for the vertical velocity component is 84%

after 900 s integration time. So many of the ‘misses’ have to be accounted to the

down-draft in the region of the initial cold pool which may still be affected by the

filtering artefact at the left boundary. Also, the time series of the vertical velocity

hit rate shows oscillations. This is an indication for different patterns of gravity

waves in the stably stratified cold air: the diffusion of the filter provides additional

damping of waves. For comparison, the hit rates for the simulation using the first

order filter are 14% for the horizontal and 26% for the vertical velocity component

after 900 s.

Filtering also introduces another effect into the simulation which differs from the

behaviour of the ‘normal’ case: in the compressible equations (4.1), pressure infor-

mation is propagated with the character of acoustic waves at the speed of sound.

Filtering the velocity components partially flattens out the divergence propagating

the pressure information through the domain. But the artificial diffusion introduced

by the filter (5.4) also spreads the waves transporting the pressure information in the

wind field and thereby increases their effective propagation speed. So the natural

mechanism for equalising pressure is altered by the filter. This effect is observable in

the different behaviour of the total mass in the domain with time. Figure 5.17 shows

the time series of total mass for simulations with first and second order filters, n = 1
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Figure 5.15: Same as Figure 5.7 with a second-order filter, n = 2 in (5.4).
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Figure 5.16: Hit rates for the simulations with filtering.
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and n = 2 in (5.4), and the un-filtered reference simulation. The overall expansion

effect discussed for the un-filtered simulation in Section 5.2.1 does also occur with

filtering. It can be seen that the drop in total mass due to the equalisation of the

initial discontinuity is even more sharp with filtering because the waves propagating

pressure information are subject to the additional spreading by the filtering process.

Thus, more mass leaves the domain in the same period of time, and the expansion

is more intense than in the un-filtered simulation. In fact, it is too intense: the

time series of the total mass in the simulations with filtering ‘overshoot’ compared

to the reference simulation and later seem to converge towards that in a decaying

oscillation. Despite the fact that, compared to the un-filtered case, significantly

higher diffusion is not apparent in the results of the simulation with second order

filter, it behaves almost like the simulation with first order filter in this respect

which is obviously very diffusive. In both filtered simulations the phase speed of

waves bearing pressure information is altered the same way. For anelastic models

this effect does not occur since the anelastic approximation inhibits such expansions

as seen in Figures 5.8 and 5.17 in the first place. Consequently, the filters do not

alter the propagation of pressure information in such models.

In any case, one definite conclusion to be drawn from this test is that the numerical

method of a3m as described in Chapter 4 has no need for additional stabilisation

by this technique. Also note that with the grid refinement approach introduced

in Section 4.2 the filter would not be applicable at the interfaces of different grid

blocks: the necessary neighbours for applying the stencil are lacking near the block

boundaries—the filter stencil does not fit. So no filtering can occur across block

boundaries which would generate numerical artefacts in those places.

To explain why a3m does not need any spatial filtering for stable operation, while

many other atmospheric models do, a look at the similarities of the numerical meth-

ods employed in these models and the differences to the methods of a3m introduced

in Chapter 4 can provide some insight. One of the obvious differences of many

other atmospheric models to a3m is that the advective momentum transport term,

∂xj
ρuiuj, is discretised separately and independently of the pressure gradient force

∂xj
p. Examples for this approach are the anelastic models METRAS and GESIMA

or the compressible models ARPS and LM. The pressure gradient force is discretised

by simple three-point differences in all of the above models. The transport term is

often discretised using simple three-point (second order) or five-point (fourth order)

differences (e.g. Tremback et al., 1987). These schemes are relatively easy to im-

plement, cheap to compute and they have a very low numerical diffusion. But they

also have bad oscillatory properties: they are well known to generate many non-

physical, short-wave oscillations that are absent in the real solution (e.g. Mesinger

and Arakawa, 1976; Roache, 1982). As sketched in Figure 5.18, waves with a wave-

length of twice the grid spacing represent a special problem for these schemes: such
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Figure 5.18: Discrete views of short wave oscillations.

Short-wave oscillation (a) with a wavelength of twice the grid spacing and the reaction

of (b) the piecewise constant approximation of a first order FV scheme, (c) the piecewise

linear ENO interpolating second order scheme of a3m and (d) simple centred three-point

differences (second order) on this wave. In case (d) no fluxes are induced: the numerical

method cannot detect the wave. TVD schemes also behave as shown in (b).
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waves are not detected and stay altogether un-altered. Thus, these short waves are

not propagated, and their amplitude may grow unboundedly with time. A different

view of this numerical phenomenon is that two distinct and decoupled solutions are

computed on alternating grid points. The classic approach to improve the oscilla-

tory behaviour of such schemes is to add an artificial viscosity term to the scheme

(von Neumann and Richtmyer, 1950; Lax and Wendroff, 1960). The diffusional term

couples the two solutions again and damps the short waves. The amount of artificial

diffusion to be used is not clear, though, and often has to be calibrated experimen-

tally, as for the density current simulations of Skamarock and Klemp (1993). The

short-wave oscillations are not completely removed until the amount of diffusion is

increased far enough so that the artificial diffusion effectively destroys the solution.

This was seen above for the first order filter, i.e. n = 1 in (5.4). Higher-order linear

filters (5.4), i.e. n ≥ 2, are more specific to short waves. They improve the simula-

tion results of atmospheric models significantly compared to first order filters, but

they still are essentially an artificial diffusion term.

As discussed in Section 4.1.1.2, the key issue of avoiding artificial oscillations in

a3m is, how the monotonic and therefore oscillation-free first order scheme (Osher

and Solomon, 1982) is extended to a higher order. In a3m this is achieved by ENO

interpolation for the pressure, temperature and wind fields. The whole flux func-

tion F (U) of the hyperbolic equation (4.1) is applied with the interpolated values

so that all of the terms of F (U) have the same essentially non-oscillatory property.

As illustrated by Figure 5.18, first order schemes, TVD schemes, as well as a3m’s

second-order FV/ENO scheme detect even short waves directly and therefore prop-

agate them just as they do with longer waves. No decoupling between alternating

cells occurs, but the numerical diffusion inherent to the schemes is higher compared

to the simple centred differences. The amount of numerical diffusion is adjusted to

the current flow situation and depends non-linearly on the solution as opposed to

linear filters (5.4) or other artificial diffusion terms.

5.3.2 Divergence Damping

The divergence damping technique involves an artificial term added to the momen-

tum equation of (4.1). It is replaced by

∂t(ρui) +
3∑

j=1

∂xj

(
ρuiuj + δij

(
p(1) − α

3∑

k=1

∂xk
(ρu)

))

= −
3∑

j=1

3∑

k=1

2εijkΩjρuk − ρ(1)gi −
3∑

j=1

∂xj
τij, i = 1, 2, 3.



5.3 Numerical Stabilisation Techniques 89

The term −α
∑3

k=1 ∂xk
(ρu) is added to pressure within the pressure gradient force

with

α = αDD |r|2/∆t,

where |r| is the local mesh size, ∆t is the current time step and αDD > 0 is the

divergence damping coefficient. The value 0.05 was used for αDD in the simulations,

which is in the range of values used by other models employing divergence damping

(e.g. ARPS, Xue et al., 1995). The effect of this term becomes clear, when the

divergence operator is applied to the momentum equations above. This gives

∂t(∇(ρu)) = α∇2(ρu) + . . . .

The divergence damping term from the momentum equation is transformed into

a diffusion term acting on the momentum divergence. While the meteorological

relevant atmospheric flows are all mostly divergence free, sound waves do involve

divergence. By smoothing the divergence of the momentum field due to the diffusion

term, the undesired sound waves are also damped. Other waves, such as gravity

waves, are mostly unaffected by the artifically introduced term in the momentum

equations (Skamarock and Klemp, 1992). This technique is used in different atmo-

spheric models, e.g. ARPS, to damp acoustic waves artificially generated by the

so-called mode-splitting time integration (Skamarock and Klemp, 1992). But it also

helps to remove numerical noise triggered by small imbalances of the thermody-

namic variables T, p and ρ, which are introduced by rounding errors in the floating

point calculations on the computer.

To asses the impact of divergence damping on a3m’s simulation results, the density

current of Section 5.2 is simulated with divergence damping and compared to the

‘normal’ simulation. The results of the two simulations are very similar: the hit rate

of horizontal velocity is always 100%, that of vertical velocity is almost 100% up to

500 s simulation time and still well over 80% after that. The vertical velocity hit rate

shows rather strong oscillations, so there are differences in the wave patterns, which

is intended in this case. The developing circulation has the same intensity in both

simulations, with and without divergence damping. Extrema of velocities coincide

in their location and differ only by a few centimetres per second. Figure 5.19 shows

the regions where the difference of the vertical velocity exceeds 2.5 cm/s after 900 s

integration time shaded gray. They clearly display the wave patterns differing in

the two simulations.

Even the velocity divergence, shown in Figure 5.20, does not reveal a significant

effect compared to the simulation without divergence damping. The impact of

divergence damping on the velocity divergence is clearly smaller than that of the

spatial filters discussed in Section 5.3.1.
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Figure 5.19: Difference in the vertical velocity in the simulations with divergence damping

compared to the reference simulation. The gray areas indicate the regions where the

difference exceeds 2.5 cm/s.
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Figure 5.20: Total velocity divergence in the model domain.

Shown are the time series of the velocity divergence accumulated over all cells for the

‘normal’ reference simulation, the simulation with divergence damping and the simulations

with spatial low-pass filters.
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The lack of influence of the divergence damping on the simulation result is either due

to the nature of the density current—but this seems unlikely since it does include

a significant amount of acoustic waves—or the simple time integration used in this

work as opposed to time splitting schemes that generate artificial acoustic waves

themselves (Skamarock and Klemp, 1992) or due to a much too low damping coeffi-

cient. But the value of the damping coefficient is the same as used for other models

(e.g. Xue et al., 1995) and a simulation with the damping coefficient increased by

a factor of ten also yields no significant change in the results. Summarising, there

seems to be no need for divergence damping unless a different time integration

scheme is employed. All simulations without divergence damping remained just as

stable and not noticeably more noisy.
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Conclusions

In this work the development of a new atmospheric model is motivated and de-

scribed. The newly developed model tries to solve some of the problems encountered

in simulations of multi-scale atmospheric flows. It has been named a3m, where a3m

really is a3m with a triple ‘a’. The recursive acronym a3m stands for “a3m is an

adaptive atmospheric model.”

In Chapter 2 the dependence of simulation results on the resolution of the compu-

tational grid was studied for the example of the land-sea breeze circulation using

the mesoscale model METRAS. In agreement with the expectations, the resolution

was found to be most important in regions where small-scale flow features develop.

For the case of the sea breeze this is most pronounced at the sea breeze front. Such

small-scale features are difficult to simulate because a broad range of resolutions is

required to capture both, the large-scale flow and its embedded features. To simu-

late such flows with a uniform high resolution is not feasible due to the high strain on

computational resources. As discussed in Chapter 1, employing non-uniform grids

or the nesting approach can solve this problems only partially. An adaptive strategy,

where the grid itself evolves with the computed solution, seems more reasonable.

The model a3m is based on the non-hydrostatic, fully compressible flow equations.

It predicts mass density ρ, momentum density components ρui and the total energy

density ρe. Only very few basic assumptions, listed in Section 3.1.1, are made. None

of these is specific to a certain atmospheric scale. With the exception of neglect-

ing moisture (assumption 7), they are non-critical for simulations of atmospheric

flows and impose no serious restrictions for the applicability of a3m. Otherwise, no

approximations are made.

Discretisation of the model equations is achieved by a set of up-to-date numer-

ical methods, especially with respect to their oscillatory properties: a3m uses a

Godunov-type finite volume (FV) method employing the approximate Riemann

solver of Osher and Solomon (1982) as the numerical flux function. The scheme

is extended to second order following the MUSCL approach (van Leer, 1979, re-

published 1997) by using essentially non-oscillatory (ENO) variable interpolation

(Harten et al., 1987; Harten, 1996; Sonar, 1997; Abgrall et al., 1999). Due to their

adaptive choice of stencils, ENO methods are especially well equipped for simula-

tions of discontinuities such as fronts.

One of the key features of a3m is the ability to use locally refined computational

92
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grids so that resolution can be enhanced in a region of the computational domain

while keeping the overall consumption of resources in reasonable bounds. In a3m

local grid refinement is achieved by employing block-structured grids: a grid consists

of multiple blocks of different resolution and refining blocks may overlay parts of

refined blocks. This approach is similar to the algorithm of Berger and Oliger (1984),

but the coupling of different blocks occurs directly by the FV solver itself. This is

facilitated by the very general and geometric formulation of the FV scheme.

The new model is considered a research prototype for future atmospheric models to

experiment with different numerical schemes and methods for their implementation.

The main development goals for a3m are modularity, flexibility and extensibility.

The FV approach itself is already very modular. It enables the construction of

numerical schemes from separate functional blocks: numerical flux functions, re-

coveries, quadratures and recovery procedures. For the implementation of a3m an

object-oriented (OO) design was developed. The OO paradigm is suited best to

retain the high degree of modularity inherent to FV schemes and ensures an equally

high degree of modularity in its implementation and thereby the demanded flexibil-

ity and extensibility of a3m.

The numerical methods of a3m were tested towards their stability especially with

respect to abrupt changes in the resolution of the computational grid as they occur in

locally refining block-structured grids. Overall, the methods performed as expected

and turned out to be robust towards abrupt changes in resolution in these tests. The

changes in resolution were of no consequence for solutions varying linearly in space.

For solutions varying more than linearly in space, artefacts may be generated near

the location of changing resolution. As a consequence, the boundaries of locally

refined grid blocks should be in areas where the solution is varying only linearly

in space. Within an area of linear varying solution the resolution can be strongly

decreased without any impact on the simulation results.

The suitability to simulate atmospheric flows with a3m was demonstrated for the

example of a density current emerging from a collapsing cold pool. The density

current exhibits a front which was resolved very well by a3m in all simulations.

The flow head was not well developed in most simulations. This was improved by

locally increasing the resolution of the computational grid. In the region of Kelvin-

Helmholtz instability behind the flow head, isotherms were deformed and beginning

to ‘roll up’ under the stress and shearing in the flow. However, vortices and actual

Kelvin-Helmholtz billows did not develop. While the FV/ENO scheme of a3m gives

simulation results with a well resolved front almost free of artificial oscillations, it

seems to be overly diffusive in some regions compared to other numerical methods

so that e.g. development of the Kelvin-Helmholtz billows is suppressed. Turbulence

was found to be of minor importance for this density current scenario.



94 Conclusions

In addition to the uniformly resolved and locally refined simulations, two methods

to increase numerical stability, computational mixing and divergence damping, were

examined for their inter-operability with a3m’s numerical methods and their effect

on the simulation results. Both methods are frequently used in atmospheric models.

Computational mixing is achieved by a spatial low-pass filter which removes short

waves from the approximate solution. On rectangular, uniformly spaced grids it

is equivalent to an additional (higher-order) diffusional term. Using the first order

filter, the diffusion introduced by the filter has a very strong impact in the simulation

results, and the development of the density current is strongly hindered. A higher-

order filter is much more specific to short wave lengths and has a far smaller impact

on the model results. Unlike many central difference methods, the FV/ENO scheme

of a3m introduces only very few artificial short waves into the solution so that a

filter very specific to short waves leaves the solution mostly unaltered. Divergence

damping artificially damps acoustic waves to stabilise against non-physical sound

waves generated by the numerical scheme. It showed no significant impact on the

results, which suggests that either the numerical scheme of a3m generates only

few non-physical sound waves or the inherent numerical diffusion of the scheme

sufficiently damps such waves itself.

Future developments of a3m may be divided into two categories. Firstly, a3m needs

an extension to the physical problem domain and its mathematical model. Secondly,

the numerical schemes described in this work offer many possibilities of extension

and further improvement.

Concerning the simulated physical system, the extension to the moist atmosphere

is clearly most important. It is the most severe restriction in the applicability of

a3m to simulate real atmospheric cases. This includes a parameterisation of sub-

grid-scale cloud physics to determine condensation and evaporation rates. Also,

more sophisticated turbulence models can significantly improve simulation results

for scenarios closer to reality than the density current simulated in this work. Addi-

tionally, surface layers in the vicinity of solid surfaces cannot be simulated directly

in atmospheric models since that requires a prohibitively high resolution. Hence,

these layers are usually parameterised using the similarity theory of Monin and

Obukhov (1954).

Numerically solving equations with parameterised sub-grid-scale physics also raises

a mathematical issue: for vanishing mesh size h of the computational grid, h → 0,

the discrete solution must converge to the analytical solution, Uh → U , i.e. the

numerically gained solution Uh is an approximation of the real solution U . But

parameterisations themselves are an artefact of the finite resolution of the discreti-

sation. Thus, for h → 0 the parameterisations should vanish for the discretisation

to be consistent. For most parameterisations this cannot be guaranteed since this
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issue was not considered in their design. Skamarock and Klemp (1993) report that

with parameterised turbulent mixing, the truncation error did not exhibit the rate

of decrease to be expected with increasing resolution. For computational practice,

it is sufficient for the parameterisations to be consistent in the range of spatial and

temporal resolutions employed. But in the context of locally refined grids, and even

more so for adaptive grids, this range may be significantly larger than for conven-

tional models.

The second major issue concerning realistic simulations is the number of spatial

dimensions: the real atmosphere is three-dimensional. So to obtain results com-

parable to reality, 3d simulations are required. As discussed in Section 4.1, the

computation of fluxes in the FV scheme is independent of the number of spatial

dimensions—modulo rotations and interpolations—as is the computation of source

terms. This fact has been taken advantage of in the design and implementation of

a3m separating the parts of the code depending on the number of spatial dimensions

from other parts, especially iterations within the grid classes (Appendix C).

Considering numerics, the most important issue in the development of a3m is the

dynamical adaption of the computational grid. For now, the model can simulate

flows on locally refined but static grids. This is demonstrated in Section 5.2.2. For

an adaptive grid, two more functional blocks are needed: a refinement indicator

to find regions that need refining and regions that may be coarsened as well as

a clustering procedure to group cells marked for refinement into new grid blocks.

Appendix B describes an already implemented and successfully tested refinement

indicator.

For a more efficient time integration the limitation on the time step by the speed

of sound has to be lifted. As discussed in Section 4.3, this may be achieved by

an implicit method or a time-splitting scheme. Application of the time-splitting

technique requires a decomposition of the advective fluxes into processes acting on

different time scales. With the tight coupling of transport and pressure terms in

the numerical scheme of a3m this is not straight forward. Possibly, construction

of a time-splitting scheme for a3m even has to start off at an earlier development

stage (Figure 1.3), the mathematical model. A means to achieve the decomposition

may be an asymptotic analysis similar to that of Botta et al. (1999), but this still

requires much research.

Finally, the restriction of at most linearly varying solution across grid blocks of

different resolution can be lifted by increasing the order of approximation of the

FV/ENO scheme. This can be achieved by increasing the rank of the recovery

polynomial: using parabolas instead of the linear recoveries (4.10) yields a third

order scheme. But that is burdensome because of the strongly increasing number

of interpolation stencils to consider for a higher polynomial rank, especially in 3d.
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However, using a convex combination of the different candidates for the recovery

instead of choosing one of them, the order of approximation can be increased by

one. This yields a so-called weighted essentially non-oscillatory (WENO) scheme

(Liu et al., 1994). This also yields a third order scheme in regions where the solution

is smooth enough, and in the vicinity of discontinuities it behaves like the second

order scheme presented in Section 4.1. This also decreases the numerical diffusion of

the scheme in smooth regions while fully retaining its desirable oscillatory properties.

WENO schemes require an additional functional block: a procedure to gain weights

for each of the different recovery stencils.
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Appendix A Numerical

Flux Function

of Osher and Solomon

The numerical flux function used in Chapter 4 was developed by Osher and Solomon

(1982) and follows the flux vector splitting approach. It is an extension of the classic

upwind discretisation for non-linear systems of hyperbolic conservation laws. In

this appendix the derivation of their approximate Riemann solver is outlined. As

mentioned in Section 4.1.1.1 some analysis is required to derive the numerical flux

function (4.8). An in-depth review of numerical methods for hyperbolic conservation

equations in general and the Euler equations as a special case of those is beyond the

scope of this work but provided e.g. by Hirsch (1988b), Spekreijse (1988), Sonar

(1997), Toro (1997) and also the original article of Osher and Solomon (1982).

One important property of the Euler equations (4.1) is already introduced and

utilised in Chapter 4: the rotational invariance as stated by equation (4.7). Thereby,

the flux computation is reduced to solving a one-dimensional Riemann problem. In

the following, the x1 coordinate is perpendicular and the x2 and x3 coordinates

are parallel to the discontinuity of the Riemann problem. So only the flux func-

tion F1(U) needs to be considered. The Riemann problem may thus be stated as:

determine U(x1, t) for t > 0 that solves (4.1) for the initial condition

U(x1, 0) =

{
UL for x1 < 0

UR for x1 ≥ 0.

The indices L and R designate the left (x1 < 0) and the right (x1 ≥ 0) side of the

initial discontinuity.

The solution to this problem consists of the so-called simple wave solutions. These

waves propagate with phase speeds equal to the eigenvalues of the Jacobian ma-

trix A(U) := ∇UF1(U) of the flux F1. The Jacobian is given by

A(U) =




0 1 0 0 0

−u2
1 + (γ − 1) |u|

2

2
(3− γ)u1 (1− γ)u2 (1− γ)u3 (γ − 1)

−u2u1 u2 u1 0 0

−u3u1 u3 0 u1 0

u1

(
(γ − 1)|u|2 − γe

)
γe− γ−1

2
(|u|2 + 2u2

1) (1− γ)u1u2 (1− γ)u1u3 γu1




(e.g. Hirsch, 1988b). Since the Euler equations (4.1) are hyperbolic, the matrix A(U)
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has five real eigenvalues,

λ1(U) = u1 − c,

λ2(U) = λ3(U) = λ4(U) = u1, and

λ5(U) = u1 + c,

(A.1)

where c is the speed of sound with c2 = γp/ρ and five corresponding linearly inde-

pendent right eigenvectors,

r1(U) =




1

u1 − c

u2
u3

e + p/ρ− cu1




, r2(U) =




1

u1
u2
u3
|u|2/2




,

r3(U) =




0

0

1

0

u2




, r4(U) =




0

0

0

1

u3




, and r5(U) =




1

u1 + c

u2
u3

e + p/ρ+ cu1




(e.g. Hirsch, 1988b; Sonar, 1997).

As mentioned above, the eigenvalues λk given by equation (A.1) are the phase

speeds of the simple wave solutions of the Euler equations: shock waves, contact

discontinuities and expansion waves also known as rarefaction waves. This means

that their direction of propagation is given by the sign of the λk: negative eigenvalues

correspond to leftward moving waves and positive eigenvalues to rightward moving

ones. This provides the means of splitting the flux F1(U) into a leftwards and

rightwards acting part. To this end, the Jacobian matrix A is diagonalised to

Λ(U) := P−1(U)A(U)P (U) =




λ1 0 · · · · · · 0

0 λ2
. . .

...
...

. . . λ3
. . .

...
...

. . . λ4 0

0 · · · · · · 0 λ5




,

where the diagonalisation matrix P is the concatenation of the right eigenvectors

(e.g. Toro, 1997). The diagonal matrix Λ(U) is now split into two matrices, Λ+ with

only positive or zero eigenvalues and Λ− with only negative or zero eigenvalues:

Λ±(U) := (Λ(U)± |Λ(U)|)/2.
Reversing the transformation via P for the two matrices Λ± gives a splitting of the

Jacobian matrix A into the matrices A±,

A±(U) := P (U) Λ±(U)P−1(U),
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corresponding to the rightwards and leftwards propagating parts of the flux F1(U).

Using this flux splitting into A± the numerical flux function of Osher and Solomon

is defined as

HOS(UL, UR) := H+(UL) +H−(UR)

= F1(UL)−H−(UL) +H−(UR) = F1(UL) +

UR∫

UL

A−(U) dU

= F1(UR)−H+(UL) +H−(UR) = F1(UR)−
UR∫

UL

A+(U) dU

=
1

2


F1(UL) + F1(UR)−

UR∫

UL

|A(U)| dU




(A.2)

where |A| := A+ − A−. The integrals in (A.2) are evaluated along a path Γ in the

space of states O + × O 3 × O + connecting the states UL and UR. Note that the

integration evaluates the part of the functions A±(U) and |A|(U) tangential to the

integration path Γ in the space of states and is not performed component-wise.

Assuming the solution of the underlying Riemann problem is composed of simple

wave solutions, Osher and Solomon proposed to connect the states UL and UR by

a continuous path Γ consisting of five sub-paths Γ1 . . .Γ5 tangential to the corre-

sponding eigenvectors r1, . . . , r5:

Γ =
5⋃

k=1

Γk.

Thus, the integrations in equation (A.2) can be broken down into five integrations

on the sub-paths Γk in direction of the eigenvectors. To evaluate the integrals,

the intersection points of two successive sub-paths Γk and Γk+1, i.e. the start and

end states of the single sub-integrations, are needed. To determine these, another

construct is required: let rk(U) be the kth eigenvector of the Jacobian matrix A(U).

A function Rk ∈ C1( O + × O 3 × O +; O ) with

∇URk(U) rk(U) = 0, U ∈ O + × O 3 × O +, (A.3)

i.e. whose gradient is perpendicular to the eigenvector in the space of states, is

called a k-Riemann invariant. The 1-Riemann invariants—corresponding to the

eigenvector r1(U)—are

R1
1(U) = u1 +

2c

γ − 1
, R2

1(U) = u2, R3
1(U) = u3, and R4

1(U) = s,
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where s = ln(p/ργ) is the specific entropy, the 2-, 3- and 4-Riemann invariants are

R1
2,3,4(U) = u1 and R2

2,3,4(U) = p,

and the 5-Riemann invariants are

R1
5(U) = u1 −

2c

γ − 1
, R2

5(U) = u2, R3
5(U) = u3, and R4

5(U) = s

(e.g. Sonar, 1997; Toro, 1997).

The intersections of the sub-paths Γk, i.e. the starting and ending points of the

integrations on the sub-paths, can be found by using the Riemann invariants: due

to (A.3) a k-Riemann invariant is constant on the corresponding sub-path Γk. Also

note that the integration over sub-paths Γ2, Γ3 and Γ4 can be collapsed into a single

integral due to the linear degeneration in the eigenvalues λ2, λ3 and λ4. Let now

Ua := Γ1 ∩ Γ2 and Ub := Γ4 ∩ Γ5 be the states in the first and last intersection

point of the integration sub-paths Γk, respectively. The first velocity component u1
and pressure p are Riemann invariants for the partial integration paths Γ2, Γ3 and

Γ4 so that uf := ua1 = ub1 and pf = pa = pb can be used to designate their values

in the intersection points Ua and Ub. With R1
1(U) = u1 +

2c
γ−1

= const on Γ1 and

R1
5(U) = u1 − 2c

γ−1
= const on Γ5 and the isentropic law these are obtained as

uf =
quL1/cL + uR1/cR + 2(q − 1)/(γ − 1)

q/cL + 1/cR
and (4.8b)

pf =

(
cL + cR − (uR1 − uL1)(γ − 1)/2

cL/pαL + cR/pαR

)1/α

(4.8d)

with q := (pi/pj)
α and α := (γ − 1)/2γ = R/2cp which were already given in

Section 4.1.1.1. The Riemann invariants R4
1(U) = s = const on Γ1 and R4

5(U) =

s = const on Γ5 yield the densities at the intersection points:

ρa = ρL

(
pf

pL

)1/γ

and ρb = ρL

(
pf

pR

)1/γ

. (A.4)

The other velocity components are Riemann invariants themselves and thus identical

to those of the states UL and UR, respectively. The full states Ua and Ub are given

in equation (4.8c).

Now e.g. the integral
∫ UR

UL
A−(U) dU in (A.2) may be evaluated yielding 16 cases for

the numerical flux function HOS(UL, UR) listed in the Table A.1. The states US
1 and

US
5 are sonic points, i.e. points in the space of states in which the corresponding

eigenvalues λ1 and λ5 change sign on the paths Γ1 or Γ5, respectively. Along the

eigenvectors R2, R3 and R4 the corresponding eigenvalues are constant so that the

integration fully contributes to the numerical flux or not at all.
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uL1 < cL, uR1 > −cR

uf > ca F1(U
S
1 )

ca > uf > 0 F1(Ua) → first case in (4.8)

0 > uf > −cb F1(Ub) → second case in (4.8)

−cb > uf F1(U
S
5 )

uL1 > cL, uR1 > −cR

uf > ca F1(UL)

ca > uf > 0 F1(UL)− F1(U
S
1 ) + F1(Ua)

0 > uf > −cb F1(UL)− F1(U
S
1 ) + F1(Ub)

−cb > uf F1(UL)− F1(U
S
1 ) + F1(U

S
5 )

uL1 < cL, uR1 < −cR

uf > ca F1(U
S
1 )− F1(U

S
5 ) + F1(UR)

ca > uf > 0 F1(Ua)− F1(U
S
5 ) + F1(UR)

0 > uf > −cb F1(Ub)− F1(U
S
5 ) + F1(UR)

−cb > uf F1(UR)

uL1 > cL, uR1 < −cR

uf > ca F1(UL)− F1(U
S
5 ) + F1(UR)

ca > uf > 0 F1(UL)− F1(U
S
1 ) + F1(Ua)− F1(U

S
5 ) + F1(UR)

0 > uf > −cb F1(UL)− F1(U
S
1 ) + F1(Ub)− F1(U

S
5 ) + F1(UR)

−cb > uf F1(UL)− F1(U
S
1 ) + F1(UR)

Table A.1: Numerical flux function of Osher and Solomon.

Since atmospheric flows are sub-sonic (assumption 2 in Section 3.1.1), 14 of the 16

cases in Table A.1 can never occur, leaving only the two middle cases of the topmost

table A.1 as possible branches. Consequently, the sonic points are of no concern

here, but their values can be found elsewhere (e.g. Spekreijse, 1988; Toro, 1997).

The two cases remaining are those already given by equation (4.8a).

Note that the ordering of the sub-paths Γ1 . . .Γ5 is relevant since for different or-

derings the intersection points will be different. The original article of Osher and

Solomon (1982) used an ordering usually referred to as the O-ordering (for ‘original’

or ‘Osher’ ordering). The ordering discussed above and used in a3m is the so-called

P -ordering (for ‘physical’ ordering). It is preferred more in recent works since it

has a physically more plausible behaviour in extreme cases, e.g. p → 0 (Spekreijse,

1988; Toro, 1997).
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Dynamic Grid Adaption

In a3m’s stage of development presented in this work, it can compute atmospheric

flows on locally refined but static block-structured grids. To adapt the grid dy-

namically with time as the solution evolves regions of the computational domain

have to be identified that need refinement or that may be coarsened. Basically, the

resolution should be adjusted, such that the error on a grid of mesh size h

eh := Uh − U,

i.e. the difference between the numerical solution Uh and the analytical solution U

of the differential equation, should always be within certain bounds. If ||eh|| is too
high within some region of the computational domain, the approximate solution

becomes inaccurate, and resolution should be increased locally. If it is very low in

some part of the domain, the effort spent on computing the numerical solution could

be significantly decreased while still getting an acceptable result using a coarser local

resolution. Since the error eh cannot be computed itself without knowing the exact

solution, an estimate ηh of the error has to be employed instead. A reliable error

estimate controls the error, i.e.

||eh|| ≤ C1ηh (B.1)

with a constant C1. This may still result in a dramatic overestimation of the error

and thereby much too fine grids. For practical purposes the efficiency of an error

estimator, i.e.

C2ηh ≤ ||eh||
with a constant C2, is a very desirable property. For the class of problems under con-

sideration here, i.e. systems of non-linear hyperbolic equations, no such estimator

is known to date.

A multitude of approaches towards constructing an error indicator has been inves-

tigated including extension of the residual based framework of error estimation for

elliptic problems developed from the finite element approximations (e.g. Sonar and

Süli, 1998), estimation of higher-order derivatives (e.g. Doleǰśı, 1998; Muzaferija and

Gosman, 1997; Muzaferija, 1994) and estimating the source of errors by Richard-

son extrapolation as suggested by Berger and Oliger (1984). The latter approach

was already successfully applied to the atmosphere (Skamarock and Klemp, 1993;

Skamarock, 1989).
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The strategy used by a3m is based on the ENO idea already used for computing the

recovery polynomial. As mentioned in Section 4.1.1.2, the ENO interpolation pro-

cedure chooses the interpolation stencil such that it does not include discontinuities

of the interpolated function or its derivatives (Harten, 1996). For linear recover-

ies (4.10) used by a3m this includes the first derivative only: the ENO method

tries not to interpolate across jumps and corners in the function to interpolate. For

refinement indication the recovery on a cell is tested if it can reproduce the cell

averages of its neighbours: for the moment the linear recovery Pi(x) is assumed to

extend beyond the cell Ti and is evaluated at the centre of gravity cj of a neighbour-

ing cell Tj, j ∈ N (i), as is shown in Figure B.1. If the value Pi(cj) obtained hereby

differs from the cell average Uj, this cell has been rejected during the recovery step

by the ENO mechanism. This means that the approximated function is more likely

to exhibit a jump or bend between the cells i and j than between cell i and other

neighbours—the ones that have been chosen for the recovery.

Formally, the refinement indicator on a cell i is

ηi(x) := max
j∈N (i)

||Pi(cj)−Wj||. (B.2)

Should be coarsened

Needs refinement

Figure B.1: Refinement indication using the ENO recoveries on each cell.

Where the approximated solution displays a high curvature in space, the indicator ηh of

equation (B.2) yields high values. On the other hand, parts linear in space give ηh = 0

because they can already be represented perfectly with a second order of approximation.
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This is not a true error estimator, it is merely a heuristic procedure indicating

where refinement or coarsening should be performed. It is not completely unlike the

estimation of higher order derivatives as proposed by e.g.Doleǰśı (1998) or Muzaferija

and Gosman (1997): it indicates the places where the used order of approximation

does not represent the data well. But due to the employment of the ENO recovery,

the above procedure is more related to multi resolution representations derived

from the interpolation frameworks of approximation theory (Harten, 1996). These

locally increase the resolution of sampling points of the interpolated function if the

order of approximation is not sufficient to accurately represent it, i.e. where the

function is not smooth enough. Condition (B.1) is probably not guaranteed by

the indicator (B.2) because of the hyperbolic nature of the equations: as seen in

Section 5.1, not only the solution is propagated in space with time but also the error.

Although the indicator (B.2) is suitable to bound the sources of errors, the error

originating from different regions in the computational domain might still converge

and accumulate in some place.



Appendix C

Software Model

and Implementation

From a certain point of view a3m is nothing but a computer program, a piece of

software. From that perspective, utilising methodology from software engineering

for the construction of a3m and employing a software development process seems

reasonable; at least as a part of a3m’s development as outlined in Chapter 1 and

Figure 1.3. But existing software development processes (e.g. Larman, 1998) focus

mainly on business applications and not on scientific software such as an atmospheric

model. They employ a use-case driven approach to partition the complexity of a

project into manageable tasks. There is basically only one use-case for a3m: a

scientist conducts a simulation. Consequently, the use-case oriented development

processes are not applicable without modification.

C.1 Design, Complexity and Responsibility

Since there is only one use-case, the reduction of complexity by use-cases to derive

single design, implementation and testing tasks is not applicable for the develop-

ment of a3m. Other approaches of partitioning the complexity of the problem to

implement, the discrete model (Figure 1.3 and Chapter 4), into manageable units

are

• to start with fewer spatial dimensions,

• to strip off functionality and program features that are not essential for ob-

taining first simulation results or even

• using a simpler physical problem than the atmospheric flow equations.

As an example, the implementation of a3m was begun with a one-dimensional ad-

vection equation and later the Burgers equation (5.1).

With this relatively low-complexity system the possibilities of implementing the

numerical methods described in Chapter 4 have been explored. For this purpose,

a conceptual model (see the ‘Software Model’ in Chapter 1 and Larman, 1998)

was developed and fixed using the unified modelling language (UML) (UML, 1997;

UML RTF, 1999). UML provides fairly general methods and notations for describing
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processes and structures of all kinds so that some process can be first modelled and

then that model can be implemented. The model is represented mainly using various

kinds of diagrams. Figure C.1 shows the overall structure of a3m in the form of a

package diagram. The functionality is grouped into five different categories:

• the physical problem at hand (advection, Burgers or Euler equations),

• input and output of model parameters, logging information and results,

• the FV solver for computing recoveries, fluxes and source terms,

• the grid with cells, faces, vertices and their neighbourship relations and

• memory management.

The program parts implementing this functionality are put into the corresponding

packages shown in Figure C.1. The dashed arrows in the Figure express dependen-

cies, i.e. package ‘solv’ needs, uses and relies on the packages ‘problem’ and ‘grid’

to provide the functionality in its responsibility.

Contains the FV solver 
and other numerical 
components

The computational grid, 
blocks, connections, 
cells, and faces

A uniform interface to 
the underlying memory 
management

solver

mem

problem

grid

io

The physical 
problem and 
related concepts

Input / Output

Figure C.1: Hierarchy of packages: the large-scale architecture of a3m.
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Figure C.2 shows a class diagram of the ‘grid’ package. The diagram is on the

conceptual level: it is part of the analysis of the FV scheme developed in Chapter 4.

So it shows concepts and their interrelations rather than actual classes used for

the implementation. Note the close correspondence between the concepts displayed

in the figure and the terms used to formulate the FV method of a3m: grid, cell,

face, neighbours, etc. and for locally refined grids by block-structuring: blocks and

connections.

Figures C.1 and C.2 are static diagrams. They show concepts and components of

a3m and their static relations but provide no information on the dynamic behaviour

of the program: to accomplish a specific task the components have to act together.

As an example, Figure C.3 shows instances of concepts (partially featured in Fig-

ure C.2) collaborating to achieve the computation of tendencies. The figure shows

the sequence of actions taken for the Euler forward time integration (Section 4.3).

The different components participating in a collaboration contribute different parts

of the functionality realised by the collaboration as a whole. Which component

is responsible for which part of the functionality is mostly a question of which

BlockStructuredGrid

Block

Cell

centre
volume

Connection

Face

centre
normal
surface

Vertex

coordinates

1..*

<<implicit>>
bounds

<<implicit>> 12

connects

1..*

1

2..*

1

1..*

<<implicit>>

1

1..*
    has_neighbours

1

1..*

1

0..*

<<implicit>>

    has_corners

<<implicit>>
has_corners

1

3..*

Figure C.2: Conceptual model of the FV grids of a3m.

The stereotype ‘¿implicitÀ’ means that the relations do not need to be explicitly repre-

sented in the implementation. They are implied by the structure of the grid.
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recOp : RecoveryProcess: EulerForwardIntegrator srcFun : SourceFunction: BlockStructuredGrid fluxFun: FluxFunction: Connection: Block

apply()*[for each stencil] 

apply( stencil )*[for each stencil] 

apply( cell )*[for each Cell] 

computeRecoveries(  recOp ) 

computeFluxes(  fluxFun ) 

computeSources( srcFun ) 

apply(  cell1,  cell2,  face )*[for each Face] 

apply(  cell1,  cell2,  face )*[for each Face] 

computeRecoveries(  recOp )*[for each Connection] 

computeFluxes(  fluxFun )*[for each Connection] 

computeRecoveries(  recOp )*[for each Block] 

computeFluxes(  fluxFun )*[for each Block] 

computeSources(  srcFun )*[for each Block] 

Figure C.3: Sequence diagram for the time integration process: computing the tendencies.
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component has the required information to accomplish the task: if the required

information is not known at some point, it has either to be queried and gathered

from known sources or the task or a part thereof has to be delegated. For the

example shown in Figure C.3 a BlockStructuredGrid is the only construct that

has knowledge of Blocks and Connections. But it holds no other informations and

therefore simply delegates the tasks of computing the recoveries, fluxes and source

terms to its Blocks and Connections. Those in turn have information about the

neighbour relationships between cells and faces. So it is their responsibility to pass

the right combinations of cells and faces to the respective components of the FV

solver, RecoveryProcess, FluxFunction and SourceFunction. As outlined in Sec-

tion 4.2, the solver components do not need and therefore have no knowledge of the

grids structure. Their responsibility lies in evaluating the terms of the FV scheme.

To perform their tasks they operate merely on interpolation stencils, recovery poly-

nomials, average values, cells (with a volume and centre), faces (with surface area,

centre and normal vector), etc.

For details on the UML notations employed in the above diagrams see the UML

notation guides UML (1997) and UML RTF (1999).

C.2 Implementation Issues

For the implementation of a3m the C++ programming language (ISO/IEC, 1998;

Stroustrup, 1997; Josuttis, 1999) was chosen. It directly supports the object-oriented

(OO) paradigm so that the designs outlined in Section C.1 can be realised directly

in the programming language without additional constructs or conventions. An

additional advantage is the support of generic and generative programming by C++

templates. Extensive use is made of this special construct in the implementation of

a3m. It is one of the key features for achieving the high degree of extensibility and

flexibility in the program.

The code of a3m conforms to the ISO C++ standard (ISO/IEC, 1998). This ensures

high portability to different hardware platforms as long as they provide a standards

compliant compiler. Additionally, coding conventions were defined and used to

enable a more uniform use of language constructs and guarantee a mostly uniform

appearance of the code. This enhances code readability and eases the comprehension

of the program.



Notations and Symbols

The following table summarises the notations used througout this work and gives a

list of the symbols designating the different variables and constants.

Notations

O , O + the sets of real numbers and of positive real numbers

a = (a1, a2, a3)
T a vector in physical space O 3 (a column vector)

aT transpose of a vector: convert column to row vectors and

vice versa

|a| length (Euclidian norm) of a vector

A = (Aij) a matrix with the elements Aij

A−1 inverse of the matrix A

AT = (Aij)
T := (Aji) transpose of the matrix A

a(x) a field: a function x→ a(x), O 3 → O n of physical space,

where the point in space is identified by the vector of

coordinates x ∈ O 3

∂t partial differentiation operator with respect to time

∂xi
partial differentiation operator with respect to the ith

spatial coordinate

∇ = (∂x1
, ∂x2

, ∂x3
)T partial differentiation operator with respect to all spatial

coordinates (to form divergences and gradients)

∇U Jacobian operator (partial derivatives with respect to U)

∂X boundary of a set X

X = X ∪ ∂X closed set X, i.e. X including its boundary
◦

X = X \ ∂X opened set X, i.e. X without its boundary∫
X
a(x) dx integral of a field a(x) over all points x ∈ X of a subset

X ⊆ O 3 of physical space; in this work a surface or

volume integral

|X| :=
∫
X
dx ‘content’ of a set X: for cells and faces the specialised

terms ‘volume’ and ‘surface area’ are used, respectively

Symbols of Variables & Constants

ci :=
∫
Ti

x dx/|Ti| centre of gravity of the cell Ti
cij :=

∫
Sij

x dx/|Sij| centre of gravity of the face Sij

c :=
√

γp/ρ speed of sound

cp specific heat at constant pressure

cV specific heat at constant volume
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e = u + |u|2/2 specific total energy

Fl(U) advective flux in lth coordinate direction

Gl(U) turbulent flux in lth coordinate direction

g = (g1, g2, g3)
T Earth’s acceleration of gravity

Kij turbulent exchange coefficient of the ith momentum

components in the jth coordinate direction (and vice

versa).

Kej turbulent mixing coefficient of total energy e in the jth

coordinate direction.

k turbulent (sub-grid-scale) kinetic energy

l turbulent mixing length (Section 3.3)

nij normal vector on the face Sij
Pi(x) recovery polynomial on cell Ti
p pressure

p(0), p(1) basic state and derivation pressures: p = p(0) + p(1)

R := cp − cV specific gas constant

Sij common face of cells Ti and Tj
s := ln(p/ργ) specific entropy (thermodynamic)

Ti, Tj cells of the computational grid

T real temperature

T(0),T(1) basic state and derivation temperatures: T = T(0) + T(1)

U := (ρ, ρu, ρe)T the ‘unknown’: vector of conserved variables

Ui :=
∫
Ti

U dx/|Ti| average value of U on cell Ti
u = (u1, u2, u3)

T flow velocity

u∗ friction velocity

û = (û1, û2, û3)
T flow velocity in rotated coordinates

u specific inner energy

x = (x1, x2, x3)
T a point in physical space designated by its position vector

with the coordinates x1, x2 and x3

δij Kronecker symbol, δij = 1 if i = j, and 0 otherwise

εijk Levi-Civita symbol,

εijk = +1 if (i, j, k) ∈ {(1, 2, 3), (2, 3, 1), (3, 1, 2)},
εijk = −1 if (i, j, k) ∈ {(1, 3, 2), (2, 1, 3), (2, 1, 3)},
and 0 otherwise

γ := cp/cV ratio of specific heats

Θ := T (p/pΘ)
R/cp potential temperature, pΘ = 1000 hPa

Θ(0),Θ(1) basic state and derivation potential temperatures:

Θ = Θ(0) +Θ(1)

π := (p/p0)
R/cp Exner function

κ von Kármán constant: a3m uses κ = 0.4
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ρ density

ρ(0), ρ(1) basic state and derivation densities: ρ = ρ(0) + ρ(1)

τij turbulent flux of the ith momentum components in the

jth coordinate direction (and vice versa).

τej turbulent flux of total energy e in the jth coordinate

direction.

Ω = (Ω1,Ω2,Ω3)
T Earth’s angular velocity
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