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Abstract

The main objective of this study is to produce the information about physical properties of the Adriatic Sea using a coupled ocean-atmosphere limited-area model, and to assess its sensitivity to the coupling scheme in comparison with its sensitivity to changes in the horizontal resolution of the atmospheric model. The oceanographic model outputs were validated with good agreement using satellite observations and climatological analyses; while the validation of atmospheric model outputs reveals good agreement with climatological calculations and estimates and with measurements at meteorological stations. The sensitivity analysis demonstrates that the coupled model gives a superior simulation of oceanographic parameters, in particular close to the sea surface, in comparison with the one-way forcing, even with a high-resolution atmospheric model. On the other hand, the improvement of the simulation of atmospheric parameters at coastal meteorological stations due to the coupling scheme is less significant.
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Chapter 1

Introduction

The diverse economic activities in the Adriatic Sea, which include industry, fishing, transport and tourism, and the high density of the population along its coasts, require the assessment of the oceanographic environmental conditions with the highest possible precision. For instance, oceanographic environmental conditions determine the eutrophication which is the main environmental problem in the Adriatic Sea (EEA 1999). Furthermore, in the Adriatic Sea physical processes significantly influence biogeochemical processes (Zavaratelli et al. 2001), and the description of high fluxes of material in a complex coastal area like the Adriatic Sea requires additional high quality information about the interaction between the sea and the atmosphere.

1.1 Geography, climatology from data and previous modelling studies of the Adriatic Sea

The Adriatic Sea is a semi-enclosed sea connected with the rest of the Mediterranean through the Otranto Channel at the south. It has the elongated shape in the north-west direction starting from the Otranto Channel at the south-east. The length of the Adriatic Sea is approximately 700km and its mean width is approximately 200km. Its bottom topography is displayed in Fig.1.1. The north part of the Adriatic Sea is shallow with the average depth of 30m. The bottom has a gentle slope between the very shallow northern part and the central part with the 200m deep Pomo Depression. Further to the south-east the central part is divided from the southern part by the 120m deep Palagruza Sill. The
Southern Adriatic Depression with the maximum depth of approximately 1200m is connected to the Mediterranean by the 100km wide and approximately 500m deep Otranto Channel. While the western coast of the Adriatic is shallow and sandy, the eastern coast is rocky with the larger bottom slope along the coast.

Figure 1.1: The bottom topography (depth in m) of the Adriatic Sea.

The Adriatic Sea is surrounded by the Apennines on the west, by the Alps on the north and by the Julian Alps and the Dinaric Alps on the east (Fig.1.2). This complex topographic surrounding determines a complicated and orography controlled wind field over the Adriatic Sea. The most prominent winds are the north-east wind (Bora), and the south-east wind (Scirocco). The Bora wind is a strong episodic downslope katabatic wind blowing from the eastern coast towards the sea. It is strongly channelled by mountain ridges and valleys along the eastern coast. On the other hand, the Scirocco wind blows almost uniformly over the Adriatic Sea. However, due to the mountain blocking by the Dinaric Alps and the Julian Alps at the eastern coast, the maximum of the wind velocity is close to the eastern coast in the middle of the Adriatic Sea. Furthermore, due to the blocking by the Alps on the north, in the Northern Adriatic the south-east direction of the Scirocco wind may change into the north-east direction. At the end of summer
the north-western wind (Maestral) blows along the eastern coast.

Several rivers discharge into the Adriatic. On the eastern coast the river inflow is mostly spread along its southern part in Albania, while on the western coast major rivers are in the northern part of basin. The largest river is Po with the river mouth at the north-western edge of the Adriatic Sea (Fig.1.2).

Figure 1.2: The topography surrounding the Adriatic.

Artegiani et al. (1997a,1997b) performed an analysis of seasonal climatological physical properties of the Adriatic Sea, based on historical data sets. In the first part of their study Artegiani et al. (1997a) analysed the heat and momentum fluxes by arbitrarily combining several historical atmospheric data sets and using a bulk formula selected by Castellari et al. (1998). They calculated the climatological yearly averaged heat loss in the Adriatic of about \(-19\text{Wm}^{-2}\). This value is in relatively good agreement with the climatological heat loss of \(-22\text{Wm}^{-2}\) previously estimated by May (1986). In Artegiani et al. (1997a) the maximum heat loss is along the western coast during winter-spring months. To achieve the climatologically steady state, in which the temperature does not deviate from the climatological mean, the large annual surface cooling in the Adriatic Sea requires the inflow of the relatively warm water through the Otranto Strait.
from the south.

In another study Maggiore et al. (1998) analysed the heat fluxes in the Adriatic Sea using ECMWF analyses in a four-year period (1991-1994). Their calculation results in a similar four-year mean heat flux of $-17Wm^{-2}$, but there is a relatively large oscillation in yearly averaged values, which change between the yearly averaged heat loss of $-26Wm^{-2}$ in 1993 and the yearly averaged heat gain of $4Wm^{-2}$ in 1994.

Both studies, Artegiani et al. (1997a) and Maggiore et al. (1998), show a large seasonal change of the heat flux over the Adriatic Sea, governed by the change in the magnitude of the short wave radiation. The Adriatic Sea loses heat from October until March with the maximum heat loss in December and it gains heat during the rest of the year with the maximum heat gain in June. Maggiore et al. (1998) found that the major change of the yearly averaged value between single years was the consequence of the large yearly change in the sensible heat and the latent heat components of the total heat flux.

In the Adriatic Sea the river runoff and the precipitation exceed the evaporation, resulting in the positive fresh water flux. Zore-Armanda (1969) estimated the yearly averaged fresh water flux at approximately $0.5m$, while Raicich (1996) estimated that the yearly averaged fresh water flux was between $0.65m$ and $1.1m$. Furthermore, Raicich (1996) estimated that the yearly river runoff was $1.17m$ and that the yearly averaged evaporation and the yearly averaged precipitation had similar magnitudes. Artegiani et al. (1997a) also found a small yearly averaged difference between the evaporation and the precipitation of $0.15m$. On the other hand, in the calculation by Maggiore et al. (1998) the yearly averaged difference between the evaporation and the precipitation is $0.88m$, resulting in a large reduction in the estimate for the yearly averaged fresh water flux in the Adriatic. Large differences between the fresh water fluxes calculated in different studies are the consequence of large differences between the latent heat fluxes and the precipitation data originating from different meteorological data sets.

We may define three main water masses in the Adriatic Sea: surface, intermediate and deep (Artegiani et al. 1997b). The hydrological characteristics of the surface water mass are mainly defined by the positive fresh water flux at the surface, the hydrological characteristics of the intermediate water are mainly defined by the inflow of the Levantine intermediate water and those of the deep water by the dense water formation and the deep circulation.

The circulation in the Adriatic Sea is mainly cyclonic (Zore 1956, Buljan and
Zore-Armanda 1976, Artegiani et al. 1997b, Poulain 2001) with the northward flow along the eastern coast and the southward return flow along the western coast. The circulation creates three cyclonic gyres with centres in the southern, in the central and in the northern section (e.g. Artegiani et al. 1997b). The most pronounced surface current is the Western Adriatic Current starting from the Po river mouth. In winter it is confined to the coast and it is limited to the North Adriatic, while in summer it is the most intense spreading more offshore and towards the South Adriatic. The South-eastern Adriatic Current is the most intense in autumn. The position of main gyres and surface currents is sketched in Fig.1.3.

Figure 1.3: Main features of the surface circulation. Northern, central and southern cyclonic gyres are labelled 1, 2 and 3. The Western Adriatic Current is labelled 4 and the South-eastern Adriatic Current is labelled 5.

Modelling studies of the circulation in the Adriatic Sea started by Malanotte-Rizzoli and Bergamasco (1983), who found that during winter both thermohaline and wind forcing influenced the circulation in the North Adriatic. Several process studies have investigated the impact of the most dominant winds on the circulation in the Adriatic Sea using numerical models (Schimpf et al. 1992, Bone
1993, Kuzmic 1991, Orlic et al. 1994, Bergamasco and Gacic 1996). Vested et al. (1996) applied a process study with a numerical model, to investigate the dense water formation process in the North Adriatic, and Kourafalou (1999) made a process study with an ocean model to investigate the spreading of the Po river plume under the influence of the most dominant winds. The relative importance of the influence of the wind and of the river inflow on the winter circulation in the North Adriatic is investigated in a process study by Zavaratelli et al. (1999) and in a case study by Beg-Paklar et al. (2001).

In a modelling study Zavaratelli et al. (2002) performed simulations of the Adriatic Sea circulation in diagnostic and prognostic modes, using realistic heat flux and wind stress forcing fields. Their study confirmed the importance of both the barotropic and baroclinic forcing on the surface circulation in the Adriatic. Furthermore, it emphasised the importance of the atmospheric forcing which strongly influences the large spatial and temporal variability of the circulation.

1.2 Motivation for this study

To model the ocean circulation in coastal areas surrounded by the complex topography like the Adriatic Sea, it is necessary to provide the meteorological forcing which accounts for the complex influence of local conditions and which reflects the high temporal and spatial variability of forcing fields. However, the traditional approach is often limited to the use of the available meteorological forcing data from relatively coarse resolution global circulation models (e.g. Zavaratelli et al. 2002). The highest horizontal resolution of surface fields available from global circulation models is approximately 50 kilometres in the case of the reanalyses and the analyses originating from the T213 ECMWF model, but the typical horizontal resolution of these models for the Adriatic Sea is of the order of 100 kilometres. These typical resolutions of global data sets may be insufficient to accurately describe all important processes that govern the circulation in coastal areas.

One possibility to improve the accuracy of the ocean model simulation is to apply atmospheric limited area models with the high horizontal resolution in the area surrounding the sea (e.g. Horton et al. 1997). These models may have lateral boundary conditions calculated by global circulation models with coarser horizontal resolution. In this way it is possible to provide meteorological forcing
data sets with locally higher temporal and spatial resolutions than those available from global data sets.

However, even with this improvement the meteorological forcing is calculated using the sea surface temperature which is different from that which is later simulated by the ocean model. The heat flux computed by the atmospheric model is completely independent of the sea surface temperature simulated by the ocean model. A possible consequence of this inaccuracy in the computation of surface heat and momentum fluxes is that the temperature and the circulation in the ocean model may deviate from the realistic value. One solution for this problem is to add an artificial term in the prognostic equation for the temperature in order to relax the surface temperature towards the climatological value (e.g. Oberhuber 1988). However, in areas with the strong advection of temperature at the surface of the ocean, the inclusion of the relaxation term may introduce large errors (Killworth et al. 2000).

Another solution and the step forward in the oceanographic simulation in coastal areas may be the interactive simulation by directly coupling the ocean and the limited area atmospheric model. In this case the ocean-atmosphere interaction is explicitly simulated by the coupled model, and surface heat and momentum fluxes are calculated using the sea surface temperature simulated by the ocean model and atmospheric parameters simulated by the atmospheric model. In this way all simulated parameters are dependent on each other through common physical parameterisations.

Relatively coarse resolution global coupled ocean-atmosphere models have become an important tool for global climate simulations. One of the major problems appearing in global climate simulations with coupled ocean-atmosphere models is the occurrence of large climate drifts during the simulation of the current climate. Climate drifts have been alleviated by the use of flux adjustments (e.g. Sausen et al. 1988, Manabe et al. 1991). Recently, several models have demonstrated the ability to produce present climate simulations without flux adjustments, which do not diverge from the observed climate (e.g. Barthelet et al. 1998, Boville and Gent 1998). The main reason for the improvement of the simulation quality is the increased horizontal resolution of global coupled models and the improved parameterisation schemes.

On the other hand, in simulations of the circulation in coastal areas, limited area coupled ocean-atmosphere models have been used much less frequently. Hodur (1997) coupled a non-hydrostatic atmospheric model with a coastal ocean
model. Lionello and Malguzzi (1997) coupled the BOLAM atmospheric limited area model with the Princeton Ocean Model to perform forecasts in the Mediterranean. In Nitz (1998) the METRAS non-hydrostatic atmospheric model was coupled with the German Bight oceanographic model to study the sensitivity of surface fluxes and their influence on the oceanographic simulation to the coupling scheme. Bender et al. (2000) and Bao et al. (2000) performed hurricane simulations using high resolution coupled ocean-atmosphere models. In Dobricic et al. (1998) a coupled limited area model was developed using the ISPRAMIX ocean model and it was tested in the Adriatic in the simulation of the high sea level in Venice with the coastal flooding. A common feature of all simulations with high resolution coupled limited area ocean-atmosphere models in coastal areas is that they are performed only for a relatively short simulation period which is usually only several hours or days long. The main reason for performing only short term simulations is that the use of the high horizontal resolution atmospheric model typically requires very fast computers.

Contrary to previous studies with high resolution limited area coupled models, the main objective of this study is to investigate the influence of the coupling method on the simulation of oceanographic fields in the Adriatic Sea for the longer simulation time period of one year. In this way, using statistical analyses, it may become possible to more precisely quantify and better understand the influence of the interactive ocean-atmosphere coupling on the improvement in the simulation result.

In the study, the outputs of simulated fields originating from the coupled model simulation in the Adriatic Sea will be validated and statistically compared with outputs originating from simulations by the one-way forcing. The improvements in accuracy of the simulation obtained by the coupled model will be compared with the improvements obtained only by the use of the higher horizontal resolution in the atmospheric model.

The coupled model is described in Chapter 2., starting with the description of model equations and numerical schemes used in the oceanographic model and in the atmospheric model. The description of the coupling scheme is given in the last section of Chapter 2.

The model set-up in the Adriatic Sea is described in Chapter 3. It gives information on the horizontal and on the vertical resolution of the oceanographic model, on the low and on the high horizontal resolution atmospheric model set-up and on initial and boundary data sets. One subsection describes the method used
to calculate the fresh water inflow from rivers that discharge into the Adriatic Sea. The last section of Chapter 3. contains the description of the calculation of surface heat and momentum fluxes from ECMWF reanalyses used in the control experiment.

In Chapter 4. oceanographic outputs of the coupled model are compared with measurements, climatological data and with results of other modelling studies in the Adriatic. Surface heat fluxes are compared with other calculations and climatological estimates. Furthermore, measurements at several meteorological stations along the coast of the Adriatic Sea are used to validate meteorological parameters simulated by the atmospheric model.

In Chapter 5. oceanographic and atmospheric outputs of the model experiments are compared with observations and climatological data to evaluate the sensitivity of the model results to the use of the fully coupled scheme to compute surface heat fluxes and the wind stress.
Chapter 2

Description of the coupled model

2.1 Ocean model

2.1.1 Main model equations

The ISPRAMIX ocean model is a free surface model developed for coastal applications. Initially, it has been partially based on the model of Backhaus (1985) and the model of Nihoul (1986). Its development and numerical schemes are described in Eifler and Schrumpf (1992) and Demirov et al. (1998). The main model equations are based on the hydrostatic and Boussinesq approximations:

\[
\frac{\partial \mathbf{v}}{\partial t} + \nabla (\mathbf{v} \cdot \mathbf{v}) + \frac{\partial}{\partial z}(w \mathbf{v}) + f \mathbf{k} \times \mathbf{v} = \frac{1}{\rho_0} \nabla p + \frac{\partial}{\partial z} \left( \varepsilon_m \frac{\partial}{\partial z} \mathbf{v} \right) + \mathbf{F}_v \tag{2.1}
\]

\[
\frac{\partial p}{\partial z} = -g \rho \tag{2.2}
\]

\[
\nabla \cdot \mathbf{v} + \frac{\partial w}{\partial z} = 0 \tag{2.3}
\]

\[
\frac{\partial T}{\partial t} + \nabla \cdot (\mathbf{v}T) + \frac{\partial}{\partial z}(wT) = \frac{\partial}{\partial z} \left( \varepsilon_h \frac{\partial T}{\partial z} \right) + \nabla \cdot (\varepsilon_h \nabla T) \tag{2.4}
\]

\[
\frac{\partial S}{\partial t} + \nabla \cdot (\mathbf{v}S) + \frac{\partial}{\partial z}(wS) = \frac{\partial}{\partial z} \left( \varepsilon_h \frac{\partial S}{\partial z} \right) + \nabla \cdot (\varepsilon_h \nabla S) \tag{2.5}
\]

\[
\rho = \rho(T, S, p). \tag{2.6}
\]

In (2.1-2.6) \( \mathbf{v} \) is the horizontal velocity vector, \( w \) is the vertical velocity component, \( p \) is the pressure, \( \rho \) is the density, \( \rho_0 \) is the reference density, \( T \) is the potential temperature, \( S \) is the salinity, \( \varepsilon_m \) and \( \varepsilon_h \) are the vertical turbulent
viscosity and the vertical turbulent diffusivity, $\varepsilon_h^v$ is the horizontal turbulent diffusivity, $F_v$ is the horizontal viscosity and $I$ is the short wave solar radiation. The equation of state (2.6) is the UNESCO formula (UNESCO 1981). At the bottom and at the coast the no-slip boundary condition is specified for the velocity, and the no-flux boundary condition for tracers $T$ and $S$. Fluxes of the momentum, the heat and the salt at the surface are:

$$
\varepsilon_m^v \frac{\partial v}{\partial z} = -\frac{\tau_s}{\rho_0}, \quad \varepsilon_h^v \frac{\partial T}{\partial z} = -\frac{Q_h^s}{C_p \rho_0} \quad \text{and} \quad \varepsilon_h^v \frac{\partial S}{\partial z} = -Q_s^s,
$$

(2.7)

where $\tau_s$ is the wind stress.

### 2.1.2 Numerical implementation

**Space discretisation**

It is assumed that the top surface follows the free sea surface and that all numerical cells have variable vertical thickness due to the sea surface movement. The vertical coordinate is defined by:

$$
\sigma = \left(1 + \frac{\eta}{H}\right) z,
$$

(2.8)

where $\sigma$ is the vertical coordinate, $\eta$ is the surface elevation and $H$ is the depth of the ocean corresponding to the zero surface elevation. Assuming that the bottom is composed of the topography represented by boxes, the relation between the vertical velocity $\dot{\sigma}$ in the $\sigma$ coordinate system and the vertical velocity $\dot{w}$ in the $z$ coordinate system is given by:

$$
\dot{\sigma} = \left(1 + \frac{\eta}{H}\right) \dot{w} + \dot{\eta} \frac{z}{H}.
$$

(2.9)

The vertical coordinate is schematically displayed in Fig.2.1.

Model equations are discretised using the C-grid in horizontal. Discretised equations are:

$$
\delta_t(hu) - h f \Phi^\lambda \varphi^u = h \delta_z (\varepsilon_m^v \delta_z u)
$$

(2.10)

$$
\delta_t(hv) + h f \Phi^\lambda \varphi^v = h \delta_z (\varepsilon_m^v \delta_z v)
$$

(2.11)

$$
\delta_t(h) + \delta_\lambda(uh) + \frac{1}{\cos \phi} \delta_\phi (v h \cos \phi) + h \delta_z \dot{w} = 0,
$$

(2.12)
\[ \sigma = 0 \]
\[ \sigma = H + \eta \]

Figure 2.1: The sketch of the model vertical coordinate.

\[
\begin{align*}
\delta_t (hT) + \mathcal{L}(T) - h \nabla (\varepsilon_h^b \nabla T) &= h \delta_z (\varepsilon_h^b \delta_z T) \quad (2.13) \\
\delta_t (hS) + \mathcal{L}(S) - h \nabla (\varepsilon_h^b \nabla S) &= h \delta_z (\varepsilon_h^b \delta_z S), \quad (2.14)
\end{align*}
\]

where

\[
\begin{align*}
\varphi^u &= -\mathcal{L}(u) + \frac{huv \tan \phi}{a} - \delta_\lambda P + hF^u, \quad (2.15) \\
\varphi^v &= -\mathcal{L}(v) + \frac{hu^2 \tan \phi}{a} - \delta_\phi P + hF^v, \quad (2.16) \\
\tilde{w} &= w + \delta_t \tilde{z} + u \delta_\lambda \tilde{z} + \frac{v}{\cos \phi} \delta_\phi \tilde{z} \cos \phi, \quad (2.17) \\
\mathcal{L}(\alpha) &= \delta_\lambda (hua) + \frac{1}{\cos \phi} \delta_\phi (hua \cos \phi) + h \delta_z (\tilde{w} \alpha) \quad (2.18)
\end{align*}
\]

In (2.10-2.18) \( \lambda \) and \( \phi \) are the longitude and the latitude, \( a \) is the earth radius, \( h \) is the model layer thickness and \( \delta \) indicates the finite differencing operator.

The horizontal advection of scalars may be calculated using the first order accurate upwind scheme, the central differencing scheme, the third order accurate upwind scheme (Leonard 1979) and the MPDATA scheme (Smolarkiewicz and Grabowski 1990). The momentum advection may be calculated using the energy conservative central differencing scheme or the first order accurate upwind scheme.

**Time integration**

The integration with time of momentum equations and the continuity equation is performed by splitting the calculation into the two-dimensional calculation...
of the external waves from vertically integrated momentum and continuity equations using the micro (short) time step and into the three-dimensional prognostic calculation of momentum components and tracers using the macro (long) time step.

The two-dimensional calculation is made using the explicit forward-backward time stepping for gravity waves with the micro time step limited by the speed of gravity waves in the deepest point of the model. At each micro time step the Coriolis term is calculated using an implicit scheme for the evaluation of horizontally averaged vertically integrated momentum components (Backhaus 1985). The vertical integral of advection and viscous terms is calculated at the beginning of the marching by the micro time step, and it is kept constant during the macro time step.

The advection and the horizontal diffusion are calculated using the forward in time scheme and the vertical diffusion is calculated using the implicit integration with time.

**Boundary conditions**

At internal coastal boundaries the zero gradient boundary condition is used for tracers and surface elevation. The momentum component perpendicular to the coast is set to zero at the coastal boundary, and this value is used in the calculation of the horizontal diffusion.

At the open boundary the Orlanski radiational boundary condition is applied for the surface elevation and vertically integrated velocity components (Demirov et al. 1999), and for tracers there is a possibility to chose between the inflow-outflow condition, the zero gradient condition and the relaxation towards the boundary value for tracers.

**Parameterisation of vertical mixing**

The turbulence model used in ISPRAMIX is based on the prognostic equation for the turbulent kinetic energy $K$ and relations for the turbulent length scale $L$, the vertical viscosity $\epsilon^m_v$ and the vertical diffusivity $\epsilon^h_v$. The model is developed by Eifler (1993) and Eifler et al. (1991) starting from the model of Nihoul (1986).
The prognostic equation for the turbulent kinetic energy is:

$$ \frac{\partial K}{\partial t} + \nabla \cdot (vK) + \frac{\partial}{\partial z}(wK) - \frac{\partial}{\partial z}(\varepsilon_v \frac{\partial K}{\partial z}) - \nabla \cdot (\varepsilon_h \nabla K) = \varepsilon_m \left[ \left( \frac{\partial u}{\partial z} \right)^2 + \left( \frac{\partial v}{\partial z} \right)^2 \right] + \frac{g}{\rho_0} \varepsilon_v \frac{\partial \rho}{\partial z} - \text{DIS}. \quad (2.19) $$

On the right side of 2.19, the first term represents the production of the turbulent kinetic energy by the velocity shear, the second term represents the enhancement or the dumping of the turbulent kinetic energy by the buoyancy, and the third term represents the dissipation of the turbulent kinetic energy. The no-flux boundary condition is used for $K$ at internal boundaries. At open boundaries the zero gradient boundary condition is used for $K$.

The turbulent viscosity and the turbulent dissipation are parameterised using a Kolmogorov-Prandtl type relation (Kolmogorov 1942, Prandtl 1945):

$$ \varepsilon_v = c_v L K^{1/2}, \quad (2.20) $$

$$ \varepsilon_h = c_H \varepsilon_v \quad (2.21) $$

and

$$ \text{DIS} = \frac{c_d K^{3/2}}{L}, \quad (2.22) $$

where $c_H$ is the turbulent Prandtl number, and $c_v$ and $c_d$ are empirical constants. The diagnostic formulation for the turbulent mixing length depends on the stratification of the ocean (Eifler et al. 1991). In the well mixed layer close to the surface and in the bottom boundary layer the turbulent mixing length $L$ is calculated from the Blackadar (1962) formula:

$$ L = \frac{kz}{1 + \frac{kz}{c_2 h_{ml}}}. \quad (2.23) $$

In 2.23 $k$ is the von Karman constant, $h_{ml}$ is the thickness of the surface of the bottom mixed layer and $z$ is the distance from the surface or from the bottom. In the strongly stratified ocean, between the surface and the bottom mixed layers, $L$ is diagnosed from:

$$ L = c_3 \left( \frac{K}{g \frac{\partial \rho}{\partial z}} \right)^{1/2}, \quad (2.24) $$

where $c_3$ is obtained from the requirement of the continuity of the vertical profile of the turbulent mixing length at the bottom of the surface mixed layer.
**Skin layer parameterisation**

In nature, at the several millimetres thick surface layer, the vertical exchange of the momentum and heat differs from the vertical mixing in the mixed layer below it. In conditions when there is no breaking of surface waves, the exchange of the momentum and the heat is determined by the molecular viscosity and the molecular diffusion, which are much weaker than the turbulent viscosity and the turbulent diffusion. As a consequence, there is a steep vertical gradient of physical parameters close to the sea surface. On the other hand, the vertical resolution of the ocean model is too coarse to explicitly calculate the vertical profile of physical parameters close to the surface. Therefore, the influence of the skin layer is parameterised in the model as a sub-scale feature (Eifler 1993, Eifler and Schrimpf 1992) in the form of the shape function (Fig.2.2). The parameterisation

![Diagram](image)

Figure 2.2: The illustration of the turbulence parameterisation with the near-interface shape function (from Eifler and Schrimpf 1992).

which is applied at both the surface and the bottom skin layers is based on assumptions that the velocity and the temperature, expressed in terms of non-dimensional parameters, have a universal distribution depending on boundary
layer variables and that there is a near-interface constant flux layer between the interface and the model level which is the closest to it. The non-dimensional form of the velocity, the potential temperature and the distance from the interface are given by:

\[ u^+ = \frac{u - u_i}{u^*}, \]  

\[ \theta^+ = \frac{|T_i - T| c_p \rho_0 u^*}{q_i}, \]  

and

\[ z^+ = \frac{z u^*}{\nu}, \]  

where \( u_i \) and \( T_i \) are the interface velocity and temperature, \( u \) and \( T \) are the velocity and the temperature at the distance \( z \) from the interface and \( u^* \) is the interface friction velocity defined by:

\[ u^* = \left( \frac{\tau_i}{\rho_0} \right)^{1/2}. \]

The assumption that there is a near-interface constant flux layer between the interface and the model level which is the closest to it, permits the substitution of the eddy viscosity in the layer close to the interface by the artificial viscosity \( \varepsilon_m^* \). The following relation for \( \varepsilon_m^* \) may be derived (Eifler 1993):

\[ \varepsilon_m^* = \nu \frac{\tau}{\tau_i} \frac{\Delta z^+}{\Delta u^+}, \]  

where \( \Delta z^+ / \Delta u^+ \) and \( \tau \) are computed from the previous time step. In the viscous region the non-dimensional velocity \( u^+ \) is calculated from (Eifler 1993):

\[ u^+ = 3u_0^+ \frac{z^+}{z_0^+} \left[ 1 - \frac{z^+}{z_0^+} + \frac{1}{3} \left( \frac{z^+}{z_0^+} \right)^2 \right], \]

when

\[ u^+ = 3u_0^+ \frac{z^+}{z_0^+} 0 \leq z^+ \leq z_0^+ = 3u_0^+. \]

At the bottom a constant value for \( u_0 \) is used and at the top surface it is calculated from (Eifler 1993):

\[ u_0^+ = \frac{4}{3} \left( \frac{\lambda u^*}{\nu} \right)^{1/3} = \frac{4}{3} (\lambda^+_0)^{1/3}, \]

where \( \lambda \) is the wavelength of the momentum, heat and mass transfer governing young waves. When \( z^+ \) is beyond the viscous layer thickness \( z_0^+ \), a logarithmic is added:

\[ u^+ = u_0^+ + \frac{1}{\kappa} \ln \left( \frac{z^+}{z_0^+} \right). \]
The near-surface heat transport is parameterised using the same approach as for the momentum. It is only parameterised at the sea surface, because it is assumed that the heat flux between the water and the bottom is zero. The artificial conductivity $\varepsilon_h$ is defined by:

$$\varepsilon_h = \nu \frac{q_i}{q} \Delta z^+,$$

(2.34)

where $q_i$ and $q$ represent the flux of the heat at the interface and below it. The temperature profile close to the sea surface is given as a function of the Prandtl number $Pr = \rho_0 c_p \nu / k_h$, with $k_h$ representing the heat conductivity:

$$\theta^+ = 3\theta_0^+ \left( \frac{z^{+} P r^{1/3}}{z_0^+} \right) \left[ 1 - \left( \frac{z^{+} P r^{1/3}}{z_0^+} \right) + \frac{1}{3} \left( \frac{z^{+} P r^{1/3}}{z_0^+} \right)^2 \right],$$

(2.35)

for

$$0 \leq z^+ \leq z_0^+/Pr^{1/3},$$

(2.36)

where

$$\theta^+ = \frac{|T_i - T| c_p \rho_0 u^*}{q_i},$$

(2.37)

$$\theta_0^+ = u_0^+ Pr^{2/3}.$$

(2.38)

In the remaining part of the viscous layer, for:

$$z_0^+/Pr^{1/3} < z^+ \leq z_0^+,$$

(2.39)

$\theta^+$ equals $\theta_0^+$. When $\Delta z^+$ is larger than the viscous layer thickness $z_0^+$ the logarithmic part has to be added to $\theta^+$:

$$\theta^+ = \theta_0^+ + \frac{1}{\kappa c_H} \ln \frac{z^+}{z_0^+}.$$

(2.40)
2.2 Atmospheric model

2.2.1 Main model equations

The model solves prognostic equations for the surface pressure, the temperature, the water mixing ratio, the cloud water and ice, the velocity and the turbulent kinetic energy. Furthermore, the model contains a prognostic model for the temperature and the moisture of the soil and the vegetation.

Following Laprise (1992) model equations are written for the non-hydrostatic compressible flow with the option to use the hydrostatic approximation. The vertical coordinate is defined by:

\[ \eta = \frac{\pi - \pi_T}{\pi_S - \pi_T} \eta_r(z) - \pi_T - \pi_r(0) - \pi_T. \]  

(2.41)

In (2.41) \( \pi \) is the hydrostatic pressure. Subscripts \( S \) and \( T \) indicate surface and top values, subscript \( r \) indicates the reference value and \( z \) is the elevation of the surface topography. The vertical coordinate is defined in a way that it is possible to combine the terrain following approach with step mountains (Mesinger 1984). The vertical coordinate is displayed in Fig.2.3.

![Figure 2.3: The vertical \( \eta \) coordinate](image)

Prognostic equations in the model, written in the model vertical coordinate system, are:

\[ \frac{d\mathbf{v}}{dt} + f \mathbf{k} \times \mathbf{v} + \frac{RT}{p} \nabla p + \eta \nabla \Phi = \mathbf{F}_v. \]  

(2.42)
\[
\begin{align*}
\frac{dp}{dt} + \frac{C_p \rho}{C_V} \left( \nabla \cdot \mathbf{v} + \frac{p \eta_r}{RT} \nabla \Phi \cdot \nabla \right) &= \frac{Q}{C_V} T + F, \\
\gamma \frac{dw}{dt} - \eta_r \frac{\partial (p - \pi)}{\partial \eta} &= \gamma F_w, \\
\frac{dT}{dt} - \frac{RT \frac{dp}{dt}}{pC_p} &= \frac{Q}{C_p}, \\
\frac{\partial \pi_S}{\partial t} + \nabla \int_{\eta_T}^{\eta_S} \mathbf{v} \eta_r \eta d\eta' &= 0, \\
\frac{dq}{dt} &= R q,
\end{align*}
\]

where
\[
\begin{align*}
\frac{d}{dt} &= \mathbf{v} \cdot \nabla + \dot{\eta} \frac{\partial}{\partial \eta}, \\
\eta_r &= \frac{\eta}{\pi - \pi_T}.
\end{align*}
\]

In (2.42-2.49) \( \mathbf{v} \) is the horizontal wind vector, \( w \) is the vertical velocity, \( p \) is the pressure, \( T \) is the temperature and \( q \) is the specific humidity. Terms \( F_v \) and \( F_w \) indicate viscous processes and terms \( F_T \) and \( F_q \) indicate the diffusion and the external forcing. By setting \( \gamma = 0 \) and \( p = \pi \) the system becomes hydrostatic.

Diagnostic equations in the model are:
\[
\begin{align*}
\dot{\pi} &= \mathbf{v} \cdot \nabla \pi - \nabla \cdot \int_{\eta_T}^{\eta} \mathbf{v} \eta_r \eta d\eta', \\
\dot{\eta} &= \nabla \cdot \int_{\eta_T}^{\eta} \mathbf{v} \eta_r \eta d\eta' - \nabla \cdot \int_{\eta_T}^{\eta} \mathbf{v} \eta_r \eta d\eta', \\
\Phi &= \Phi_S + \eta r \int_{\eta_T}^{\eta} \frac{RT}{\eta} d\eta', \\
R &= R_d(1 + 0.608q),
\end{align*}
\]

where \( R_d \) is the gas constant for the dry air.
2.2.2 Numerical schemes

Spatial differencing
The horizontal discretisation is made using the fully staggered C-grid (Arakawa and Lamb 1977). Also, the model grid is fully staggered in the vertical, with the vertical velocity and the turbulent kinetic energy calculated at layer interfaces and the horizontal momentum and scalars calculated at the middle of vertical layers. In horizontal momentum equations and in the continuity equation the pressure gradient and the horizontal velocity divergence are well simulated on the horizontal C-grid, but the calculation of the Coriolis term requires the averaging of momentum components. The averaging of the Coriolis term is made using the energy conservative scheme of Arakawa and Lamb (1977).

The advection of scalars and momentum components is calculated using the central differencing in space. The momentum advection scheme conserves the energy and the potential enstrophy (Arakawa and Lamb 1981).

Time integration
The time stepping is split-explicit (Gadd 1978) with the longer time step for the physical forcing and the advection, and the shorter time step for the geostrophic adjustment by gravity-inertia waves. The increments of prognostic parameters due to the physics and the advection are calculated before the time stepping by the short time step, which solves the adjustment by gravity-inertia waves. They are averaged over the long time step and used as the external forcing at each short time step.

The adjustment by fast gravity waves is solved using the forward-backward scheme in time for momentum and continuity equations, while the Coriolis term is solved using the predictor-corrector scheme. The advection with the longer time step is solved using the predictor-corrector scheme. The vertical diffusion is calculated using the implicit scheme, while the horizontal diffusion is calculated using the forward in time scheme.

Boundary conditions
The sponge boundary condition is applied at five points along lateral bound-
aries for the temperature, the specific humidity and the wind velocity. The horizontal velocity divergence is filtered at each short time step to reduce the gravity wave noise originating from the lateral boundaries.

**Horizontal diffusion and viscosity**

The biharmonic horizontal diffusion is applied to the fields of the temperature, the specific humidity and the cloud water content, while the biharmonic horizontal viscosity is applied on the fields of horizontal momentum components. The fourth order accurate biharmonic diffusion and viscosity are obtained by two successive applications of the second order diffusion and viscosity. The diffusion term for a parameter $\alpha$ has the form $K \nabla^2(K \nabla^2 \alpha)$.

**Vertical diffusion and viscosity**

The vertical diffusion and viscosity are parameterised as functions of the turbulent kinetic energy and the mixing length scale. The turbulent kinetic energy is calculated from the prognostic formula:

$$\frac{d}{dt} \left( \frac{q^2}{2} \right) - \frac{\partial}{\partial z} \left[ lqS_q \frac{\partial}{\partial z} \left( \frac{q^2}{2} \right) \right] = P_s + P_b - \epsilon. \quad (2.54)$$

In (2.54) $q^2/2$ is the turbulent kinetic energy, $l$ is the mixing length, $S_q$ is a constant, and $P_s$, $P_b$ and the dissipation $\epsilon$ are defined from:

$$P_s = -\bar{w}u \frac{\partial U}{\partial z} - \bar{w}v \frac{\partial V}{\partial z}, \quad P_b = \beta g \bar{w} \bar{\theta} v, \quad \epsilon = \frac{q^3}{B_1 l}, \quad (2.55)$$

where

$$-\bar{w}u = K_M \frac{\partial U}{\partial z}, \quad -\bar{w}v = K_M \frac{\partial V}{\partial z}, \quad -\bar{w} \bar{\theta} v = K_H \frac{\partial \theta_v}{\partial z}. \quad (2.56)$$

Vertical diffusion and viscosity coefficients $K_M$ and $K_H$ are defined using stability functions of Mellor and Yamada (1982):

$$K_M = lqS_M, \quad K_H = lqS_H, \quad (2.57)$$

where $S_M$ and $S_H$ are defined from:

$$S_M(6A_1A_2G_M) + S_H(1 - 3A_2B_2G_H + 12A_1A_2G_H) = A_2, \quad (2.58)$$

$$S_M(1 + 6A_1^2G_M - 9A_1A_2G_H) - S_H(12A_1^2G_H + 9A_1A_2G_H) = A_1(1 - 3C_1), \quad (2.59)$$
where $\beta$, $A_1$, $A_2$, $B_1$, $B_2$ and $C_1$ are empirical constants, and $G_M$ and $G_H$ are obtained from:

$$G_M = \frac{l^2}{q^2} \left[ \left( \frac{\partial U}{\partial z} \right)^2 + \left( \frac{\partial V}{\partial z} \right)^2 \right], \quad G_H = -\frac{l^2}{q^2} \beta g \frac{\partial \theta_v}{\partial z}. \quad (2.60)$$

The mixing length $l$ is diagnosed from the Blackadar (1962) formula:

$$l = l_0 \frac{\kappa z}{\kappa z + l_0}. \quad (2.61)$$

At land points stability functions are calculated by the Paulson (1970) formula:

$$\Psi_M = \begin{cases} -5\zeta & , \quad 0 \leq \zeta < 1 \\ 2\ln\left(\frac{1+x^2}{2}\right), & \quad -5 < \zeta < 0 \end{cases} \quad (2.62)$$

and

$$\Psi_H = \begin{cases} -5\zeta & , \quad 0 \leq \zeta < 1 \\ 2\ln\left(\frac{1+x^2}{2}\right), & \quad -5 < \zeta < 0. \end{cases} \quad (2.63)$$

In (2.62-2.63) $x = (1 - 16\zeta)^{1/4}$, $\zeta = z/L$, and $L$ is the Monin-Obukhov length.

Over the sea stability functions are used in the Mellor-Yamada 2 closure scheme (Lobocki 1993). Stability functions are:

$$\Psi_M = \begin{cases} \frac{\zeta R_{IC}}{R_{FC} \Phi(0)} - 2.076 \left(1 - e^{-1.2\zeta}\right) & , \quad 0 \leq \zeta < 1 \\ -0.96\ln(1 - 4.5\zeta) & , \quad -5 < \zeta < 0 \end{cases} \quad (2.64)$$

and

$$\Psi_H = \begin{cases} \frac{\zeta R_{IC}}{R_{FC} \Phi(0)} - 2.076 \left(1 - e^{-1.2\zeta}\right) & , \quad 0 \leq \zeta < 1 \\ -0.96\ln(1 - 4.5\zeta) & , \quad -5 < \zeta < 0, \end{cases} \quad (2.65)$$

where $R_{IC}$ is the gradient Richardson numbers, $R_{FC}$ is the flux Richardson number and $\Phi(0)$ is the dimensionless velocity gradient for neutral conditions.

In addition, a viscous sub-layer is introduced over the sea (Janjic 1994). The bottom boundary condition is defined using the sub-layer (Liu et al. 1979) defined by:

$$U_0 = \frac{U_s + \frac{K_M z_s}{\Delta z} U_m}{1 + \frac{K_M z_s}{\Delta z}} \quad (2.66)$$

$$\theta_0 = \frac{\theta_s + \frac{K_H z_s}{\Delta z} \theta_m}{1 + \frac{K_H z_s}{\Delta z}} \quad (2.67)$$
Subscripts 0, S and m indicate values at the top of the viscous layer, at the sea surface and at the lowest model layer. In (2.66-2.68) Ξ and λ are molecular diffusivity for the momentum, the heat and the water vapour, and $z_U$, $z_\theta$ and $z_q$ are corresponding depths of the viscous sub-layers. They are obtained from:

$$z_U = \frac{\xi \Xi}{u_*} \left[ M \left( \frac{z_0 u_*^{1/4}}{\Xi} \right) \right]$$ \hspace{1cm} (2.69)

$$z_\theta = \frac{\xi \Xi}{u_*} \left[ M \left( \frac{z_0 u_*^{1/4}}{\Xi} \right) Pr^{1/2} \right]$$ \hspace{1cm} (2.70)

$$z_q = \frac{\xi \lambda}{u_*} \left[ M \left( \frac{z_0 u_*^{1/4}}{\Xi} \right) Sc^{1/2} \right].$$ \hspace{1cm} (2.71)

In (2.69-2.71) $Pr = \Xi / \Xi$ and $Sc = \Xi / \lambda$ are the Prandtl and the Schmidt numbers and $M$ is a constant which depends on the friction velocity $u_*$. Three regimes are defined depending on $u_*$. The first regime includes the sub-layer for all parameters with the low $u_*$, the second includes the sub-layer only for the heat and humidity for intermediate values of $u_*$, and the last excludes the sub-layer for high values of $u_*$. 

**Radiation parameterisation**

The long-wave radiation is parameterised by the use of the broadband emissivity method (Stephens 1978). Emissivity functions, which depend on the water vapour and temperature, are calculated by the interpolation from known profiles given in look-up tables. Upward and downward fluxes are calculated from:

$$F_\uparrow = \int_0^1 B d\epsilon_\uparrow, \text{ and } F_\downarrow = \int_0^1 B \epsilon_\downarrow,$$ \hspace{1cm} (2.72)

where $B$ is the Planck function and $\epsilon$ is the emissivity. The absorption of the cloud is parameterised assuming that the cloud is the grey body (Stephens 1978). The change of the temperature with time due to the heating rate from the long wave radiation is obtained from:

$$\frac{\partial T}{\partial t} = \frac{q}{C_p} \frac{\partial}{\partial p} (F_\uparrow - F_\downarrow).$$ \hspace{1cm} (2.73)
The downward short-wave radiation flux is calculated from:

$$F_S = S \cos(\phi) - \int_p^{\rho} (A_c + A_s) dp,$$

(2.74)

where $S$ is the solar constant, $\phi$ is the solar zenith angle, and $A_c$ and $A_s$ represent the cloud and the clear sky albedo and absorption. The cloud albedo and absorption are calculated from look-up tables obtained from Stephens (1978), and the clear sky water vapour absorption is calculated from look-up tables by Lacis and Hansen (1974). The local change of the temperature due to the absorption of the short wave radiation is:

$$\frac{\partial T}{\partial t} = \frac{g}{C_p} \frac{\partial F_S}{\partial p}.$$  

(2.75)

**Large scale cloud water and ice**

The large scale cloud water and ice are parameterised by Zhao and Carr (1997) using a single equation for the cloud ice mixing ratio. Each computational box contains either water or ice depending on the temperature in the box. The prognostic equation for the cloud ice mixing ratio $m$ and the terms in prognostic equations for temperature and specific humidity are:

$$\frac{dm}{dt} = C_b + C_g - P - E_c$$  

(2.76)

$$\frac{dq}{dt} = \ldots - (C_b + C_g - E_c - E_r)$$  

(2.77)

$$\frac{dT}{dt} = \ldots + \frac{L}{C_p} (E_c + E_r - C_b - C_g) - \frac{L_f}{C_p} P_{sm},$$  

(2.78)

where $E_c$ and $E_r$ are evaporation rates of the cloud water or ice and of the precipitation, $C_b$ and $C_g$ are the convective and the large scale condensation rates, $P$ is the precipitation production rate of the cloud water or ice, $P_{sm}$ is the melting rate for the snow, $L$ is the latent heat of the condensation and $L_f$ is the latent heat of freezing.

**Parameterisation of convection**

The parameterisation of the convection in the atmosphere is based on the main assumption that in the process of the convection vertical profiles of temperature
and specific humidity adjust towards reference states which may be deduced from observations in experimental campaigns (Betts 1986). Furthermore, it is assumed that the vertical integral of the enthalpy does not change during the convection:

\[
\int_{p_b}^{p_t} (H_{ref} - H) dp = 0, \quad (2.79)
\]

where \( p_b \) and \( p_t \) are the pressure at the bottom and the top of the cloud, and \( H = C_p T + L q \) is the enthalpy. The convection is parameterised in the model when the conditional instability is diagnosed in the model column using different reference profiles for the ocean and for the land points (Betts 1986).

The adjustment of the temperature and the specific humidity towards reference profiles is performed using the Newtonian relaxation:

\[
T_a = T_i + \frac{\Delta t}{\tau} (T_{ref} - T_i) \quad (2.80)
\]

and

\[
q_a = q_i + \frac{\Delta t}{\tau} (q_{ref} - q_i), \quad (2.81)
\]

where the subscript \( a \) indicates the adjusted value, the subscript \( i \) indicates the initial value and \( \tau \) is the relaxation time. In the deep convection, the cloud water \( C_b \) is calculated from the difference between \( q_a \) and \( q_i \). In the shallow convection the same reference profiles are used for the temperature and the specific humidity, but the condensation of the specific humidity does not appear.

**Prognostic model for soil and vegetation**

The extended soil and vegetation model of Mahrt and Pan (1984) and Pan and Mahrt (1987) is used to forecast the soil temperature and water content including the vegetation cover influence (Chen et al. 1997). Diffusion equations for the soil temperature \( T \) and the soil water content \( \Theta \) are:

\[
C(\Theta) \frac{\partial T}{\partial t} = \frac{\partial}{\partial z} \left( K_t(\Theta) \frac{\partial T}{\partial z} \right) \quad (2.82)
\]

and

\[
\frac{\partial \Theta}{\partial t} = \frac{\partial}{\partial z} \left( D(\Theta) \frac{\partial \Theta}{\partial z} \right) + \frac{\partial K(\Theta)}{\partial z} + F_\Theta. \quad (2.83)
\]

where \( C(\Theta) \) is the volumetric heat capacity, \( K_t(\Theta) \) is the thermal conductivity, \( D(\Theta) \) is the soil water diffusivity, \( K(\Theta) \) is the hydraulic conductivity and \( F_\Theta \)
represents sources and sinks of the soil water. Sources of the soil water are the precipitation at the surface and the gravitational percolation from top layers, while sinks of the soil water are the surface runoff, the gravitational percolation towards deep layers, the direct evaporation, the evaporation of the precipitation intercepted by the canopy and the transpiration through the canopy and roots of plants. The canopy water content $W_C$ is calculated from:

$$\frac{\partial W_c}{\partial t} = \sigma f P - D - E_c.$$ (2.84)

In (2.84) $\sigma f$ is the green vegetation fraction, $P$ is the precipitation, $D$ is the drip from the vegetation to the ground and $E_c$ is the evaporation of the precipitation intercepted by the canopy. The evapo-transpiration by the canopy is calculated from:

$$\frac{\partial W_c}{\partial t} = \sigma f E_p B_c \left[ 1 - \left( \frac{W_c}{S} \right)^n \right],$$ (2.85)

where $S$ is the maximum allowed canopy water content, $E_p$ is the potential evaporation and $B_c$ is a function of the canopy resistance.
2.3 Coupling scheme

The interaction between the oceanographic and the atmospheric model is applied at the macro time step of the ocean model which is in this application the longest time step in the time integration of the coupled model. The schematic representation of the communication is sketched in Fig.2.4. The sea surface temperature simulated by the ocean model is stored in the temporary data base, and then it is used by the atmospheric model as the bottom boundary condition for the calculation of surface fluxes. The surface heat flux and the wind stress calculated using the sea surface temperature field simulated by the ocean model are used as the surface forcing of the ocean model in the next time step.

Figure 2.4: The schematic representation of the coupling scheme between the oceanographic and the atmospheric model

Typically, the time step for the calculation of physics in the atmospheric model is several times smaller than the macro time step of the ocean model. Surface heat fluxes and wind stress are calculated in the atmospheric model with the constant sea surface temperature during the the macro time step of the ocean model. Then surface fluxes of heat and wind stress are averaged in time over the macro time step, and used in the prognostic equation of the ocean model to obtain a new value for the sea surface temperature at the end of the macro time step. The time splitting is sketched in Fig.2.5.

On the other hand, the horizontal resolution of the ocean model is typically higher than the horizontal resolution of the atmospheric model. Surface heat flux and wind stress calculated on the atmospheric model grid are horizontally interpolated from the atmospheric grid onto the ocean model grid when at least three sea points of the atmospheric model surround the ocean point. Fluxes
Figure 2.5: The splitting with time of the calculation of surface fluxes and sea surface temperature.

at remaining ocean points are obtained by the extrapolation from nearby ocean points. The sea surface temperature in atmospheric model grid points is obtained as an average of all ocean points that fall on that atmospheric grid point:

$$T^A_{S} = \sum_{k=1}^{m} T_k,$$

where $T^A_{S}$ is the sea surface temperature at the atmospheric grid point, and $T_k$ is the surface temperature of each of $m$ ocean model points that fall on the atmospheric model point.

Alternatively, there is a switch in the coupled model to interpolate atmospheric parameters into the ocean model grid, to calculate surface fluxes using the high resolution ocean grid and to average them back onto the atmospheric model grid for the use in the atmospheric model. However, several sensitivity tests have shown that, in comparison with the simpler method applied in this study, this method proposed by Vintzielos and Sadourny (1997) does not result in significant differences in simulation outputs.
Chapter 3

Model set-up

3.1 Ocean model set-up

3.1.1 Horizontal and vertical resolution, time step and bottom topography

The ocean model horizontal grid, displayed in Fig.3.1, is the latitude-longitude grid with the variable resolution. It covers the whole Adriatic Sea, and at the south it extends into the northern Ionian Sea with the open southern boundary at 39°N. The resolution ranges from 4.5km in the north-western corner to 11km at the south-eastern corner.

The variation in the resolution does not influence the model time step because the North Adriatic is significantly more shallow than the Southern Adriatic and the Ionian Sea. The micro time step, determined by the velocity of free surface gravity waves, is 60s and the macro time step, determined by the advection velocity, is 1800s.

In the vertical the model has 49 levels distributed between the surface and the depth of 1650m. The vertical resolution is the highest at the surface. The first model layer below the surface is at the depth of 1m, and the resolution is gradually increased until it reaches 100m at the deepest layer.

The model bathymetry is obtained from the U.S. Navy 5 minutes data set, corrected in North Adriatic using data extracted from nautical maps and satellite measurements for the coastline. The minimum depth is set to 10m and the bottom depth is adjusted to the depth of the closest vertical level. This was done to ensure that at least several model layers vertically resolve each model point.
Figure 3.1: The horizontal grid of the ocean model. Grid points marked with dots are land points.

However, only at several points along the western coast of the Adriatic Sea the bottom depth has been corrected using this procedure.

3.1.2 River runoff

The river runoff is important for the water balance in the Adriatic and it influences local circulation structures (e.g. Zore-Armanda 1969). It is parameterised in the model using a volume conservation scheme. The change of the fluid mass with time in a model box, due to the river inflow, is given by:

\[ \frac{\partial (\rho \Delta V)}{\partial t} = f_r(z) \rho_r, \]  

(3.1)

where \( \Delta V = \Delta x \Delta y \Delta z \) is the model grid box volume, \( \rho \) is the density of the ocean water, \( f_r(z) \) is the inflow rate at the depth \( z \) of the model grid box and \( \rho_r \) is the density of the fresh water inflowing from the river. The integration of
(3.1) with time, assuming that the river inflow is constant during the integration period, gives the change of the depth of a single grid box with time:

\[ \Delta z(t_0 + \Delta t) = z(t_0) + \frac{\int_r(z) \Delta t}{\Delta x \Delta y}. \]  

(3.2)

In (3.2), in consistence with the Boussinesq approximation applied in the ISPRAMIX model, the difference between the density of the ocean and the river water is neglected. The change of the surface elevation at the grid point, due to the fresh water inflow, is obtained by the vertical integration of (3.2):

\[ h(t_0 + \Delta t) = h(t_0) + \frac{F_r \Delta t}{\Delta x \Delta y}. \]  

(3.3)

where \( h \) is the water elevation and \( F_r \) is the river inflow rate.

The change of the tracer concentration in a grid box, due to the river inflow, may be calculated from:

\[ \frac{\partial (S \rho \Delta V)}{\partial t} = S_r \int_r(z) \rho_r, \]  

(3.4)

where \( S \) is the tracer. Again, assuming that the density difference between the ocean and the river water is negligible and that the river inflow is constant during the time step \( \Delta t \), we get the formula for the change of the tracer concentration:

\[ \frac{\partial (S \Delta z)}{\partial t} = \frac{S_r F_r \Delta z}{\Delta x \Delta y}. \]  

(3.5)

In this formula \( z_r \) is the depth of the river mouth, which can be more shallow than the corresponding grid point of the ocean model. After combining (3.2) and (3.5) we get the formula for the change of the tracer concentration with time due to the river inflow:

\[ S(t_0 + \Delta t) = S(t_0) - \frac{S(t_0) - S_r}{1 + \frac{z_r \Delta x \Delta y}{F_r \Delta t}}. \]  

(3.6)

In the ISPRAMIX model the equation (3.2) is used to force the surface elevation at each micro time step, and the equation (3.6) is used to calculate the rate of change of salinity and temperature due to the river inflow at macro time steps.

The most important single fresh water source is the Po river, which creates a large baroclinic gradient along the north-western coast generating and maintaining the Western Adriatic Current (e.g. Kourafalou 1999). However, according to the estimated climatological river runoff made by Raicich (1996), the accumulated fresh water inflow from other rivers, which are not so important as single
sources, is also important for the generation of salinity gradients along the eastern and the northern coast.

Climatological river inflow is estimated by combining several estimates and measurements, mainly using the estimate by Raicich (1994). Estimated climatological mean monthly values of the river runoff are displayed in Fig.3.2. At each macro time step of the model the river inflow rate is calculated as the bilinear interpolation between two nearest months.
3.1.3 Initial and boundary conditions

Initial and boundary conditions are obtained from the Mediterranean Oceanographic Data Base (Brasseur et al. 1996) with the horizontal resolution of $1/4^0$. The model is first initialized with the winter distribution of temperature and salinity bilinearly interpolated in horizontal and in vertical from the climatological field into the model grid. Initial velocity and surface elevation fields are set to zero. Then the model is forced during two perpetual years by fluxes obtained as a monthly average of fluxes calculated by the coarse resolution atmospheric model in the period 1991-1997.

To avoid that the model drifts from the realistic climatological distribution of the temperature and the salinity, the temperature and the salinity are relaxed towards the value linearly interpolated in time between seasonal climatological values by adding extra terms in prognostic equations for tracers. In the prognostic equation for temperature this term has the form:

$$\frac{\partial T}{\partial t} = \ldots - k(T - T_c), \quad (3.7)$$

where $T_c$ is the climatological value linearly interpolated between two nearest climatological seasonal values from analyses by Brasseur et al. (1996). In the case of the constant $T_c$, the constant $k = 10^{-7}\, s^{-1}$ would result in the e-folding time of approximately 120 days.

Model experiments are initialised by temperature and salinity fields obtained in the initial simulation at the end of the second perpetual year, because it was estimated that in winter there was the least temporal and spatial variability in simulated fields. Starting from this initial distribution, all simulations used realistic surface heat fluxes and wind stress.

Boundary conditions for the temperature and salinity at the southern boundary are linearly interpolated in time between seasonal climatological values. They are used in the case of the inflow through the lateral boundary to calculate the advective flux and in the calculation of the horizontal diffusion at the boundary. The normal component of velocity at the southern boundary is calculated using the zero gradient boundary condition, and the component of velocity parallel to the boundary is set to zero.

In all simulations southern boundary conditions are calculated in a same way as in the initial calculation, and the extra relaxation term, given in (3.7), is set to zero in all experiments.
The change of the surface elevation at the southern boundary due to the tidal forcing is parameterised by the harmonic function that defines the $M_2$ tide:

$$\eta_{M_2} = \eta_{M_2a}\cos\left(2\pi \frac{t}{T_{M_2}} + \Phi\right), \quad (3.8)$$

where $\eta_{M_2a}$ is the amplitude, $\Phi$ is the phase and $T_{M_2}$ is the period of the $M_2$ tide. The amplitude $\eta_{M_2a}$ is approximately estimated to be 0.06m, and the period is 12.42 hours.
3.2 Atmospheric model set-up

3.2.1 Horizontal and vertical resolution, topography and land-sea mask

There are two atmospheric model configurations. One has a relatively low horizontal resolution and the other has a relatively high horizontal resolution. The low resolution model has the latitudinal resolution of 0.225° and the longitudinal resolution of 0.3°. Its land-sea mask and the topography are displayed in Fig.3.3. The land-sea mask and the topography of the high resolution model, with the latitudinal resolution of 0.1125° and the longitudinal resolution of 0.15°, are displayed in Fig.3.4.

The land-sea mask and the topography of the atmospheric model are obtained from the GTOPO30 data set from the USGS with the lat-lon horizontal resolution of 30'. The elevation at model points is obtained by averaging the elevation of all original elevation values from points that fall into the model point. The land-sea mask is calculated as a maximum of land or sea points that fall on each atmospheric model point.

We can see that there is a large difference in topography between the high and the low resolution model grids. While main topographic features like the Alps, the Julian Alps, the Dinaric Alps and the Apennines (Fig.1.2) are resolved by both model grids, the high resolution model grid resolves much more detail and gives higher topographic gradients, especially along the eastern coast. These details, which highlight the position and the shape of main valleys and ridges along the eastern coast, may be important to better locally simulate Bora wind events (e.g. Bergamasco and Gacic 1996). Furthermore, we may also expect that the model with the higher resolution grid can better simulate other processes at the coast which are influenced by the land-sea-atmosphere interaction.

In the vertical the atmospheric model has 24 terrain following layers. Their depth gradually increases from the bottom to the top of the model atmosphere positioned at the level of 100mb. The layer closest to the surface has the depth of approximately 20m above the ocean, and it is thinner above the topography in proportion to the topographic elevation. The elevation of the highest mountain is approximately 3000m which corresponds approximately to the pressure of 700mb in the standard atmosphere. Using the definition for the model vertical coordinate (2.41) with the top pressure at 100mb, we may estimate that at the point with
Figure 3.3: Coarse resolution model land-sea mask (up) and topography (down)
Land points are marked with dots, and the topography elevation is given in metres.

the highest mountain the layer closest to the surface has the depth which is about two thirds of the depth at the sea level.
Figure 3.4: High resolution model land-sea mask (up) and topography (down). Land points are marked with dots, and the topography elevation is given in metres.

3.2.2 Initial and boundary data

Initial and boundary data are obtained from the ECMWF archive of reanalyses with the horizontal resolution of 0.5°. Boundary conditions for temperature, wa-
ter vapour mixing ratio and wind are available at the time interval of 6 hours. At each model time step boundary values are calculated by the linear interpolation between the ECMWF analyses time steps.

3.2.3 Surface fields

The vegetation type is interpolated from the 10 minutes USGS global data set. The soil type is obtained from Wilson (1985) global data set. Deep soil temperature and wetness are interpolated from the climatology of the NCEP/NCAR reanalyses available from Climate Diagnostics Centre.

To provide the sea surface boundary conditions in uncoupled atmospheric model simulations and to validate the results of model experiments daily sea surface temperature analyses are obtained using JPL NASA quality controlled data available with the horizontal resolution of $9\text{km}$. Only satellite measurements during the night were used to eliminate the eventual influence of the skin effect on the measurement. Due to the presence of clouds, satellite observations at so high temporal resolution often result in large areas with missing data. Full two dimensional daily fields of sea surface temperature are obtained by the objective analysis of daily satellite observations with 4 iterations using the method of Bratseth (1986). This method interpolates measurements with the interpolation error equal to the that obtained using the interpolation based on a statistical method.

The analysis is performed at points of each atmospheric model grid to obtain the atmospheric model sea surface temperature in one-way forcing experiments and also at points of the ocean model grid to evaluate coupled model simulations.
3.3 Control experiment set-up

The control experiment is performed to compare its outputs, obtained with the global circulation model surface forcing, with the coupled model outputs. Surface fluxes in the control experiment are calculated using ECMWF reanalyses from the T213 model available with the horizontal resolution of $0.5^\circ$. The land-sea mask resulting from the T213 ECMWF model is displayed in Fig. 3.5. The calculation of surface forcing is described in Devos (1997). To obtain the latent heat flux, the sensible heat flux and the wind stress it uses the method of Fairall et al. (1996). The turbulent fluxes of sensible heat $H_s$, latent heat $H_l$ and wind stress $\tau$ are calculated from standard bulk formulae:

\[
H_s = \rho_a c_{pa} C_h S (T_s - \Theta),
\]

\[
H_l = \rho_a L_e C_e S (q_s - q),
\]

\[
\tau = \rho_a C_d S (u_s - u).
\]

In (3.9-3.11) $\rho_a$ is the density of air, $L_e$ is the latent heat of evaporation, $\Theta$ is the potential temperature, $q$ is the water vapour mixing ratio, $S$ is the wind speed,
$T_s$ is the temperature at the interface, $q_s$ is the saturation mixing ratio, and $C_h$, $C_e$ and $C_d$ are the transfer coefficients for sensible heat, latent heat and wind stress, which may be partitioned into individual profile components:

$$C_h = c_{1/2}^1 c_{1/2}^1,$$  \hspace{1cm} (3.12)  

$$C_e = c_{1/2}^1 c_{1/2}^1,$$  \hspace{1cm} (3.13)  

$$C_d = c_{1/2}^1 c_{1/2}^1.$$  \hspace{1cm} (3.14)  

Individual components are functions defined from:

$$c_{1/2}^1 = \frac{\alpha\kappa}{\log(z_r/z_0)} T_h(\varepsilon),$$  \hspace{1cm} (3.19)  

$$c_{1/2}^1 = \frac{\alpha\kappa}{\log(z_r/z_0)} q_h(\varepsilon),$$  \hspace{1cm} (3.20)  

$$c_{1/2}^1 = \frac{\kappa}{\log(z_r/z_0)} u_h(\varepsilon).$$  \hspace{1cm} (3.21)  

where $\kappa$ is the von Karman constant, $\alpha$ accounts for the difference in scalar and velocity constants, $\Psi$ is the stability function and $\varepsilon = z_r/L$, where

$$L^{-1} = \frac{\kappa g}{Tu^2}(T_s + 0.61Tq_s).$$  \hspace{1cm} (3.18)  

The subscript $n$ indicates the value for neutral conditions calculated from the roughness length ($z_{0T}$, $z_{0q}$, $z_0$) and the reference level height $z_r$:

$$c_{1/2}^1 = \frac{\alpha\kappa}{\log(z_r/z_{0T})},$$  \hspace{1cm} (3.19)  

$$c_{1/2}^1 = \frac{\alpha\kappa}{\log(z_r/z_{0q})},$$  \hspace{1cm} (3.20)  

$$c_{1/2}^1 = \frac{\alpha\kappa}{\log(z_r/z_0)}.$$  \hspace{1cm} (3.21)  

The roughness length $z_0$ is calculated by Smith (1992) from the combination of formulae of Charnock (1955) and Liu et al. (1979):

$$z_0 = \alpha \frac{u^2}{g} + 0.11 \frac{\nu}{u^*},$$  \hspace{1cm} (3.22)  

where $\nu$ is the kinematic viscosity of air. Stability functions are calculated from standard Kansas-type functions $\psi_{T,uK}$ (Businger et al. 1971) using the formula:

$$\psi_{T,u} = \frac{1}{1 + \varepsilon^2} \psi_{T,uK} + \frac{\varepsilon^2}{1 + \varepsilon^2} \psi_c,$$  \hspace{1cm} (3.23)  
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with $\Psi_c$ calculated from:

$$\Psi_c = 1.5\ln \left[ \frac{y^2 + y + 1}{3} \right] - \sqrt{3}\arctan \left[ \frac{2y + 1}{\sqrt{3}} \right] + \frac{\pi}{\sqrt{3}}, \quad (3.24)$$

where

$$y = (1 - \gamma\varepsilon)^{1/3}. \quad (3.25)$$

The average magnitude of the wind speed $S$ is calculated from the formula:

$$S^2 = u^2 + W_g^2, \quad (3.26)$$

where $u$ is the magnitude of the average wind speed, and $W_g$ is the convective scaling velocity computed from:

$$W_g^3 = \frac{g}{T} \left[ \frac{H_s}{\rho_a C_{pa}} + 0.61T \frac{H_l}{\rho_a L_e} \right] z_l. \quad (3.27)$$

In (3.27) $z_l$ is the depth of the convective boundary layer, and $H_s$ and $H_l$ are defined in 3.9 and 3.10.

The short wave radiation at the surface $Q_s$ is calculated using the combination of methods proposed by Oberhuber (1988) and Reed (1977):

$$Q_s = \frac{k\gamma}{2\pi} \frac{Q_t \cos\phi}{(\cos\phi + 2.7)10^{-3}e_a + 1.085\cos\phi + 0.1}. \quad (3.28)$$

In (3.28) $Q_t$ is the incoming radiation at the top of the atmosphere, $\phi$ is the solar zenith angle, $e_a$ is the water vapour pressure at the surface and $k$ is the empirically determined absorption and reflection by clouds (Reed 1977):

$$k = 1 - 0.62C + 0.0019\phi_n, \quad (3.29)$$

where $C$ is the cloud cover ratio available from ECMWF reanalyses, and $\phi_n$ is the solar zenith angle at noon.

The net long wave radiation at the surface $R_L$ is calculated using the method of Oberhuber (1988) and taking into account the cloud cover ratio $C$:

$$R_L = \epsilon_s \sigma T_a^4 \left( 0.39 - 0.05 \sqrt{\frac{e_a}{100}} \right) \left( 1 - \chi C^2 \right) + 4\epsilon_s T_a^3 (T_s - T_a). \quad (3.30)$$

In (3.30) $\chi$ is a constant, $\epsilon_s$ is the emissivity of the water and $\sigma$ is the Steffan-Bolzman constant.

ECMWF analyses of meteorological parameters were available at the time interval of 6 hours. To obtain hourly values of surface heat fluxes and wind stress, ECMWF fields were linearly interpolated in time at each time step.
Chapter 4

Discussion and validation of model results

4.1 Discussion and validation of oceanographic model results

The discussion and the validation of the oceanographic model simulation will be made with the results originating from the highest horizontal resolution coupled model experiment. It will be assumed in advance that oceanographic fields simulated by the high resolution coupled model experiment give the most realistic simulation result. However, this premise will be experimentally tested in Chapter 5.

Seasonal fields of the surface temperature simulated by the ocean model are displayed in Fig. 4.1. There is a large seasonal oscillation of the mean temperature, due to the large seasonal oscillation of the surface heat fluxes in the Adriatic.

In winter there is a clear north-south gradient in the temperature field. While the temperature along the northern and the north-western coast is lower than 10°C, along the south-eastern coast its mean value is about 14°C. It can be seen that relatively cold water spreads along the western coast until 42°N in a narrow band separated by a high temperature gradient from relatively warm water offshore to the east. In the central Adriatic relatively warm water is transported from the coast towards west by the current that separates from the coast and enters in the cyclonic circulation in the Pomo Depression (Fig. 1.1). The separation of the coastal current from the eastern coast and the advection of the warm
Figure 4.1: Seasonal fields of temperature (°C) at 1m depth simulated by the high resolution coupled model. a) winter, b) spring, c) summer, d) autumn.

Water towards the west is visible also in the northern part of the Adriatic, but the warm water does not circulate in the gyre. In the southern part of the Adriatic the cyclonic circulation in the Southern Adriatic Gyre dominates the transport of relatively warm water from the eastern to the western coast and further to the south along the western coast. Along the south-eastern coast relatively warm water is advected from the Ionian sea through the Otranto Strait into the South
Figure 4.2: Seasonal fields of the difference between the surface temperature simulated by the high resolution coupled model and daily analyses obtained from satellite observations (°C). a) winter, b) spring, c) summer, d) autumn

Adriatic (Fig.1.2).

In spring the north-south gradient is still evident in the temperature field. However, it is much weaker in the northern part of the Adriatic, and the advection of the cold water from the north part of the Adriatic is significantly reduced and limited only until 43.5°N. In the central part of the Adriatic the temperature
in the west is higher than in the east. Still there is the inflow of warm water from the Ionian Sea through the Otranto strait and along the south-eastern coast. In summer, the near-surface temperature becomes warmer along coasts, with relatively colder areas offshore. The horizontal gradient in the northern part of the Adriatic becomes large again, but now, contrary to the winter distribution, the near surface temperature along the western coast is higher than offshore. In autumn, the surface temperature along the western coast in the North Adriatic becomes lower than offshore, and the warm water along the eastern coast separates from the coast and spreads in cyclonic gyres towards the western coast.

In general, the surface temperature spatial distribution and its seasonal variability simulated by the model are in good agreement with climatological estimates based on satellite observations (Fig.2 in Gacic et al. 1997), and based on in situ measurements (Fig.2a in Artegiani et al. 1997). Also, the model is able to simulate several spatially small scale features which are visible in high resolution satellite images (e.g. Gacic et al. 1997), like the spreading of the cold North Adriatic water in a narrow band along the western coast.

To quantitatively validate the model result, seasonal averages of the difference between the simulated surface temperature in the high resolution coupled model experiment and the surface temperature analysed from satellite observations are displayed in Fig.4.2. We can see that there is a relatively small seasonally averaged difference between the simulated and the analysed surface temperature. Offshore, the absolute value of the difference is less than 0.5°C, while along coasts the difference is more significant. The largest difference is in winter along the north-western part of the Adriatic coast, where the simulated value is lower than the analysed along the path of the cold water that spreads from the North Adriatic. The similar difference appears in autumn along the northern coast of the Adriatic Sea.

It is important to notice that, although there was no flux correction and no surface temperature relaxation towards observations in the model simulation, the simulated surface temperature field is in very good agreement with daily analyses based on satellite observations in all seasons. An even more detailed spatial and temporal analysis of differences between the surface temperature simulated by the high resolution coupled model and the analysed surface temperature is performed using the EOF analysis in Subsection 5.1.1. The EOF analysis performed in Subsection 5.1.1 further confirms the high degree of the correspondence between the simulated and the analysed daily fields of the surface temperature throughout
Seasonally averaged velocity fields at the surface are displayed in Fig. 4.3. The circulation is generally cyclonic and all major structures in the surface circulation are present in averaged fields in all seasons, but their intensity changes. In winter, the western Adriatic current is attached closely to the coast and it extends up to the central part of the Adriatic at 42°N. The South-eastern Adriatic Current
Figure 4.4: Seasonal velocity fields at the depth of 5m simulated by the high resolution coupled model ($m s^{-1}$). a) winter, b) spring, c) summer, d) autumn

is positioned close to the eastern coast in the Ionian Sea, in the Otranto Strait and in the southern part of the Adriatic Sea. The South Adriatic Gyre is clearly visible, but the Central Adriatic Gyre and the North Adriatic Gyre are very weak and almost inexistent. They are visible only as a part of the general cyclonic circulation in the Adriatic. In spring, the flow intensity becomes stronger almost everywhere. The Western Adriatic Gyre is wider and it spreads more to the
Figure 4.5: Seasonal sea surface elevation fields simulated by the high resolution coupled model (m). a) winter, b) spring, c) summer, d) autumn

south. The South-eastern Adriatic Current still brings the water from the Ionian Sea into the southern part of the Adriatic. It becomes broader and gets connected with the Southern Adriatic Gyre. Gyres in the central and the northern part of the Adriatic are not well defined in the surface circulation field, although the global circulation is cyclonic.

In summer the Western Adriatic Current becomes the major surface circula-
Figure 4.6: Seasonal fields of climatological dynamic height anomalies (dyn mm) relative to 30m depth (from Artegiani et al. 1997b).

...tion feature. It extends to the Otranto Strait forming the outflow at the surface from the Adriatic Sea into the Ionian Sea along the western coast of the Otranto Strait. The current is partially detached from the coast in the northern part of the Adriatic. The surface water inflow from the Ionian Sea is significantly suppressed near the Otranto Strait. The South-eastern Adriatic Current is relatively weak along the Albanian coast, but it becomes strong further to the north. Now, the Southern Adriatic Gyre and the Central Adriatic Gyre are clearly visible in the surface circulation. In autumn the Western Adriatic Current again becomes
reduced in intensity and its extension towards the south becomes more limited. The South-eastern Adriatic Current becomes more dominant, with the large and wide inflow from the Ionian Sea over the whole Otranto Strait and it spreads far to the north.

In comparison with observations (e.g. Poulain 2001) and climatological calculations (e.g. Artegaiani et al. 1997b) we can see that all major features of the surface circulation and their seasonal variability are simulated well by the model. One explanation for the relatively weak intensity of the seasonally averaged surface circulation in winter, in comparison to other seasons, may be the reduction of horizontal buoyancy gradients due to the larger vertical mixing in winter and due to the density compensation process in the North Adriatic (Zavaratelli et al. 1999, Zavaratelli et al. 2002). Another reason could be the larger variability in the direction of winds which results in the weaker averaged velocity field at the surface. On the other hand, the intensification of surface buoyancy gradients in summer and the strong Scirroco wind in autumn may result in a relatively larger intensity of the seasonally averaged surface circulation.

Seasonal averages of the circulation field at the depth of 5m are displayed in Fig.4.4. When comparing the circulation at the 5m depth with the surface circulation displayed in Fig.4.3 we can see that all circulation features are similar to those at the surface, with the major difference that the circulation intensity is generally weaker and that in winter the Western Adriatic Current is less pronounced than at the surface. On the other hand, in summer the Western Adriatic Current has the almost identical shape and the relative intensity at the 5m depth as at the surface. Also, we can see that the South-eastern Adriatic Current is less pronounced at the 5m depth than at the surface in all seasons.

Seasonal averages of the surface elevation are displayed in Fig.4.5. Again, we can see the main surface circulation structures visible in seasonal averages of the surface velocity field, but in winter the sea surface elevation gradient is very weak in the northern part of the Adriatic. In winter only the South Adriatic Gyre is clearly visible, while in summer all three Adriatic gyres are visible in the seasonally averaged field. In autumn the Northern Adriatic Gyre disappears again. The western coastal current and the South Adriatic Gyre are much more pronounced features in seasonal averages of the surface elevation field simulated by the model than in climatological seasonal dynamic height fields calculated by Artegaiani et al. (1997b) (Fig.4.6). The main reasons for this difference can be that the coarse resolution dynamic height climatologically estimated by Artegaiani
Figure 4.7: Seasonal total transport stream function fields simulated by the high resolution coupled model ($10^6m^3s^{-1}$). a) winter, b) spring, c) summer, d) autumn et al. (1997b) may not detect the narrow coastal current, that it does not account for the wind driven part of the flow and that the subjective estimate of the layer of no motion in Artegaiani et al. (1997b), which is the reference for the calculation of the dynamic height, may introduce large errors in their climatological estimate.

Seasonal averages of the total transport stream function are displayed in Fig.4.7. The main feature in the total transport field is the southern Adriatic
Figure 4.8: Seasonal averages of temperature fields at 100m depth simulated by the high resolution coupled model (°C). a) winter, b) spring, c) summer, d) autumn

Gyre. It dominates the total transport field because the southern part of the Adriatic is much deeper than the central and the northern parts of Adriatic resulting in the larger net volume of the total transport, and because the southern Adriatic Gyre simulated by the model is a very stable circulation feature which does not have significant variations of the intensity or any reversal of the cir-
Figure 4.9: Seasonal averages of climatological temperature fields at 100m depth (°C) (from Artegiani et al. 1997b).

circulation direction. The central Adriatic gyre is also visible in summer and in autumn. A more detailed investigation of the total transport field shows that the total transport is cyclonic in the whole Adriatic in all seasons, but, due to the more shallow northern part, quantitatively it is less significant than in the southern part (not shown).

Seasonal averages of the temperature field at 100m depth are displayed in Fig.4.8. Seasonally averaged temperature fields have the north-south gradient with the relatively cold water in the Pomo Depression and the relatively warm
Figure 4.10: Seasonal averages of velocity fields at 100m depth simulated by the high resolution coupled model ($ms^{-1}$). a) winter, b) spring, c) summer, d) autumn

water in the South Adriatic Depression and in the Ionian Sea. It can be seen from seasonal averages that there is a permanent inflow of relatively warm Levantine water from the Ionian Sea through the Otranto strait and along the south-eastern coast. Relatively warm Levantine water partially recirculates in the South Adriatic Gyre. In summer and in autumn it is partially advected along the eastern
coast further to the north into the Pomo Depression. In winter cold water appears along the western coast in the Pomo Depression and along the Palagruza Sill. The distribution of horizontal gradients indicates that there is the transport of relatively warm water from the South Adriatic Depression into the Pomo Depression in the east and the transport of relatively cold water from the Pomo Depression into the South Adriatic Depression in the west. The gradients are especially large in winter, when also the temperature in the central part of the South Adriatic Depression is lower than in other seasons. The main reason for this specific distribution of temperature in winter months may be the sinking of the cold surface water along the western shelf (Artegiani et al. 1997b) and the convection in the centre of the South Adriatic Depression due to the strong cooling of the surface water (Pollak 1951, Ovchinnikov et al. 1985).

The mean value of seasonal averages of the temperature and the intensity of horizontal gradients simulated at 100m depth are lower than the climatology based on in-situ measurements made by Artegiani et al. (1997b) and displayed in Fig.4.9. The difference is relatively small in winter and it is larger in autumn. On the other hand the spatial distribution is in good agreement with the climatology, especially during winter when an area with cold water and minimum temperatures appears next to the western coastal shelf. One reason for the colder simulated mean temperature may be the data set used for the southern boundary condition. In the MODB climatological data set temperatures at the 100m depth are lower than the corresponding temperatures in the climatological analysis by Artegiani et al. (1997b). Due to the horizontal advection of the temperature from the Ionian Sea into the South Adriatic Depression along the eastern coast the simulated temperature at the 100m depth is significantly influenced by climatological values at the boundary.

Seasonal averages of the velocity field at 100m depth are displayed in Fig.4.10. In all seasons the circulation is cyclonic in both depressions. We can see that the largest intensity of the velocity is in the South Adriatic Depression and close to internal boundaries. There is an almost permanent inflow from the Ionian Sea along the eastern coast. Again, we can see that there is the inflow from the South Adriatic Depression into the Pomo Depression along the eastern side of the Palagruza Sill and that there is the outflow from the Pomo Depression into the South Adriatic Depression along the western side of the Palagruza Sill.
4.2 Discussion and validation of atmospheric model results

The most important parameters simulated by the atmospheric model, used in simulations by oceanographic models, are the surface heat fluxes and the wind stress. Therefore, to evaluate the atmospheric model simulation, first we will concentrate on the evaluation of the calculation of surface fluxes over the sea. Also, the evaluation will include simulated evaporation and precipitation fields, which influence the simulation of the surface salinity.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Short wave radiation</td>
<td>211.0</td>
<td>190.3</td>
<td>201.3</td>
<td>200.4</td>
<td>201.8</td>
<td>193.0</td>
<td>206.4</td>
<td>200.6</td>
</tr>
<tr>
<td>Long wave radiation</td>
<td>-102.6</td>
<td>-97.6</td>
<td>-97.0</td>
<td>-98.1</td>
<td>-101.1</td>
<td>-98.0</td>
<td>-103.5</td>
<td>-99.7</td>
</tr>
<tr>
<td>Latent heat flux</td>
<td>-103.6</td>
<td>-91.4</td>
<td>-93.8</td>
<td>-90.0</td>
<td>-105.2</td>
<td>-106.3</td>
<td>-107.6</td>
<td>-99.7</td>
</tr>
<tr>
<td>Sensible heat flux</td>
<td>-26.0</td>
<td>-19.5</td>
<td>-22.7</td>
<td>-17.7</td>
<td>-27.6</td>
<td>-25.0</td>
<td>-21.9</td>
<td>-22.9</td>
</tr>
<tr>
<td>Total heat flux</td>
<td>-21.2</td>
<td>-18.2</td>
<td>-12.2</td>
<td>-5.4</td>
<td>-32.1</td>
<td>-36.3</td>
<td>-26.6</td>
<td>-21.7</td>
</tr>
<tr>
<td>Evaporation</td>
<td>1.31</td>
<td>1.24</td>
<td>1.23</td>
<td>1.24</td>
<td>1.34</td>
<td>1.35</td>
<td>1.36</td>
<td>1.30</td>
</tr>
<tr>
<td>Precipitation</td>
<td>0.45</td>
<td>0.47</td>
<td>0.43</td>
<td>0.40</td>
<td>0.55</td>
<td>0.63</td>
<td>0.51</td>
<td>0.49</td>
</tr>
<tr>
<td>Evaporation-Precipitation</td>
<td>0.86</td>
<td>0.77</td>
<td>0.80</td>
<td>0.84</td>
<td>0.79</td>
<td>0.72</td>
<td>0.75</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Table 4.1: Yearly averages of all components of surface heat flux for the Adriatic simulated by the atmospheric model (W m$^{-2}$). The last column on the right gives the seven-year mean value for each heat flux component and the total mean flux simulated in the period 1991-1997. Spatially and temporary averaged precipitation and evaporation per unit surface, with their seven-year mean values, are given at the bottom of the table (m$^{-1}$).

The atmospheric model is used in a seven-year simulation during the time period 1991-1997 to produce averaged climatological forcing fields for the ocean model. The model is applied in the one-way forcing mode, using sea surface
Table 4.2: Climatological estimates and calculations of the spatially and temporary averaged heat flux components (W m\(^{-2}\)), evaporation and precipitation per unit surface (m\(^{-1}\)) in the Adriatic from other studies.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Short wave radiation</td>
<td>172.0</td>
<td>162.9</td>
<td>218.0</td>
</tr>
<tr>
<td>Long wave radiation</td>
<td>-67.9</td>
<td>-72.1</td>
<td>-91.0</td>
</tr>
<tr>
<td>Latent heat flux</td>
<td>-108.2</td>
<td>-92.5</td>
<td>-122.0</td>
</tr>
<tr>
<td>Sensible heat flux</td>
<td>-17.7</td>
<td>-17.7</td>
<td>-22.0</td>
</tr>
<tr>
<td>Total heat flux</td>
<td>-21.8</td>
<td>-19.4</td>
<td>-17.0</td>
</tr>
<tr>
<td>Evaporation</td>
<td>1.17</td>
<td>1.58</td>
<td></td>
</tr>
<tr>
<td>Precipitation</td>
<td>1.02</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td>Evaporation-Precipitation</td>
<td>0.15</td>
<td>0.88</td>
<td></td>
</tr>
</tbody>
</table>

temperature fields analysed from satellite observations available for this time period. Yearly averages of each of the components of the heat flux, calculated in the model and spatially averaged over the Adriatic Sea, are given in Table 4.1. Results of calculations and climatological estimates originating from other studies are given in Table 4.2.

The yearly averaged short wave radiation simulated by the model varies between 190 W m\(^{-2}\) in 1992 and 211 W m\(^{-2}\) in 1991, with the seven-year mean of 201 W m\(^{-2}\). This value is higher than the value obtained in the climatological estimate by May (1986) and in the calculation by Artegiani et al. (1997a), but it is lower than the value obtained in the calculation by Maggiore et al. (1998).

The seven-year averaged long wave radiation is \(-100 W m^{-2}\), and the value varies between \(-104 W m^{-2}\) in 1997 and \(-97 W m^{-2}\) in 1993. The seven-year averaged value is somewhat higher than values estimated and calculated by May (1986), by Artegiani et al. (1997a) and by Maggiore et al. (1998). One explanation for this difference is that other studies performed simplified parameteri-
Figure 4.11: Seasonal averages of the total heat flux simulated by the high resolution coupled model (W m$^{-2}$). a) winter, b) spring, c) summer, d) autumn

Measurements of the long wave radiation using only the two-dimensional climatological percentage of the cloud cover together with the information on the near-surface temperature and water vapour, while in the atmospheric model the long wave radiation is parameterised using emissivity functions calculated from full vertical profiles of temperature, water vapour and clouds.

The simulated latent heat flux averaged over each year has the maximum heat loss of $-108Wm^{-2}$ in 1997 and the minimum heat loss of $-90Wm^{-2}$ in 1994. The simulated seven-year mean heat loss is $-100Wm^{-2}$. This value is between climatological values calculated by May (1986) and by Artegiani et al.
Figure 4.12: Seasonal averages of the short wave radiation simulated by the high resolution coupled model (Wm$^{-2}$). a) winter, b) spring, c) summer, d) autumn (1997a), and it gives a smaller heat loss than the value calculated by Maggiore et al. (1998).

Yearly averages of the sensible heat flux vary between $-25Wm^{-2}$ in 1996 and $-18Wm^{-2}$ in 1994 with the mean flux of $-22Wm^{-2}$. The heat loss due to the sensible heat flux is larger than the estimate by May (1986) and the calculation by Artegiani et al. (1997a), but it is very similar to the calculation by Maggiore et al. (1998).

The simulated total heat flux over the Adriatic, averaged in the seven-year period, is $-21.7Wm^{-2}$. The calculated value is in very good agreement with
Figure 4.13: Seasonal averages of the long wave radiation simulated by the high resolution coupled model (Wm$^{-2}$). a) winter, b) spring, c) summer, d) autumn

other studies. The best agreement is with the climatological estimate by May (1986), while the calculations by Artegaian et al. (1997a) and by Maggiore et al. (1998) give somewhat lower values. The simulated total heat flux averaged over each year shows a relatively large variation between the maximum heat loss of $-36.3 Wm^{-2}$ in 1996 and the minimum heat loss of $-5.4 Wm^{-2}$ in 1994. However, the oscillation of the heat loss is smaller than that obtained in the calculation by Maggiore et al. (1998) in the four-year period 1991-1994. Also, it can be noticed that in this study the averaged value significantly depends on the averaging period. For instance, in the four-year period 1991-1994 it would
Figure 4.14: Seasonal averages of the sensible heat flux simulated by the high resolution coupled model (Wm$^{-2}$). a) winter, b) spring, c) summer, d) autumn be $-14.3 Wm^{-2}$, what is very close to the value calculated during the same time period by Maggiore et al. (1998).

Another difference in comparison to the calculation by Maggiore et al. (1998) is that they attribute the yearly variability of the total heat flux mainly to the variation in the latent and sensible heat flux components. In the coupled model simulation only the long wave radiation component of the heat flux has a small annual variation, and the short wave radiation contributes significantly to the variation of the yearly averaged heat flux. This difference in the result may be explained by the fact that Maggiore et al. (1998) calculated the short wave
Figure 4.15: Seasonal averages of the latent heat flux simulated by the high resolution coupled model (Wm$^{-2}$). a) winter, b) spring, c) summer, d) autumn

radiation using the climatological cloud cover which is identical in each year, while they calculated sensible and latent heat fluxes from ECMWF analyses using the realistic temporal variation of meteorological parameters during each year. On the other hand, it appears from the result of the coupled model that the temporal variability of the cloud cover distribution may significantly influence the yearly averaged short wave radiation and the yearly averaged total heat flux.

Annual averages of the evaporation and the precipitation per unit surface in the Adriatic simulated by the model are given in the bottom of Table 4.1. The seven-year averaged difference between the evaporation and the precipitation per
Figure 4.16: The climatological total heat flux ($W m^{-2}$) for selected months calculated by May (1986) (from Artegiani et al. 1997b).

unit surface is $0.79 m^{-1}$, with the variation of the yearly mean value between the minimum of $0.72 m^{-1}$ in 1996 and the maximum of $0.86 m^{-1}$ in 1991. The yearly variation is mainly the consequence of the variation in the precipitation. The seven-year averaged difference between the evaporation and the precipitation is significantly larger than that obtained in the calculation by Artegiani et al. (1997a) and it is smaller than the value obtained in the calculation by Maggiore et al. (1998). On the other hand, the seasonally averaged precipitation obtained in the coupled model simulation is in very good agreement with the climatological estimate by Zore-Armanda (1969) calculated using offshore observations. We can see that the calculation using the coupled model gives the yearly averaged evaporation which is similar to that calculated in other studies. On the other
Figure 4.17: Seasonal averages of the climatological total heat flux \((W\,m^{-2})\) calculated by Maggiore et al. (1998) (from Zavaratelli et al. 2002).

hand, the the yearly averaged precipitation is smaller than that calculated in studies presented in Table 4.2, but it is in relatively good agreement with the COAMPS estimate given in Maggiore et al. (1998).

The spatial distribution of seasonal averages of the total heat flux for 1997, simulated by the high resolution coupled model, is displayed in Fig.4.11. There is the average heat loss in the Adriatic in winter and in autumn, and the average
heat gain in spring and in summer. In winter the largest heat loss is in the south-eastern part of the Adriatic, and the smallest heat loss is along the western coast. In spring the largest heat gain is in the south of the Adriatic along the western coast, and in summer the largest heat gain is offshore. In summer there is the heat loss in a narrow band along almost all coasts. In autumn the largest heat loss is along coasts, with the maximum in the north-eastern part of the Adriatic.

Seasonal averages of the short wave radiation in the Adriatic for 1997 show a relatively permanent spatial structure in all seasons (Fig.4.12), but there is a large variability in the mean intensity. In all seasons the maximum of the short wave radiation is in the southern part of the Adriatic, along the western coast, and the minimum is along the coast in the northern and south-eastern parts of the Adriatic. On the other hand, fields of seasonally averaged long wave radiation (Fig.4.13) show a larger spatial variability, but a much smaller variability in the intensity of the spatially averaged value. In autumn there is the largest heat loss due to the long wave radiation in the north-eastern part of the Adriatic.

The seasonal mean of the sensible heat flux for 1997 (Fig.4.14) is relatively small during winter, spring and summer, when it reaches the minimum, and it is significantly larger in autumn, with the largest heat loss along the eastern coast. The latent heat flux has a relatively large seasonal variability of the mean value and a large variation of the spatial distribution (Fig.4.15). The heat loss due to the latent heat flux is the lowest in winter and it is the highest in summer. It has the largest value along the eastern coast. The minimum is in the north-western part of the Adriatic in winter, along the western coast in spring and offshore in summer and autumn.

The comparison between different components of the total heat flux in the Adriatic demonstrates that the high spatial variability of the total heat flux in the summer and in autumn is mainly the consequence of the spatial variability of the latent heat flux, while in winter and in spring it is mainly caused by the combination of the spatial variability of the latent heat flux and of the short wave radiation. Clearly, the seasonal change of the spatially averaged total heat flux is the consequence of the change in the short wave radiation in all seasons, but in autumn it is also determined by the increase of the magnitude of other components of the total heat flux along the eastern coast.

In general, the spatial distribution of the total heat flux and its components for 1997 is in good agreement with other studies which calculated the climatological heat flux in the Adriatic. In all other studies (May 1986, Artegiani et al. 1997a,
Figure 4.18: Seasonal averaged wind velocity vectors 10m above the ground simulated by the high resolution coupled model (ms$^{-1}$). a) winter, b) spring, c) summer, d) autumn

Maggiore et al. (1998) there is generally the heat loss in winter and in autumn, and there is the heat gain in spring and in summer.

In comparison with the climatological calculation by May (1986), displayed in Fig.4.16, the spatial structure of the total heat flux computed by the coupled model contains many more details. In winter another major difference is that the climatology by May (1986), like the reported result by Artegiani et al. (1997a), gives the largest total heat loss close to the north-western coast, while in the
coupled model result the largest heat loss is along the south-eastern coast, and there is a minimum in the heat loss along the western coast. In other seasons, spatial structure of the outputs of the simulation performed by the coupled model are generally in good qualitative agreement with the climatological calculation by May (1986).

The spatial distribution of the seasonal mean of the total heat flux computed for 1997 may be also compared to the results of the calculation by Maggiore et al. (1998), presented in Zavaratelli et al. (2002) and displayed in Fig.4.17. Again, the
Figure 4.20: Seasonal averages of the difference between the evaporation and the precipitation per unit surface \((m^{-1})\) simulated by the high resolution coupled model \((m^{-1})\). a) winter, b) spring, c) summer, d) autumn

seasonal mean of the total heat flux computed in the coupled model simulation contains much more spatial detail. However, this time main spatial features of the winter distribution of the total heat flux in Maggiore et al. (1998) are generally very similar to those computed by the coupled model, with the maximum heat loss along the eastern coast. Also, in other seasons, there is a good qualitative agreement between two calculations.

One larger difference between the seasonally averaged total heat flux computed by the coupled model (Fig. 4.11) and that computed by Maggiore et al.
Figure 4.21: Seasonal averages of the climatological difference between the evaporation and the precipitation per unit surface (m$^{-1}$) calculated by Maggiore et al. (1998) (from Zavaratelli et al. 2002).

Maggiore et al. (1998) (Fig.4.17) is the intensity of the spatially averaged heat flux in each season. In all seasons the intensity of the spatially averaged heat flux calculated by Maggiore et al. (1998) is larger than the value calculated in this study. On the other hand, seasonally averaged amplitudes of the total heat flux calculated in this study are in relatively good agreement with those calculated by May (1986).
However, the yearly mean heat loss resulting from all studies appears to have a very similar magnitude (Table 4.1 and Table 4.2).

Seasonal averages of the simulated field of wind vectors $10m$ above the ground are displayed in Fig.4.18. We can see that in the Adriatic the simulated wind field is strongly channelled by the coastal topography. There are several local maxima in the intensity of the $10m$ wind along the eastern coast formed along valleys in the Julian Alps and the Dinaric Alps (Fig.1.2). The strongest winds are in winter and autumn. In winter there is a stronger influence of the Bora wind in the North Adriatic, while in autumn there is the prevalence of the Scirroco wind along the eastern coast. In spring the wind is weaker with the prevailing south-east direction. In summer the north-eastern Bora wind dominates again, but its magnitude is weaker than in winter. Along the western coast the simulated $10m$ wind has mostly the north-western direction. Its mean value has the largest magnitude in winter, while it is very week in spring.

Generally, offshore the direction and intensity of the wind velocity over the Adriatic Sea is in relatively good agreement with climatological fields calculated by May (1986) and displayed in Fig.2d in Artegiani et al. (1997b), and with ECMWF reanalyses fields displayed in Fig.4.19. On the other hand, along coasts the coupled model simulation results in stronger winds with the higher spatial variability. However, a direct comparison along coasts can not be performed, because coarse resolution climatological calculations and ECMWF reanalyses do not account for the high spatial variability of the topography along the coast.

Seasonal averages of the difference between the evaporation and the precipitation are displayed in Fig.4.20. We can see that offshore the evaporation significantly exceeds the precipitation in all seasons, and that the structure of the field is very similar to that of the seasonally averaged latent heat flux which determines the evaporation. On the other hand, along the coast there is a relatively large seasonal and spatial variability due to the significant influence of the precipitation.

In winter, in spring and in autumn the precipitation reduces the effect of the evaporation along the south-eastern coast of the Adriatic. At the same time, at some places the seasonally averaged precipitation exceeds the evaporation along the north-eastern coast, and there is a relatively wide belt where the precipitation exceeds the evaporation along the western coast. We can see that along the eastern coast main spots with large precipitation are close to places where mountain ridges are very close to the coast (Fig.1.2), indicating that the precip-
itation is intensified by the coastal topography. The relatively wide belt where the precipitation exceeds the evaporation along the western coast, may be explained by the larger precipitation along the coast compared to the precipitation offshore and by the fact that the simulated latent heat flux and therefore the evaporation have their minimum along the western coast. In summer, due to the very small seasonally averaged precipitation, the whole field mainly reflects the spatial distribution of the latent heat flux.

Figure 4.22: Geographical position of coastal meteorological stations used for the evaluation of model outputs. Numbers represent following stations: 1 - Tivat, 2 - Trieste, 3 - Ronchi dei Legionari, 4 - Venezia Tessera, 5 - Punta Marina, 6 - Rimini, 7 - Falconara, 8 - Pescara and 9 - Brindisi.

Seasonal averages of the difference between the evaporation and the precipitation somewhat differ from fields calculated by Maggiore et al. (1998) and presented in Zavaratelli et al. (2002) (Fig.4.21). The main difference is that in this study the evaporation exceeds the precipitation offshore in all seasons, while in Maggiore et al. (1998), in spring there is the net negative flux over almost all the Adriatic Sea. Another difference is that in Maggiore et al. (1998) the precipitation significantly exceeds the evaporation along the south-eastern coast and it covers the large part of the South Adriatic, while in this study it only reduces the evaporation in a narrow band along the coast. The lower precipitation and
its concentration along the coast in this study, results in a lower yearly mean precipitation simulated by the coupled model in comparison to calculations by Maggiore et al. (1998) and by Artegiani et al. (1997a) (Table 4.1 and Table 4.2).

One reason for this disagreement may be that climatological estimates of the precipitation in other studies are made by the interpolation of observations at coastal stations without available values offshore, while in the coupled model result the simulated precipitation is concentrated in a very narrow band along the coast, and it is relatively weak offshore. Also, this may explain the very good agreement of the yearly mean precipitation simulated by the coupled model with the climatological estimate by Zore-Armanda (1969) performed using the offshore observations.

Atmospheric parameters simulated by the model may be compared with measurements at meteorological stations. For this purpose, 9 stations are selected along the Adriatic coast. Measured values at those stations belong to a larger data set, originating from the German Weather Service, that also includes data from several other stations positioned inland, but it is found that, due to the complex topography and complex influence of local factors, it is very difficult to directly compare values measured at surface stations with the model simulation. The geographical position of selected coastal stations is displayed in Fig. 4.22.

The high resolution atmospheric model, with the sea surface temperature obtained from the analyses of satellite observations, is used as the reference experiment for the comparison with measurements. It is assumed that it provides the most accurate simulation of atmospheric parameters, because it uses the boundary condition which is the closest to the observations. However, in Section 5.2 we will analyse in detail the sensitivity of the atmospheric model results to the sea surface temperature calculation and to the horizontal resolution of the model.

In Fig. 4.23 and Fig. 4.24 we can see the daily variation of the difference between the measured and the simulated 2m temperature during 1997 at 9 coastal stations. Station measurements used for the validation correspond to 6:00 UTC on each day, because it is found that at that time there is a sufficiently long record of available measurements at selected stations, and it is estimated that at the same time there is a less significant influence of the heating of the land by the short wave radiation on the 2m temperature. The measured value at each station is compared with the 6 hours mean of the simulated value between 3:00 UTC and 9:00 UTC.

We can see in Fig. 4.23 that at the Station 1 there is a relatively large difference
Figure 4.23: Difference between simulated and measured 2m temperature at coastal stations 1 - 5 (°C).
between the observed and the simulated value, with a relatively large variation, in winter and autumn, while in spring and summer the difference and its variation are significantly reduced. Stations 2 and 3 show a very similar general behavior, with simulated values generally larger than observed values during the whole year, especially in winter and in autumn. The similarity originates from the fact that stations 2 and 3 are geographically very close to each other. The only visible difference between two stations is that station 2 has a somewhat smaller variation of the temperature difference around the mean. At station 4 there is a very good

Figure 4.24: Same as Fig.4.23, but for stations 6 - 9.
Figure 4.25: Difference between simulated and measured sea level pressure at coastal stations 1 - 5 (mb).
agreement between the simulated and the measured 2m temperature, and in average at station 5 the simulated value is slightly higher than the measured value during the whole year.

Stations 6, 7 and 8 show a relatively large variation of the difference between the simulated and the observed 2m temperature, with a general overestimation by the model (Fig.4.24). The variation is especially pronounced at station 8 in winter. At station 9 there is a relatively good agreement between the simulated and observed temperature during the whole year.
Figure 4.27: Difference between simulated and measured wind at coastal stations 1 - 5 ($ms^{-1}$).
The differences in the quality of the model simulation of the 2m temperature at different coastal stations may be explained by different local meteorological conditions at each station. When comparing the position of meteorological stations (Fig. 4.22) with the local coastal topography displayed in Fig. 1.2, and approximated in the atmospheric model, we can see that stations 1, 2 and 3 are close to high coastal mountains. As a consequence, there is a possibility that the complex topography significantly influences the local 2m temperature and that the atmospheric model is not able to simulate correctly local meteorological conditions.
conditions. As a confirmation for this statement, the correspondence between the measured and the simulated 2m temperature is generally better at stations positioned along the western coast which has the simpler coastal topography.

On the other hand, monthly averaged and instantaneous values of the difference between the simulated and the measured 2m temperature at coastal stations are generally in good agreement with differences between simulated and analysed fields in the same geographical area obtained by several other limited area atmospheric models which used similar horizontal resolutions, e.g. results of several limited area models displayed in Fig.5 and Fig.6 in Christensen et al. (1997).

The difference in the sea level pressure is much less dependent on the position of the station (Fig.4.25 and Fig.4.26). There appears to be a quite homogeneous distribution of the variance of the difference between the simulated and the measured sea level pressure at all stations throughout the year. Only station 8 shows a significant seasonal variation of the difference with a higher simulated than observed sea level pressure in spring and in autumn. The better correspondence between the simulated and the observed sea level pressure compared with the correspondence between the simulated and the observed 2m temperature can be explained by the fact that the sea level pressure field depends much less on local meteorological conditions than the 2m temperature field. Its value and spatial distribution are significantly influenced by lateral boundary conditions of the atmospheric model, and in the coupled model lateral boundary conditions are obtained from very accurate ECMWF reanalyses. Again, there is a high level of agreement of monthly averaged and instantaneous differences between the simulated and the measured sea level pressure, with monthly averaged differences between simulated and analysed fields obtained by other limited area atmospheric models in the same geographical area, e.g. those displayed in Fig.3 and Fig.4 in Christensen et al. (1997).

The difference between the simulated and measured 10m wind at 9 coastal stations is displayed in Fig.4.27 and in Fig.4.28. When comparing these figures with Fig.4.18 we can see that in general the intensity of the difference between the simulated and the observed wind is smaller than the simulated wind intensity itself, although at several particular dates and at some stations the difference is large. There is no general similarity in the difference between the simulated and the observed value at different stations indicating that it may be caused by local meteorological conditions at each station. At station 1 the difference between the simulated and the observed winds indicates that the simulated winds
generally have a too weak component from the north-east direction. Also, at station 7 the simulated wind in general has a too weak component from the north-western direction. At all other stations the disagreement between the simulated and the observed winds has no dominant direction. The differences between the simulated and observed 10m wind could not be directly compared with results from other limited area models. However, we could expect that at least the quality of the simulation of the geostrophic part of the surface wind should be similar to that obtained by other limited area models, because the difference between the simulated and the observed surface pressure is similar to those originating from other limited area models given in Christensen et al. (1997).
Chapter 5

Sensitivity experiments

5.1 Differences between experiments

Five oceanographic model experiments are performed in the study. Differences between experiments are summarized in Table 5.1. In the control experiment GCM the surface heat fluxes and the wind stress are calculated from the ECMWF reanalyses, using the method described in Subsection 3.3.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Horizontal resolution</th>
<th>Two-way interaction</th>
<th>Time step for surface fluxes</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCM</td>
<td>50km</td>
<td>no</td>
<td>6h</td>
</tr>
<tr>
<td>S25</td>
<td>25km</td>
<td>no</td>
<td>1h</td>
</tr>
<tr>
<td>S13</td>
<td>13km</td>
<td>no</td>
<td>1h</td>
</tr>
<tr>
<td>C25</td>
<td>25km</td>
<td>yes</td>
<td>1h</td>
</tr>
<tr>
<td>C13</td>
<td>13km</td>
<td>yes</td>
<td>1h</td>
</tr>
</tbody>
</table>

Table 5.1: Differences between experiments.

In experiment S25 surface heat fluxes and the wind stress are computed using the low resolution atmospheric model set-up and the analysed sea surface temperature, while in experiment S13 the computation is made with the high resolution atmospheric model set-up and the analysed sea surface temperature. Experiment C25 is performed using the fully coupled model with the coarse resolution atmospheric model set-up, and the in experiment C13 the fully coupled model is applied with the fine resolution atmospheric model set-up.
To perform the comparison between ocean model outputs resulting from annual simulations with five different experimental configurations, daily averaged outputs of each experiment are decomposed into EOF modes. In this way it becomes possible to represent highly variable annual fields only by the coefficients of time series and by the spatial distribution of the most important EOF modes, assuming that those EOF modes account for the major part of the variance. Only two-dimensional fields are compared, and the transformation is made from the spatially and temporally varying field represented by the matrix $T(m, n)$, where $m$ are all ocean model points in the horizontal, and $n = 365$ are output time steps. The matrix transformation is performed using the mathematical libraries LAPACK and BLAS.

5.2 Sensitivity of oceanographic outputs

5.2.1 Surface temperature

The surface temperature is the first and the most important ocean model parameter for the comparison between experiments. One reason for this choice is that the sea surface temperature is the parameter which reacts most sensitively to the change of surface heat fluxes. Another reason is that each day a relatively large number of satellite observations is available, covering the whole Adriatic and containing the information about the high spatial and temporal variability of the surface temperature.

Objective analyses of the sea surface temperature are performed on the ocean model grid using “night pass” satellite observations and the method described in Subsection 3.2.3. Only “night pass” satellite observations are used to eliminate the possible occurrence of large measurement errors during the day due to the skin effect. Then the EOF analysis is performed using the transformation of fields of the difference between the simulated and analysed surface temperature. Prior to the computation of EOF modes, the mean value of each field of differences is subtracted at each time step from each point value. Consequently, the variance of EOF modes represents the variance of the spatial variability of the difference between the simulated and analysed surface temperature.
The temporal variation of the spatially averaged difference between the simulated and the analysed surface temperature and the temporal and spatial variation of dominant EOF modes in experiment GCM, in which the ocean model is forced by surface fluxes computed from ECMWF parameters, are displayed in Fig.5.1 and Fig.5.2.

In Fig.5.1a we can see that from January until May the spatially averaged surface temperature is in relatively good agreement with the analysis, with a small underestimation until the middle of March. In the middle of May the spatial mean of the simulated surface temperature becomes almost $4^\circ C$ warmer than the analysed value. Then, in following two weeks the difference between the simulated and the analysed surface temperature becomes reduced with the minimum at the beginning of June, but it rises again reaching the maximum in the second half of June. Then the difference starts to oscillate, but there is a clear tendency of the simulated mean to be higher by about $3^\circ C$ than the analysed mean, with the maximum difference at the beginning of September. After this peak the difference is reduced, but still in autumn and at the end of December its mean is about $1^\circ C$ higher then the analysed mean.

The time variation of the first temporal EOF coefficient, displayed in Fig.5.1b, shows a good agreement between the simulated and the analysed surface temperature until the middle of May, but than there starts a period with a relatively large difference. Again the simulated value is larger than the analysed. This EOF is by far the most important mode which accounts for 77.5% of the total variance. The spatial structure of the first EOF mode is displayed in Fig.5.2a. We can see that it is practically flat over the Adriatic, with the significant gradient only close to the southern open boundary in the Otranto Strait. Negative values in the Otranto Strait and in the Ionian Sea in summer and in autumn, in combination with large positive coefficients, indicate that in this area simulated values are in better agreement with analyses than in the Adriatic Sea.

The reason is that the large positive mean difference between the simulation and the analysis (Fig.5.1a) at the same time corresponds to the large positive first EOF coefficient (Fig.5.1b). On the other hand, close to the southern model boundary, simulated fields are significantly influenced by climatological values imposed at the boundary, which are in better agreement with the analyses. Consequently close to the southern model boundary the first EOF mode (Fig.5.2a) is negative indicating that there the positive deviation of the simulated temperature is reduced.
Figure 5.1: Experiment GCM: the mean difference and coefficients of the first four EOF modes of the difference between simulated and measured surface temperature (°C).
Figure 5.2: Experiment GCM: the first four EOF modes of the difference between simulated and measured surface temperature.

Also, the time variation of the second EOF coefficient (Fig.5.1c) shows a good agreement until May, and than the coefficient becomes negative until August. In August the coefficient changes the sign and becomes positive until the middle of September, when it becomes relatively small until the end of December. This EOF mode accounts for 9.6% of the total variance. The spatial structure of the second EOF mode is displayed in Fig.5.2b. It can be seen that from May until
Figure 5.3: Same as Fig.5.1, but for experiment S25
the middle of August the simulated positive north-south gradient is larger than observed, and from the beginning of August until the middle of September the negative north-south gradient is larger than observed. The third and the fourth EOF modes account only for the 3.8% and 2.5% of the total variance respectively and therefore they are statistically less significant.

The time variation of the spatially averaged difference between the simulated and the analysed surface temperature and the time variation of dominant EOF
Figure 5.5: Same as Fig. 5.1, but for experiment S13
modes obtained in experiment S25, in which the ocean model is forced by surface fluxes computed by the coarse resolution atmospheric model using the one-way forcing, are displayed in Fig.5.3 and Fig.5.4.

We can see in Fig.5.3a that during the first four months, from the beginning of the simulation until the middle of May there is a relatively small averaged difference between simulated and analysed fields. Again, in the middle of May the mean simulated surface temperature becomes significantly higher than analysed.
Figure 5.7: Same as Fig. 5.1, but for experiment C25
However, this time the difference of $2^\circ$C is two times smaller than in the case of experiment GCM. Starting from May the difference between the mean simulated and analysed surface temperature starts to oscillate again until August with the similar coefficient of the oscillation like in the case of experiment GCM, but with the tendency that the simulated mean is lower than the analysed mean. However, in comparison to experiment GCM, in experiment S25 the mean of the coefficient is closer to zero. In August the simulated mean surface temperature
Figure 5.9: Same as Fig. 5.1, but for experiment C13
becomes 4°C lower than the analysed mean value. From this moment the shape of the time variation of the difference between the simulated and the analysed mean in experiment GCM and in experiment S25 look very similar, but there is a relatively large shift between the two functions of more than 4°C until the beginning of September.

In fact, we may see from the difference between the simulated and the analysed surface temperature that, while in summer in experiment GCM the mean of the
simulated field is much higher than the mean of the analysed field (Fig.5.1a), at the same time in experiment S25 the mean of the simulated field is much lower than the mean of the analysed field (Fig.5.3a). The same tendency to simulate higher than analysed values in experiment GCM and lower than analysed values in experiment S25 continues until the end of the year, but we may notice that from the middle of November the mean simulated surface temperature in experiment S25 is closer to the analysed mean.

The temporal variation of the coefficient of the first EOF mode of the difference between the simulated and analysed surface temperature in experiment S25 is displayed in Fig.5.3b, and its spatial variability is displayed in Fig.5.4a. This EOF mode accounts for 38% of the total variance. Its coefficient is relatively small, but it is negative during the whole year, except from September until November when it is positive.

In Fig.5.4a we can see that the negative temporal coefficient corresponds to the simulated surface temperature distribution which is further lower than the analysed values in the Northern Adriatic and in the Central Adriatic, while in the Otranto Strait and the Ionian Sea the mismatch is reduced. On the other hand, the positive coefficient from September until November reduces the negative difference between the simulated and the analysed mean of the surface temperature.

The second EOF mode accounts for 24% of the total variance. Its coefficient (Fig.5.3c) is negative from May until July and it reaches relatively high positive values in August and September, while in autumn it slowly decays towards zero. Its spatial distribution (Fig.5.4b) indicates that its negative coefficient is associated with the increase of the difference between the simulated and analysed fields in the Northern Adriatic and with the reduction of the difference in the Central and the Southern Adriatic. On the other hand, the large positive coefficient at the end of the summer indicates the reduction of the difference in the Northern Adriatic. At the same time there is an increase of the difference between simulated and analysed values in the middle of the South Adriatic Gyre, with the simulated surface temperature lower then the analysed.

The coefficient time series and the spatial distribution of the third EOF mode, which accounts for 11% of the total variance, are displayed in Fig.5.3d and in Fig.5.4c. Its coefficient is negative from January until May and at the end of the year, and it is positive during summer. Its negative value corresponds to the simulated field which is slightly warmer than observed offshore and colder than observed along coasts.
The fourth EOF mode, displayed in Fig.5.3e and in Fig.5.4d, has a relatively small coefficient during the whole year except in autumn, when it is positive, indicating a better matching between the simulation and the analysis in the south-western part of the Adriatic.

The time variation of the spatially averaged difference between the simulated and the analysed surface temperature and the time variation of dominant EOF modes in experiment S13, in which the ocean model is forced by surface fluxes computed from the high resolution atmospheric model using the one-way forcing, are displayed in Fig.5.5 and Fig.5.6. It can be immediately noticed that there is no evident difference between the result of experiment S13 (Fig.5.5a) and of experiment S25 (Fig.5.3a), because the difference between two experiments is much smaller than the difference between simulated and analysed fields (not shown). Also, the coefficient and the spatial structure of the most significant EOF modes are very similar to those obtained in experiment S25. The only significant difference is that in experiment S13 the first EOF mode with 50% accounts for the larger part of the total variance.

The temporal and the spatial variation of dominant EOF modes and the temporal variation of the mean difference between the simulated and the analysed surface temperature in experiment C25, in which the ocean model is forced by surface fluxes computed by the coarse resolution fully coupled model, are displayed in Fig.5.7 and in Fig.5.8.

Again, the temporal variation of the spatially averaged difference between the simulated and the analysed surface temperature (Fig.5.7a) shows that there is a relatively good agreement between simulated and analysed fields until May, when the mean simulated surface temperature becomes higher than the analysed mean surface temperature. In summer the mean of the difference between the simulation and the analysis oscillates, but now, contrary to experiments GCM, S25 and S13, the equilibrium around which it oscillates is almost zero. At the beginning of autumn the mean difference between simulated and analysed fields is small and it is further attenuated towards the end of the year.

The coefficient of the first EOF mode which accounts for the 50% of the total variance, displayed in Fig.5.7b, has a small negative value until June and in December, and it is positive during summer and autumn with the maximum in September. However, its spatial distribution (Fig.5.8a) indicates that it has a very small influence over the Adriatic, except in a very narrow band confined to the central part of the western coast.
Figure 5.11: Experiment GCM: the spatial average and coefficients of first four EOF modes of the magnitude of surface velocity ($ms^{-1}$).
Figure 5.12: Experiment GCM: the first four EOF modes of the magnitude of surface velocity ($ms^{-1}$).

It is relatively significant only in the Ionian Sea and in the Otranto Strait, where it indicates that in this area, strongly influenced by prescribed values at the open model boundary, the simulated surface temperature is somewhat lower than analysed in summer and at the beginning of autumn, and it is higher than analysed in the rest of the year.

The coefficient of the second EOF mode, accounting for 18% of the total
Figure 5.13: Same as Fig. 5.11, but for experiment S25
Figure 5.14: Same as Fig.5.12, but for experiment S25

variance (Fig.5.7c), has a relatively small negative value throughout the year. Its spatial distribution (Fig.5.8b) indicates that simulated values are slightly lower than analysed values along the eastern coast and they are slightly higher than analysed values in the Northern Adriatic. However, this effect is reduced in summer, when the coefficient of the third EOF mode is positive having a similar spatial structure in the North Adriatic (Fig.5.7d). The fourth EOF mode is less significant because it accounts for a relatively small part of the total variance.
Figure 5.15: Same as Fig.5.11, but for experiment S13
Figure 5.16: Same as Fig.5.12, but for experiment S13

(4%) and its coefficient is relatively small throughout the year.

The temporal variation of the mean difference between the simulated and the analysed surface temperature and the temporal and the spatial variation of its dominant EOF modes in experiment C13, performed using the high resolution fully coupled model, are displayed in Fig.5.9 and in Fig.5.10.

We can see that, like in the comparison between experiments S25 and S13, the temporal variation of the mean difference in the experiment C13 is almost
Figure 5.17: Same as Fig. 5.11, but for experiment C25
identical to that obtained in experiment C25. Also, the temporal variation of
the coefficient and the spatial distribution of the first EOF mode are very similar
to those simulated in experiment C25. On the other hand, the coefficient of the
second EOF mode is larger in experiment C13 than in experiment C25, but it
has a much smaller spatial variability in the experiment C13. The third and the
fourth EOF modes have relatively small coefficients during the whole year, and
the fourth EOF mode explains a relatively small part of the total variance.
Figure 5.19: Same as Fig.5.11, but for experiment C13
In experiment GCM the simulated surface field has a positive deviation of the mean value. It starts in early summer and it is still present at the end of the year. Furthermore, the temporal and the spatial structure of the most important EOF modes of the difference between the simulated and the analysed fields in experiment GCM indicates that from the beginning of summer until the end of the year there is a relatively large spatial disagreement between simulated and analysed fields.
In experiment S25 the disagreement between the simulation and the analysis is reduced. Nevertheless, the model simulates lower mean surface temperature than the analysed values, and from the beginning of summer there is a negative deviation of the mean simulated temperature. Furthermore, during several periods of time there is still a relatively large spatial disagreement between simulated and analysed fields. The higher resolution atmospheric model forcing applied in experiment S13 does not change significantly the result obtained in experiment S25.

On the other hand, in experiment C25 with the fully coupled model there is a much better correspondence between the simulated and the analysed mean, and the drift of the mean simulated surface temperature is not visible. Furthermore, the spatial and the temporal distribution of the most significant EOF modes shows that there is good correspondence between spatial features simulated by the coupled model and the analyses. Like in one-way forcing experiments, the use of the higher resolution atmospheric model in experiment C13 does not change significantly the result obtained in experiment C25.

5.2.2 Surface currents

Another oceanographic parameter that may be significantly influenced by surface fluxes is the surface velocity. We will analyse only its magnitude, assuming that it is representative for all major circulation features at the surface. The direction will be presented for the entire water column in the form of stream-function. The sensitivity of surface currents to the coupling scheme will be investigated only on skin-layer fields. The sensitivity analysis of currents at the 5m depth is qualitatively very similar to the analysis at the skin-layer, but the influence of the coupling scheme on the result is less evident.

The mean magnitude of the surface velocity and the temporal and the spatial variation of its dominant EOF modes in experiment GCM, with the T213 ECMWF model surface forcing, are displayed in Fig.5.11 and Fig.5.12. We can see in Fig.5.11 that there is a relatively large short-term variability of the mean intensity and of coefficients of dominant EOF modes of surface currents. The spatially averaged magnitude of the surface velocity (Fig.5.11a) has a relatively low value in summer in comparison with other seasons. The main reason for this minimum may be the weakening of the wind intensity in summer.

The first EOF mode accounts for 35% of the total variance. We can see in
Fig.5.11b that its temporal coefficient is positive during the whole year with the maximum in autumn. Its spatial structure, displayed in Fig.5.12a, shows that it corresponds to larger than average surface velocities in the North Adriatic and along the north-western coast, and to weaker than average surface velocity in the Southern Adriatic and along the eastern coast. The second EOF mode, which accounts for 21% of the total variance, has a temporal coefficient which is close to zero, but has relatively high temporal variation (Fig.5.11c). Its spatial variability (Fig.5.12b) shows a similar spatial structure as the first EOF mode, with a gradient in the north-south direction. The third EOF mode accounts for 13% of the total variance, and it is mostly determined by the relative importance of the South-eastern Adriatic Current (Fig.5.12c). Its coefficient is relatively small, oscillating around the zero value (Fig.5.11d). The fourth EOF mode, which accounts for 5% of the total variance, represents the relative importance of the Western Adriatic Current (Fig.5.12d). The temporal variation of its coefficient shows that it is very small, varying around zero (Fig.5.11e).

In Fig.5.13 and in Fig.5.14 we can see the temporal variability of the mean intensity of surface currents and the temporal and the spatial variability of dominant EOF modes in experiment S25, in which the ocean model is forced by fluxes computed by the coarse resolution atmospheric model. The mean intensity of surface currents (Fig.5.13a) is generally larger in experiment S25 than in experiment GCM. Now, in experiment S25, the minimum occurs in spring and the maximum in autumn.

From the spatial distribution of the first EOF mode (Fig.5.14a), which accounts for 58% of the total variance, we can see that it mainly accounts for relatively intense coastal currents along the eastern and western coasts and relatively weak currents offshore. The South-eastern Adriatic Current is the dominant feature, while the Western Adriatic Current is less pronounced. In Fig.5.13b we can see that this EOF mode has a highly variable coefficient with large short-term fluctuations. However, it is is positive throughout the year. The spatial distribution of the second EOF mode, displayed in Fig.5.14b, indicates that this mode mainly accounts for the intensification of the Western Adriatic Current in the central and the southern parts of the Adriatic and the intensification of the South Adriatic Gyre. It accounts for 19% of the total variance. The highly variable time evolution of its relatively large coefficient indicates that in average these features are more constantly pronounced in summer and early autumn, while in the rest of the year they exhibit large short-term variations.
Figure 5.21: Experiment GCM: the spatial average and coefficients of first four EOF modes of the stream function ($10^6 m^3 s^{-1}$).
In Fig. 5.13d and Fig. 5.13e we can see that the remaining two EOF modes explain relatively small parts of the total variance, 5% and 3% respectively, and that their temporal coefficients are relatively small. Consequently, they are relatively less significant for the analysis.

The temporal variability of the mean magnitude of the surface velocity and the temporal and the spatial variability of its dominant EOF modes in experiment S13, in which the ocean model is forced by fluxes computed in the high resolution
Figure 5.23: Same as Fig.5.21, but for experiment S25
atmospheric model are displayed in Fig. 5.15 and Fig. 5.16. We can see that the temporal variation of the mean intensity of surface currents and the temporal and spatial variation of major EOF modes are almost identical to those obtained in experiment S25. The only significant difference is that now the first EOF mode accounts for 46%, the second EOF mode accounts for 22%, the third EOF mode accounts for 7% and the fourth EOF mode accounts for 5% of the total variance, indicating that there is more variability in surface velocity fields, because the

Figure 5.24: Same as Fig. 5.22, but for experiment S25
Figure 5.25: Same as Fig. 5.21, but for experiment S13
Figure 5.26: Same as Fig.5.22, but for experiment S13

The temporal variability of the mean magnitude of the surface velocity and the temporal and the spatial variability of its dominant EOF modes resulting from experiment C25 with the coarse resolution fully coupled model are displayed in Fig.5.17 and Fig.5.18. The temporal variability of the mean velocity is very similar to that in experiments S25 and S13, but the mean magnitude is slightly lower during the whole year. The first EOF mode accounts for 51% of the total variance is more equally distributed between EOF modes.
Figure 5.27: Same as Fig.5.21, but for experiment C25
Figure 5.28: Same as Fig.5.22, but for experiment C25

variance. Its spatial distribution, displayed in Fig.5.18a, is very similar to that obtained in experiments S25 and S13, although now the Western Adriatic Current is more pronounced in comparison to the South-eastern Adriatic Current. The spatial structure of the second EOF mode, which accounts for 20% of the total variance, is very similar to the one obtained in experiments S25 and S13 indicating that it describes the intensification of the Western Adriatic Current in the central and the southern part of the Adriatic. Its coefficient (Fig.5.17c) is smaller than in
Figure 5.29: Same as Fig.5.21, but for experiment C13
experiments S25 and S13, indicating that now the Western Adriatic Current is less intensified in the Central Adriatic and in the Southern Adriatic in summer and later in autumn. The third and the fourth EOF modes explain respectively 7% and 4% of the total variance. They explain more complex spatial structures than the corresponding EOF modes in experiments S25 and S13, but their temporal coefficients are relatively small during the whole year.

The variation of the mean magnitude of the surface velocity with time and the
temporal and the spatial variability of its dominant EOF modes resulting from experiment C13 with the high resolution fully coupled model are displayed in Fig.5.19 and Fig.5.20. Like in the comparison between experiments S25 and S13, we can see that the mean intensity and the spatial and the temporal variability of the first and of the second EOF mode of the surface velocity are very similar to those simulated in experiment C25. The main difference in comparison with experiment C25 is that now the first EOF mode explains only 38% and the second EOF mode explains 24% of the total variance. The third and the fourth EOF mode, with 8% and 6% of the total variance, differ from those calculated from the experiment C25, but their magnitude is relatively small. Again, like in experiments S25 and S13, the outputs of the higher resolution model contain a larger variability, because the percentage of the total variance is more equally distributed between the most significant EOF modes.

In experiment GCM the main coastal currents, like the Western Adriatic Current and the South-eastern Adriatic Current, are not clearly visible in the most significant EOF modes. The South-eastern Adriatic Current appears clearly only in the third EOF mode and the Western Adriatic Current is clearly visible only in the fourth EOF mode. On the other hand, the simulation using the higher resolution atmospheric model in experiment S25 results in the larger mean intensity of surface currents. Furthermore, already in the first EOF mode, both the western and eastern coastal currents are clearly the dominant spatial structures. Also, there is a larger short term variability of the temporal coefficient of main EOF modes. The forcing with the high resolution atmospheric model (experiment S13) results in an even higher variability in the circulation. The use of the fully coupled model in experiments C25 and C13 generally repeats the result of one-way forcing experiments S25 and S13, with the highest variability of the surface velocity in experiment C13.

It should be noticed that the analysis of the velocity field just below the surface, at the depth of 5m, would be somewhat different, because in that case coastal currents are also clearly visible in the first EOF mode resulting from experiment GCM. However, the result of the analysis of currents at the 5m depth is qualitatively very similar to the analysis of the surface velocity on the skin layer, with the general increase in the variability of the surface circulation with the increase of the horizontal resolution of the atmospheric forcing. Therefore this analysis is not shown.
5.2.3 Total transport stream function

The total transport stream function may indicate the differences in the vertically integrated quantities, resulting from the higher resolution or from the coupled mode forcing. The time variability of the mean total transport stream function and the time and the space variability of the most significant EOF modes, obtained from the experiment GCM, are displayed in Fig.5.21 and in Fig.5.22. In Fig.5.21a we can see that the mean value is always negative, indicating that the mean simulated circulation in the Adriatic is cyclonic throughout the year. However, the mean cyclonic circulation is attenuated at the end of the summer and in the early autumn.

We can see from the temporal (Fig.5.21b) and the spatial (Fig.5.22a) variation of the first EOF mode, which represents the relative importance of the South Adriatic Gyre with 90% of the total variance, that the attenuation of the general cyclonic circulation is mainly the consequence of the weakening of the South Adriatic Gyre. We can also see from the temporal and the spatial distribution of the second and the third EOF modes that at the same time the centre of the south Adriatic gyre is shifted closer to the western coast, while there appears a weak anticyclonic circulation along the eastern coast.

In Fig.5.23 and in Fig.5.24 we can see the time variability of the mean total transport stream function and the time and the space variability of the most significant EOF modes obtained from the experiment S25. This time the generally cyclonic total transport is more intense than in the experiment GCM with a higher short-term variation (Fig.5.23a). In this case the mean of the total transport decreases in spring and starting from early summer it increases until November, when again it starts to decrease. Again, the first EOF mode displayed in Fig.5.24a, which accounts for 97% of the total variance, represents the relative importance of the South Adriatic Gyre. Now it can be seen in Fig.5.23b that the South Adriatic Gyre is intensified at the end of summer and that it is further intensified in autumn. The comparison between magnitudes of coefficients of the first EOF mode and other EOF modes shows that this EOF mode is by far the most important and it completely dominates the total transport.

The analysis of the mean total transport stream function and the time and space variability of the most significant EOF modes obtained in experiment S13, displayed in Fig.5.25 and Fig.5.26, shows that there is no significant difference in comparison to experiment S25.
Figure 5.31: Experiment GCM: the spatial average and coefficients of first four EOF modes of the temperature at 100m depth (°C).
The mean total transport stream function and the time and the space variability of the most significant EOF modes, obtained in experiment C25 with the coarse resolution coupled model are displayed in Fig.5.27 and Fig.5.28. Now we can see in Fig.5.27a that the mean total transport is very stable without significant short-term or long term variations. Again, like in experiments S25 and S13, the temporal variation of the coefficient of the first EOF mode (Fig.5.27b), ac-
Figure 5.33: Same as Fig.5.31, but for experiment S25
counting for 95% of total variance, indicates that this EOF mode dominates the structure of the total transport. However, in this case it shows more attenuated short-term and long term variability, without the drift of the intensity from the initial value, which occurred in experiments S25 and S13. Again, increasing the horizontal resolution in the atmospheric model in the experiment C13 does not result in any significant change of the result in comparison to experiment C25 (Fig.5.29 and Fig.5.30).
Figure 5.35: Same as Fig. 5.31, but for experiment S13
We can conclude from the comparison between experiment GCM and experiment S25, that the higher horizontal resolution in the atmospheric model results in more stable spatial structures with an almost permanent South Adriatic Gyre, while there is a larger short-term variability in its intensity. The further increment of the atmospheric model horizontal resolution in experiment S13 does not result in any significant change of the total transport field in comparison with experiment S25. The use of the fully coupled model in experiment C25 results
Figure 5.37: Same as Fig. 5.31, but for experiment C25
Figure 5.38: Same as Fig.5.32, but for experiment C25

...in a temporary more stable simulation of the total transport stream function in comparison with one-way forcing experiments S25 and S13. Furthermore, now there is no positive drift from the initial value of the intensity of the mean total transport at the end of the year. Again, in comparison with experiment C25, the further increase of the atmospheric model horizontal resolution in experiment C13 does not result in any significant change in the result.
Figure 5.39: Same as Fig.5.31, but for experiment C13
5.2.4 Temperature at 100m depth

The time variability of the mean temperature at the 100m depth and the time and the space variability of the most significant EOF modes obtained from the experiment GCM are displayed in Fig.5.31 and Fig.5.32. From the temporal variation of the mean temperature, displayed in Fig.5.31a, we can see that there is the cooling in winter months, with the minimum mean temperature at the
end of February and at the beginning of March, and that there is the heating in the rest of the year. The spatial distribution of the first EOF mode (Fig.5.32a), in the combination with the coefficient which is positive during the whole year (Fig.5.31b), shows that there is a permanent inflow of relatively warm water from the Ionian Sea along the south-eastern coast, and the outflow of the relatively cold water from the Pomo Depression into the South Adriatic Depression. This is the most significant EOF mode, with 93% of the total variance and the coefficient which is much larger than in any other EOF mode.

In Fig.5.33 and Fig.5.34 we can see the temporal variability of the mean temperature and the temporal and spatial variability of the most significant EOF modes calculated from outputs of experiment S25. Again, the mean value has a minimum at the end of February and the beginning of March, but now it is much deeper than in the case of experiment GCM. The heating which starts in early March now stops in the middle of November, and then there starts the cooling. The temporal and spatial variation of the first EOF mode (Fig.5.33b and Fig.5.34a) indicates higher gradients between the warmer water from the Ionian Sea and the colder water from the Pomo Depression than in experiment GCM. The gradient becomes especially large at the end of the year during the cooling in December. In this experiment the second EOF mode becomes relatively important when its temporal variation reaches local extremes. This happens when at the same time the mean temperature reaches local extremes. When the mean temperature has the minimum value the negative minimum in the coefficient of the second EOF indicates that the temperature along coasts is lower than the temperature in the middle of depressions. When the mean temperature reaches the maximum the positive maximum in the second EOF mode indicates that the temperature along coasts is higher than the temperature in the middle of depressions. The remaining two EOF modes contribute less significantly to the structure of the simulated temperature field. We can see in Fig.5.35 and Fig.5.36 that the temporal and spatial variation of the mean simulated temperature and of its most significant EOF modes in experiment S13 is very similar to that obtained in experiment S25.

The temporal variation of the mean simulated temperature and the temporal and the spatial variation of its principal EOF modes calculated from outputs of the coupled model experiment C25 are displayed in Fig.5.37 and Fig.5.38. Again, like in other experiments, the mean temperature reaches the minimum at the end of February and at the beginning of March (Fig.5.37a). Then, like in
experiment GCM, it slowly raises until the end of the year. The temporal and spatial variation of the first EOF mode (Fig.5.37b and Fig.5.38a) indicate that, in comparison to experiments S25 and S13, the gradient between the water from the Ionian Sea and from the Pomo Depression is relatively smaller. Furthermore, the comparison of the first EOF mode with other EOF modes shows that this EOF mode is by far the most significant. In fact, it is very similar to the gradient obtained in experiment GCM. The temporal variation of the mean simulated temperature and the temporal and spatial variations of its principal EOF modes (Fig.5.39 and Fig.5.40), obtained in the fine resolution coupled model experiment C13, are very similar to those obtained in the coarse resolution coupled model experiment C25.

The comparison between ocean model outputs of the temperature at the 100m depth shows that there is a relatively large difference between the outputs from experiments GCM, C25 and C13 and the outputs from experiments S25 and S13. In experiments S25 and S13 the cooling in winter is more intensive and the new cooling starts in autumn. This temporal variation may be the result of wrong surface heat fluxes in experiments S25 and S13. It is shown in Subsection 5.1.1 that in experiments S25 and S13 appears the relatively large negative surface temperature deviation in comparison with the analyses. The unrealistically large cooling of the surface temperature reduces the vertical stability in the ocean model and it may result in the increased vertical mixing. As a consequence, at the end of the year the temperature at the 100m depth may become significantly lower than the initial value at the beginning of the year. On the other hand, the large positive deviation of the surface temperature in experiment GCM results in the higher vertical stability in the ocean model. Therefore, in experiment GCM the positive surface temperature deviation is not reflected in the temperature field at the depth of 100m.

Furthermore, it may be noticed that the high-frequent temporal variability of temperature fields at the surface is strongly reduced at the 100m depth, because at this depth the synoptic weather scale is mostly filtered out.
5.3 Sensitivity of atmospheric outputs

The main objective of the comparison between experiments is the evaluation of the simulation of oceanographic parameters. However, during the two-way interaction in the coupled model atmospheric parameters close to the sea surface are influenced by the surface temperature simulated in the ocean model. To estimate the sensitivity of the atmospheric model outputs to the change of the sea surface temperature between coupled and uncoupled experiments, simulated atmospheric model parameters are compared at the 9 meteorological stations displayed in Fig.4.22. In this way we can also compare the outputs of each sensitivity experiment with the observations at coastal stations.

The reference experiment for the comparison is experiment S13. Previously in Section 4.2, its outputs were compared with observations at meteorological stations. Now the outputs of experiment S13 are compared with the outputs simulated in the coarser resolution simulation S25, in which, like in experiment S13, the sea surface temperature is obtained using daily analysis from satellite measurements. Furthermore, the outputs from experiment S13 are compared with the outputs obtained in the coupled model experiment C13 with the same horizontal resolution as in experiment S13, but with the sea surface temperature simulated by the ocean model.

5.3.1 Temperature at 2m

Differences between the 2m temperature simulated in experiment S13 and in experiment S25 are displayed in Fig.5.41 and Fig.5.42. Now, in comparison with Fig.4.23 and Fig.4.24, the range of the vertical axes is reduced to \((-2^\circ C, 2^\circ C)\), while in Fig.4.23 and Fig.4.24 it was \((-6^\circ C, 6^\circ C)\), to highlight details of the difference. We can see that at station 1 the 2m temperature simulated in experiment S13 is higher than the 2m temperature simulated in experiment S25 during the whole year. However, this difference does not give any preference to either experiment, because the difference does not seem to be related to the difference between the simulated value in experiment S13 and observations (Fig.4.23). At station 2 the difference between experiment S13 and experiment S25 is very small, while at the geographically nearby station 3 the difference is relatively large with
a high short term variability. At station 4 the difference between simulations is relatively small in comparison to differences at other stations, but it is relatively large in comparison to the difference between the simulation and the observation (Fig. 4.23). Again, it is difficult to estimate which simulation is in better agreement with observations.

At station 5 there are relatively large differences between experiments in spring when outputs from experiment S13 are in better agreement with observations. Differences between simulated values in experiment S13 and in experiment S25 at stations 6 and 7 are relatively small in comparison with differences between simulated and observed values (Fig. 4.24). However, at both stations the 2m temperature simulated in experiment S13 is slightly higher than the one simulated in experiment S25 during the whole year. As the 2m temperature simulated in experiment S13 is higher than observations, this means that outputs from experiment S25 are in slightly better agreement with observations. On the other hand, there is a relatively large difference between simulated values at station 8 with higher values of the 2m temperature simulated in experiment S13 resulting in better agreement with observations (Fig. 4.24). At station 9 the significant difference between simulations exists only in the middle of May and in June, when in comparison with Fig. 4.24 we can see that outputs obtained from experiment S25 are in better agreement with observations.

The difference between the 2m temperature, simulated in experiment S13 using the analysed sea surface temperature and simulated in experiment C13 using the simulated sea surface temperature, are displayed in Fig. 5.43 and Fig. 5.44. Again, the range of the vertical axes is set to $(-2^\circ C, 2^\circ C)$ to highlight details of the difference between experiments. We can see that generally, at all stations, differences between values simulated in experiments S13 and in experiment C13 are smaller than differences between values simulated in experiment S13 and in experiment S25. At station 1 the only significant difference occurs at the beginning of summer, but the comparison with differences between simulated and observed values (Fig. 4.23) does not indicate which simulation is better. The relatively large difference at the beginning of summer is also evident at station 2 and especially at station 3. In this period and at the beginning of autumn outputs from experiment C13 seem to be in slightly better agreement with observations (Fig. 4.23). The similar conclusion may be drawn also for stations 4 and 5, while at other stations the difference between simulations is not noticeable in comparison with the difference between the simulation and observations.
Figure 5.41: Difference between 2m temperature simulated in experiment S13 and in experiment S25 at coastal stations 1 - 5 (°C)
5.3.2 Sea level pressure

Differences between the sea level pressure simulated in experiment S13 and in experiment S25 are displayed in Fig.5.45 and Fig.5.46. In comparison to Fig.4.25 and Fig.4.26, and to show details of the difference between experiments, the range of the vertical axes is reduced from $(-3 mb, 3 mb)$ to $(-2 mb, 2 mb)$. At station 1 the sea level pressure simulated in experiment S25 is significantly lower than the one simulated in experiment S13 during the whole year. The comparison with
Figure 5.43: Difference between 2m temperature simulated in experiment S13 and in experiment C13 at coastal stations 1 - 5 ($^\circ$C)
Fig. 5.44: Same as Fig. 5.43, but for stations 6 - 9.

Fig. 4.25 indicates that values obtained in experiment S13 are in better agreement with observations. The difference may be explained by the different model topography in experiments S13 and S25, assuming that in the experiment S25 the sea level pressure at the station point is calculated with the systematic error due to the extrapolation from the surface pressure at the point which is high above the sea level. A relatively small systematic difference between experiments S13 and S25 is also visible at stations 3 and 4. Other variations in the difference between the sea level pressure simulated in experiments S13 and S25 at station points are
Figure 5.45: Difference between sea level pressure simulated in experiment S13 and in experiment S25 at coastal stations 1 - 5 (mb)
relatively small and they do not seem to change significantly the difference between simulated and observed values. The only exception can be found at station 8 showing a relatively large variation of the difference between values obtained in experiments S13 and S25. The comparison with differences between simulated and observed values (Fig.4.26) indicates that in comparison to experiment S25 both the instantaneous and time averaged values obtained in experiment S13 are in better agreement with observations.

Differences between the sea level pressure in experiment S13 and in experiment
Figure 5.47: Difference between sea level pressure simulated in experiment S13 and in experiment C13 at coastal stations 1 - 5 (mb)
Figure 5.48: Same as Fig.5.47, but for stations 6 - 9.

C13 are displayed in Fig.5.47 and Fig.5.48. Now the vertical axis range is further reduced to 1 mb. We can see that differences in the simulated sea level pressure, resulting from different sea surface temperature fields in atmospheric models, are relatively small at all station points.
Figure 5.49: Difference between 10m wind simulated in experiment S13 and in experiment S25 at coastal stations 1 - 5 (ms$^{-1}$)
5.3.3 Surface wind

The difference between the 10m wind in experiment S13 and in experiment S25 are displayed in Fig.5.49 and Fig.5.50. To highlight details, the length of the unit vector is reduced from $10 \text{ms}^{-1}$ in Fig.4.27 and Fig.4.28 to $2.5 \text{ms}^{-1}$. Again, at station 1 there is a systematic difference between the experiments, which may be explained by the different topography representation in the low and in the high resolution model. A less pronounced systematic difference is also evident at station 8. At other stations the difference seems to be more random. In compar-

Figure 5.50: Same as Fig.5.49, but for stations 6 - 9.
Figure 5.51: Difference between 10m wind simulated in experiment S13 and in experiment C13 at coastal stations 1 - 5 (\(ms^{-1}b\))
ison with the difference between the simulation and the observations at station 1 (Fig.4.27) we can see that the south-north component of the velocity is simulated better in experiment S13, while the west-east component is simulated better in experiment S25. Overall, the wind simulated in the experiment S13 seems to be in better agreement with observations. At the station 8 both components of the wind seem to be better simulated in comparison to observations in experiment S13. On the other hand, at other stations there is no evident significant difference between experiments S13 and S25 which would improve the matching between

Figure 5.52: Same as Fig.5.51, but for stations 6 - 9.
the model simulation and observations.

In Fig.5.51 and Fig.5.52 we can see the difference between the 10m wind in experiment S13 and in experiment S25. To show the details, the length of the unit vector is further reduced from $2.5 ms^{-1}$ in Fig.5.49 and Fig.5.50 to $1 ms^{-1}$. Evidently, differences in simulated surface winds at coastal stations, resulting from the different sea surface temperature are very small and they do not significantly change the matching between the model simulation and the observations.
Chapter 6

Summary and conclusions

In this study a limited area coupled ocean-atmosphere model is applied in the Adriatic Sea in order to demonstrate its sensitivity to the coupling scheme. In Chapter 4 the seasonally averaged outputs of the oceanographic model are qualitatively validated, by comparing with climatological data, climatological analyses and measurements. The simulated surface temperature is further quantitatively compared with a large number of satellite observations.

The validation of the sea surface temperature simulated by the model shows that in all seasons the major features, and even several localized features of the sea surface temperature, are well simulated by the coupled model, both qualitatively and quantitatively. Furthermore the quantitative daily comparison of the sea surface temperature with satellite observations showed a high level of agreement between the simulated and the analysed fields during the whole year.

Simulated seasonal fields of surface currents are in qualitatively good agreement with climatological estimates and with drifter observations. At the depth of 100m simulated seasonal fields of the temperature and of the circulation show a good qualitative and quantitative correspondence with climatological analyses. Also, the seasonal variation of the surface elevation and the total transport are in very good agreement with climatological analyses and historical observations.

The most important parameters for the validation of the atmospheric model were surface heat fluxes, because they are the most significant influence on the ocean model simulation and moreover could be quantitatively compared with climatological estimates and calculations from other studies. The 7-year-averaged heat loss in the Adriatic Sea computed with the atmospheric model from the analysed sea surface temperature is $21.7 \text{Wm}^{-2}$. This value is in very good agreement
with other climatological estimates and calculations. The comparison of single surface heat flux components shows a relatively larger difference with other studies, but always the mean values are close to or between values obtained in other studies. The comparison of the spatial variation of the seasonally averaged total heat flux, and of its components, shows that fields obtained with the application of the high resolution coupled ocean-atmosphere model contain a much higher spatial variability than other climatological calculations.

The comparison of the difference between the evaporation and precipitation calculated in this and in other studies shows that the mean evaporation is comparable to that calculated in other studies, while the mean precipitation is significantly lower. The reason is clear when one compares the spatial distribution of seasonal precipitation in this and other studies: in other studies the precipitation is calculated using observations at coastal stations, whereas the model shows that the precipitation is mostly concentrated along the coast and it is much smaller offshore, resulting in a smaller mean value.

Meteorological parameters are further compared with measurements at 9 stations positioned along the Adriatic coast. Quantitatively, the differences between the observed 2m temperatures and sea level pressures at coastal stations and those simulated by the coupled model, are comparable to those obtained by other limited-area atmospheric models in the same geographical area. Differences between simulated and observed 2m temperature values, which are mostly determined by local conditions, are relatively larger than differences in the sea level pressure which are mostly determined by lateral boundary conditions. It was not possible to directly compare the simulation accuracy for surface winds at coastal stations with results of other limited area models. However, it is evident that generally the model is able to simulate relatively well the wind direction and intensity, because the intensity of the differences between simulated and measured winds is generally much smaller than the measured wind intensity at coastal stations.

The temporal and the spatial variation of the most significant EOF modes obtained from oceanographic model outputs of 5 model experiments were used to assess the model sensitivity to the coupling scheme and on the horizontal resolution of the atmospheric model.

The most important oceanographic parameter for the assessment of the model sensitivity is the surface temperature, because it has a high spatial and temporal variability which is highly influenced by surface heat fluxes. Furthermore, for the
Adriatic Sea there are a large number of satellite measurements of the sea surface temperature available on a daily basis. The analysis of the temporal variation of the spatially averaged surface temperature, obtained in the experiment in which the ocean model is forced by fluxes from a general circulation model, shows a relatively large positive deviation of the simulated mean surface temperature that starts in early summer, and remains as a positive temperature drift at the end of the year. Furthermore, the analysis of the most important EOF modes shows that the main structures of the surface temperature field for this computation significantly deviate from the analysed structures.

The computation of surface fluxes using the higher resolution limited area atmospheric model leads to a somewhat better correspondence between the mean simulated values and the mean analysed values. There is a better spatial agreement between the simulation and the analysis, but again there is a positive surface temperature deviation. It starts in early summer, but it becomes negative and results in a negative drift by the end of the year. Also, for several periods there is still a relatively large spatial disagreement between the simulation and the analysis. Further increase of the horizontal resolution of the atmospheric model does not result in better correspondence between the simulation and the analysis.

On the other hand, the use of the limited-area coupled model significantly reduces the difference between the spatially averaged simulated and analysed surface temperature throughout the simulation period, and there is no evident drift of the simulated value towards the end of the year. The temporal and the spatial analysis of the most significant EOF modes shows that also spatial structures of the simulated surface temperatures are in good agreement with the analysis during the whole year. Again, the further increase of the horizontal resolution of the atmospheric model in the coupled mode did not result in a significant improvement of the simulation result.

The analysis of the most significant EOF modes of the surface currents simulated using the surface forcing from the global circulation model shows that in this experiment some major features observed in the surface flow were not simulated very well. On the other hand, the use of the higher resolution limited area model to calculate surface fluxes results in qualitatively good agreement of major simulated surface circulation features with observations, including a larger temporal variability of the surface flow. The use of an even higher horizontal resolution in the atmospheric model results in a further increase of the short-term variability of the surface flow.
The outputs of the coupled limited area model have spatial features similar to those obtained by the one-way surface forcing, but there is a higher stability of the surface circulation with a lower amplitude of the short-term variations. Again the use of the higher resolution atmospheric model leads to a higher short-term variation of the surface circulation.

The analysis of the total transport stream functions shows again that the increase of the horizontal resolution of the atmospheric model leads to an improved accuracy in the result including a permanent maintenance of the South Adriatic Gyre. However, the mean total transport increases during the year, and further increase of the horizontal resolution does not improve the result significantly. The use of the coupled model results in a more stable South Adriatic Gyre and there is no drift of the intensity of the mean total transport.

The analysis of the temperature at the depth of 100m shows that one-way surface forcing with the high resolution atmospheric model resulted in a relatively large disagreement between the simulation and the climatology, because, due to the enhanced vertical mixing, the negative surface temperature deviation penetrates down to the depth of 100m. On the other hand the outputs of the coupled model were in relatively good agreement with the climatology, because in this case both the surface fluxes and the vertical mixing were much more realistic.

One important finding of the study is that the use of the coupled model resulted in a qualitatively and quantitatively better simulation for all analysed oceanographic parameters in comparison to observations. As expected the largest and most significant improvement was in the simulation of the surface temperature, but the better simulation of the surface temperature resulted also in the more stable simulation and better agreement of other oceanographic parameters with observations. The only oceanographic parameters whose simulation was improved more by increasing resolution of the atmospheric model than by applying the coupled model, were surface currents. However, when coupling was applied to the high resolution atmospheric model, surface currents were even better simulated and more stable.

In this study, in order to better assess the sensitivity of the model purely to the coupling scheme, in both modes (coupled and uncoupled) there was no artificial flux correction of the simulated heat and momentum flux. The improvement of the simulation result, could possibly be obtained by some artificial correction method like the relaxation of the simulated surface temperature towards the climatology or by the assimilation of surface temperature observations. However,
data assimilation can also be applied to the coupled model. In that case it should give an even better result than the data assimilation with the uncoupled model, because of the better initial agreement between the simulation and the observations.

The sensitivity of the coupled model to the coupling scheme was further assessed for atmospheric parameters at 9 meteorological stations along the Adriatic coast. Changing the horizontal resolution of the atmospheric model generally influenced the results at coastal stations much more than changing the sea surface temperature from the analyses to the simulated values. However, it was difficult to assess in which experiment atmospheric parameters were better simulated, because while at most stations higher resolution slightly improved the simulation result, at some stations the coarser resolution simulations resulted in slightly better agreement with observations. It seems that complex local conditions, which may significantly influence meteorological parameters at coastal stations, were not resolved with a sufficient accuracy even by the highest resolution atmospheric model.

The only meteorological parameter whose simulation was changed relatively significantly by applying the bidirectional coupling in comparison to the increasing the horizontal resolution of the atmospheric model, was the 2m temperature recorded at several stations, but even this parameter was more influenced by the increasing the horizontal resolution of the atmospheric model then by the bidirectional coupling. One reason for the relatively small influence of the coupling scheme on the result is that during the whole simulation period sea surface temperature fields simulated in the coupled model are in relatively good agreement with analyses used in the one-way forcing experiment, resulting in small differences between the simulated air temperature in the two experiments. Another reason is that at coastal stations the 2m temperature is strongly influenced by the land surface temperature calculated by the soil and vegetation model which strongly depends on the horizontal resolution of the atmospheric model.

The study confirmed the ability of the coupled model, which includes the ISPRAMIX oceanographic model, to simulate oceanographic parameters in the Adriatic Sea with a high level of agreement with satellite observations during the whole simulation period even without the use of data assimilation. It was shown that coupling the atmospheric model with the oceanographic model improved the simulation of oceanographic parameters much more than increasing the horizontal resolution of the uncoupled atmospheric model. However, there was a less evident
influence of the coupling scheme on the simulation of atmospheric parameters at coastal meteorological stations.

The improved simulation accuracy of physical oceanographic parameters by bidirectional coupling should produce more accurate studies of the biological productivity and of eutrophication in the Adriatic Sea than ones which use one-way forcing by atmospheric fluxes obtained from global circulation models or from high resolution limited area atmospheric models (e.g. Zavaratelli et al. 2002, Horton et al. 1997).

In this study the coupled model is applied in the Adriatic Sea, which is characterized by high spatial and temporal variability of momentum and the heat fluxes due to the complex coastal topography and the relatively high variability of the weather on the synoptic scale. However, the method can be applied also to other coastal areas with complex meteorological conditions and with the complex topography at the neighbouring land surface.
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