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Abstract

With the development of High-Frequency (HF) radar application in mapping

coastal currents, more and more oceanic data assimilation efforts have been fo-

cused on coastal regions. The assimilation methods have been developed in differ-

ent ways, including inverse method, optimal interpolation, variational method and

Kalman filter technique. Meanwhile, the assimilation objects also have been taken

into account from univariable to multivariable. Hence, it is getting increasingly

important to find a feasible assimilation method to combine radar current data

and sophisticate ocean models.

In this thesis, the main work has been restricted to develop a feasible and opera-

tional assimilation method that can be implemented in a shelf ocean model with

realistic topography and boundary conditions. The assimilation method used here

is a combination of the Ensemble Kalman Filter (EnKF) and the Canadian Quick

Covariance (CQC) method.

As we know, the main objective of all the assimilation methods is to combine the

model results and observations with a reasonable treatment of model errors. The

EnKF method uses an ensemble of shortrange forecast model runs to describe the

model errors. However, as we proved in the thesis, such a method can not realize

real-time assimilations using high frequency observations. On the other hand, the

generation of this ensemble is arduous, since this ensemble members should repre-

sent all the possibilities of model results using the assumption that the estimation

of background errors is correct. A quick and easy way to get the background error

covariances is the CQC method, which involves obtaining the model states from

one single forecast at a fixed interval, calculating the covariances by using differ-

ences between successive output fields thereafter. Such covariances are assumed

as a proxy for the model errors. Thus, we use the CQC method to substitute

the background error covariances calculated from the ensemble of forecast model

runs. The assumption behind this implementation is that forecast errors can be

resembled by forecast tendencies.

The time interval in this study is chosen according to the character of observed

data, which typically is 20 minutes. As the tidal forcing is included in the model,

this time interval is reasonable for resolving the tidal phase error. Our numerical

experiments show that this newly developed method is appropriate for real-time

assimilation of HF observations for shelf ocean model. With implementation of

this assimilation scheme the model also provides more realistic results for shelf
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currents, as well as for temperature and salinity distributions.

With the traditional EnKF method, the posterior variance keeps decreasing with

time, consequently a divergence will happen and the analysis will ignore the ob-

servations at the end. Compared to the traditional EnKF method, the newly

developed method proves that the ensemble is really flow-dependent. No matter

whether with a linear model or a complex nonlinear model, the newly developed

method is consistent in its performance. To summarize, we developed a real-time

and effective assimilating scheme, which is suitable for operational ocean modeling

using HAMSOM for instance, as a fully non-linear model system including tide

and baroclinic effect as well as the dynamics at shelf slope.
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Chapter 1

Introduction

1.1 Assimilation with Radar Data

Since the HF radar was developed and its technique of mapping coastal currents

(Barrick, 1978; Barrick et al., 1977) has matured to a reliable degree, the coastal

surface current can be observed more reliably with a high temporal and spatial

resolution, compared to in-situ data even satellite altimetry data. Due to this

reason more and more assimilation efforts were recently made in coastal regions

as follows.

Lewis et al. (1998) treated the Doppler radar surface current data as an additional

layer of water overlying the ocean surface, and used the differences between the

observed values and the model velocity to correct the wind forcing data for the

model. By this approach the main pattern of the Doppler radar current was in-

troduced into the model surface current.

Scott et al. (2000) used an idealized, linear model with a variational inverse as-

similation scheme to assess the feasibility of assimilation of surface current mea-

surements. Kurapov et al. (2002) compared the Generalized Inverse Method

(GIM), Kalman Filter (KF) and Optimal Interpolation (OI) with an idealized

three-dimensional time-dependent coastal baroclinic model. They found that the

GIM yielded a smaller posterior error variance than the KF or OI method because

the information of the past flow is introduced into the data.

With respect to realistic simulations, Breivik and Saetra (2001) performed the

1



Chapter 1. Introduction 2

assimilation of HF radar current data into a realistic coastal model. A “ quasi-

ensemble ” assimilation method was used, the ensemble of model states are sam-

pled from a reference run to calculate the background covariances and these co-

variances remain constant throughout the assimilation period. They showed that

a significant improvement on the model forecast by assimilation of HF radar cur-

rent data decreased quickly in six hours.

Oke et al. (2002) used a sequential optimal interpolation scheme to assimilate HF

radar data into a primitive equation coastal ocean model. An ensemble of model

states sampled from 18 different summers was used to compute the forecast error

covariances, and a time-averaging procedure was used to introduce the corrections

gradually to the model state. They found that the assimilation system can be

most effective when the factors of the estimated forecast and observation error

covariances were 80% and 20%, respectively.

Paduan and Shulman (2004) assimilated HF radar data in the Monterey Bay area.

By considering an Ekman-layer projection of the corrections introduced by assim-

ilation, the spatial and temporal differences between modeled and observed data

decreased significantly. However, additional Ekman pumping was generated in

such projection.

Recently, Barth et al. (2007) carried out an ensemble simulation of a nested model

under different wind forcing conditions to estimate the error covariance of the

model states vector and the covariance between ocean currents and winds. In this

study tides were removed from the observed surface currents, by averaging the

data over two days. The results show an improvement when an additional filter

was used to reduce the surface-gravity waves.

All these studies indicate that the analysis in the assimilation system is based

on estimates of the error statistics for both, the model forecast and the measure-

ments (Talagrand, 1997). One of the most advanced data assimilation techniques

is Ensemble Kalman Filter (EnKF), which uses an ensemble of short-term fore-

cast model states to estimate the forecast errors. In addition, the way to get these

ensembles is varying, like taking an ensemble of models representing different sum-

mers (Oke et al., 2002) , or an ensemble of models under different wind forcing

conditions (Keppenne, 2000; Barth et al., 2007), or adding a random perturbations

to the initial state to generate an ensemble (Evensen, 2003, 2004; Kurapov et al.,

2002; Houtekamer and Mitchell, 1998; Anderson, 2001; Lermusiaux, 1999; Hamill

et al., 2001; Mitchell et al., 2002; Mitchell and Houtekamer, 2000; Heemink et al.,

2001; Hansen and Smith, 2001), etc.
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1.2 Motivation

In order to introduce the HF radar current data into a hydrodynamical shelf model

to improve the model results and then give a better forecast, an assimilation

method needs be developed and evaluated. According to former studies, three

main difficulties have to be overcome to achieve this ultimate target.

� First, proper and realistic estimates of model errors should be provided,

which also should be flow-dependent.

� Second, a sequential assimilation method used in a nonlinear model has to

be developed and evaluated.

� Last, the assimilation method should be suitable for high frequency assimi-

lation and can give real-time forecast.

In our study, we also used an ensemble of model states to represent the model

errors, however, the way to build up the ensemble is referred to the CQC method

(Polavarapu et al., 2005; D.R.Jackson, 2008), which involves the collection of model

states from one single forecast at fixed interval, followed by the calculation of differ-

ences between successive output fields as proxies for model error. This operation,

to a great extent, makes the implementation of the traditional EnKF method much

more quick and saves CPU time. The assumption behind this implementation is

as the same as in the CQC method, which is that forecast errors can be resembled

by forecast tendencies.

Since the radar data we used is sampled with high frequency, the expectation is to

develop a real-time assimilation method with the lowest computing cost of appli-

cation. Moreover, the velocity has a strong correlation with the temperature and

salinity in a baroclinic model. Multivariable analysis therefore should be taken

into account in the assimilation system.

Hence, the main objective of the current study is to use this, as we call it, Quick

Ensemble Kalman Filter (QEnKF) method to assimilate HF-radar current data

into a shelf ocean model.
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1.3 Outline

This thesis contains 7 chapters. After this short introduction, the second chapter

depicts the development of assimilation methods, especially the Ensemble Kalman

Filter (EnKF) method and Canadian Quick Covariance (CQC) method, the intro-

duction of our real-time and high-frequency assimilation method (QEnKF).

In the third chapter, a linear model is used to illustrate the implementation and

factors of new assimilation method. The comparison of the new method and other

assimilation methods is also given here. In order to evaluate the application of

this method into a realistic ocean model, the Hamburg Shelf Ocean Model (HAM-

SOM) is adopted, which is briefly described in the fourth chapter. A hydrodynamic

simulation is performed with HAMSOM in the Norwegian Coast. Chapter five in-

troduces the high-frequency radar data, and shows the comparison between the

observed currents by radar and simulated currents by HAMSOM.

In the sixth chapter, the real-time high frequency assimilation with new method

is implemented into a nonlinear shelf model. A few assimilation experiments are

performed to diagnose the assimilation parameters and to overcome difficulties

of assimilation, including, how to avoid filter divergence, how to maintain prior

estimation of error covariance, etc. The last chapter summarizes the findings of

this thesis and deals with unanswered questions.



Chapter 2

Methodology

2.1 Development of Assimilation Method

Recently, since the amount of observational data increases rapidly and the abil-

ity of computer model simulation improves, assimilation becomes more and more

important in oceanography. Briefly, the definition and purpose of assimilation

are importing the information content of observations into a numerical model and

providing a correct initial condition for model prediction. The process of data

assimilation is usually called “analysis”. Considering the concept of assimilation,

it has a long history, and can be retrospected to subjective analysis and objective

analysis. The objective analysis has been developed through the following steps.

First, the polynomial interpolation, which is referred by Panofsky (1949) in 1949,

used a polynomial function to fit all the observations to analytical points in a small

piece of area. The coefficients of this function were determined by minimizing the

mean squared differences between the polynomial values and observations, which

are also referred as the weights in an analysis equation, and control the effect of

the objective analysis.

Second, successive correction, which does not aim to analyze observations directly,

but subtracts background values from every corresponding observation to get the

observation increments, then converts those to analyzed increments, eventually,

adds the latter back to the background values. Based on this method, Cressman

(1959) used the iteration solution to get the successive corrections. The succes-

sive correction introduces the knowledge of so called “background”, by which the

“inconsistency” problem in polynomial interpolation is solved. The inconsistency

5
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problem usually happens in the area with sparse observations.

Third, optimal interpolation (OI) (Eliassen, 1954; Gandin and Hardin, 1965; Schlat-

ter, 1975; Lorenc, 1981), is a linear interpolation method using the least-squares

technique. This method presents a larger improvement compared to the former

method by reconsidering the weights, or the ratio and the correlation of the back-

ground error and observation error.

Then, with the event of irregular observations, like as satellites, people started to

introduce this kind of data into objective analysis and the word “assimilation ”

was widely used to describe this process. However, with the development of the

theory and technology, assimilation has already been developed far beyond the

objective analysis. Daley (1993) pointed out that one whole assimilation system

should include quality control, objective analysis, initialization and short-range

forecast of the background field for the next assimilation.

As Talagrand (1997) said, the existing assimilation algorithms can be described

as either sequential or variational.

In the sequential assimilation methods, the model is integrated in time until the

observations are available, the state predicted by the model is used as a background

which is updated or corrected by the observations. The output of the analysis pro-

cess is called analyzed state, which is also the initial state for the next assimilation

cycle. Then the model restarts to be integrated again from the analyzed state, and

the process is repeated until all the available observations have been used. The

feature of the sequential assimilation is that each individual observation is only

used once and the state can be updated successively along time. But its drawback

is, each individual observation only influences the estimated state of the flow at

later times, not at previous times.

On the other hand, variational methods aim at globally adjusting a model state to

all the observations available in the assimilation period, that means all of the esti-

mated states over the whole assimilation period are influenced by all the observa-

tions. In usage of variational assimilation methods (Andersson et al., 1994; Lorenc,

1986; Parrish and Derber, 1992; Thompson, 1969; Thépaut et al., 1993; Courtier

et al., 1994; Fisher and Courtier, 1995; Stammer et al., 2002, 2004; Schröter et al.,

1993; KOHL and WILLEBRAND, 2002; Köhl and Stammer, 2004), a scalar func-

tion is firstly defined, for any model solution over the assimilation interval, to

measure the distance or misfit between the solution and the available observations.

This objective function (or cost function) will typically be a sum of differences be-

tween the observations and the corresponding model values. Then by minimizing
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this function, the best estimation of model state can be achieved. However, the

cost function of a completed forecast model is difficult to define, or even not exists

sometimes.

To summarize, the application of data assimilation that we concerned with is

a state estimation. In this case, one considers the problem of estimating the

model state over a time period by simultaneously extracting a maximum amount

of information from both observations and the dynamical model. Indeed, data

assimilation methods have been developed previously for state estimation, both

in physical oceanography and meteorology. For use in operational forecasting and

monitoring systems, the most common methods are OI, three-dimensional vari-

ational analysis (3D-Var), four-dimensional analysis (4D-Var) and Kalman filter

(KF) method. The number of publications and applications of data assimilation

in physical oceanography is huge. Here we only focus on the KF method (Kalman

(1960); Kalman and Bucy (1961) for the original works).

2.2 Development of Kalman Filter

From the earlier of 80s, state estimation theory was used in the application of

data assimilation, the method of which is Kalman Filter (Kalman, 1960). KF

is employed to give an optimal estimation of the state of a process, which is

a typical sequential assimilation method. Different from the variational method

which seeks the optimal solution over the whole assimilation period, the sequential

method gives the optimal solution at each observation time step. Moreover, the

KF method also gives the distribution of the error covariance of model states after

each analysis, which is referred to as the posterior error covariance, but that can

not be reformed with variational methods. Hence, according to the description

of sequential assimilation methods, the implementation of the KF algorithm can

be divided into two parts, one of it is a forecast system, the other is an analysis

system.

In the first part, a time-discrete controlled process that is governed by the linear
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stochastic difference equation, is included,

ϕf
n = Mϕa

n−1, (2.1)

ϕt
n = Mϕt

n−1 + wn, (2.2)

P f
n = MP a

n−1M
T +Qn. (2.3)

Here, ϕ is the model state vector and P is its error covariance. The superscripts,

f, a, t, represent forecast, analyzed, and true state, respectively. The subscript n

represents time step. M is a linear model operator to integrate the model state

from the previous time step n − 1 to the current time step n. While in this

operation, due to the deficiency of numerical discretization, differential solutions

and boundary conditions, numerical errors will be generated, and w is the process

error or model error. The covariance of w is written as Q. T denotes the transpose.

When a measurement d is available, it can be related to the true state as

dn = Hnϕ
t
n + εn, (2.4)

by a measurement operator H, and with the measurement error ε.

Now, the second part of KF algorithm is implemented through following equations:

ϕa
n = ϕf

n +Kn(dn −Hnϕ
f ), (2.5)

Kn = P f
nH

T
n (HnP

f
nH

T
n +Rn)−1, (2.6)

P a
n = (I −KnHn)P f

n . (2.7)

The difference (dn−Hnϕ
f ) in equation (2.5) is called the measurement innovation,

or the residual (Evensen, 2003; Dee, 2005). The residual reflects the discrepancy

between the predicted measurement Hnϕ
f and the actual measurement dn.

Obviously, the forecast state is corrected by extrapolating this residual to all state

variables. The extrapolation from the data to the full state space is accomplished

by means of a gain matrix, which guarantees the analysis state has minimum error

variance conditioned on all past data. K is such a Kalman gain matrix. It is a

function of the model state error covariance matrix P f and the measurement error

covariance matrix R. P a, the posterior error covariance of the analyzed model

state is reduced with respect to the error covariance of the forecasted state as

equation (2.7) .

As described above, the KF technique addresses the general problems of estimating

the state of a time-discrete controlled process that is governed by a linear stochastic
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differential equation, that means both M and H are linear. In this case, the

analyzed state estimation is optimal. When the process to be estimated and (or)

the measurement operator to the process is nonlinear, the model operator (m) is

a function of model state, as well as the observation operator (h).

m = m(ϕ), (2.8)

h = h(ϕ, d). (2.9)

We may extend the usage of Kalman filtering through a linearization procedure for

the above nonlinear operators. The resulting filter is referred to as the extended

Kalman filter (EKF,Welch and Bishop (1995)).

To set the stage for a development of the EKF, we rewrite equation (2.1) and (2.4)

as

ϕf
n = m(ϕa

n−1) + wn, (2.10)

dn = h(ϕt
n) + εn, (2.11)

where, as before, wn and εn are independent zero-mean white Gaussian noise

processes with covariance matrices Q and R, respectively. Here, however, the

functional m denotes a nonlinear transition matrix function that is possibly time-

variant. Likewise, the functional h denotes a nonlinear measurement matrix that

may be time-variant, too.

By linearizing equation (2.10) around ϕa
n−1,

ϕf
n ≈ m(ϕa

n−1) +M [ϕf
n−1 − ϕa

n−1] + wn, (2.12)

where M denotes the gradient, or tangent linear operator (Jacobian) of m evalu-

ated at ϕa
n−1, the forecast error covariance matrix P f

n can be seen to be approx-

imately the same as in equation (2.3). Meanwhile, the equations in the analysis

part of KF algorithm can also be used, if the gradient of h is given as H.

The basic idea of the EKF is to linearize the state-space model state and its co-

variance matrix at each time instant around the most recent state estimate. The

easiest thing to do the linearization is expanding M(ϕ) in a Taylor series,

M(ϕ) = M(ϕf ) + (ϕ− ϕf )M ′(ϕf ) + (1/2)(ϕ− ϕf )2M ′′(ϕf ) + ... (2.13)
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here, ϕ is an expected value of ϕf .

Usually, only the first-order moment is kept. Hence, in the sense of this point, the

estimate given by EKF is not optimal any more, but suboptimal. For a weakly

nonlinear system, the EKF can give reasonable results, however, for strongly non-

linear systems, the second-order or more higher-order moments should not be

ignored, consequently, a “closure” problem has to be addressed. The problem

consequently affects the estimation given by the EKF. A similar problem arises

with the adjoint method used in variational methods, in which a tangent linear

approximation constrains the length of the assimilation time interval which is used

(Miller et al., 1994).

Simply, the process of the development of the KF method can be distinguished

between the methods traditionally implemented for linear model dynamics and

nonlinear model dynamics. Since Talagrand and Courtier (1987) first properly

introduced the KF method to oceanography and meteorology, the application of

the KF technique to work with nonlinear model dynamics has met with some

problems. To address those problems, the Extended Kalman Filter (EKF) was

introduced by applying a linearization for the error covariance evolution, which

may introduce unstabilities in some cases (Evensen, 1992).

More recently, there has been the development of significant assimilation formu-

lations and techniques which have been specifically tailored towards nonlinear

dynamical models. The Ensemble Kalman Filter is one such method by using the

idea of “ensemble forecasts” (Toth and Kalnay, 1993, 1997; Molteni et al., 1996)

and used in our study. It has been chosen usually based on its ability to predict

error statistics for strongly nonlinear systems (Evensen, 1994, 1997b), and for its

simplicity and numerical efficiency.

The EnKF method was formulated with nonlinear dynamics in mind and the

emphasis was focused on deriving a method which could handle the error covari-

ance evolution in nonlinear models (Evensen, 1994). This method has been used

successfully with a number of different dynamical models, from the simple but

highly nonlinear and chaotic Lorenz equations (Evensen, 1997a), to ocean circu-

lation models (Evensen and van Leeuwen, 1995; Evensen, 1997b). In additional,

the EnKF method has been used in both meteorology and oceanography, like as

Anderson and Anderson (1999); Miller et al. (1999), etc.
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2.3 Ensemble Kalman Filter

As discussed above, a linearized and approximate equation is used for the predic-

tion of error statistics in the EKF method. Hence, for strongly nonlinear dynamics,

the linearization in the EKF method will lead to serious problems due to the lack

of a higher order closure scheme. In addition, the model is only an approximation

of the real physical process, the model error Q is hard to determine. From those

equations, the storage and computation of the error covariance matrix is also a

major problem. For example, if the size of the model state vector is n, the size of

the error covariance matrix is n2 and 2n model integrations are requires to step it

forward in time. Due to the upper problems, alternative methodologies have been

sought to address the Q and P f in Kalman Filter, one of which is the Ensemble

Kalman Filter (EnKF).

The EnKF was proposed by Evensen (1994) based on stochastic forecast theory, in

which, the forecast model error covariance P f is calculated according to the the-

ory of Monte Carlo approximation (Leith, 1974). Then the theoretical formulation

and practical implementation were summarized in Evensen (2004). The forecast

model state is treated as one of the stochastic forecasts, hence, an ensemble of such

forecasts (assumed number of N) can represent the probability density function

of the so-called state space, like:

φ(ψ) =
dN

N
. (2.14)

The mean of the ensemble model representations can be considered as the true

state. Then the error covariance matrices for the forecasted (ϕf ) and the analyzed

(ϕa) estimate, P f and P a, are in the Kalman filter defined in terms of the true

state (ϕt) as

P f = (ϕf − ϕt)(ϕf − ϕt)T , (2.15)

P a = (ϕa − ϕt)(ϕa − ϕt)T , (2.16)

where the overbar denotes an expectation value. With this approximation in the

EnKF, it is more convenient to write equation (2.17,2.18) as:

P f ∼= P f
e = (ϕf − ϕf )(ϕf − ϕf )T , (2.17)

P a ∼= P a
e = (ϕa − ϕa)(ϕa − ϕa)T , (2.18)
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where the overbar denotes an average over an ensemble. For simplicity, the time

subscript is omitted.

Here, an interpretation is used where the ensemble mean is the best estimate and

the spreading of the ensemble around the mean is a natural definition of the error

of the ensemble mean. Thus, instead of storing a full covariance matrix, the same

error statistics can be represented using an approximate ensemble of model states.

The equation (2.3,2.7) are not necessary anymore. No “closure” is required nei-

ther, which makes the EnKF feasible.

Till now, with the new definitions of ensemble covariances (P f ,P a) and the equa-

tion (2.5) in KF analysis scheme, the algorithm of EnKF can be built up. However,

in the practice, Burgers et al. (1998) pointed out that the observations must be

treated as random variables to make the continuous analysis consistent. Hence,

an ensemble of observations is defined as

dj = d+ εj, (2.19)

where j counts from 1 to the number of model state ensemble size N . Now, the

gain matrix and analysis equation (2.5) in KF algorithm can be rewritten as

K = P f
e H

T (HP f
e H

T +R)−1, (2.20)

ϕa
j = ϕf

j + P f
e H

T (HP f
e H

T +R)−1(dj −Hϕf
j ). (2.21)

Note, j in this equation is not the index of time anymore, it is the index of ensemble

members.

In the end, equations (2.17-2.21) describe the traditional EnKF algorithm.

2.3.1 Benefit of Ensemble Kalman Filter

Comparing to other assimilation methods, the EnKF has some advantages as

follows.

� Using the ideal of “ensemble” to evaluate the error covariance and propagate

of the background.

In Kalman Filter, since the error covariance matrix should be propagated

after every analytic cycle, and that is usually as big as 107 × 107, which

means the propagation of the error covariance costs a lot of CPU time, and
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till now it is hard to implement in practice. One method to solve that is

assuming that the error covariance of background is homogeneous, and con-

stant in time. But with such an assumption, on one hand, the weight in

assimilation scheme is not updated. On the other hand, when the obser-

vation is discontinuous, especially in some meso-scale or small-scale areas,

the nonhomogeneous and anisotrophy of the error will be strong, hence, the

assumption of homogenous and isotrophy behind of the KF method is not

adequate.

On the contrary, the EnKF method employs an ensemble of forecast model

runs to propagate the model errors. By calculating the differences between

these members, the error covariance can be achieved. Moreover, the er-

ror covariance is flow-dependent along the model propagation and can be

anisotropic.

� The problems of applying the KF method in a strongly nonlinear dynamic

system are solved.

Since statistical noise is assumed to dominate the errors in the EnKF, a

closure problem or unbounded growth of error variance, as has been found

with assimilation methods relying on the use of a tangent linear model, is

avoided. In another word, the EnKF method uses an ensemble of model runs

to integrate the model equations forward in time. It can be shown that such

ensemble integration is identical to a Markov Chain Monte Carlo (MCMC)

method for solving the Fokker Planck equation for the evolution in time of

the probability density of the model state (Keppenne, 2000).

� Previously, it has been shown that the EnKF method captures the nonlinear

error evolution in time and is capable of both importing in the observations

and providing realistic error estimates for the estimated state.

� The ensemble is integrated forward in time until measurements are available.

At these points, an analysis scheme is used to update or correct the model

state in a statistically consistent way. The updated state can be considered

as the model forecast plus a number of influence functions, one for each of

the measurements. These are multivariate statistical functions computed

from the ensemble statistics, i.e. the cross correlations between the different

variables in the model are included. Thus, the change in one of the model

variable will influence the other variables.
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� Compared to variational methods, no adjoint-matrix is need in the EnKF.

In fact, not only variational methods need an adjoint-matrix to solve the

target function in the analysis system, but also the KF method needs an

adjoint-matrix to solve the forecast of error covariance in a nonlinear sys-

tem. However, with the EnKF method, the propagation of forecast error

covariances is not necessary any more, the adjoint-matrix is hence avoided.

� Fundamentally statistical and physical computationally parallel. Since en-

semble members are independent from each other, they can be propagated

into different computer nodes.

2.3.2 Disadvantage of Ensemble Kalman Filter

The EnKF method inherits the advantage of the KF method, and overcomes some

flaws and limitation of the latter. However, every method has its own disadvan-

tage, the limited ensemble size in the EnKF method is its utmost problem: the

sample size N is inevitably several orders of magnitude smaller than the size of the

covariance matrix. This will generate two problems: one is the “rank problem” of

the background error covariance matrix (Houtekamer and Mitchell, 1998), which is

caused by ill-conditioning, and another is divergence in continuous updated cycles.

� Rank problem

This problem happens in the calculation of the inverse of (Rn +HnP
f
nH

T
n ).

If the measurement dimension is m, then the size of (Rn + HnP
f
nH

T
n ) is

m × m. Usually, the ensemble size N is far smaller than m, that means

(Rn +HnP
f
nH

T
n ) is not a full rank matrix, or singular matrix. Singular ma-

trices do not have an inverse. When N is comparable with m, the inverse of

a singular matrix is approximately calculated by eigendecomposition. But

when N and m are far from each other, there is no reasonable inverse.

Evensen and van Leeuwen (1995) employed an eigenvalue decomposition of

the sum of the represented matrix and the observation error covariance ma-

trix, and set small eigenvalues to zero to avoid the rank problem. The conse-

quence of this approach is that the analysis increments are restricted to the

state space spanned by the ensemble members. This solution is acceptable

only if the ensemble members can represent the full state space.
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� Divergence of filter

Divergence happens when the analyzed state gets closer and closer to the

forecast state, then the analyzed error covariance gets smaller and smaller,

and eventually, the effect of measurement will be ignored. Besides, due to the

finite ensemble size, the correlation of the forecast state and measurement

is underestimated or overestimated, that makes measurements sometimes

far from analyzed state and give unrealistic large influence. Eventually, a

divergence will also be generated.

� Imbalance problem

In practical implementation of EnKF, in order to reduce the size of matrix

(Rn +HnP
f
nH

T
n ), only observations near the analytical points are used, that

generates spurious dynamical effects. Even the “Schur product” (Mitchell

and Houtekamer, 2000) still causes slight imbalance.

� Inbreeding problem

This problem was pointed out by Houtekamer and Mitchell (1998). They

claim that the error variance is underestimated due to the effect that the

ensemble of forecast model states is updated with a gain matrix calculated

from that same ensemble members.

In summary, van Leeuwen (1999) gave a theoretical justification of the EnKF

and pointed out that small ensemble sizes lead to systematically underestimated

error variances. That is not only because of the reason claimed by Houtekamer and

Mitchell (1998), but also due to effects of limited ensembles in the gain itself, since

the gain is nonlinear in the prior covariance. Hence, enough ensemble members

are the precondition to obtain reliable convergent error variances.

2.3.3 Propagation of Ensemble Kalman Filter

As we described above, the primary problem of the traditional EnKF method is

that the limited sample sizes of practical ensembles are far too small to give mean-

ingful statistics about the complete distribution of the model state conditional on

the available observations (van Leeuwen, 1999). This has led to a variety of clever

heuristic methods that try to overcome this problem.

Evensen and van Leeuwen (1995) used an eigenvalue decomposition to solve the

system and only the significant eigenvalues are used, that can resolve the problem
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with poor conditioning caused by correlated measurements, as well as the singular

matrix introduced when a larger number of measurements than ensemble member

is used.

Houtekamer and Mitchell (1998) pointed out that the approach of using the

forecast-error covariances computed from an ensemble of short-range forecasts to

calculate weights for the assimilation of data using this same ensemble as back-

ground fields, gave rise to an inbreeding problem, and used a “double” EnKF

(DEnKF) to address this problem, whereby ensemble members are kept in two

separate batches, and the covariances from one batch are updated used the gain

matrix calculated from another batch. However, van Leeuwen (1999) pointed out

that the DEnKF has the similar, but smaller, “inbreeding” problem which is caused

by using the gain calculated from the ensemble to update the same ensemble.

Another method for dealing with this problem is multiplying the prior covariance

matrix by a constant factor (Anderson, 2001; Hamill et al., 2001). The expecta-

tion of this application of covariance inflation is to maintain the balances in phase

space, as well as to increase uncertainty in the state estimate.

Anderson (2001) gave an ensemble adjustment Kalman filter for data assimila-

tion. This method is similar to the traditional EnKF method, but it uses a joint

state-observation space filter for updating the ensemble when observations be-

come available. In his work, the ensemble adjustment Kalman filter performs

significantly better than the traditional EnKF method, apparently because noise

introduced into the assimilated ensemble through perturbed observations in the

traditional filter limits its relative performance, since the EnKF method introduces

noise by forming a random sample of the observational error distribution and this

noise has an adverse impact on the quality of assimilation.

In the traditional EnKF method, the state members are updated independently

from all others. If two members that are closely related in the prior distribution

are impacted by very different subsets of observations, they may end up being

too weakly related. One solution is used by letting every state member be im-

pacted by all subsets of observations. However, since some of these observations

will be highly correlated with the state variable by chance, an erroneous impact

will be generated on the updated ensemble (Hamill et al., 2001). Houtekamer and

Mitchell (2001) and Hamill et al. (2001) have filtered the covariance estimates by

using a “Schur product” (Paulsen et al., 1989), whereby the ensemble-based covari-

ances are multiplied with a distance-dependent correlation function that decreases
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monotonically from 1.0 at the observation location to 0.0 at some prespecified ra-

dial distance. But this operation will introduce some slight spurious imbalance.

Hamill and Snyder (2000) used a hybrid of EnKF and 3DVAR, whereby covari-

ances are modeled as a combination of covariances from the ensemble and from

a stationary model. The method was used in a quasi-geostrophic model under

perfect-model assumptions, and shows that analysis performs better when ensem-

ble size is larger.

All these efforts were done for realistic implementation of the Ensemble Kalman

filter with limited ensemble members. However, applications doing a real time

high-frequency assimilation are rare. The problem for realistic applications is that

the preparation of ensemble model states costs too much computer time.

As we mentioned before, to make a real time assimilation, Breivik and Saetra

(2001) developed the “quasi-ensemble” assimilation method, which is referred as

QuasiE by us. In that method, the model states were collected from a repre-

sentative forecast run, and were used to determine a constant error covariance.

However, in order to improve the QuasiE method and keep the covariance of the

model states flow-dependent, we collect the model states from the actual assim-

ilation run, and use the differences between the model states of the same run to

describe the model errors, not the relationship of model states of different runs.

This collection is a close analogy to Canadian Quick Covariance (CQC) method

(Polavarapu et al., 2005; D.R.Jackson, 2008).

2.4 Canadian Quick Covariance method

The Canadian Quick Covariance (CQC) method was proposed by Polavarapu et al.

(2005) as a pragmatic approach for estimating the background model errors. It was

also used by D.R.Jackson (2008) in the Met Office data assimilation, and shown

a better performance than National Meteorological Center method. The CQC

method involves performing a single forecast for a month, and obtaining output

fields from the run at 6-hour intervals. Covariances are subsequently calculated

by using the 6-hour difference between successive output fields as proxy for model

errors. The major advantage of this technique is that it is relatively simple and

fast, since only one forecast is run. This is also the reason that the method is

referred to as Canadian Quick Covariance method. The assumption behind it is

the same as National Meteorological Center method, which is that forecast errors
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can be resembled by forecast tendencies. A problem with this approach is that

diurnal and semidiurnal signals are present in the CQC statistics, when the tides

are involved in the model. Hence, the forecast lag should be specified.

2.5 Hybrid EnKF system and CQC method

By utilizing the CQC method to estimate the background errors in the EnKF

system, a Quick Ensemble Kalman Filter (QEnKF) method is proposed in this

work.

To make it clear, we start from the procedure of the EnKF system, the flow-chart

of which is shown in Fig.2.1. The figure shows that the first part of the EnKF sys-

tem consists of an initialization step, which creates the first guess of model state

consisting of an ensemble by adding pseudo-random noise with prescribed statistics

to the background state. This ensemble model states are then integrated forward

in time with the same model conditions until the time when the first observation

set becomes available. After analysis, the updated ensemble is then integrated

forward to the next date when data are available without adding pseudo-random

noise this time and the process is repeated continually.

It is obvious that the ensemble is inherited from the background estimate at the

beginning. In another word, the state space described by such ensemble is de-

cided at the very beginning. In the analysis step the ensemble is updated with a

gain calculated from that same ensemble, that is the “inbreeding” problem men-

tioned by Houtekamer and Mitchell (1998). Besides, the EnKF technique seeks an

analysis to minimizes the posterior variance (Kalnay, 2003). Hence, after a long

time assimilation, the posterior variance (P a) keeps decreasing (see equation 2.7),

a divergence will happen that means the analysis will ignore the observations.

Moreover, when the measurements are available with a high frequency interval

(like 20 minutes), it is not possible to run an ensemble models and then perform

an analysis every time step when measurements are available.

An extension method of the EnKF method is the Gaussian ensemble filter (An-

derson, 2001), which tends to address the inbreeding problem. Fig.2.2 gives a

schematic illustration of this algorithm. In the Gaussian ensemble filter, only one

forecast is integrated forward in time. When the observations are available, the

updated ensemble is then computed using a random number generator to produce

a random sample from a Gaussian distribution with the covariance previously
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given and the mean equal to the forecast state. Hence, at each analysis time step

the ensemble is randomly resembled and has a Gaussian distribution. But, the

background error covariance is inevitable to be known.

The way we used to estimate the background error covariance refers to the CQC

method, by introducing it into an EnKF system, the Quick Ensemble Kalman

Filter (QEnKF) method is proposed. The flow chart of this method is shown in

Fig.2.3. As we mentioned before, to make a real time assimilation, Breivik and

Saetra (2001) developed the QuasiE method. In that method, the ensemble of

model states is collected from a representative forecast run at 5.5-hour intervals,

which is used to determine a constant error covariance. However, in order to

improve the QuasiE method and keep the covariance of the model states flow-

dependent, we collect the model states from the actual assimilation run. We use

the differences between the model states of the same run to describe the model

error, not the relationship of model states of different runs. Meanwhile, the model

states in the QuasiE method only involve the velocity, but in the QEnKF method,

we include surface elevation, temperature and salinity as well. The assumption

behind this method is the same as for the CQC method, i.e., forecast errors are

resembled by forecast tendencies (personal communication with Peter Jan Van-

leeuwen). This procedure makes the real time assimilation more feasible compared

to the traditional EnKF method.
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Assimilation with Linear Model

To evaluate the performance and parameters of the Quick Ensemble Kalman fil-

ter (QEnKF) method, a linear model is presented here. The reason we use this

linear forecast model in this assimilation system is two folds. On one hand, it

is simple and quick to be executed; on the other hand, it has a true solution,

hence, the validation of assimilation methods is feasible and objective. Besides,

the comparison of QEnKF with other methods, like EnKF and Gaussian ensemble

filter (GaussEF), is also given in this chapter. The reason we selected these three

assimilation methods to do the comparison is because there is common ground

among them, since all of them apply an ensemble of model states to represent the

model forecast errors. As we described in the end of last chapter, in the EnKF

system, an ensemble of perturbed error covariance is used to generate an ensemble

of model members at the beginning of the assimilation procedure, after that, such

an ensemble of model members is used to calculate the model forecast errors. In

the GaussEF method, an ensemble of perturbed error covariances is used at ev-

ery analysis step. In the QEnKF method, no perturbed error covariance is used,

instead, the forecast tendencies are used to reproduce the forecast errors.

3.1 Linear Forecast Model

In the present study, the forecast model used in an assimilation system is a one-

dimension, linear, shallow-water model. The formulations of this linear model are

22
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given as follows, with the assumption that no variables change in the y direction.

∂u

∂t
− fv +

∂Φ

∂x
= 0, (3.1)

∂v

∂t
+ fu = 0, (3.2)

∂Φ

∂t
+ Φ

∂u

∂x
= 0, (3.3)

for simplicity, f is set to 1, and Φ equal to 1, too. Then one of the analytic

solutions is,

Φ = − 1√
2

sin(x+
√

2t), (3.4)

u = sin(x+
√

2t), (3.5)

v =
1√
2

cos(x+
√

2t). (3.6)

Besides, this analytic solution is treated as the true value of this linear model

equations. Ensembles of observations are generated by adding perturbations with

covariance equal to 0.002 and mean equal to 0, to the truth. Hence, the error

covariance of observations is 0.002. The number of the perturbations is equal to

the number of the ensemble. The model is executed for 100, and the observations

are available at every fifth model time step.

3.2 Assimilation Experiments

With this setup of the linear model, there are six experiments designed for the

comparison of the three assimilation methods, QEnKF, the traditional EnKF and

GaussEF. Each method is performed twice, with ensemble number equals to 20

and 100, respectively. The details are described in Table 3.1.

In the experiments with the EnKF method, the flow chart of which is shown in

the last chapter (Fig.2.1), an ensemble of model states should be generated at the

beginning, and the way we used to generate it is the same as the generation of

observation ensemble, that means adding perturbations to the analytic solution

with covariance equal to 0.02 and mean equal to 0. Hence, the background error

covariance is 0.02 i.e ten times larger than observation error covariance.

In the experiments with the GaussEF method (described in the last chapter with

Fig.2.2), an ensemble of model states are reproduced at every analytic time step,
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Table 3.1: Assimilation Experiments
Experiment Method Ensemble Number Model Time Steps
Test1 EnKF 20 100
Test2 EnKF 100 100
Test3 QEnKF 20 100
Test4 QEnKF 100 500
Test5 Gauss 20 100
Test6 Gauss 100 100

not only at the beginning. The way to generate these ensembles is the same as in

experiments with the EnKF method. Besides, the background error covariance is

also set to 0.02, too.

However, in the experiments with the QEnKF method (described in the last chap-

ter with Fig.2.3), the background error is not artificially set to 0.02, but is sub-

stituted with the forecast tendencies, which is calculated from the differences of

successive outputs of different model time steps.

From the Table 3.1, we can see that the model temporal resolution in Test3 and

Test4, which represent the QEnKF method with 20 members and 100 members,

is different. This is because we want to generate the ensembles in the same time-

scale, one way to address this target is to increase the model time steps.

Fig.3.1 shows the truth (red solid line) and assimilated value (black dotted line)

of the solutions φ of equations (3.1-3.3) of six tests at the end of the assimilation

procedure. The upper panels represent results of tests with 20 ensemble mem-

bers, while the lower panels represent results of tests with 100 ensemble members.

Obviously, with the number of ensemble increases, the shape of φ leans to the

truth with the EnKF method. However, there is no obvious difference between

20-member runs and 100-member runs with both GaussEF method and QEnKF

method, and both of them can give good results. To diagnose the differences be-

tween these three methods, we calculate the spatial averaged root-mean-square

(RMS) errors, which are assimilated values minus true values.

The RMS error of φ-variable is shown in Fig.3.2, where the black line, green line

and red line represent the error of the EnKF, GaussEF and QEnKF, respectively.

It can be seen from this figure, that with the EnKF method, the RMS error of φ is

the largest, which is much more decreased by the QEnKF method, and is smallest

with the GaussEF method. This can be explained. Since in the EnKF system, the

background error covariance is given once and only used at the beginning, which is
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represented by the ensemble itself in the assimilation procedure. Unless the num-

ber of ensemble is infinite, the ensemble cannot represent the real distribution of

the variables. Hence, sampling errors can not be avoided. While the background

error covariance is given in every analysis cycle in the Gaussian system, hence the

error of this method is the smallest. With the QEnKF method, the background

error covariance needs not to be specified, usually it is not possible to known it in

a nonlinear complex model, these forecast errors are assumed to be similar to the

forecast tendencies. The RMS error with this method is quite similar to that with

GaussEF method, and is much smaller compared to the EnKF method. Moreover,

the same conclusion can be drawn from the case, when the number of ensemble

is changed to 20 (see Fig.3.3). However, when the number of ensemble decreases,

the RMS error is found to increase, by comparing Fig.3.2 and 3.3.

The disadvantage of the EnKF and GaussEF methods is that the background er-

ror covariance should be known exactly, since it decides the update of the model

states. To show the effects of this parameter, two extra tests are implemented by

magnifying the background error covariance in the assimilation runs with EnKF

and GaussEF, respectively. Fig.3.4 shows the RMS errors of Test2 and Test6,

as well as the assimilation runs with the background error covariance magnified

by the factor of 2. The comparison of the black lines indicates that the RMS

errors of assimilation runs with the EnKF method increase at least twice after the

magnification of background errors. However, the comparison of the green lines

indicates that the RMS errors of assimilation runs with the GaussEF method are

almost not changed after the same magnification. This can also be explained:

according to the analysis equation of the EnKF system, the corrections by assim-

ilation decrease when the error covariance of the model increases, then, the RMS

errors increase. However, since the GaussEF method is developed to address the

divergence problem of EnKF method, the error covariance after each analysis step

does not decrease and is always forced to have Gaussian distribution. Hence, the

results of this method which are the mean of ensemble members do not change,

naturally the RMS errors are the same after the magnification of background er-

rors.

Nevertheless, when the QEnKF method is applied, the assumption of the back-

ground error covariance can be avoided, and the RMS errors are smaller than that

in tests with the EnKF method, and are a little bigger than that in tests of the

GaussEF method.
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3.3 Covariance Modeling

In this section, we focus on covariance modeling, because it is the crucial element

in assimilation studies and appliance, which can been detected from the last sub-

section.

As known, when we use the EnKF method, we assume that the error covariance

of the background field is correct at the first moment, that can make sure the

developmental error-covariance is also correct. In another word, if we want to get

the optimal results, the error covariance of the background field must be correct.

However, the error covariance of the background is flow-dependent and complex.

Therefore, how to get an error covariance as correct as possible, which is the key

point of assimilation schemes, since that directly affects the optimal solutions.

In fact, the error covariance is usually the statistical result of the samples. But,

where are the samples from? Only from history. But, the movement of the ocean

is not exactly periodic, and samples are not from statistics, even we get the cor-

rect error covariance from historical data, this only guarantees that the analysis

solutions are optimal for that period, not for the present. In addition, to make

sure that the variances will be convergent in the iteration, the covariances directly

calculated from statistical samples should not be put into model directly. Hence,

the statistic dependent on historical samples and uncorrect model solutions are

the main sources of error in design of error covariance. Since the probability den-

sity at analyzed periods is not the same as in the past, the ensemble forecast has

the benefit of creating probability density functions of samples with “real time”

relevance. Due to the upper statements, the GaussEF method can not be used

in a realistic circulation model, since the prior background error covariance is not

possible to specify.

The biggest difference between the traditional EnKF and our QEnKF is the sam-

ple of background errors. In the former method, a lot of independent, but sibling,

random model runs are developed by the same model conditions to represent the

forecast errors. However, in the QEnKF method, the forecast errors are assumed

to be similar to the forecast tendencies. The forecast error covariances of both

method are flow-dependent, however, the RMS errors in the QEnKF method are

much smaller than that in the EnKF method.

In the QEnKF method, two parameters should be evaluated, one of which is model

time interval, the other is ensemble size.

For the test of these two parameters, we apply an extra test (Test7), which is
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almost the same as Test4, but with an ensemble number equal to 20. Hence,

the difference between Test7 and Test3 is the model time interval, the latter is 5

times larger than the former. While, the difference between Test7 and Test4 is

the ensemble number, the latter is 5 times larger than the former.

Fig.3.5 gives the comparison of RMS errors of φ in these three tests. The black

dotted line, the green dashed line, and the red solid line in Fig.3.5 represent the

RMS errors of Test3, Test4 and Test7, respectively. From the picture, we can see

that there is no obvious difference of RMS errors between Test4 and Test7, that

means when the model time interval is fixed, the forecast tendencies are almost

fixed, and the effect of ensemble size has no significance anymore. However, the

RMS error in Test3 is little bit larger than that in Test7, that means when the

size of the ensemble is fixed, the RMS error decreases with the model time interval.

Since the forecast error will decrease, when the model time interval decreases. But

in all these tests, the linear model is assumed to be perfect, without errors from

discretization, forcing, or boundaries, etc. In a realistic, complex, and nonlinear

ocean model, the situation will be definitely different. Nevertheless, the results of

this linear model are inspiring, especially, the limitation of ensemble size is reduced

by the usage of the newly developed assimilation method (QEnKF).
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Figure 3.1: The true (red solid line) and assimilated value (black dotted line)
of φ at the end of simulation with different methods and ensemble numbers.
The ensemble numbers equal to 20 in the upper panels, while 100 in the lower

panels.
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Figure 3.2: The spatial averaged root-mean-square errors of the tests using
EnKF method (dotted line), GaussEF method (dashed line) and the QEnKF

method (solid line). The ensemble numbers of all the tests equal to 100.
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Figure 3.3: The spatial averaged root-mean-square errors of the tests using
EnKF method (dotted line), GaussEF method (dashed line) and the QEnKF

method (solid line). The ensemble numbers of all the tests equal to 20.
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Figure 3.4: The spatial averaged root-mean-square errors of the tests using
different methods and assumed backgroud errors, which are shown in the label.

The ensemble numbers of all the tests equal to 100.
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Figure 3.5: The spatial averaged root-mean-square errors of the tests using
QEnKF method with different ensemble numbers and model time steps. The
dt1 and dt2 represent model time steps that equal to 100 and 500, respectively.
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Figure 3.6: The spatial averaged root-mean-square errors of the tests using
QEnKF method with the same model time steps , but different ensemble num-

bers.



Chapter 4

Assimilation with Nonlinear

Model

In the last chapter, the QEnKF assimilation method is validated in a perfect

linear model. However, the benefit of the traditional EnKF is its usage in strongly

nonlinear systems. Hence, our final target is also to apply the QEnKF method

into a complex, realistic, nonlinear model. The model we used is HAMburg Shelf

Ocean Model (HAMSOM). In this chapter, we will give a brief introduction of this

model, as well as a description of the model domain, and the model validation.

4.1 Hamburg Shelf Ocean Model

HAMburg Shelf Ocean Model (HAMSOM) is a high resolution, three-dimension,

baroclinic, free surface, shallow water equation model. Its numerical scheme is de-

scribed by Backhaus (1985), and the further modification in the turbulent closure

scheme by Pohlmann (1996a,b). HAMSOM has been used in a lot of projects,

simulating several shelf seas worldwide (Backhaus and Hainbucher, 1987; Back-

haus et al., 1991; Pohlmann, 1991; Becker et al., 1999; Harms, 1992; Carbajal,

1993; Pohlmann, 1996a; Hainbucher and Backhaus, 1999; Kauker and Langenberg,

2000), etc. Besides, it has been also coupled with other models, like ecosystem

models (ECOHAM,ERSEM), atmospheric model (REMO), and both Lagrangian

and Eulerian models for sediment transport. Hence, HAMSOM is well suitable for

simulation of shelf current.

The numerical scheme of HAMSOM is defined in z-coordinates on an Arakawa

32
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C-grid. The governing primitive equations (Pohlmann, 1991) for shallow waters

combined with the hydrostatic assumptions are implemented. In order to calcu-

late the Coriolis term with a second order accuracy in time, a rotational matrix

is used. To solve the free surface problem, the vertical transfer of momentum

and water mass properties are calculated. To reach stability even for greater time

steps, several terms are solved implicitly. These are equations for the vertically

integrated continuity and the barotropic pressure, the combination of which de-

scribes the surface gravity waves. The vertical shear stress and the diffusion terms

are calculated implicitly as well. A non-linear implicit friction law as well as the

full kinematic boundary condition are applied at the bottom. In order to mini-

mize problems arising from longer time-steps, a rotational matrix is applied for

the Coriolis term, guaranteeing a second-order accuracy in time.

An explicit formulation is used for the advective terms of the momentum equation

and for the transport of temperature and salinity. To conserve eddies and frontal

structures, an Arakawa J7 algorithm is implemented.

To parameterize horizontal sub-scale processes, a Smagorinsky scheme (Smagorin-

sky, 1963) is used to calculate the horizontal turbulence exchange. This allows for

non-constant coefficients, dependent on the horizontal sheer stress. To calculate

the vertical turbulent viscosity coefficient, the approach of Kochergin (1987) was

implemented by Pohlmann (1996a). The vertical viscosity influences the depths

of the surface and bottom mixed. The horizontal diffusion is determined by the

Smagorinsky scheme . Besides, a method used to calculate the vertical and hori-

zontal advection of temperature and salinity is related to the difference scheme of

second order accuracy from Lax and Wendroff (1960).

It is known that the EnKF assimilation process will need a high amount of CPU

time. One of the reasons we chose this model is because of the parallelization of

its code by means of the domain splitting method (Pohlmann, 2006), which makes

the implementation much simpler and quicker.

The presented calculations have been performed at the German Climate Com-

puting Center (DKRZ). In order to optimize the model code for this computer

architecture, the code was parallelized to run simultaneously on several CPUs.
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4.2 Norwegian Coastal Current

Our model domain is shown in Fig.4.1, which is a part of Norwegian western coast,

by considering of the HF radar coverage (rectangular shape in this figure). The

current system in our model domain is dominated by the Norwegian Coast Cur-

rent (NCC). The Norwegian coastal region is the spawning ground for a number of

important oceanic fish stocks, and the physical environment has an impact on the

recruitment, growth and geographical distribution of these stocks. Hence, a lot

of studies about its phenomena and character have been done, like Mork (1981);

Haugan et al. (1991); Saetre and Mork (1971); James (1987); Ikeda et al. (1989),

etc. Here, a brief description about the NCC is given.

The NCC flows northward along the west coast of Norway in the upper 50− 100

meter of the water column (Helland-Hansen and Nansen, 1909), which originates

primarily from the freshwater outflow from the Baltic and the freshwater runoff

from Norway. The Baltic Sea provides the bulk of brackish water to the current

system, but the North Sea and the Norwegian rivers also contribute significant

amounts of water. A west boundary of NCC is formed by a southward inflow of

Atlantic Water from the North Atlantic current, which results in a warm core.

In addition, a well-defined front is found at this west boundary, which is between

the cold, low-salinity Norwegian current and the warmer, high-salinity Atlantic

water. This front was observed in detail by Mork (1981), as well as Johannessen

et al. (1989), which are shown in Fig.4.2 and Fig.4.3, respectively. The latter

picture is a satellite IR image, which shows the temperature front between the

coastal and Atlantic water in an area comparable to our model domain.

On average, the temperature of the Norwegian Coastal Current in winter time

ranges from 2 to 5 �, and the salinity is less than 34.8 psu. The Atlantic Water,

on the other hand, has a temperature exceeding 6 � and a salinity greater than

35 psu.

Besides of the front at the west boundary of the NCC, another important feature

of NCC is the existence of meanders and eddies, which are important in a variety

of marine applications, like offshore drilling operations and fisheries.

Mesoscale eddies and meanders in the Norwegian Coastal Current have been stud-

ied by using remote sensing and in situ observations. The observations also include

combined Acoustic Coppler Current Profiler, towed, undulating CTD, which were

used by Johannessen et al. (1989). Most observations indicate that current me-

anders and eddies exist along the NCC from the Skagerrak into the Norwegian
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west and northwest coasts, they have wavelengths of 50 − 100km and northward

velocities of 10−20cm/s, and periods of 5−7 days. Moorings deployed during the

Norwegian Continental Shelf Experiment (NORCSEX ’88) detected current ve-

locities of 7cm/s to 20cm/s with a mean northeastward direction. The direction

of velocity was almost parallel to the isobaths, indicating significant topographic

steering.

Meanwhile, Oey and Chen (1992b) simulated the meanders and eddies in the NCC

with a nested-grid model. The authors pointed out that due to the local and non-

local wind forcing, the NCC has large variations in its transport and its water

properties. One result of flow instability processes is the generation of the mean-

ders or eddies.

Based on the observations and simulations mentioned above, they concluded that

instabilities play a major role in the development of these waves and eddies (Mysak

and Schott, 1977; Vinger et al., 1981; Ikeda et al., 1989), and the barotropic in-

stability explained the generation of eddies between 60◦N and 61◦N. Meanders

and eddies generated upstream by baroclinic instabilities grow and also enter this

region. The resulting interactions complicate the eddy fields.

They also pointed out that the cyclonic eddies were highly asymmetric and ex-

tended to the bottom, which indicates a significant barotropic components. Be-

sides, topography is also important, and eddies may be produced over a seamount

or bank (Eide, 1979). Oey and Chen (1992a) also found that the transport varia-

tions can be expected to be important in the development of the NCC meanders

and eddies further north.

In the end, the meanders and eddies are the combined effects of topographic steer-

ing, vortex stretching, and barotropic instabilities. These mesoscale features may

represent a significant source of energy in the coastal region, as well as influence

of the exchange of salt and heat between the deep and shallow seas, and may also

affect the larger-scale circulation in the Norwegian Sea.

4.3 Model Configuration

In our study, the model grid extends over 3.5 degree offshore and 3 degree in the

alongshore direction. The 1 minute resolution topography (Fig. 4.1) is derived

from the General Bathymetric Chart of the Oceans (GEBCO) data. The picture
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shows an obvious trench from northwest to southeast, and the largest depth is

around 400 meters.

The z-coordinate system is applied in the vertical direction using a maximum of

30 layers. The resolution in the upper 30m is 3m, the layers between 30m to

60m have 5m thickness, and the layers between 60m to 150m have 10m thickness,

the 26th and 27th layers are 25m, and the last two layers are 50m. The model

surface forcing parameter, such as heat flux, air temperature, relative humidity,

cloud cover, precipitation, as well as wind are supplied by NCEP (Kalnay et al.,

1996). All these variables are given every 6 hours, and the initial temperature and

salinity fields are obtained from the climatological LEVITUS data set (Levitus

et al., 1994).

However, the spatial resolution of the meteorological forcing data is relatively

coarse for our domain, this is also the reason why an employment of the HF-

radar data to correct the simulation of the shelf circulation is expected to give

a significant improvement. As known, tides are an important element for the

high-frequent shelf circulation, so the tidal influence is included in our model

simulation by adding the tidal elevation to the sea level height at the open bound-

aries. The tidal elevation is calculated according to amplitude and phase of

M2, S2, N2, K2, K1, O1, P1, Q1, which are extracted from OSU Tidal Prediction

Software (OTPS).

4.4 Model Validation

Since the tidal elevation calculated from OTIS data is only added to the open

boundaries, by the model integration for 45 days, the tidal parameters, amplitude

and phase, over the whole model domain can be extracted from the sea surface

elevation provided by the HAMSOM model. Hence, by comparing them with the

parameters directly derived from OTPS data, we can evaluate the performance of

the simulation with respect to tides by our model.

Fig. 4.4 shows the horizontal distribution of the amplitude and phase of the M2-

tidal constituent extracted from model results (left panel) and OTPS (right panel),

respectively. These pictures indicate that model can reproduce tidal elevations

with an acceptable accuracy. The difference of amplitude (maximum phase error)

is around 5cm.
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To validate the simulation of temperature, the Modular Ocean Data Assimilation

System (MODAS, (Fox et al., 2002)) is used, which has a horizontal resolution of

0.125 degree. Fig.6.15 shows the surface temperature distribution of MODAS data

(left panel) and our model results (right panel) at the same day. The patterns of

temperature distribution in two data sets are similar, and the same conclusion can

be arrived at from Fig.4.6, which is the same issue at another arbitrary day.

In addition, as we mentioned previously the front in our model area is a crucial

feature, here we present a comparison of it between our model results and other

studies, which is shown in Fig.4.7. The lower panel of it is the output from the

HSMSOM model, and the upper one is cited from Johannessen et al. (1989), which

is a satellite IR image. Even though, these two figures represent two different years,

the existence of front in both is almost the same. Hence, the ability of simulation

of reasonable temperature by HAMSOM is acceptable.
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Figure 4.1: Model domain topography (m), with the rectangular area repre-
senting the radar data domain.

Figure 4.2: From Mork (1981) with the description shown in the caption of
the original picture.
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Figure 4.3: From Johannessen et al. (1989) with the description shown in the
caption of the original picture.

(m) (m)

Figure 4.4: The amplitude (shading) and phase (contour) of M2 tide are
extracted from model results (left panel) and OTPS data (right panel)
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Figure 4.5: Surface temperature fields of MODAS (left panel) and HAMSOM
simulation (right panel) on March 31, 2000.
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Figure 4.6: Surface temperature fields of MODAS (left panel) and HAMSOM
simulation (right panel) on March 15, 2000.
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Figure 4.7: Surface fronts of the satellite data from Mork (1981) (upper panel)
and HAMSOM simulation (lower panel).



Chapter 5

Radar Data

The HF radar called “Wellen Radar” (WERA) are mounted on the islands of

Lyngøy and Fedje off the west coast of Norway. The area selected covers the

approach to two large oil terminals and is characterized by strong eddy activ-

ity. WERA measures surface currents within an area of about 40 km by 40 km

with a spatial resolution of 1km and with temporal sampling of 20 minutes. The

radar systems are deployed along the coast and measure radial current speeds.

Hence, two sites are necessary for composing a two-dimensional current vector.

The surface current measured is horizontally averaged over several km2 (range

and azimuthal resolution), vertically over about the upper 0.5m of the ocean, and

temporally over some 10 minutes (measuring time). Each radial current velocity

is a statistical result from samples of velocities derived from lines in the Doppler

spectrum (Gurgel and Antonischki, 1997; Gurgel et al., 1999).

5.1 Velocity and Accuracy of HF Radar Data

The way to calculate the velocity and its accuracy of HF radar data is as follows:

Assume there are K samples of a radial current velocity Vrad(i) derived from lines

in the Doppler spectrum, and each of velocity has a backscatter power P (i) and

a signal-to-noise value StoN(i). The Doppler spectrum consists of Nfft spectral

lines.

In the case of beam forming, the K samples are taken from the area around the

42
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two first order Doppler peaks, hence, K equals to ±Nfft�16 + 2.

From these K samples, the radial current velocity Vrad is calculated as

Vrad =

∑K
i=1 Vrad(i)StoN(i)∑K

i=1 StoN(i)
(5.1)

The variance of the radial current velocity σ2 is calculated as

σ2 =

∑K
i=1 Vrad(i)

2StoN(i)∑K
i=1 StoN(i)

− Vrad
2

(5.2)

The accuracy of the radial current velocity Acc(Vrad) is calculated as

Acc(Vrad) =
σ√
K

(5.3)

The data we used are already converted in east and north directions. Fig. 5.1 gives

an overview on the area and typical radar coverage during the experiment. The

light blue areas mark the ship entrances to the oil terminals. The radar coverage

may change because of radio interference, sun spot activity, varying sea state, etc.

Fig. 5.2 provides the geometric accuracy of velocity (GAOV), which is the geomet-

ric error made when combing two radial current components, and sequently has

been translated to u- and v- components of the radar current vectors. Obviously,

the GAOV for the u-component is much smaller than for the v-component, i.e.,

the observation errors in the former are much smaller than in the latter. Since the

accuracy is calculated from the variance of the radial current velocity, it should

be the diagonal part of error covariance matrix of the measurements.

5.2 Model vs Radar data

In the last chapter, we validate our model results with OTPS and MODAS data,

however, since our ultimate target is to import the information of radar current

data into our HAMSOM model, the comparison of radar currents and our modeled

currents need to be implemented to assess whether the present model is capable

of adequately representing the dominant physical processes of the shelf circulation

off Norway.
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5.2.1 Correlation

As we mentioned before, the QEnKF method uses the correlationship of model

states between two difference runs to substitute the error covariance. According

to the equation (2.17) in the second chapter, let indices i and j denote model

state variables and k, l denote observations, respectively, the model state vector

projected to the observation space can be rewritten

Hϕf = {ϕf
k}, k = 1, ...,m, (5.4)

and the model error covariance matrix P f can also be rewritten

P f = {Cov(ϕf ′

i , ϕ
f ′

j )}, i, j = 1, ..., n. (5.5)

with the total number of model variables equal to n, and of observations equal to

m. Besides, the primes indicate deviations from the mean of ϕf .

Similarly, by projecting the P f to the observation space,

P fHT = {Cov(ϕf ′

i , ϕ
f ′

k )}, i = 1, ..., n, k = 1, ...,m, (5.6)

is the error covariance between model variable i and observation k. Hence, the

purpose of the inverse weight matrix in equation (2.20) is to weight observations

according to their importance. For example, in a cluster of observations, one more

data point will normally not add much information as the internal correlation

between the observations will be high. Conversely, a solitary observation in a

critical location may be heavily weighted. The inverse weight matrix achieves

this by balancing the error covariances between observation locations k and l as

predicted by the numerical model,

HP fHT = {Cov(ϕf ′

k , ϕ
f ′

l )}, k, l = 1, ...,m, (5.7)

against the “instrumental” quality of the observations and internal covariance,

which is contained in the observation error covariance matrix,

R = {Cov(d′

k, d
′

l)}, k, l = 1, ...,m. (5.8)

The whole explanation above is originally cited from Breivik and Saetra (2001).

This is also the reason why we study the correlationship of u and v components,
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and the cross-correlation between them, from both radar velocity and modeled

velocity.

Fig.5.3(a,b) shows the correlationship between the u- (or v-) velocity at a specific

location (marked by star) and u or v at all other radar grid points. The same

issue for model data is given in Fig.5.3(c,d). u is the across-shore current pre-

sented in left panels and v the alongshore current presented in right panels. The

correlation of u velocity shows the behavior of decorrelation with radial distance,

which is longer in model data than in radar data. The spatial correlation of both

u and v is little higher in modeled data than in radar data. Fig.5.4 shows the

cross-correlation between u velocity at the specific location and v velocity at all

the other radar grid points (left panel) or model grid points (right panel), which

is found quite strong, too. These comparisons demonstrates that the modeled and

observed correlation or cross-correlation fields have similar characteristics, and

with high values in the v direction. The structure of this spatial correlation pat-

tern is surprisingly rich.

In order to assess the correlationship with other variables and elsewhere, the verti-

cal correlation is given in Fig.5.5. The across-shore current (u) exhibits a slightly

stronger correlation with the hydrography than the along-shore (v) current. How-

ever, both u and v velocities do not have strong correlation with the hydrography,

especially with the depth increasing. Negative correlation indicates that across-

shore currents advect fresh and cold coastal waters away from the coast. The

along-shore surface current is completely detached from the hydrography and only

at about 50-m depth does the correlation rise above an absolute value of 0.2. The

model statistics reveal a strong surface current to deeper current correlation, but

a significantly weaker cross correlation between current components. Note also

the immediate drop in correlation at the surface to about 0.8 at 20-m depth. This

illustrates how the wind energy is distributed in the upper water column.

5.2.2 Empirical Orthogonal Function

In order to see the dominant current pattern in this radar area, here, we present

an Empirical Orthogonal Function (EOF) analysis of the radar surface currents,

as well as the simulated currents by HAMSOM.

Fig. 5.6 shows the first mode EOF (left panels) as well as the second mode (right

panels) for the radar data (upper panels) and modeled data (lower panels), re-

spectively. The first modes for both data sets are quite similar, and the explained



Chapter 5. Radar Data 46

variability of them is 52% and 69%, respectively. Obviously, the main direction of

the current in this area is northward. However, the higher order EOFs show a big

difference between radar data and model results, in which a more stronger jet-like

structure exhibits in the modeled data than in observations, and the core of jet is a

little further away from coast in the modeled data than in observations. The rea-

son for the difference is unknown, may be caused by the baroclinic circulation, or

the topography, as our model used a climatological temperature and salinity as ini-

tial conditions, and the resolution of topography is relatively coarse near the coast.

5.2.3 Current Differences between Simulation and Radar

data

The differences in currents between model simulation and radar observation, are

usually known as innovations in terminology (Evensen, 2003; Dee, 2005), which are

the residuals by deducting the background (model simulation ) from the observed

value. And here we named these differences as errors, since we assume that the

observation is more reliable. According to equation (2.21), the importance of these

errors is apparent.

Fig.5.7 shows the spatial root-mean-squared (RMS) errors of the u− component

(right panel) and v− component (left panel), which are averaged over time series

(Feb.8th to Mar.31st). The first impression of this picture is that the RMS errors

of u− component is smaller than of v− component. The obvious reason for that

is the velocity values in v− direction are much bigger than in u− direction, which

is mentioned in the introduction of NCC and also was shown in the EOF analysis.

In addition, the figures indicate that the errors are smooth, which means there are

no obvious spatial structures over the radar area, especially in u− direction.

The spatial averaged RMS errors are shown in Fig.5.8 as time series, which also

demonstrate the same conclusion as could be drawn from Fig.5.7. In addition, the

more important feature shown by this picture is that the errors or differences are

obviously periodic. This is in agreement with the statement of Dee (2005), which

is errors in models and data are often systematic rather than random in reality.
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Figure 5.1: An overview of the typical radar coverage measured by the Wera
radar.
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Figure 5.2: The geometric accuracy of the velocity (m/s) in the east compo-
nent (upper panel) and the north component (lower panel)
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Figure 5.3: Averaged instantaneous correlation between the u-velocity (left
panels) or v-velocity (right panels) at a specific location marked by the red-star
and it at all other radar grid points (upper panels) or model grid points (lower

panels).
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Figure 5.4: Cross-correlation between u-velocity at the fixed position marked
by the red-star and v-velocity at all other radar grid points (left panel) or model

grid points (right panel)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−350

−300

−250

−200

−150

−100

−50

0
vertical correlation with u−velocity at a specific surface point

 

 
uu
uv
ut
us

(m)

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−350

−300

−250

−200

−150

−100

−50

0
vertical correlation with v−velocity at a specific surface point

 

 
vu
vv
vt
vs

(m)

Figure 5.5: Vertical cross-correlation between u-velocity (left panel), v-
velocity (right panel) at the fixed position of surface and variables u, v, t, s

along depth.
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Figure 5.6: Mode 1 EOF (left panels) and mode 2 EOF (right panels) of the
radar data (upper panels) and HAMSOM results (lower panels), respectively
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Figure 5.8: Spatial averaged root-mean-square errors relative to HF radar
data of u-component (upper panel) and v-component (lower panel)



Chapter 6

Assimilation Implementations

In the preceding chapters, we described the complex, nonlinear, forecast shelf

model and the observational data, which are two primary parts in an assimilation

system. Now, we start to describe the high-frequency, real-time assimilation with

our new assimilation method (QEnKF).

6.1 QEnKF vs EnKF

First of all, the comparison of assimilation with the QEnKF method and the tra-

ditional EnKF method is presented.

Three experiments are performed, one of them is without assimilation and called

“Freerun”, the others are performed with the traditional EnKF method and QEnKF

method, called “EnKFrun” and “QEnKFrun”, respectively. In both assimilation

runs, the model state vectors of the analysis are composed of the sea level elevation,

temperature, salinity, and two horizontal transport velocities. Only the variables

at the surface are analyzed, since the radar data only represents the very shal-

low surface layer, and the vertical correlations between these variables are poor,

that was discussed in the last chapter. Besides, all the variables of HAMSOM are

calculated from the surface to the bottom. Hence, after the surface variables are

updated, the vertical projection of the update can be done by the propagation of

model itself.

The details of these experiments are described as follows,

53
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� Freerun : In this experiment, no assimilation is used, so the model develops

like a classical forward model (hereafter referred as the reference run).

� EnKFrun : In this experiment, the assimilation method used is the tradi-

tional EnKF method with an ensemble of 50-member coinstantaneous fields.

The model time interval is 2 minutes.

� QEnKFrun: The QEnKF method is used in this experiment, and the model

time interval is the same as in EnKFrun, that means the number of ensemble

is equal to 10, since the observational interval is 20 minutes.

All these model simulations are initialized on January 1, 2000, and the assimilation

procedure starts from February 8 till March 31, 2000. The analysis time interval is

general 20 minutes. The reason we used the word “general” is because sometimes

the observations do not exist, but that situation occurs not very often.

6.1.1 Preparation for the EnKFrun

As known, with the traditional EnKF assimilation method, an ensemble of model

initial fields should be generated at the beginning of the assimilation procedure.

However, due to the requirement that this ensemble members should represent all

the possibilities of model results and the lack of knowledge about the background

error of the model at the beginning of the assimilation procedure, the generation

of this ensemble is arduous.

The first way we tried to generate the ensemble members is by perturbing one

prior, assumed error covariance of the model variables at the beginning of the as-

similation procedure, the perturbations have a normal distribution and are added

to the simulated model variables in Freerun. This method is almost the same as

we used for the generation of model initial states for the linear model in chapter

4. Hence, this proceeding guarantees sure that the mean of the ensemble members

at the beginning of the assimilation procedure is the same as for reference run.

Fig.6.1 shows the distribution of the surface velocity field of the ensemble mean

at the end of the assimilation run, which is treated as the truth in the traditional

EnKF theory. By comparing it with the result of the reference run at the same

moment, which is shown in Fig.6.2, it becomes clear that the meanders and eddies

simulated by the reference run do not exist in this EnKFrun. The results of the

assimilation with EnKF method are also much smoother than the results of the
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Figure 6.1: Surface velocity field of the first EnKFrun at 23 : 40 UTC on
March 31, 2000.

reference run.

In order to compare the model results with the HF radar data, the surface current

fields of the observation, reference run and EnKFrun, with zooming into the area

covered by the radar (Blue rectangular area) are shown in Fig.6.3. Obviously, with

these ensemble members, the result after assimilation with the EnKF method is

worse than the result of the reference run, which has no similar structure as the

observations nor the reference run. Hence, the generation of ensemble members is

not successful. The reason for these differences is probably due to the underesti-

mated background error covariance.

Another method we performed is by perturbing the initial fields of model run

at January 1st, 2000, which is more than a month before the assimilation start.

This allows to assess the propagation of ensemble errors by comparing the different

ensemble members under the same model conditions. Nine points in the model

domain are selected to calculate the standard deviations of the ensemble members.

The coordinates of these points are (30,100,1), (30,100,10), (30,100,20), (90,100,1),

(90,100,10), (90,100,20), (150,100,1), (150,100,10), (150,100,20), and the location

of surface points are shown in Fig.6.4.

Fig.6.5 shows the standard deviations of the ensemble members for the u-velocity
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Figure 6.2: Surface velocity field of the reference run at 23 : 40 UTC on March
31, 2000.

(upper panel), v-velocity (middle panel) and elevation (lower panel), respectively.

The pictures show that the standard deviations increase with time, and after reach-

ing the maximum value, start to decrease. The reason of the progress is because

the only difference between the ensemble members is the difference of initial tem-

perature fields, all the other model conditions, like surface forces and boundary

conditions are the same. In terms of the scale of standard deviations of the three

variables, we can assume that after 22− 23 days, the ensemble members have the

biggest standard deviations, which then can represent the model errors optimally.

Hence, the second EnKFrun starts from Jan 23ird, 2000, when the initial ensem-

ble members are generated. The standard deviations of the ensemble members are

calculated again before the assimilation procedure begins to dialog the quality of

the ensemble members, which are shown in Fig.6.6.

The picture shows that the standard deviations arrive at the maximum value just

before the start of assimilation, that means our ensemble sampling is reasonable

and successful. This method makes sure that the estimation of the error covari-

ance represented by such an ensemble of model states is correct.

With these ensemble members, assimilation with the traditional EnKF method is

implemented again, and Fig.6.7 shows the surface velocity field of ensemble mean
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(a)

(b) (c)

Figure 6.3: Surface current fields zoomed into the area covered by the HF
radar. Radar data(a), Freerun(b), EnKFrun(c), respectively, at 23 : 40 UTC on

March 31, 2000

at the end of this assimilation run, and the counterpart of the first EnKFrun is

shown in Fig.6.1. By comparing them with the result of the reference run, we

find that some meanders and eddies appear again in the second EnKFrun, but the

result is still smoother than in the reference run, and the magnitude of the velocity

is a little bit smaller. The analysis with the traditional EnKF method is based on

the assumption that the correct error covariances are used. However, the choice

of the covariances is always a hypothesis. If the error covariances are wrong, it is

hard to get expected assimilation results.

Hence, in order to assess the quality of assimilations with the traditional EnKF

method, the root-mean-square (RMS) errors of both the u− and v− components

in these two assimilation runs and the reference run relative to the HF radar data

are computed in the observational area, which is shown in Fig.6.8. The picture

indicate that the RMS errors of both components in the second EnKFrun are much
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Figure 6.4: The locations of selected points at surface.

smaller than in the first EnKFrun. Besides, in most of the cases, the RMS errors

of both components in the second EnKFrun are a little bit smaller than in the

reference run, and the tendency is to decrease with time, that means our second

EnKFrun is acceptable. The comparison of RMS errors of the u-velocity and v-

velocity indicates that the correction of the former variable is bigger than that of

the latter variable. Since in the radar data, the accuracy of the u-component is

much smaller than that of the v-component, which is related to the error covariance

of the observations.

6.1.2 Comparison of Surface Currents

However, the prior or assumed error covariance of the model run needs not be

prepared with our QEnKF method, since the model errors are substituted by the

forecast tendencies. Hence, the preparation for the QEnKFrun is avoided. The

distribution of surface velocity field of this assimilation run at the end is shown

in Fig.6.9. By comparing it with the reference run and the second EnKFrun, the

eddies in the reference run are mostly kept.
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Figure 6.5: The standard deviations of ensemble members for u-velocity (up-
per panel), v-velocity (middle panel) and zeta (lower panel), respectively.
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Figure 6.6: The standard deviations of ensemble members for u-velocity (up-
per panel), v-velocity (middle panel) and zeta (lower panel), respectively.
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Figure 6.7: Surface velocity field of the second EnKFrun at 23 : 40 UTC on
March 31, 2000.

First of all, the velocity corrections by the HF radar assimilation with the tra-

ditional EnKF method and the QEnKF method are presented in Fig.6.10, which

gives the velocity differences between the reference run and assimilated run aver-

aged over the whole assimilation procedure. The differences (increments) of both

assimilated runs are most obvious in the HF radar coverage (rectangular area).

Besides, the comparisons of the two panels of this figure indicate that the improve-

ment of these two assimilation methods is similar, and a little bit larger with the

QEnKF method.

To compare our QEnKF method with the traditional EnKF method, the surface

current fields at the last moment of these two assimilation runs with zooming into

the HF radar area are shown in Fig.6.11 (c, d). In panels (a) and (b) of this figure

the surface current fields of radar data and the reference run are shown. First of

all, comparing panel (a) (radar data) and panel (b) (reference run) of this figure, we

find that our model results already agree considerably with the radar data. But,

obviously there is big difference in the center of the radar area, which is marked

with a big arrow in panel (a). Comparing the result of EnKFrun (panel (c)) with
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Figure 6.8: Root-mean-square errors of u-component (upper panel) and v-
component (lower panel) relative to HF-radar data, in the reference run (dotted
line), the first EnKFrun (solid line) and the second EnKFrun (dash-dotted line).

radar data (panel (a)), no obvious improvement can be found in the EnKFrun.

Besides, compared to Freerun in panel (b), we find that the results of EnKFrun

are relatively smooth. Since these results are the mean of an ensemble of 50 model

runs, it is reasonable. However, it is far from what we expected. The result of

experiment QEnKF is shown in panel (d), comparing it with panel (a) and (b),

we can conclude that our new assimilation method gives an obvious improvement

and forces the surface velocity structure to agree better with the radar data, since

the structure marked with the big arrow appears again in panel (d).

At another arbitrary time (the same issue as in Fig.6.11 is shown in Fig.6.12),

the same conclusions can also be reached.

In order to find the reason that the traditional EnKF does not show a reasonable
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Figure 6.9: Surface velocity field of the QEnKFrun at 23 : 40 UTC on March
31, 2000

result at the end of the assimilation procedure, we go back to the beginning of the

procedure. Fig.6.13 shows the surface current fields of the radar data (panel (a)),

the QEnKFrun (panel (b)) and EnKFrun (panel (c)) at 23 : 40 on Feb 18, which is

10 days after the assimilation starts. From this figure, we observe that the tradi-

tional EnKF method gives the similar current structures as the observations, and

even a little better than ones of the QEnKF method. Besides, the result of EnK-

Frun at this moment is not as smooth as at the end of the assimilation. Hence, we

conclude that a divergence happens after a long-term assimilation in the EnKFrun.

That can be explained, since the ensemble is determined by the background error

estimated at the beginning. In another word, the state space described by such

ensemble is decided at the very beginning. However, the EnKF seeks an analysis

to minimize the posterior variance (see equation 2.7). Hence, after a long-term

high-frequency assimilation, the posterior variance keeps decreasing, a divergence

will happen that means the analysis will ignore the observations and the mean of

the ensemble members reach more and more smooth pattern.

It is interesting to note, that both systems (EnKF and QEnKF) use the same

equations and algorithms, only different ensembles were chosen. That demon-

strates that, except the divergence, on the other hand, the estimates of the model
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Figure 6.10: Averaged velocity corrections of EnKFrun (upper panel) and
QEnKFrun (lower panel)
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(a)

(b) (c)

(d)

Figure 6.11: Surface current fields zoomed into the area covered by the HF
radar. Radar data(a), Freerun(b), EnKFrun(c), QEnKFrun(d), respectively, at

23 : 40 UTC on March 31, 2000
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(a)

(b) (c)

(d)

Figure 6.12: Surface current fields zoomed into the area covered by the HF-
radar. Radar data(a), Freerun(b), EnKFrun(c), QEnKFrun(d), respectively, at

23 : 40 UTC on March 26, 2000
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(a)

(b) (c)

Figure 6.13: Surface current fields zoomed into the area covered by the HF
radar. Radar data(a), QEnKFrun(b), EnKFrun(c), respectively, at 23 : 40 UTC

on February 18, 2000

error are essentially crucial in assimilation systems. Most of the model errors are

systematic, hence not well represented by random noise, even the random noise

have already been propagated for enough time by the model. However, in the

QEnKF system, the forecast tendencies are collected to represent the model fore-

cast errors, which by this way are flow-dependent, systematic and more realistic.

Hence, the results with this method are significantly improved.

The root-mean-square (RMS) error of the three experiments relative to the HF-

radar data is computed in the observational space, meaning that the model cur-

rents are interpolated to the location of the observations. Fig.6.14 gives respective

RMS time series of the u-component (left panel) and v-component (right panel).

The pictures also show the RMS errors of QEnKFrun are slightly smaller than of

Freerun, especially when they are relatively large in the latter run in most of the

cases. In another word, when the model results of Freerun have a big difference
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Figure 6.14: Root-mean-square errors of u-component (upper panel) and v-
component (lower panel) relative to HF-radar data, in the reference run (dotted

line), EnKFrun (solid line) and QEnKFrun (dash-dotted line).

from the radar data, the correction by the assimilation is much more larger. More-

over, both panels also demonstrate the RMS errors of EnKFrun are much larger

than that of QEnKFrun.

6.1.3 Comparison of Temperature

In the assimilation analysis, temperature and salinity are also included since they

are expected to be closely related to the currents in a baroclinic model.

Fig.6.15 gives the surface temperature distribution of the reference run, Freerun

and QEnKFrun at the same day, respectively. These pictures indicate that the
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(a) (b) (c)

Figure 6.15: Surface temperature fields of Freerun (a), EnKFrun (b) and
QEnKFrun (c), respectively on March 31, 2000.
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Figure 6.16: Surface temperature field of MODAS (a), and the updated tem-
perature field of QEnKFrun (b) on March 31, 2000.

temperature field in the EnKFrun (panel (b)) is much smoother than in the ref-

erence run (panel (a)). However, most of the temperature structures are kept in

the QEnKFrun (panel (c)). In order to validate the update of temperature by

assimilation, the Modular Ocean Data Assimilation System (MODAS) (Kara and

Barron, 2007) data is adopted, which is independent of the model results. Fig.6.16

gives the surface temperature field of the MODAS data (panel (a)) and the update

of temperature fields (difference between assimilation and reference run) of QEnK-

Frun (panel (b)). The comparison of temperature fields of MODAS data and the

reference run (panel (a) in Fig.6.15) shows that the distributions of them do not

agree well with each other, in particular in areas with fronts, the temperatures in

the latter are lower than in the former along the coast. However, the update of

temperature field indicates that the temperature increases due to the assimilation.

Despite the fact that the radar data only cover the center of our model domain, the

temperature is modified in the entire model area. That means the correlationship

of temperature at different locations is higher than those of the currents.
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6.1.4 Conclusions of Comparisons

To give a general impression of the our assimilation method compared to the

traditional EnKF, two experiments with both methods are presented. The results

indicate that the newly developed method is superior to the latter method. One

of the reasons is that most of the model errors are systematic, hence are not well

represented by random noise, as assumed in the EnKF method. In contrast, in

the QEnKF system, the forecast tendencies are flow-dependent and describe the

conditions of the actual situation when the HF-data are obtained, which can be

expected to give more realistic results, since the described model forecast errors

are more realistic.

The experiments demonstrate that our real-time assimilation method also modifies

the distribution of temperature and salinity. Despite the fact that the radar data

only cover the center of our model domain, the temperature is modified in the

entire model area.

6.2 Detection of Observation Density

As mentioned before, the spatial resolution of the radar data is 1km, which is

comparable to our model spatial resolution. However, by randomly neglecting

observations, how will the assimilation perform? With this variation of the ob-

servational density, three sibling experiments are conducted, and compared to the

reference run.

� Freerun : is the reference run, which is already described before.

� S100: QEnKF method is used in this experiment, which is as the same

as QEnKFrun, hereafter referred as the standard assimilated run. In this

experiment, all of the available observational data are used.

� S80 : The same method and setup as in S100 run but with only 80% obser-

vations.

� S50 : The same method and setup as in S100 run but with only 50% obser-

vations.
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Table 6.1: RMS Errors (cm/s)
Experiment u (Mar26) v (Mar26) u (Mar31) v (Mar31)
S100 12.45 15.43 26.14 23.69
S80 13.73 16.13 28.31 24.33
S50 11.80 18.66 30.34 26.55
Reference run 13.02 25.24 34.13 26.62

6.2.1 Variation of Updated Surface Currents

First and foremost, the comparison of velocity fields with the variation of the ob-

servational density is presented. Fig.6.17 and Fig.6.18 show surface current fields

zoomed into the radar area of those four experiments at two arbitrary times, which

are 23 : 40 on Mar 26, and Mar 31, respectively. From the first picture, it is easily

to see that the velocity corrections by the assimilation decrease with the number

of observations decreasing. In the second picture, obviously an eddy exists in the

reference run and the observation (shown in Fig.6.3(a)). However, the location,

magnitude and structure of this eddy are different between the reference run and

the radar data. The corrections due to the assimilation in these experiments are

not easy to determine. Considering the part marked by the big, red arrow in

Fig.6.18 (b), it is still obvious to observe that the effect by assimilation decreases

with less amount of observations. When only 50% of observations are used, the

effect of assimilation has decreased significantly, and the background field (result

of reference run) plays an increasing role in the assimilation. That can explain the

big difference in velocity at the bottom left of panel (d), since where the directions

of velocity are opposite in the reference run and in the radar data, then, with

the amount of observations decreasing, the corrections by asimilation are largely

reduced.

To assess the changes caused by the assimilation over time, we calculate the RMS

errors of these three experiments relative to the HF radar data, which are shown in

Fig.6.19. It seems that there are no big differences between assimilation runs, that

is because the corrections by assimilation do not only include the magnitude of

velocity, but also the direction. Besides, the observations are randomly discarded,

that means some data with high accuracy may be dumped too. Hence, the effects

of assimilation do not linearly decrease, instead, sometimes, the results with less

observations may be better. Nevertheless, the RMS errors are listed in the Table

6.1 at the two dates, when the surface velocity fields are shown.
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(a) (b)

(c) (d)

Figure 6.17: Surface current fields zoomed into the area covered by the HF
radar for Freerun(a), S100(b), S80(c), S50(d), respectively, at 23 : 40 UTC on

March 26, 2000

The spatial structure of the RMS errors in the HF-radar area are calculated by

averaging them over time, they are shown in Fig.6.20. The upper four panels of

this figure represent the RMS errors for u-component, and the lower four panels

for the v-component. The pictures clearly show that as the amount of observations

decreases, the RMS errors increase. These changes are more obvious in the center

of the radar area, and especially obvious for the u-component. As mentioned, the

spatial resolution of the radar data is 1km. When half of the data are discarded,

the resolution of the radar data almost changes to 2 km. Hence, comparing it with

our model spatial resolution, 1 minute, it is slightly coarser.

6.2.2 Variation of Updated Temperature

As we mentioned before, the correlation between temperature and velocity is weak,

even so, we are still interested in the fact, how the update of temperature will
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(a)
(b)

(c) (d)

Figure 6.18: Surface current fields zoomed into the area covered by the HF
radar for Freerun(a), S100(b), S80(c), S50(d), respectively, at 23 : 40 UTC on

March 31, 2000

behave, when the density of velocity observations changes. Fig.6.21 gives the sur-

face distributions of temperature for experiment Freerun (a), S100 (b), S80(c),

S50(d), respectively, on March 31, 2000. The same issue at another arbitrary

time, March 15, is shown in Fig.6.22. However, there are no big differences be-

tween experiment S100 (a), S80 (b) and S50 (c) in both figures, except for a

little differences in the HF-radar area. But there are obvious differences between

assimilation runs and reference run. By treating the result of the reference run as

the background, 9 points located at the same positions as we described in section

6.1.1 are selected to detect the update of temperature in the assimilation runs.

Fig.6.23 shows the temperature differences (assimilation value minus background)

of each point in these three assimilation runs, with the red line, black line, and

green line, represent experiment S100, S80 and S50, respectively. The first row of

panels show the results of the northern points, the second row shows the central

points, and the last row shows the southern points. Besides, from the left to the

right panels, the order of points changes from the surface to bottom. All panels

show there are only slightly small differences between the different assimilation
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Figure 6.19: Root-mean-square errors of u-component (upper panel) and v-
component (lower panel) relative to HF radar data in the reference run (dotted
line), S100 (solid line), S80 (dash-dotted line), and S50 (dash line), respectively.

runs. Even the point which is located in the radar area, shows the same fea-

tures. Hence, the changes of the observational density does not affect the update

of temperature too strongly. That demonstrates that the update of temperature

caused by the velocity assimilation has only a weak correlation with the density

of the velocity data. Since the radar velocity data are only concentrated in a very

small area, when the density of them changes, the assimilation effect produces

only small changes. However, the results for temperature with assimilation and

without assimilation are quite different. The maximum values of corrections of

the temperature are around 0.6 to 0.8 degrees for the northern points, 0.8 to 1.5

degrees for the central points, and 0.2 to 0.5 degrees for the southern points.
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Figure 6.20: Temporally averaged root-mean-square errors (m/s) of u-
component (upper four panels) and v-component (lower four panels) relative

to HF radar data, in the reference run, S100, S80, and S50, respectively.
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(a) (b)

(c) (d)

Figure 6.21: Surface temperature fields of the reference run (a), S100 (b), S80
(c), and S50 (d), respectively on March 31, 2000.

(a) (b)

(c) (d)

Figure 6.22: Surface temperature fields of the reference run (a), S100 (b), S80
(c), and S50 (d), respectively on March 15, 2000.
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Figure 6.23: The differences of temperature located at 9 points between in
assimilation runs and in the reference run, with the red line, black line and the

green dotted line represent the S100, S80, and S50, respectively.

6.2.3 Conclusion of Variation of Observation Density

The comparisons of the three assimilation runs with different observational densi-

ties indicate that, first of all, our QEnKF assimilation method is successful, since

with the observational number decreasing, the effect of assimilation decreases too,

that can be easily deduced from the changes of spatial RMS errors. Secondly, when

the observations get sparse, the correlation between them becomes lower, then the

update of the analysis decreases, and the changes are more obvious in u-direction

than in v-direction. In the end, due to the weak correlation between temperature

and velocity and the fact that the radar data are only concentrated in a relatively

small area, the update of temperature is not affected too strongly by the variation

of the observational density. Besides, the corrections of temperature in the north

of the model domain are larger than in the south, since the main direction of the

current in this area is directed northward.
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6.3 Avoiding Filter Divergence

As we mentioned in chapter 2, the divergence is one of the most serious disad-

vantages of the EnKF technique. That happens when the prior covariances are

too small, caused by sampling error or other approximations. The small prior co-

variances result in the fact that less weight is given to the new observations when

they are used for the next analysis, which further reduces the prior covariance for

the next estimate. Eventually, the observations may no longer impact the prior

estimate, and the assimilation will depart from the observations. That is usually

called assimilation “divergence”.

One method for dealing with this problem is multiplying the prior covariance ma-

trix by a constant factor (Anderson, 2001; Hamill et al., 2001). The expectation

of this treatment of covariance matrix is to maintain the balances in phase space,

as well as to increase uncertainty of the state estimate.

Another method was used by Hamill and Snyder (2000), which is named the hybrid

EnKF method, whereby covariances are modeled as a combination of covariances

from the ensemble and from a stationary model like 3DVAR. By adjusting the

ratio of both, the filter divergence is avoided.

Houtekamer and Mitchell (1998) used a “double” EnKF technique, whereby en-

semble members are kept in two separate batches, and the covariances from one

batch are updated using the gain matrix calculated from the other batch. How-

ever, van Leeuwen (1999) pointed out that the DEnKF has a similar, but smaller,

“inbreeding” problem which is caused by using the gain calculated from the en-

semble to update the same ensemble.

However, in the QEnKF method, the prior covariances are calculated from the

forecast tendencies. Thus, the prior covariances change with the changes of the

forecast tendencies, do not keep decreasing as in the EnKF method. However,

we tried the first method in the QEnKF method, i.e, is magnifying the forecast

error covariances by a constant factor. According to the analysis equation (2.21),

when the magnitude of the forecast error increases, the correction by assimilation

will decrease, and vice versa. Since the standard assimilation run (QEnKFrun)

already behaves quite well, which means the magnitude of forecast errors is big

enough. Hence, in order to investigate the effects of magnifying the forecast error,

a test is performed with a reduced forecast error. Altogether the following three

experiments have been conducted.
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� Freerun: the reference run we always used as before.

� QEnKFrun: the standard assimilation run using the QEnKF method, in

which the forecast error covairances are directly calculated from the forecast

tendencies.

� QRun2: the run is almost the same as QEnKFrun, but with reducing the

magnitude of forecast error covariances by a factor of 2.

6.3.1 Comparison of Updated Surface Currents

As usually, the surface velocity fields of these experiments at two arbitrary dates,

which are 23 : 40 on March 26, and 23 : 40 on March 31, are compared and

shown in Fig.6.17 and Fig.6.18, respectively. In these two figures, the panel (a),

(b), (c) and (d) represent the velocity fields of radar data, the reference run, the

standard assimilation run, and the assimilation run with decreasing forecast errors,

respectively. In the first figure (6.17), we observe that, when the magnitude of

forecast error covariance decreases (panel (d)), the correction by the assimilation

decreases too. On the contrary, we can expect that when the forecast errors be

magnified, the effects of observations will increase. This phenomenon is also what

we can expect according to the analysis equation in assimilation system.

The same comparisons of panels is given in Fig.6.18 for the second date. At this

date, an eddy exists in the observation and the reference run, but the structure

of it is different in this two fields. By investigating the existence of the eddy, the

same conclusions as in the last figure can be drawn. The comparison of panel

(b) and (d), where only the magnitude of forecast error is different in the two

experiments, clearly indicates how much the data assimilation is degraded if the

prior error covariances are underestimate or too small.

However, even if the target of this method is to avoid filter divergence in the

traditional EnKF method, it is also suitable for the QEnKF method. Since the

QEnKF method uses the same analysis equation as the EnKF method. In fact,

with the usage of specifying the prior error covariances P f in terms of the model

variables, the structure of it can be written as equation (6.3.1),

P f = 〈A′, A′〉 =


σ2ρ • •
• • •
• • •

 = variances (magnitude)× correlation. (6.1)
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Table 6.2: RMS Errors (cm/s)
Experiment u (Mar26) v (Mar26) u (Mar31) v (Mar31)
QEnKFrun 12.45 15.43 26.14 23.69
QRun2 11.73 18.80 28.68 28.80
Reference run 13.02 25.24 34.13 26.62

Since in the QEnKF system, the background errors or forecast errors are rep-

resented by the forecast tendencies, if only the magnitude of them changes, like

in experiment QRun2, the patterns of the error covariances do not change, and

the postiror error covariances will not be propagated by the model integration.

Hence, the effect of this method is not too strong. However, the newly developed

method (QEnKF) is sensible to the model time step, since it not only decides

the magnitude of forecast errors, but also the patterns of the error covariance.

Hence, sensitivity tests with this parameter are inevitable. However, once the

model configuration and validation is finished, the appropriate model time step

can be diterminted very easily.

At the end, the RMS errors of these experiments relative to the HF-radar data

are also computed in the observational space. Fig.6.26 gives the time series of the

RMS errors for the u-component (left panel) and v-component (right panel). From

the picture, we can see that at most times, the RMS errors of experiment QRun2,

in which only the magnitude of the forecast error is reduced, are almost the same

as of the standard assimilated run QEnKFrun, but a little bit larger than of

the latter. Besides, the differences between the QEnKFrun and QRun2 in the

u-direction are relatively larger than in the v-direction. Here, we only consider

the RMS errors at those two moments (Table 6.2), which clearly shows the effect

of the magnification of the magnitude of forecast error.

6.3.2 Comparison of Updated Temperature

Fig.6.27 shows the resulting surface temperature fields of these experiments and

of MODAS (panel (a)) on March 31, which is the last day of the assimilation pro-

cedure. Fig.6.28 shows the comparisons of the same variable on another arbitrary

day, which is March 15. The comparisons of the different experiments given in

these two figures (panel (a− c)) indicate that the change of the magnitude of the

forecast errors does not impact the update of temperature too strongly. However,
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(a)

(b) (c)

(d)

Figure 6.24: Surface current fields zoomed into the area covered by the HF-
radar. Radar data(a), Freerun(b), QEnKFrun(c), QRun2(d), respectively, at

23 : 40 UTC on March 26, 2000



Chapter 6. Assimilation Implementations 82

(a)

(b) (c)

(d)

Figure 6.25: Surface current fields zoomed into the area covered by the HF
radar. Radar data(a), Freerun(b), QEnKFrun(c), QRun2(d), respectively, at

23 : 40 UTC on March 31, 2000
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Figure 6.26: Root-mean-square errors of u-component (upper panel) and v-
component (lower panel) relative to HF radar data, in the reference run (dotted
line), experiment QEnKFrun (solid line), QRun2 (dash-dotted line), respec-

tively.

there are obvious differences between the assimilation runs and the reference run,

that means the update of temperature caused by assimilation decreases less than

for velocities with this method. Meanwhile, since the MODAS data is indepen-

dent on our model simulation results, by comparing the temperature fields between

them, we find that the assimilated temperature distributions are more similar to

the realistic situation (MODAS data).

Besides, the same 9 points as introduced in section 6.2.2 are used again. The

differences of temperature (also referred to as update of temperature) between

the different assimilation runs and the reference run at these points are shown in

Fig.6.29.

Since the temperature is a scalar variable, by diagnosing the update of it, the
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Figure 6.27: Surface temperature fields of MODAS (a), Freerun (b) and
QEnKFrun (c), and QRun2 (d), respectively on March 31, 2000.
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Figure 6.28: Surface temperature fields of MODAS (a), Freerun (b) and
QEnKFrun (c), and QRun2 (d), respectively on March 15, 2000.



Chapter 6. Assimilation Implementations 85

01/02 01/03 01/04
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

D
eg

Point1

 

 
QEnKFrun
QRun2

01/02 01/03 01/04
−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

D
eg

Point2

 

 
QEnKFrun
QRun2

01/02 01/03 01/04
−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

D
eg

Point3

 

 
QEnKFrun
QRun2

01/02 01/03 01/04
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

D
eg

Point4

 

 
QEnKFrun
QRun2

01/02 01/03 01/04
−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

D
eg

Point5

 

 
QEnKFrun
QRun2

01/02 01/03 01/04
−1

−0.5

0

0.5

1

1.5

D
eg

Point6

 

 
QEnKFrun
QRun2

01/02 01/03 01/04
−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

D
eg

Point7

 

 
QEnKFrun
QRun2

01/02 01/03 01/04
−0.2

−0.1

0

0.1

0.2

0.3

D
eg

Point8

 

 
QEnKFrun
QRun2

01/02 01/03 01/04
−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

D
eg

Point9

 

 
QEnKFrun
QRun2

date

Figure 6.29: The update of temperature by assimilation of 9 specified points,
with the red line and black line representing the QEnKFrun and QRun2,

respectively.

detection of the assimilation effect is more easy to conclude compared to a vec-

tor variable. In the Fig.6.29, the red line and black line represent the update of

temperature of experiment QEnKFrun and QRun2, respectively. Obviously, the

corrections in QRun2 are almost as the same as in QEnKFrun, which indicates

taht the results of the assimilation run by magnifying the forecast error (QRun2)

agree with the results of QEnKFrun very well.

6.3.3 Conclusion of Avoiding Filter Divergence

One popular way to avoiding filter divergence is by magnifying the error covariance.

The test of this possibility in the QEnKF method indicates that it does carry

weight with avoiding filter divergence, but this ability is not very large, since the

patterns of prior error covariances do not change and will not be propagated by

the model intergation. Hence, the update of temperature and velocity field using

this method changes quite slowly.
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However, in our QEnKF method, the forecast tendencies are used to represent

the forecast errors, which will change with the variantion of the model time step.

Thus, the newly developed method (QEnKF) is sensible to the model time step.

However, once the model configuration and validation is finished, the appropriate

model time step can be diterminted very easily. Besides, the sensitivity tests with

this parameter are much easier to perform compared to the choice of the ensemble

size in the traditional EnKF method. Anyway, the experiment of magnification of

the forecast error inspire us that when the model time step is fixed, one way to

enlarge the state sapce is to magnify the magnitude of the forecast error.

6.4 Maintaining Prior Covariance

In the original EnKF method, the state members in the ensemble are updated

independently from all others. If two members that are closely related in the prior

distribution are impacted by very different subsets of observations, they may end

up being too weakly related. One solution is used by letting every state member be

impacted by all subsets of observations. However, since some of these observations

will be highly correlated with the state variable by chance, an erroneous impact will

be generated on the updated ensemble (Hamill et al., 2001). Hence, Houtekamer

and Mitchell (2001) and Hamill et al. (2001) have filtered the covariance estimates

by using a “Schur product”, whereby the ensemble-based covariances are multi-

plied with a distance-dependent correlation function that decreases monotonically

from 1.0 at the observation location to 0.0 at some prespecified radial distance.

Each individual observation is assimilated sequentially to reduce the rank of the

gain matrix.

Evensen and van Leeuwen (1995) used an eigenvalue decomposition to solve the

system and only the significant eigenvalues are used, which can resolve the prob-

lem with poor conditioning caused by correlated measurements, as well as with

a singular matrix introduced when the number of measurements is larger than

ensemble member size. Evensen (2004) developed therefore a square root analysis

schemes for the EnKF. The details of it are given in appendix A. We used the

same code as the one Evensen provided via internet (http://enkf.nersc.no/).

However, in our case, the observations are only located in a specified area. In

order to avoid the illusive high correlation between observations and model states,

which are located far from observation locations, a distance-dependent filter is also
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used in all the assimilation experiments. That means in the projection function

H, the correlation of points beyond the radar area is set to 0. Besides, the solution

of analyzing every model member by all the observations is also used. Moreover,

due to the usage of the square root analysis schemes (Appendix A), the mean of

the ensemble members is impacted by the mean of observations, which is equal to

the real observations without perturbations. Hence, the problem of an erroneous

impact of measurements generated by unrealistically high correlations which is

discussed by Hamill et al. (2001), is solved.

In order to further reduce the rank of the gain matrix, another assimilation is

performed by assimilating the u-velocity and v-velocity sequentially, referred to as

SplitRun. This operation results in the fact that the dimension of matrix D is

reduced, and then of matrix R in the following, eventually of the gain matrix. All

the other model setups are the same as standard assimilated run (QEnKFrun).

6.4.1 Analysis of Surface Current

Fig.6.30 shows the surface current fields of the radar data (panel (a)), the reference

run (panel (b)), the standard assimilated run (panel (c)), and the run employing a

sequential assimilation of the u- and v- components (panel (d)) at the end of the

assimilation procedure. At this date, there is an obvious eddy marked by the big-

red arrow in the radar data, which can not be observed at the same location in the

reference run. After the assimilation with the QEnKF method, this eddy appears

again at the same location as observed in the radar data. But the magnitude of

the eddy in the QEnKFrun is a little smaller than in the observation. When

the u- and v- components are assimilated independently and sequentially into the

shelf model, the eddy simulated in this run is not only at the same location as in

the observation, but also has the realistic magnitude.

Besides, at another arbitrary date, the surface current fields of the two assimila-

tion runs compared to the reference run and the radar data are shown in Fig.6.31.

At this date, there is no complex structure of current in the radar area, the com-

parisons of velocity magnitudes of different assimilation runs illustrate that, after

assimilation of the u- and v- variables sequentially, the rank of the gain matrix is

reduced, and the results of the assimilation get better.

The time series of RMS errors of this assimilation run related to the radar data

are also calculated, and shown by the dash-dotted line in Fig.6.32. The dotted
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(a)

(a)
(b)

(c)

Figure 6.30: Surface current fields zoomed into the area covered by the HF
radar. Radar data(a), the reference run(b), QEnKFrun(c), SplitRun(d), re-

spectively, at 23 : 40 UTC on March 31, 2000
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(a)

(a)
(b)

(c)

Figure 6.31: Surface current fields zoomed into the area covered by the HF
radar. Radar data(a), the reference run(b), QEnKFrun(c), SplitRun(d), re-

spectively, at 23 : 40 UTC on March 26, 2000
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Figure 6.32: Root-mean-square errors of u-component (upper panel) and v-
component (lower panel) relative to HF radar data, in the reference run (dotted
line), QEnKFrun (solid line), and the run with assimilating u and v sequen-

tially (dash-dotted line), respectively.

line and solid line still represent the RMS errors of the reference run and the stan-

dard assimilation run. The figure shows that at most times, the RMS errors of

the second assimilation run agree well with the first assimilation run, but with

time, errors are getting smaller than for the first assimilation run, especially in the

u-direction.

6.4.2 Analysis of Updated Temperature

With sequential assimilation of the observational velocities, the rank of the gain

matrix in the analysis equation is further reduced, which makes the velocity fields
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after assimilation to be more in agreement with the observations. Then we are

interested in the changes of updated temperature after such operation. However,

based on the conclusion of former experiments, it’s clear that the update of tem-

perature is not as sensitive as the update of velocities, not to mention when the

update of velocities is small. Hence, we expect that the temperature fields of se-

quentially assimilated u- and v- components behave similar in this experiment. To

prove this, the updates of temperature of the standard nine points are presented

in Fig.6.33.

As we described before, the first row of panels show the results of the northern

points, the second row shows the central points, and the last row shows the south-

ern points. Besides, from the left to the right panels, the points move from the

surface to the bottom. The panels indicate that there are a few disparities between

the two assimilation runs at the northern and southern points, since they are lo-

cated relatively far from the observational domain. Even in the central points, the

differences are quite small. That means, the update of temperature is not sensitive

to the reduction of the rank of the gain matrix, or to the update of the velocity

fields.

6.4.3 Conclusion of Maintaining Prior Covariance

The way to assimilate each individual observation sequentially is a popular method

to reduce the rank of gain matrix. Since our HF-radar observational data are not

sparsely located, but concentrate in a small area and have relatively high correla-

tion with each other. In our experiment we reduced the rank of the gain matrix

not by assimilating the observational data one by one, but separated them into

two batches, i.e., u-component and v-component, as well as using the significant

eigenvalues through an eigenvalue decomposition.

By assimilating the u- and v-variables sequentially, the assimilation results are

better improved in the twin assimilation. However, the benefit of this method is

more obvious in the update of velocity fields than in temperature fields. That

means the corrections of the latter are not as sensitive as the former.
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Figure 6.33: The update of temperature by assimilation of 9 specified points,
with the red line and black line representing the QEnKFrun and SplitRun,

respectively.

6.5 Assimilation Parameters

In the traditional EnKF method, the rank of gain matrix and the ensemble size are

two primary parameters. Moreover, the rank of the model error covariance matrix

is essential to the performance of an assimilation scheme. For the traditional

EnKF this is equal to the ensemble size, however, with the usage of the square root

analysis schemes, the rank is reduced, while for the Reduced Rank Square Root

(RRSQRT) Kalman filter (Bertino et al., 2002), the number of leading eigenvalues

are preserved to determine the covariance reduction. In our QEnKF method,

the same equations and square root analysis schemes are used as in the EnKF

method. Hence, the rank of the gain matrix is already reduced. By assimilating

the u- and v- variables of the observation sequentially, the rank is further reduced,

the consequence of the rank-reduction operation is described in detail in section

6.4. Furthermore, the experiments illustrate that the rank problem is not a burden
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Table 6.3: RMS Errors (cm/s)
Experiment u (Mar26) v (Mar26) u (Mar31) v (Mar31)
QEnKFrun 12.45 15.43 26.14 23.69
Doublerun 12.22 15.04 26.80 25.06
Reference run 13.02 25.24 34.13 26.62

anymore in our new developed system.

Among the other parameters, the ensemble size is a very important factor, which

is already discussed in the methodology chapter. It has been shown that sufficient

ensemble members are the prerequisite for the assimilation with the traditional

EnKF method. That is also the reason that high-frequency assimilation with

the traditional EnKF is difficult to implement. However, in our newly developed

QEnKF method, the ensemble size no longer decides the forecast error covariance,

which means that the importance of the matrix is largely reduced. On the contrary,

the model time step becomes the crucial parameter, since the forecast errors are

represented by the forecast tendencies, which makes the model time step influence

the magnitude of the forecast error covariance. However, by using the method of

magnifying the magnitude with a constan factor, which was discussed in section

6.3, the variation of model time step is much easier than the variation of ensemble

size in the traditional EnKF method.

The ensemble size, in QEnKF system, is decided by the model time step and the

representative time-length. For example, in our experiments, the observations are

available every 20 minutes, and the forecast tendencies in these 20 minutes can

represent the real-time forecast errors, which means with a model time interval

equal to 2 minutes, 10 ensemble members of forecast tendencies are sampled. If

the ensemble size increases, that means the representative time-length increases,

and vice versa. In order to test the effect of ensemble size, another assimilation run

with an ensemble number equal to 20 is implemented, and referred as Doublerun.

The time series of the RMS errors related to the HF-radar data of this assimilation

run are also calculated, and shown by the dash-dotted line in Fig.6.34. The dotted

line and solid line still represent the RMS errors of the reference run and the

standard assimilation run. The figure shows that nearly always, the RMS errors

of the second assimilation run agree well with the first assimilation run, but are

a little larger than of the first assimilation run, especially for the v-direction. As

usual, we only show the RMS errors at two dates, which are 23 : 40 UTC on March

26 and 31, 2000. The values are given in Table 6.3.
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Figure 6.34: Root-mean-square errors of u-component (upper panel) and v-
component (lower panel) relative to HF radar data, in the reference run (dotted
line), QEnKFrun (solid line), and the run with double ensemble size (dash-

dotted line), respectively.

6.6 Vertical Impact of the Surface Corrections

As explained before, the correlations of the surface velocity and in preticular with

other vertical variables are not high, only the surface variables (including tem-

perature, salinity, elevation and velocity) are analyzed in the assimilation system.

However, the surface update are broadcasted by model propagation to the model

interior. In fact, we also implement a real three dimensions assimilation, which

means all the variables from the surface to bottom are included in the analysis

equation. We call it 3Drun in the following.

First of all, we would like to see the velocity fields of two assimilation runs from
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the surface to bottom at the end of the assimilation procedure, which are shown in

Fig.6.35. The first row, second row and last row of this figure represent the velocity

fields at surface, central and bottom layer, and the left column corresponds to the

standard assimilated run, and the right column to the real 3Drun. The compar-

isons of the column panels demonstrate that there are a few differences between

the two assimilation runs. In other word, since the correlation between surface

variables with vertical variables is low, the differences of assimilated velocity fields

from surface to bottom between the run with only analyzing surface variable and

the run with analyzing all three dimensional variables, are quite small. Hence, the

strategy that the state vectors only includes the surface variables is acceptable.

In order to evaluate the magnitude of the differences (assimilated values minus

reference run results) along the depth, the velocity differences at this date are

calculated and shown in Fig.6.6. The figure indicates that the modification intro-

duced by the assimilation can be projected into the interior of model, but decreases

with depth. The major changes caused by the assimilation are found in the central

part of the water column, where the HF-radar data are available and have the best

quality. Moreover, the structure of the changes are consistent from the surface to

the bottom.
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(S, a) (S, b)

(M,a) (M, b)

(B, a) (B, b)

Figure 6.35: Velocity fields at surface (upper panels, marked by S), central
layer (marked by M), and bottom layer (marked by B) for the standard assim-

ilation run (a-panel) and the real 3D run (b-panel), respectively.
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(a) Surface Layer

(b) Middle Layer
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(c) Bottom Layer

Figure 6.36: Velocity differences at surface (a), central layer (b), and bottom
layer (c) of the standard assimilation run at 23 : 40 UTC on March 31, 2000.



Chapter 7

Discussion and Conclusion

In the present study, a high-frequency real-time assimilation method named QEnKF

has been developed based on a tide-resolving coastal baroclinic model. In one word,

the QEnKF is a hybrid of the EnKF system and the CQC method. The benefit of

our method is, on the one hand, that it inherits the advantages of the traditional

Ensemble Kalman filter, like the usage of model states to describe the model er-

rors, which makes the method easy to be implemented. On the other hand, it

overcomes the limitation caused by the employment of a large number of ensemble

members required in the traditional EnKF method. Since in the QEnKF method,

we assume that forecast errors can be resembled forecast tendencies. Only this

makes the high-frequency assimilation feasible.

In order to evaluate the performance and sensitivity to assimilation parameters

of the QEnKF method, a perfect, linear forecast model is used. The testes with

the linear model show an inspiring phenomena, i.e., our newly developed QEnKF

method gives better results than the traditional EnKF method. Besides, a large

ensemble size is not a burden any more.

Before assimilation, from the comparisons of the reference run with the HF radar

data, we find that our model simulation results do not agree very well with the

radar observations. This big difference between both of them makes the assimi-

lation more challenging, since it will introduce imbalance to the model. But on

the other hand, we expect that the radar data contain more small-scale structures

99
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than model simulations which can be incorporated into the latter by an assimila-

tion method.

To give a general impression of the our assimilation method compared to the

traditional EnKF, two experiments with both methods are presented. The re-

sults indicate that our method is much superior to the traditional method. One

of the reasons is that most of the model errors are systematic, and hence can

not be well represented by random noise, as normally is expected in the EnKF

method. Another reason is that a divergence will happen when the traditional

EnKF method is implemented in a high-frequency forecasting system, since the

ensemble is inherited from the estimation of background errors at the beginning.

In other words, the state-vector space described by such ensemble is determined

at the very beginning. However, the EnKF method seeks an analysis to minimize

the posterior variance. Besides, a high-frequency assimilation results in the fact

that there remains only a short time interval to propogate a certain model error.

Hence, after a long time assimilation, the posterior variance keeps decreasing, a

divergence will happen that means the analysis will ignore the observations. In

contrast, in the QEnKF system, the forecast tendencies are flow-dependent and

determined at times when HF data are available and used for assimilation. The

latter can be expected to give more realistic results, since as explained, the way

to describe the model forecast errors is more sophisticated.

The comparisons of three assimilation runs with different observation densities

indicate that, first of all, our QEnKF assimilation method is correct, since with

the observation number decreases, the effect of assimilation decreases too, that

can be easily deduced from the changes of the spatial RMS errors. Secondly, when

the observations get sparse, the correlation between them becomes lower, and the

update of the analysis decreases. Additionally, the changes are more obvious in

the u-direction than in the v-direction. Moreover, due to the weak correlation be-

tween temperature and velocity and the fact that the radar data only concentrates

in relatively small area, the update of temperature is not affected too strongly by

the variation of observation density. Besides, the corrections of temperature in the

northern part of the model domain are larger than in the southern part, since the

main current in this area is directed northward.
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As known, one popular way to avoiding filter divergence in the traditional EnKF

is by magnifying the forecast error covariance. The test of this method indicates

that it does help to avoid filter divergence, but this ability is quite weak, since

the patterns of the prior error covariances do not change. Hence, the update of

temperature and velocity field using this method changes quite slowly. However,

in our QEnKF method, the forecast tendencies are used to represent the forecast

errors, which will change with the variantion of the model time step. Thus, the

newly developed method (QEnKF) is sensible to the model time step. However,

once the model configuration and validation is finished, the appropriate model

time step can be diterminted very easily. Besides, the sensitivity tests with this

parameter are much easier to perform compared to the choice of the ensemble size

in the traditional EnKF method. Nevertheless, the experiment of magnification

of the forecast error inspire us that when the model time step is fixed, one way to

enlarge the state sapce is to magnify the magnitude of the forecast error.

The rank problem is another kind of obstacle in the practical implementation of

the traditional EnKF method, hence, plenty of studies have been performed to

solve it. One way is to assimilate each individual observation sequentially, which

is a popular method to reduce the rank of the gain matrix. However, our ob-

servational data are not sparsely distributed and independent to each other, but

concentrate in a small area and have relatively high correlation with each other.

Thus, an appropriate way to reduce the rank of gain matrix is not to assimilate

observation data one by one, but to separate them into two batches, i.e., the u-

component and v-component, as well as using the significant eigenvalues through

an eigenvalue decomposition. By assimilating the u- and v- variables sequentially,

the assimilation results are better than the twin assimilation without such an op-

eration. As expected the benefit of this method is more obvious in the update of

velocity fields than of temperature fields. That means the corrections of the latter

are not sensitive to variations of the velocity field.

In the traditional EnKF method, enough ensemble members are the prerequisite

to get an optimal result. That is also the reason that high-frequency assimila-

tion with the traditional EnKF is not feasible. However, in our newly developed

QEnKF method, the ensemble size is no longer the main factor to decide the fore-

cast error covariance, thus its importance is largely reduced. Another test with
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doubling the current ensemble size shows no improvement. On the contrary, since

the forecast errors are represented by the forecast tendencies, when the ensemble

size increases, more historical information of background errors is included, that

makes the real-time assimilation a little bit worse.

Finally, the realistic three-dimensional assimilation with the QEnKF method is

performed, which means the state vectors are composed not only of the surface

variables, but also of the interior variables. But the results of this assimilation

run are almost the same as of the run only analyzing surface variables. Neverthe-

less, all the experiments with the QEnKF method demonstrate that our real-time

assimilation method is suitable for a coastal ocean model, and can introduce the

information of HF radar currents data to a circulation model, not only improving

the velocity fields but also the temperature and salinity distributions.



Appendix A

Square Root Analysis Schemes

for EnKF

This square root analysis schemes for the traditional Ensemble Kalman filter is

provided by Evensen (2004), the purpose of it is to reduce the sampling errors and

improve the quality of the analysis by means of a usage of a low-rank representa-

tion of the measurement error covariance matrix. The detailed description of the

algorithm was given by the author, here, we only give a brief introduction.

According Evensen (2004), a few matrixes are defined, which contain all the vari-

ables in the EnKF equations (see Chapter 2), like,

A = (ϕ1, ϕ2, ..., ϕN), (A.1)

Pe =
A′(A′)T

N − 1
, (A.2)

D = (d1, d2, ..., dN). (A.3)

Where A, Pe and D represent the ensemble memebers of the model states, the

ensemble covariances and the ensemble members of the observations. N is the

number of ensemble members. After the definition, the analysis equation can be

rewritten as,

Aa = A+ A′A′THT (HA′A′THT + EET )−1(D −HA). (A.4)

By defining the innovation vectors as

D′ = D −HA, (A.5)
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the analysis finally can be expressed as

Aa = A+ A′A′THT (HA′A′THT + EET )−1D′. (A.6)

By introducing a new matrix S = HA′, the matrix C can be defined as

C = SST + (N − 1)R (A.7)

= SST + EET . (A.8)

The main idea of this square root algorithm is to treat Aa as a sum of two parts,

one is the mean ϕa, the other is the perturbations Aa′. The mean of the analyzed

ensemble is easy to obtain in terms of averaging the analysis euqation as follows:

ϕa = ϕf + A′STC−1(d−Hϕf ). (A.9)

The perturbations are calculated from the analyzed error covariance matrix equa-

tion, since

P a = P f − P fHT (HP fHT +R)−1HP f , (A.10)

which is as the same as

Aa′Aa′T = A′(I − STC−1S)A′T . (A.11)

With the assumption that C−1 exists, the eigenvalue decomposition of C is ZΛZT ,

and then

C−1 = ZΛ−1ZT . (A.12)

The equation A.11 can be rewritten as follows:

Aa′Aa′T = A′(I − STZΛ−1ZTS)A′T (A.13)

= A′[I − (Λ− 1
2ZTS)T (Λ− 1

2ZTS)]A′T . (A.14)

By computing the singular value decomposition of (Λ− 1
2ZTS), this equation is

Aa′Aa′T = A′(I − [UΣV T ]T [UΣV T ])A′T (A.15)

= (A′V
√
I − ΣT Σ)(A′V

√
I − ΣT Σ)T , (A.16)

where Σ and V are the singular values and singular vectors of (Λ− 1
2ZTS). Hence,

the equations above show the germ of the name of “square root algorithm”.
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