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Zusammenfassung

Gegenstand dieser Arbeit ist die Untersuchung nichtlinearer Anregungen von Bose-Einstein
Kondensaten mit Schwerpunkt auf ein- und zweidimensionalen Systemen. Unterschiedliche
Fallenpotentiale und Effekte von einer ortsabhéngigen Streulinge werden studiert. Mittels
der Gross-Pitaevskii Gleichung werden sowohl Grundzustand als auch kollektive Anregungen
untersucht.

Als Erstes présentieren wir Auswirkungen einer ortsabhingigen Streuldinge fiir ein quasi
eindimensionales Kondensat, welches in einem Doppeltopfpotential gefangen ist. Das inhomo-
gene Streuverhalten fithrt zu einer Sattelpunktbifurkation von zwei Zweigen von Losungen,
die fiir konstante Streuléinge nicht existieren. Des Weiteren ist der Ubergang von Joseph-
son Schwingungen zum nichtlinear induziertem Selbstfangen verschoben. Wir entwickeln ein
angepasstes Zweimodenmodell, welches diese Effekte exakt beschreibt. In einem zweiten Schritt
werden die Auswirkungen einer ortsabhéngigen Streuléinge auf dunkle und helle Materiewellen
Solitonen untersucht. In beiden Fillen lésst sich die Solitonendynamik durch entsprechende
Storungstheorie fiir Solitonen exakt beschreiben. Dariiber hinaus zeigen wir, dass die ortliche
Modulation der Wechselwirkung dazu verwendet werden kann, um sogenannte Vortex Zusténde
bei endlicher Temperatur zu stabilisieren.

Ein zweiter Schwerpunkt dieser Arbeit ist die Untersuchung kohérenter angeregter Zusténde
von Bose-Einstein Kondensaten, sog. Soliton und Vortex Zustdnde. Die Existenz und Sta-
bilitdt von einzelnen oder mehreren dunklen Solitonen in quasi-eindimensionalen Kondensat-
en, gefangen in einem Doppeltopf, sowie von einzelnen und mehreren Vortex Zusténden in
quasi-zweidimensionalen Kondensaten werden systematisch untersucht. Wir veranschaulichen
den Zusammenhang von dunklen Soliton-Streifen und mehreren Vortex Zustdnden. Ein Quasi-
Teilchen-Ansatz ermoglicht es uns, Potentiale fiir die Wechselwirkung von mehreren Solitonen
und Vortices auf einem inhomogenen Hintergrund herzuleiten und die entsprechende Dy-
namik durch einfache gewohnliche Differentialgleichungen zu beschreiben. Als Erweiterung
zu den Untersuchungen von dunklen und hellen Solitonen studieren wir sogenannte dunkel-
hell Solitonen in Zweikomponenten-Bose-Einstein Kondensaten. Eine starke Abhéngigkeit der
Schwingungsfrequenz und der Stabilitéit der dunkel-hell Solitonen von der Atomzahl in ihren
Komponenten wird gefunden.

Dariiber hinaus werden Methoden zum Fangen von ultrakalten Atomen entwickelt. Wir
préasentieren einen Weg zum Fangen von magnetisch unempfindlichen Atomen durch atom-
are Stofle mit Atomen der gleichen Art, die magnetisch eingeschlossen werden. Die kon-
trollierte Auskopplung der gefangenen Atome durch entsprechende Gestaltung der Konden-
satswellenfunktion wird erforscht. Dies fiihrt zu einer gepulsten Emission von Atomen aus
der gefangenen Region, die an einen Atom-Laser erinnert. Dariiber hinaus présentieren wir
eine Moglichkeit zum Fangen von Atomen durch die Anwendung von nahresonantem Laser-
licht in einer Raman-Konfiguration in Kombination mit einer loffe-Pritchard Magnetfeld-
Konfiguration. Die entstehende Potenzialflichen sind flexibel einstellbar und kénnen zum
gleichzeitigen Fangen zweier interner Atomzustinde verwendet werden.



Abstract

We investigate nonlinear excitations of Bose-Einstein condensates focusing on quasi one and
two dimensional condensates. Different geometries of the external potential and effects of
a spatial modulation of the interatomic interaction are studied. Our investigations incorpo-
rate the ground state and collective excitations of the condensate on a mean-field level by
employing the Gross-Pitaevskii equation augmented by effective low-dimensional approaches.

Firstly, we demonstrate the effects of a spatially inhomogeneous scattering length on quasi-
one-dimensional condensates trapped in a double-well potential. The collisional inhomogene-
ity produces a saddle-node bifurcation scenario between two additional solution branches.
Moreover, the threshold of transition from Josephson matter-wave oscillations to nonlinearly
induced self-trapping is shifted due to the collisional inhomogeneity. We develop an adjusted
two-mode model which describes these effects accurately. In a second step, the effects of a
collisional inhomogeneity on dark and bright matter-wave solitons are explored. In both cases
appropriate versions of the soliton perturbation theory are shown to accurately describe the
soliton dynamics. Moreover, we illustrate that modulating the interaction can be used to
stabilize vortices against excitations due to finite temperature effects.

A second focal point of this thesis is the investigation of coherent excited states of Bose-
Einstein condensates, i.e., solitonic and vortex states. The existence and stability of single and
multiple dark soliton states in quasi-one-dimensional condensates trapped in a double-well
potential and single as well as multiple vortex states in quasi-two-dimensional condensates are
investigated systematically. We illustrate the connection of dark soliton stripes and multiple
vortex states. Using a quasi-particle approach enables us to predict the motion of multiple
solitons and vortices on an inhomogeneous background by simple ordinary differential equa-
tions. As an extension to the investigations of dark and bright solitons, we study dark bright
solitons in two component Bose Einstein condensates. A strong dependence of the oscillation
frequency and of the stability of the dark-bright soliton on the atom number of its components
is found theoretically and has been verified experimentally as well.

Moreover, methods for trapping of ultracold atoms are developed. We depict a way of
trapping magnetically insensitive atoms by inter atomic collisions with atoms of the same
species which are trapped magnetically. The controlled outcoupling of the trapped atoms by
shaping the condensate’s wave function is explored leading to a pulsed emission of atoms from
the trapping region reminiscent of an atom laser. Moreover, we present a way of trapping
atoms by applying near resonant laser light in a Raman configuration on a loffe-Pritchard like
magnetic field configuration leading to versatile atom traps. The emerging potential surfaces
are widely tunable and can be used for trapping two internal states.
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Chapter 1

Introduction

The path to Bose-Einstein condensation

The experimental creation of atomic Bose-Einstein condensates (BECs) has been one of the
most fundamental developments in quantum and atomic physics over the past two decades.
The impressive progress in this field due to intense experimental and theoretical studies has
been already summarized in various books [1-3] and reviews [4,5] to which we refer the reader
at this point.

Bose-Einstein condensation was first proposed as a theoretical concept in the first half of the
last century. By investigating the statistics of photons, the Indian physicist Satayendra N.
Bose discovered that the thermal distribution of photons is not of the Maxwell-Boltzmann
type [6]. Nowadays, particles that obey the distribution function derived by Bose are known
as bosons. Albert Einstein extended the work of Bose to a gas of massive, noninteracting
particles [7] and realized that for sufficiently low temperatures a large fraction of particles
occupies the state of lowest energy. Below a critical temperature, all particles “condense”
consequently into the lowest energy state and hence behave all in the same manner. Impor-
tantly, this critical temperature turns out to be finite. The idea of Bose-Einstein condensation
was born and the search for Bose-Einstein condensates began.

First approaches for realizing a BEC used superfluid liquid “He, as suggested by F. London
in 1938 [8,9]. However, due to the strong interactions between the Helium atoms, in contrast
to Einstein’s assumption of noninteracting particles, no BEC could be realized. Theoretical
results and modern experiments suggest that even at zero temperature the fraction of con-
densed particles in superfluid liquid *He is less than about 7% [10-12].

In the 1980s novel laser and magnetic based cooling techniques were developed that allowed
experimentalists to cool dilute gases of neutral atoms down to extremely low temperatures,
see Refs. [14-16] for overviews of these techniques. These developments lead to the achieve-
ment of Bose-Einstein condensation in dilute alkali gases in 1995 for the first time in a series
of experiments using Rubidium in the group of Eric Cornell and Carl Wieman, Lithium in
the group of Randall Hulet and Sodium in the group of Wolfgang Ketterle [13,17,18]. Fig.
1.1 shows experimental evidence for the occurrence of a BEC from the experiment of Eric
Cornell and Carl Wieman [13]. The experimental data of the Lithium experiment had to be
reanalyzed and unambiguous results were published only in 1997 [19]. Only six years after the
first realization of Bose-Einstein condensates in experiments, Wieman, Cornell and Ketterle
were awarded the Nobel Prize in Physics “for the achievement of Bose-Einstein condensation
in dilute gases of alkali atoms, and for early fundamental studies of the properties of the con-
densates”. For a more detailed account of the history of the first Bose-Einstein condensates,
see Ref. [20].



2 CHAPTER 1 INTRODUCTION

Figure 1.1: Occurrence of a BEC. False-color images display the velocity distribution of the cloud (A) just
before the appearance of the condensate, (B) just after the appearance of the condensate, and (C) after
further evaporation has left a sample of nearly pure condensate. The circular pattern of the noncondensate
fraction (mostly yellow and green) is an indication that the velocity distribution is isotropic, consistent with
thermal equilibrium. The condensate fraction (mostly blue and white) is elliptical indicative that it is a
highly nonthermal distribution. The elliptical pattern is in fact an image of a single, macroscopically occupied
quantum wave function. From [13].

Trapping ultracold atoms

In the first BEC experiments magnetic fields coupling to the magnetic moments of the atoms
were used to trap the atoms at ultracold temperatures [20,21]. A standard technique in today*s
experiments is to apply static inhomogeneous magnetic fields [4,22-24] with a minimum of
the magnetic field configuration leading to an attractive potential for the atoms. Magnetic
trapping relies on the coupling of the total angular momentum to the magnetic field vector.
If the polarization vector of the atom is always parallel to the direction of the magnetic field
(which is usually granted for ultracold atoms), the resulting potential is proportional to the
magnetic quantum number. The magnetically insensitive state can therefore not be trapped
magnetically. Moreover, states with different magnetic quantum numbers are exposed to
different potentials.

In order to circumvent these limitations, optical traps making use of the polarizability of the
atoms were used in later experiments [25,26]. Optical trapping relies on the coupling of two
internal states by a laser which is far detuned with respect to the transition frequency of these
states. Since the energy gap between the different states of one hyperfine manifold is much
smaller than the typical detuning of the laser the states are exposed to approximately the same
potential and one can consequently trap the different internal states of an hyperfine manifold
by an optical trap. Moreover, optical traps have got the advantage that one can shape the
trapping potential by changing the intensity profile of the applied laser. A prominent example
for traps exploiting this feature are optical lattices formed by counter propagating light waves
which facilitate the observation of effects like the Mott-Insulator phase transition [27], second-
order tunneling [28] or Josephson oscillations [29]. In a generalization of a standard optical
trap two lasers in a Raman configuration were used to trap atoms and to create thus an
optical lattice with a reduced lattice spacing compared to standard optical lattices [30].

In more recent approaches, combinations of static and oscillating magnetic fields [31, 32],
leading to the so-called radio-frequency dressed adiabatic potentials [33,34], are used in order



to coherently manipulate matter-waves [35] and to investigate the decoherence dynamics of
one-dimensional Bose gases [31]. Other approaches use combinations of optical and magnetic
fields for trapping atoms, leading to the so called hybrid traps [36,37].

The double-well potential

One interesting type of potential that has drawn a considerable amount of attention is the
double-well potential. This may originate, for instance, from combining a harmonic trap with
a repulsive barrier potential, induced by a blue-detuned laser beam [38]. It may also be formed
by the combination of a parabolic with a periodic potential. Its experimental realization was
featured in Ref. [29], where a variety of interesting phenomena are studied; these include
Josephson oscillations and tunneling for a small number of atoms, or macroscopic quantum
self-trapping and an asymmetric partition of the atoms between the wells for sufficiently large
numbers of atoms. In parallel to these experimental findings, numerous theoretical insights
on this topic have emerged [39-49]. These concern finite-mode reductions, analytical results
for specially designed shapes of the potential, quantum depletion effects, and other theoretical
aspects. Interestingly, double-well potentials have also been studied in applications arising
in the context of nonlinear optics, including twin-core self-guided laser beams in Kerr media
[50], optically induced dual-core waveguiding structures in a photorefractive crystal [51], and
trapped light beams in a structured annular core of an optical fiber [52]. It is relevant to point
out here that double-well settings have been examined not only in one-component systems,
but also in multi-component cases, i.e., with atoms in different internal states. In particular, a
recent study motivated by two-component BECs can be found in [53], while similar attempts
have been made in the context of the so-called spinor BECs (where it is possible to have
three, and even five components) in the works of [54,55]. These works examined not only
finite-mode reductions of the multi-component case, but also phenomena beyond the level of
the mean-field description such as quantum entanglement and spin-squeezing properties.

Tuning the interatomic interaction

Moreover, nonlinear matter-waves have not only been studied in a variety of external poten-
tials, but also in the presence of temporally or spatially varying external fields manipulating
the interatomic interactions. Indeed, the s-wave scattering length (which characterizes the
interaction strength in ultracold atom collisions) can be adjusted experimentally by employ-
ing either magnetic [56-60], optical [61,62] or more recently a combination of optical and
magnetic [63] Feshbach resonances in a very broad range. Magnetic Feshbach resonances
apply a bias magnetic field for changing the scattering length whereas optical Feshbach res-
onances apply a laser beam for doing so. The flexibility of manipulating the interatomic
interactions has motivated a significant number of studies both on the theoretical and on
the experimental front. In particular, on the experimental side, a tuning of the interatomic
interactions from repulsive to attractive was used for the formation of bright matter-wave
solitons (cf. Section 2.2 for a definition of a soliton and a discussion of its basic proper-
ties) and soliton trains for "Li [64,65] and 8°Rb [66]. Also, this type of manipulations was
instrumental in achieving the formation of molecular condensates [67,68], and the probing
of the BEC-BCS crossover [69, 70]. On the other hand, theoretical studies have predicted
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that a time-dependent modulation of the scattering length can be used to stabilize attractive
higher-dimensional BECs against collapse [71-73], or to create robust matter-wave breathers
in lower-dimensional BECs [74-78]. While the above studies focused on temporal variations
of the interaction strength, more recently spatial variations of the nonlinearity have come to
be of interest in the so-called “collisionally inhomogeneous” environments. These have been
realized in a recent experiment on a nanometer length scale [79] and have been found to lead
to a variety of interesting developments including (but not limited to) adiabatic compres-
sion of matter-waves [80,81], Bloch oscillations of matter-wave solitons [80], atomic soliton
emission and atom lasers [82,83], enhancement of transmittivity of matter-waves through
barriers [84,85], dynamical trapping of matter-wave solitons [84], stable condensates exhibit-
ing both attractive and repulsive interatomic interactions [86], the delocalization transition
of matter waves [87]. Many different types of spatial variations of the nonlinearity have
been considered, including linear [80, 84], parabolic [88], random [89], periodic [87,90-93],
and localized (step-like) [82,94,95] ones. Furthermore, a number of detailed mathematical
studies [96-98] have appeared, addressing aspects such as the effect of a “nonlinear lattice
potential” (i.e., a spatially periodic nonlinearity) on the stability of matter-wave solitons and
the interplay between drift and diffraction/blow-up instabilities. More recently, the interplay
of nonlinear and linear potentials has been examined in both continuum [99] and discrete [100]
settings.

Solitonic states

The progress in the field of ultracold atoms has been, to a considerable extent, fueled by the
fact that, in a mean-field picture, BECs can be described by a macroscopic wave function
obeying the Gross-Pitaevskii equation (GPE). The macroscopic wave function has got the
form of a single particle wave function, i.e., it depends on a single spatial coordinate, but
serves as an effective description for a many-body system. The GPE is an equation of the
nonlinear Schrodinger (NLS) type; a Schrodinger equation augmented by a nonlinear term.
The nonlinear term stems from the effective mean-field description and models the interatomic
interaction of the atoms.

On the one hand the GPE describes accurately the ground-state [1-5], but on the other hand
also macroscopic nonlinear excitations of BECs, such as matter-wave dark and bright solitons.
These have been studied theoretically (see, e.g., Refs. [3,5,101] and references therein) and
were observed in a series of experiments [102-112]. Solitons are localized nonlinear structures
which preserve their shapes while propagating due to the cancellation of the dispersive effects
caused by the nonlinear effects. Moreover, solitons occur as analytical solutions of the NLS
equation without an external potential leading to a remarkable robustness of solitons with
respect to perturbations. Fig. 1.2 shows the evolution of a dark soliton (the density dip) in
a harmonically confined condensate. One clearly observes the oscillatory behavior. Solitons
have attracted much attention as they arise spontaneously upon crossing the BEC phase-
transition [113,114], while their properties may be used as diagnostic tools probing properties
of BECs [115]. Additionally, applications of matter-wave dark solitons have been proposed:
the dark soliton position can be used to monitor the phase acquired in an atomic matter-wave
interferometer in the nonlinear regime [116,117]. As matter-wave dark solitons are known
to be more robust in the quasi one-dimensional (1D) geometry, the majority of relevant



theoretical studies have been performed in the framework of the 1D GPE and, particularly,
in the so-called Thomas-Fermi (TF)-1D regime (see, e.g., Ref. [110]). More specifically, many
works are devoted to the stability [118-120] and dynamical properties of dark solitons, such
as their oscillations [118-127] and sound emission [125,128] in the presence of a harmonic
trapping potential. In the TF-1D regime, matter-wave dark solitons have also been studied
in periodic (optical lattice) potentials [129-133], as well as in combinations of harmonic traps
and optical lattices [134-138]. Nevertheless, the TF-1D regime has not been practically

Figure 1.2: A set of absorption images showing the soliton position at various times after phase imprinting.
The soliton propagates to the right and is reflected off the edge of the condensate after ¢ = 80 ms. The
corresponding evolution time for each image is given in units of the oscillation period 7. From [108].

accessible in real experiments, yet: In fact, in most relevant experiments the condensates
were usually elongated (alias “cigar-shaped”) three-dimensional (3D) objects, while only two
recent experiments [110,112] were conducted in the so-called dimensionality crossover regime
from 1D to 3D [139]. The observations of these experiments were found to be in very good
agreement with the theoretical predictions [110,112] (see also Ref. [140], based on the use of
an effective 1D mean-field model devised in Refs. [141-145]). This model, which has the form
of a GP-like equation with a non-cubic nonlinearity, was also successfully used in Ref. [112]
to analyze dark soliton statics and dynamics observed in the experiment.

Vortex states

One of the most fundamental and thoroughly studied type of excitations in the realm of BECs
is the matter-wave vortex ( [1-3,5, 146, 147]). Matter-wave vortices represent fundamental
nonlinear macroscopic excitations of BECs and are characterized by their nonzero topological
charge S and a vanishing of the BEC density at the vortex core. The topological charge stems
from the phase dislocation and jump by 275 induced by the vorticity.

In two- (but also often in higher-) dimensional settings these structures are also of particular
interest in nonlinear optics [148-151], and more broadly in nonlinear field theories in various
branches of science [152]. Nevertheless, BECs represent a pristine setting where numerous
features of the exciting nonlinear dynamics of single- and multi-charge vortices as well as of
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vortex crystals and vortex lattices can be not only theoretically studied, but also experimen-
tally observed. More specifically the first experimental observation of vortices [153] by means
of a phase-imprinting method between two hyperfine spin states of a 8"Rb BEC [154] paved
the way for a systematic investigation of their dynamical properties. Stirring the BECs [155]
above a certain critical angular speed [156-158] led to the production of few vortices [158]
and even of robust vortex lattices [159]. Fig. 1.3 shows the experimental observation of such
vortex lattices. Other vortex-generation techniques were also used in experiments, including
the breakup of the BEC superfluidity by dragging obstacles through the condensate [160], as
well as nonlinear interference between condensate fragments [161].
In the above studies, vortices were singly-charged, i.e., with a topological charge of S = 1;
higher-charged vortices with S > 1 may also be created experimentally [162,163] and could,
in principle, be stable under appropriate conditions [163-165]. Considerable effort has been
dedicated to the investigation of the stability of such higher charge structures [166-169].
Nevertheless, such higher-charged vortices are typically far less robust than the fundamental
S =1 vortex.

In the BEC context, a theme that has received somewhat lesser attention, chiefly from

Figure 1.3: Observation of vortex lattices. The examples shown contain approximately (A) 16, (B) 32, (C)
80,and (D) 130 vortices. The vortices have “crystallized” in a triangular pattern. From [170].

the theoretical point of view, is that of “crystals” or clusters consisting of small numbers
of vortices. In an important earlier work [171], the emergence of vortex dipole states from
dark soliton stripes via a symmetry-breaking bifurcation was illustrated. Furthermore, in
Refs. [165,172] more complicated states such as vortex dipoles, tripoles and quadrupoles were
illustrated, and energetic arguments concerning their instability were provided; in particu-
lar, it was argued that all these states correspond to energy maxima. Later, in Ref. [172],
a linear stability analysis of these states led to the result that they are, in fact, unstable
through different types of mechanisms. A dynamical perspective, focusing especially on the
vortex evolution and the vortex interactions, was adopted in Ref. [173]; note that in this
work, the vortices were considered in the vicinity of the linear/weakly-interacting limit. More
recently, in Ref. [174], the bifurcation of the vortex dipole state from the dark soliton stripe
was reproduced and a relevant explanation was attempted through a variational approxima-
tion; additionally, in the same work, the precessional dynamics of the vortex dipole near its
equilibrium (as well as the potential for more complicated large-amplitude trajectories) was
revealed. It should also be noted that similar vortex clusters have been considered in other
settings, including toroidal traps [175,176], rotating condensates with pinning sites of laser
beams [177], or rotating anisotropic traps which may enforce a linear arrangement of the
vortices [178].

At this point, it is also relevant to discuss the connection of vortex dipoles with the states



out of which they were shown to emerge, namely the dark solitons. The earlier experi-
ments demonstrated the existence of these structures in BECs with repulsive interatomic
interactions. However, dark solitons were found to be unstable, therefore exhibiting short
lifetimes mainly due to thermal [102, 103] and dimensionality [105] effects. Regarding the
latter, Ref. [105] reported the experimental observation of the onset of the transverse mod-
ulational instability of dark soliton stripes, as well as their concomitant decay into vortex
structures, in accordance to the theoretical predictions [120,179] and similar findings in non-
linear optics [150,180,181]. The transverse instability of dark solitons exhibiting radial sym-
metry [182] was also systematically studied [183,184]. Other theoretical works investigated
the possibility of avoiding the transverse instability of dark solitons, e.g., by using sufficiently
tight traps [185,186], highly-anisotropic traps, i.e., quasi one-dimensional (1D) traps, or nar-
row external potential sheets [187] that would enable the persistence of dark solitons [188].
The use of quasi-1D traps eventually allowed the recent experimental observation of robust,
long-lived dark soliton states [108-110,189].

In recent experiments even the observation of robust vortex dipoles [190,191] and of three-
vortex states [192] was reported. As far as the latter are concerned, in Ref. [190], vortex
dipoles were produced by dragging a localized light beam with appropriate speed through the
BEC, while in Ref. [191] they were distilled through the Kibble-Zurek mechanism [193-195]
that was first experimentally reported for vortices in Ref. [196]. Note that in Ref. [191]
near-equilibrium dynamics of the vortices were also observed along with small amplitude
“epicyclic” motions of the dipole constituents, as well as large (distinct) amplitude, nearly
decoupled precessional motions thereof.

Multi-component BECs

Up to now we discussed properties of the scalar GPE describing a condensate consisting of
indistinguishable atoms, i.e. atoms of the same species in the same internal state. Let us in
this section briefly discuss the case of multi-component BECs, i.e., BECs consisting of atoms
in different internal states or even of atoms of different species. Experimentally, one can use
optical traps in order to trap atoms in different internal states with the same potential. Note,
in case of atoms of different species one needs to adjust the laser potential in such a way that
the different masses are taken into account. It is as well worth mentioning that one can use
magnetic traps for trapping atoms in different internal states in the same potential as well,
when the states couple in the same way to magnetic fields. Indeed, this fact was exploited for
trapping two different hyperfine components of different hyperfine manifolds of 8"Rb in one
of the first multi-component BEC experiments [197]. The first multi-component BEC in an
optical trap was realized with 22Na [198]. For the description of multi-component BECs one
has to distinguish two different cases: The case were an exchange of population between the
components is possible and the case where no population exchange is possible.

The previous one is realized when the different internal states of one hyperfine manifold are
trapped and can be described by the so-called spinor GPE consisting of there (five) coupled
partial differential equations for the F' =1 (F = 2) manifold denoting the dynamics of three
(five) wave functions with each wave function representing one spin component. The spin
mixing dynamics between the different components has been studied theoretically [199,200]
and experimentally [198,201-205].
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The case without population transfer is described by the pseudo-spinor or vector GPE. Usu-
ally two component system are described by the vector GPE leading to two coupled partial
differential equations [3]. The vector equations conserve the norm of the two wave functions
individually thus reflecting the fact that particle exchange is prohibited. Experimentally a
BEC consisting of a mixture of atoms in different internal states but of the same species has
already been realized in 1997 [197]. Later a BEC of two different atomic species has been
demonstrated in a harmonic potential [206] and moreover in [207] it was demonstrated how
to tune the inter species interaction in a two component BEC consisting of two species. The
ability to tune the inter species interaction allows the formation of ultracold heteronuclear
molecules [208] which is the first step for achieving a BEC consisting of dipolar molecules.

Nonlinear excitations in multi-component systems

Excited states of multi-component systems of nonlinear waves are a fascinating topic with
a rich and diverse history spanning a variety of areas, including Bose-Einstein condensates
(BECs) in atomic physics [3], optical fibers and crystals in nonlinear optics [209], and inte-
grable systems in mathematical physics [210]. Of particular interest are the so-called “sym-
biotic solitons”, namely structures that do otherwise not exist in one-component settings but
can be supported by the interaction between the optical or atomic species components. A
prototypical example of such a structure is the dark-bright (DB) soliton in self-defocusing,
two-component systems, whereby the dark soliton (density dip) which typically arises in self-
defocusing media [3, 101,209, 210] creates through nonlinearity a trapping mechanism that
localizes a density hump (bright soliton) in the second component.

Dark-bright solitons were experimentally created in photorefractive crystals [211], while
their interactions were partially monitored in [212]. Upon realization of multi-component
atomic BECs [197,213,214], it was predicted that similar structures would exist therein [121].
While theoretical developments along this direction were extended in even more complex set-
tings (such as the spinor system of Ref. [215]), stable DB solitons were observed only recently
in two-component BECs [108], leading to a renewed interest in this area. Relevant recent
works include the interaction between DB solitons [216,217] and their higher-dimensional
generalizations [218].

Objective of this work

In this dissertation we investigate nonlinear excitations of BECs. We especially focus on
condensates trapped in double-well potentials, on the effects of a spatial modulation of the
interatomic interaction on solitonic and vortex states, and on trapping magnetically insensi-
tive atoms. On the one hand, we perform continuations in the nonlinear parameter of the
GPE starting from the linear limiting case. On the other hand, we investigate the occurrence
of nonlinear states which do not exist in the linear limiting case. Subsequently, we investi-
gate the stability of these states by small-amplitude excitations and verify our findings by
direct numerical integration of the GPE. For the soliton and vortex dynamics we develop
effective equations of motion describing the motion of solitons and vortices as the motion of
quasi-particles. Moreover, we demonstrate two novel ways of trapping magnetically insensi-
tive atoms: The one relies on interatomic collisions of the atoms with magnetically trappable



atoms and the other on applying near resonant laser light in a magnetic trap.

Scope of this work

In detail, the current work is structured as follows.

Chapter 2 is devoted to a brief theoretical introduction into basic mean field theory in the
context of BECs. We derive the Gross Pitaevskii mean field model and discuss its basic
properties. Moreover, we present the most important types for the confining potential and
describe how one can vary the interaction between ultracold atoms by Feshbach resonances.
We explicitly perform the reduction of the three dimensional (3D) GPE to effective lower
dimensional equations and discuss the ground state solution of the 3D GPE and excited
states of the lower dimensional equations, i.e., solitonic states for the one dimensional case
and vortex states for the two dimensional case. Finally, we present a stability analysis of
solutions of the GPE by the Bogoliubov de Gennes analysis.

In Chapter 3 we consider quasi-one-dimensional Bose-Einstein condensates (BECs), with
spatially varying collisional interactions, trapped in double-well potentials. In particular, we
study a setup in which such a collisionally inhomogeneous BEC has the same (attractive-
attractive or repulsive-repulsive) or different (attractive-repulsive) type of inter particle in-
teractions. Our analysis is based on the continuation of the symmetric ground state and
anti-symmetric first excited state of the non-interacting (linear) limit into their nonlinear
counterparts.

In Chapter 4 we study the dynamics of bright and dark matter-wave solitons in the presence
of a spatially varying nonlinearity. When the spatial variation does not involve zero crossings,
a transformation is used to bring the problem to a standard nonlinear Schrédinger form, but
with two additional terms: an effective potential one and a non-potential term. We illustrate
how to apply perturbation theory of dark and bright solitons to the transformed equations.
We develop the general case, but primarily focus on the non-standard special case where the
potential term vanishes, for an inverse square spatial dependence of the nonlinearity. In both
cases of repulsive and attractive interactions, appropriate versions of the soliton perturbation
theory are shown to accurately describe the soliton dynamics.

In Chapter 5 we study the statics and dynamics of dark solitons in a cigar-shaped Bose-
Einstein condensate confined in a double-well potential. Using a mean-field model with a
non-cubic nonlinearity, appropriate to describe the dimensionality crossover regime from one
to three dimensional, we obtain branches of solutions in the form of single- and multiple-
dark soliton states and study their bifurcations and stability. It is demonstrated that there
exist dark soliton states which do not have a linear counterpart and we highlight the role
of anomalous modes in the excitation spectra. Particularly, we show that anomalous mode
eigenfrequencies are closely connected to the characteristic soliton frequencies as found from
the solitons’ equations of motion. Moreover, we demonstrate how the anomalous modes are
related to the emergence of instabilities. We also analyze in detail the role of the height of
the barrier in the double-well setting, which may lead to instabilities or decouple multiple
dark soliton states.

Chapter 6 is devoted to the spectral properties of a singly-charged vortex in a Bose-Einstein
condensate confined in a highly anisotropic (disk-shaped) harmonic trap. Special emphasis is
given on the analysis of the anomalous mode of the Bogoliubov spectrum. We use analytical
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and numerical techniques to illustrate the connection of the anomalous mode to the precession
dynamics of the vortex in the trap. Effects due to inhomogeneous interatomic interactions
and dissipative perturbations motivated by finite temperature considerations are explored.
We find that both of these effects may give rise to oscillatory instabilities of the vortex, which
are suitably diagnosed through the perturbation-induced evolution of the anomalous mode
and being monitored by direct numerical simulations.

Chapter 7 offers a unifying perspective between the dark soliton stripe and the vortex
multipole (dipole, tripole, aligned quadrupole, quintopole, etc.) states that emerge in the
context of quasi-two-dimensional Bose-Einstein condensates. In particular, we illustrate that
the multi-vortex states with the vortices aligned along the (former) dark soliton stripe se-
quentially bifurcate from the latter state in a supercritical pitchfork manner. Each additional
bifurcation adds an extra mode to the dark soliton instability and an extra vortex to the
configuration; also, the bifurcating states inherit the stability properties of the soliton prior
to the bifurcation. The critical points of this bifurcation are computed analytically via a few-
mode truncation of the system, which clearly showcases the symmetry-breaking nature of the
corresponding bifurcation. We complement this small(er) amplitude, few mode bifurcation
picture with a larger amplitude, particle-based description of the ensuing vortices. The latter
enables us to characterize the equilibrium position of the vortices, as well as their intrinsic dy-
namics and anomalous modes, thus providing a qualitative description of the non-equilibrium
multi-vortex dynamics.

In Chapter 8 we explore the stability and dynamics of dark-bright solitons in two-component
elongated Bose-Einstein condensates by applying effective 1D vector equations as well as solv-
ing the corresponding 3D Gross-Pitaevskii equations. A strong dependence of the oscillation
frequency and of the stability of the dark-bright soliton on the atom number of its compo-
nents is found. Spontaneous symmetry breaking leads to oscillatory dynamics in the trans-
verse degrees of freedom for a large occupation of the component supporting the dark soliton.
Moreover, the interactions of two dark-bright solitons are investigated with special emphasis
on the importance of their relative phases. Finally, we compare our results with experimental
results showcasing dark-bright soliton dynamics and collisions in a Bose-Einstein condensate
consisting of two hyperfine states of ’Rb confined in an elongated optical dipole trap.

Chapter 9 is devoted to the investigation of a multi-component BEC. We demonstrate that
atoms in magnetically insensitive hyperfine states (m = 0) can be trapped efficiently by a
Bose-Einstein Condensate of the same atomic species occupying a different hyperfine state.
The latter is trapped magnetically. Hyperfine state changing collisions, and therefore loss
of the trapped (m = 0) atoms, are shown to be strongly inhibited in case of a low density
of the confined atomic cloud. We monitor the transition from a ’soft’ to a ’hard’ effective
potential by studying the backaction of the trapped (m = 0) atoms onto the condensate which
provides their confinement. The controlled outcoupling of the trapped atoms by shaping the
condensate’s wave function is explored. We observe a pulsed emission of atoms from the
trapping region reminiscent of an atom laser.

In Chapter 10 we discuss explicitly a way how one can trap atoms by applying external
fields. We utilize the combination of two standard trapping techniques, a magnetic trap and
an optical trap in a Raman setup, to propose a versatile and tunable trap for cold atoms. The
created potential provides several advantages over conventional trapping potentials. One can
easily convert the type of the trap, e.g., from a single well to a double-well trap. Atoms in
different internal states can be trapped in different trap types, thereby enabling the realization
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of experiments with multi-component Bose-Einstein condensates. Moreover, one can achieve
variations of the trapping potential on small length scales without the need of microstructures.
We present the potential surfaces for different setups, demonstrate their tunability, give a
semi-analytical expression for the potential, and propose experiments which can be realized
within such a trap.

Finally, in Chapter 11 we present our conclusions and an outlook for future studies.






Chapter 2
Basic Mean-Field Theory

This chapter is devoted to a brief theoretical introduction into the mean field description
of a Bose-Einstein condensate (BEC). In particular, we present the derivation of the Gross
Pitaevskii equation (GPE) in section 2.1 and discuss there some of its basic features as well.
We describe typical shapes of external potentials used to confine ultracold atoms and present
how one can tune the interaction parameter, which describes the interatomic interactions
in BECs, via Feshbach resonances. In section 2.2 we discuss the reduction of the three di-
mensional (3D) GPE to effective lower dimensional equations for highly anisotropic trapping
potentials. Subsequently, we investigate the ground state solution of the 3D GPE and collec-
tive excitations of BECs in one dimensional (1D) and two dimensional (2D) setups in section
2.3. Finally, we present in section 2.4 a stability analysis of solutions of the GPE using small
amplitude linear excitations by the Bogoliubov de Gennes (BdG) analysis. The concepts
presented in this chapter have already partly been published in textbooks [1-3] or review
articles [4,5,101].

2.1 The Gross Pitaevskii Mean-Field Model

2.1.1 Derivation and Basic Properties of the Gross Pitaevskii Equation

We consider an ultracold dilute atomic gas of IV interacting bosons of mass M confined in
a potential V®!(r). We assume that two body collisions are dominant in the system. Then
the many body Hamiltonian can be expressed in second quantized form with the bosonic
annihilation and creation field operators W (r, ¢) and ¥(r, ¢):

A A A A 1 - A - A
H= /dr\IIT(r,t)HO\II(r,t) + 3 /drdr/\IfT(r,t)\IfT(r/,t)V(r — (', t)¥(r,1) (2.1)

Hy = —(h2/2M)V?2 + Veye (r) denotes the single atom Hamiltonian and V (r —1') the two body
interaction potential. Applying the standard boson commutator relations one can deduce with
the Heisenberg equation ihd; = [W, H| the equation of motion

i (r,t) = [ﬁw / de' Ut (e )V (e — ), )| U(r,t). (2.2)

Eq. (2.2) can in principle be solved exactly within statistical errors using Monte Carlo
methods. However, the calculations become heavy and impracticable for large atom numbers
N. In order to circumvent solving the full many body Schrédinger equation (2.2) mean
field models were developed. These have got the advantage of being less heavy to calculate
and furthermore they consist of few parameters allowing for physical interpretations of the
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results. In the mean field approach, formulated by Bogoliubov (1947), one assumes that the
condensate fraction can be separated from the non-condensed fraction. In general, the field
operator ¥(r) can be decomposed as ¥(r) = >; Yi(r)a; with the single particle wave function
1;(r) and the bosonic annihilation operator a;. The annihilation and creation operators a;
and al-L are defined in the standard way acting on Fock states annihilating and creating a
particle in the state ¢

a;r|n0,n1,...,ni,...> =vn; + 1lng,ny,...,n;+1,...) (2.3)
ai|n0,n1,...,ni,...> :\/nl-|n0,n1,...,nl-—1,...>

with n; being the eigenvalue of the operator n; = ajai. n; denotes the number of atoms
in the single particle state i. One speaks of the occurrence of Bose-Einstein condensation if
one of the single particle states i becomes macroscopically occupied, i.e., the atom number
ng = Ny becomes large for fixed atom number N. Then one can treat the operators a; and
a;r as ¢ numbers since the physical configurations with Ny and Ny + 1 &~ Ny can be treated
as approximately identical. This approximation allows us to write the time dependent field
operator as

U(r,t) = ¢(r,t) + OU(r, ). (2.5)

Here ¢(r,t) is a complex function defined as the expectation value of the field operator
(U(r,t)). ¢(r,t) is a classical field and describes the condensed part of the atoms. Therefore
we will often refer to it as the wave function of the condensate. Its modulus fixes the conden-
sate’s density p = |¢(r,t)[2. d¥(r,t) describes the non-condensed part and can be neglected
for temperature well below T, the temperature where Bose-Einstein condensation occurs.

Next, considering a dilute ultracold gas one can assume that the low energy collision are
dominated by s-wave scattering and can therefore be described by a single parameter: the
s-wave scattering length. This allows to describe the two body interaction potential as V' (r —
r') = g6(r — r') with the coupling coefficient g = 47h%a/M with the s-wave scattering length
a. Replacing the interaction potential and the operator \i’(r,t) by the classical field ¢(r,t)
leads to the Gross-Pitaevskii equation

2
OO(r1) = |~ % + Vi) + glo(r. )| 00, 1). (26

The s-wave scattering length a can be negative or positive, leading to a repulsive or attractive
interaction between the atoms. The sign and the value of the scattering length depend on
the atomic species but can be tuned as well using so called Feshbach resonances which we
will describe in more detail below. An alternative way to derive the GPE (2.6) is by using a
variational principal

OFE

with the energy functional

2
Bl6l = [ de | 5571900 P + Vo )00, 0 + galor. 0| (28)

The individual terms can be assigned to the kinetic energy Eyi,, the potential energy Fpo¢
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and the interaction energy Ej,;. For time independent external potentials Veyi(r) the energy
of the system E = E[¢] is conserved. A second conserved quantity is given by the total
number of atoms

N = /dr|¢(r,t)|2. (2.9)

2.1.2 The External Potential

The external potential Vey(r) is used to trap the atoms of the condensate. The potential
is usually created by magnetic, electric or optical fields. Magnetic trapping relies on the
coupling of the total angular momentum F to the magnetic field vector V™? = gprupF - B.
In the adiabatic approximation, i.e., when one assumes that the polarization vector of the
atom is always parallel to the direction of the magnetic field, the resulting potential is pro-
portional to the magnetic projection quantum number m ranging from —F to F' and can be
described as V™ = gpupm|B|. Let us briefly discuss some consequences of the magnetic
field potential. The m = 0 state is insensitive to the magnetic field and can therefore not
be trapped magnetically. Moreover, states with different coefficients gpm are exposed to
different potentials. Furthermore, one cannot trap states with negative gpm since it is not
possible to create maxima of the magnetic field using a superposition of static magnetic fields.
Optical trapping relies on the coupling of two internal states by a laser which is far detuned
with respect to the transition frequency of these states. In optical dipole traps the potential
is proportional to the intensity profile of the laser.

In Chapter 10 we describe in detail a how to confine atoms by applying near resonant laser
light in magnetic traps and derive the corresponding potential. At this point we briefly men-
tion the most important trap types and the corresponding potentials.

The most simple trapping potential created by the ’traditional’ magnetic traps or optical
dipole traps with Gaussian intensity profiles is the harmonic trap. The corresponding poten-
tial can be described approximately by a harmonic potential

1
Vit = §M(w§x2 + wzyQ + w?2?), (2.10)

where the three oscillator frequencies (wg,w,,w.) may differ from each other. Another im-
portant type of potentials are the optical lattice potentials. These are imposed by a pair of
laser beams in each direction forming a standing wave which generates a periodic potential
of the following form

Vor = Volcos?(kpx + ¢r) + cos?(kyy + by) + cos? (ko2 + ¢2)] (2.11)

with arbitrary phases ¢, ¢,, ¢, wave vectors k, ky, k. depending on the wavelength of the
standing waves and on the angles between the different standing waves [219]. It is also
possible to realize experimentally superpositions of optical lattices with different periods or
superpositions of harmonic dipole traps and optical lattices. This allows for example the
creation of an optical lattice potential in one direction and a harmonic potential in the other
directions. Moreover, the superposition of a harmonic and an optical lattice potential in the
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same direction leads in one dimension to the potential
1 2.2 2
Vow = §szz + Vo cos®(kzz + ¢2). (2.12)

By a proper choice of the parameters the potential may readily lead to a trapping potential
that has the form of an effective double-well potential [29], i.e., a potential which constitutes
of two wells which are separated by a barrier. In this case the height of the barrier is given by
Vb. Note, one often finds different implementations of double-well potentials as well, e.g., a
superposition of a harmonic potential and a Gaussian or a Sech potential, or a superposition
of a harmonic and a quartic potential. These stem from different experimental realization or
are used in theoretical works out of convenience since they are for some applications easier
to tune and represent the general behavior of a double-well potential correctly.

2.1.3 Feshbach Resonances

The s-wave scattering length a sets the nonlinearity strength in Eq. (2.6). The value of
the scattering length depends on the atomic species and of the internal state of the atom.
It can be positive, e.g., for rubidium or negative e.g., for lithium leading to a repulsive or
attractive interaction, respectively. Moreover, one can tune the value of the scattering length
by the means of Feshbach resonances (for a detailed description see the recent review [220]
and ref. therein). A Feshbach resonance occurs when the threshold collision energy of two
single atoms is resonant with the energy of a bound state. Fig. 2.1 shows a basic level scheme
of the potential of the unbound entrance channel and of one closed bound channel. The
threshold energy of the unbound state is indicated by the dashed line and the energy of the
bound state E¢ by the solid line. If the energies become degenerate, a Feshbach resonance
will occur. Pictorially speaking, the atoms stay for a longer time together since they can be
reflected at the potential of the closed channel, leading to a larger scattering length.

A
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Figure 2.1: Basic two-channel model for a Feshbach resonance. From Ref. [220].

There are different ways of changing the energy difference between the bound and unbound
state. The different states couple differently to magnetic fields thereby allowing to shift the
relative energy of the states by applying a magnetic field leading to the so called magnetically
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induced Feshbach resonances. A magnetically induced Feshbach resonance can be described
by the simple expression for the s-wave scattering length

A

a(B) = apg(1 — BBy

) (2.13)

where ay,g is the value of the scattering length far from the resonance, By and A are position
and width of the resonance, respectively.
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Figure 2.2: Shape of the scattering length a for Na atoms near a Feshbach resonance determined from mea-
surements. Here a is normalized to the value of the background scattering length apg. From Ref. [57].

Fig. 2.2 shows the shape of the scattering length for Na in dependence of the magnetic field
close to a Feshbach resonance. The points indicate experimental data and the solid line the
theoretical prediction. One clearly observes that the value of the scattering length is widely
tunable. Since the atoms have got multiple bound states one obtains multiple Feshbach
resonances for different values of the magnetic field. This can lead to more complex shapes
of the scattering length due to overlapping resonances.

By applying a spatially dependent magnetic field one can consequently achieve a spatially
varying scattering length. The drawback of using magnetic Feshbach resonances is that a
spatially dependent magnetic field creates a spatially dependent external potential for most
of the atoms used in ultra cold experiments as well thus making it difficult to observe the
pure effect of the spatially varying scattering length.

Therefore another approach uses an optical potential [61,62] in order to achieve that the
open and closed channel become energetically degenerate by coupling the state of the closed
channel to an highly excited state and thereby changing its energy. This coupling can be
done optically by applying an off-resonant laser with respect to the transition of the bound
state to the excited state. In principle one can by increasing the intensity of the laser shift
the energy of the bound state in a wide region by admixing the excited state. Additionally,
the ability to vary the laser intensity offers a broader flexibility to tune the scattering length
than in the case of the magnetic Feshbach resonances. However, the admixture of the excited
state leads to a finite probability to populate the excited state and thereby to loose atoms by
light-induced inelastic collisions. This loss rate increases with increasing laser intensity.

Therefore a combination of magnetic and optical fields was used in a recent approach [63].
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Figure 2.3: Level scheme for a combined magnetic and optical Feshbach resonance. From Ref. [63].

The corresponding level scheme is shown in Fig. 2.3. A magnetic field is used to shift
the relative energy between the incoming channel |a) and a bound state |g) in such a way
that they are almost degenerate. By coupling the bound state |g) to an excited state |e)
the energy of the bound state is shifted optically in such a way that it becomes degenerate
with the threshold energy of the unbound state. This procedure has got the advantage
that the energy shift caused by the laser is small and thus only small laser intensities are
needed. Nevertheless the condition that the energies are degenerate, i.e., that a Feshbach
resonance occurs, is achieved optically. Thus one can tune the interaction strength with laser
light allowing a spatial modulation of the scattering length by using a laser with a spatial
dependent intensity distribution.

2.2 Dimensionality Reduction

The ability to vary the oscillation frequencies in a harmonic trap in the different directions
individually allows the creation of very elongated or highly flattened condensates. These
condensates can be regarded as effectively one-dimensional (1D) or two-dimensional (2D).
One speaks of effectively 1D (2D) condensates if the shape of the wave function in the other
directions does not change, i.e, the other directions are frozen out. There exist different
criteria for a dimension to be regarded as frozen out depending on the quantities one wants to
observe and the accuracy needed. However, we should note, the dimensionality reduction we
perform in the following is an approximation and the resulting equations should be considered
as effective 1D or 2D equations and not as the results of genuinely 1D or 2D theories. However,
they are extremely useful since equation (2.6) is a 3D nonlinear partial differential equation
and therefore considerable numerical effort is needed in order to find its solutions. The
numerical effort decreases notedly for lower dimensional equations. The minimal condition
for a dimension to be frozen out is that the energy gap between the ground state and the
first excited state in the corresponding direction is much larger than the typical energy in
the system thus making it impossible to excite the state in the corresponding direction. A
stricter criterion can be deduced from the length scales in the system. On the one hand the
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length scale of the trap is given by the harmonic oscillator length apo = /A/(Mw), on the
other hand a typical length scale introduced by the effective mean-field nonlinearity is the
so-called healing-length ¢ = (87Tpa)_1/ 2 with the s-wave scattering length a and the local
density p. The name healing length results from the fact that ¢ is the length scale over which
the condensate wave function heals over defects. Therefore the width of nonlinear excitation
such as solitons or vortices is of order O(§) as well. For apo < £ one consequently assumes
that no excitations in the corresponding directions are possible and that one can consider the
direction as frozen out.

2.2.1 Effectively 2d Condensates

Let us assume that w, = wy = w, and w, >> w,. Then one can consider the condensate
according to the criterion presented above as effectively 2D, if the axial harmonic oscillator
length a, < £. In order to perform a reduction to an effective 2D system we decompose the
wave function ¢(r) in a axial part (along z) and a transverse component depending on (z, y).

o(r,t) = f(z,y,1)¢(2,1) exp(—iyt/h) (2.14)

with the chemical potential v. The axial wave function should be normalized to unity, i.e.,
[dz|¥(2)|* = 1. Substitution of the ansatz (2.14) in the GPE (2.6) leads to

2
10,7 900) + V2 ) = MR nt) | 012

2
= [—;—Maﬁwz) + %Mwizzw(z) —y(2) + gl(2) | f(x,y,t)]%(z)} flz,y,t).  (2.15)

Here we have neglected the time variation of the axial wave function (z) which is justified
by the strong axial confinement leading to a suppression of excitations as we have argued
above. One can now multiply both sides of Eq. (2.15) from the left with ¢*(z) and formally
integrate out the axial wave function leading to

h? 1
Zhatf(xayat) = [_mvlz + §Mw37“2 + Mz[f(x,y’t)]] f(x,y?t) (216)
with the functional

el o0 = [ ds(e) |- S04 It gl a0 v 211

Note, u, is a functional p, = p.[f(z,y,t)] depending on the transversal part of the wave
function and of course on the axial part of the wave function. So far we have only separated
the wave functions in an axial and a transversal part and neglected time variations of the axial
part. Let us now assume that due to the strong harmonic axial confinement the axial wave
function obeys the differential equation corresponding to the harmonic oscillator problem

0= <—%8§ + = Mw?2 —’y) U(2), (2.18)
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thereby we neglect interaction effects in the axial direction. Furthermore, it is reasonable to
assume that the axial wave function is in its ground state leading to

P(2) P(—53) (2.19)

1
/4 Ja, o 2a?
with the harmonic oscillator length a, in the z-direction. Substitution of Eq. (2.19) in Eq.
(2.16,2.17) leads to the effective 2d equation

h2

Zhatf(x7y7t) - _m

1
VJ_2 + §Mw72,7°2 + QQD‘f(x7y7t)’2 f(.%',y,t) (220)

with the effective 2D coupling coefficient gop = g/(v/27a.). Note, the effective 2D equation
(2.20) has got the same structure as the 3D GPE (2.6). The only differences are the modified
coupling coefficient and that the wave function is a two dimensional wave function f =
f(x,y,t) and consequently the Laplacian operator is the 2D Laplacian. One can perform the
same reduction for an arbitrary external potential Vi (z,y) in the z-y plane instead of the
harmonic one.

2.2.2 Effectively 1d Condensates

One can perform a similar reduction as in the previous subsection of the 3D GPE (2.6) to an
effective 1D equation for w, = wy = w, >> w, and a, < {. Following the lines of the previous
subsection we use the separation ansatz

o(r) = f(z,t)(z,y,t) exp(—ivt/h) (2.21)

leading to

2
B (2,1) = 5 02 () 4 S MW () + i) () (222)

with the functional

h2
el = [ oyt @) (=557 92 + 5ME® = 3 oIS OF) o)

(2.23)
Let us at this point neglect the interaction in the transversal direction and assume that
the transversal wave function is and remains in the ground state of the transverse quantum

harmonic oscillator
1 r2

Y(z,y) = 2y eXP(—Q—g) (2.24)

ar

with the harmonic oscillator length a, in the transversal direction. Substitution of Eq. (2.24)
in Egs. (2.22,2.23) leads to the effective 1D equation

h2

1
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with the effective 1D coupling coefficient gip = g/(2ma?). Once again the structure of the
effective 1D equation is equal to the structure of the 3D GPE with a modified interaction
parameter.

2.2.3 Cigar-Shaped Condensates

In the previous section we derived an effective 1D equation by separating the wave function
in an axial and a transversal part and assuming that the transversal part is given by the 2D
harmonic oscillator ground state eigenfunction. This effective 1D equation is valid for a, < &.
However, in fact, most relevant experiments were conducted in the so-called dimensionality
crossover regime from 1D to 3D [139] where the condensate is cigar-shaped but a, < & is
not fulfilled. There do not exist strict conditions for the different regimes and the ranges
of validity of the corresponding equations depends on the observables one investigates. For
investigating the dimensionality crossover regime, let us make an adiabatic approximation
and use the more general ansatz for factorizing the wave function

¢(r,t) = f(z, )¢ (x,y,t; 2) exp(—ivt/h). (2.26)

Here we allow 1 to depend parametrically on z. Substitution of Eq. (2.26) in Eq. (2.6) leads
to

0,1 0) + IR G2 10)| 00ai2)

K2 1
—mVL2¢($a y; ) + §Mw37“2¢(w, y; 2) — v (x, ;5 2)

+ gz, y; 2) P If (2, 0) P (2, y; Z)] f(z,t) (2.27)

We have neglected axial and time variation of the transversal wave function ¢ (x, y; z), ending
up with a similar equations as previously. One can now formally integrate out the transversal
wave function leading to

h2

[l h@t + m

02 — GM| Flart) = o lF 1 1) (2.28)
with the functional

. h? 1
palf Gt = [ oo eyi) |- gVt 4 Ml = gl s PGP o6ei2)
(2.29)
Once again we assume that the wave function should have a Gaussian shape due to the strong,
harmonic transversal confinement.
1 r2

veyi2) = e P e e (2.30)
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In contrast to the previous ansatz we allow here the width o to be a variational parameter
o =o[f(z,t)] . There are mainly two different approaches how to determine o leading to the
Gerbier equation (GE) [141,144] and the non-polynomial Schrodinger equation (NPSE) [142].

Gerbier Equation

For the previous one, one determines o by minimizing the chemical potential p; with respect
to 0. Substitution of the ansatz (2.30) in Eq. (2.29) leads to

h? Mw?

polf(z,8)] = m(a[f(zﬂf)])f2 + (olf(zt))* + %glf(zat)IQ(J[f(Z,t)])”- (2.31)

Here we have set the constant offset v = 0. Eq. (2.31) is minimal for

(olf(z,0)])* = a7 /1 + 4al f(z, 1) (2.32)

This compact expression allows a physical interpretation of the variational process. For
4alf(2)|* << 1 one can neglect interaction effects and the width is given by a, leading to
the ground state eigenfunction of the 2D harmonic oscillator for . This is exactly the case
discussed previously. Otherwise the interaction leads for a repulsive condensate (a > 0) to a
broadening of the width and for an attractive condensate (a < 0) to a reduction of the width.
Note, o depends on the axial component z. So the width of the Gaussian function in the
transversal direction depends on the axial coordinate. Finally, the minimal chemical potential
is given by

ui[F (2 1)) = hony/T T 4alF (2, O (2.33)

leading to the effective equation of motion for the axial wave function

2
ihoi f(z,t) = —;L—M(?z + %szz2 + hwe/1+4dalf(z,0)2| f(z,1). (2.34)

As demonstrated in Refs. [143-145], equation (2.34) provides accurate results in the dimen-
sionality crossover regime and in the limit of large chemical potentials, thus describing the
axial dynamics of cigar-shaped BECs in a very good approximation to the 3D GPE. It is
worth mentioning that in the weakly-interacting limit, 4a|y|? < 1, Eq. (2.34) is reduced to
the usual 1D GPE with a cubic nonlinearity, characterized by an effective 1D coupling con-
stant g1p = 2afw, (see, e.g., discussion and references in Ref. [5]). This is consistent with the
picture that the interaction leads to a modification of the width in the transversal direction
and that for small densities this modification can be neglected.

Non-polynomial Schrédinger Equation

The second approach for determining o makes use of the fact that the 3D GPE (2.6) can be
obtained by using the quantum least action principle, i.e., Eq. (2.6) is the Euler-Lagrange
equation of the functional

S = /dtdr¢*(r,t) [z’h@t + %VQ — Vext (r) — g\(b(r,t)]Q o(r,t). (2.35)
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Substitution of the ansatz (2.26,2.30) and integration along x and y leads to the action
functional

_ o (2 i 2 4 2 22 _ g; o )2
2 wQ
i Mer 10D £(t) (2.36)

C2M(o[f(= 1)) 2

The Euler-Lagrange equation with respect to f* then reads

o N B2 o2 M 1 )2 h2
(1) = | = 53702 + 5Me + 9l 0P + e
er (O'[f(Z,t)])2 f(z,t). (2.37)

o can be determined by the corresponding Euler-Lagrange equation with respect to o leading
to
g 1 2 h? Mw?
227 (o[f (2, 1)])? t - t))=0 2.38
22m(o[f(2,1)])° 1F (1)l 2M (o[f (2, 1)])3 2 alf(z )] (2.38)

with a one to one correspondence between o and f

(o[f(z,)])? = ar\/1 + 2a|f(z,1)|2. (2.39)

Note, Eq. (2.32), which determines the width within the Gerbier approach, has got a similar
form but a factor of 4a instead of 2a, which we obtain here. Finally, one obtains the following
effective 1D equation

B2 92 1 14 3alf(z,t)]?
hOuf(2,1) = | — a7 5 + g Mwi® + hwr ’
hdpf(z,t) = | —garaa T gMwze" + 1+ 2a|f(z,1)2

£z, ). (2.40)

In the low density limit this model is reduced to Eq. (2.25).

Equations (2.34,2.40) have been used in studies of dark solitons in the dimensionality
crossover between 1D and 3D, yielding excellent quantitative agreement with experimental
observations [110,112,140]. The results of both equations were similar. In general one would
expect equations (2.34) to provide better results in the limit of large chemical potentials since
it was derived by minimizing the chemical potential and equation (2.40) for larger aspect
ratio w, /w, of the trap frequencies since it was determined by minimizing the energy. The
investigation of the oscillation frequencies of dark solitons in the quasi-1D regime revealed
differences between experimental results and the prediction of Eq. (2.25), which could be
explained by applying equation (2.34) or (2.40). However, qualitatively the results of the 1D
GPE were correct. We note in passing that for negative a Eqs. (2.34) and (2.40) collapse for
sufficiently large densities due to the negative discriminant and indeed such a collapse of an
attractive BEC was observed experimentally [221,222] for larger densities. From the GPE
one obtains the prediction of the collapse of the wave function out of energy considerations [1]
but not directly from the equation.
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2.3 Stationary Solutions of the Gross Pitaevskii Equation

In order to obtain eigensolutions of Eq. (2.6) one can write the condensate wave function as
¢(r,t) = ¢(r) exp(—iut/h) where p = OE/ON is the chemical potential and ¢(r) is a time
independent function normalized to the total number of atoms. This ansatz leads to the
steady state equation:

h2

—WVZ + Ve (r) + glo(r) Pl (r). (2.41)

uo(x) = |
Note, in case of ¢(r) being the ground state wave function ¢(r) is a real function however
for excited states ¢(r) can be complex. Let us make a few comments concerning the nature
of Eq. (2.41). Eq. (2.41) is, in contrast to the Schrodinger equation, a nonlinear differential
equation. Therefore a solution depends on its norm or in other words when one changes the
norm of a solution the corresponding function is no longer a solution. Moreover, different
solutions, solutions with different chemical potentials, do not need to be orthogonal, i.e.,
1/N [ dr¢? ¢y can be nonzero even if ¢, and ¢y, are solutions of the GPE. At first glance this
seems to be surprising since the GPE was derived from quantum mechanical principles and
quantum mechanics respects the orthogonality condition of different eigenfunctions. However,
one has to bear in mind that the condensate wave functions ¢ are approximations to the multi
particle wave functions which would be solution of the many body Schrédinger equations. The
latter form a set of orthogonal solutions. In fact, even if two solutions of the GPE are not
orthogonal the corresponding many body wave function ¢, 4(r1,...,ry) = Hf\; 1 Pap(ri) are
orthogonal in the thermodynamical limit (for N — 0o0). The scalar product of the two many
body wave functions then reads (¢, %) = (1/N i dr¢z¢b)N
N — oo since 1/N [ dr¢idy < 1 for ¢ # ¢p.

In general, there are no obvious analytical solution of Eq. (2.41). Numerically one can solve
the equation for example by a Newton-Raphson method. In appendix A we describe in detail
an algorithm for solving a nonlinear equation numerically. Once a solution is found one can
vary the chemical potential and subsequently find a solution with a different norm. For small
variations of the chemical potential one finds (in most cases) a solution of the same ’kind’
(symmetry, number of nodes). Thus one can build up a continuation diagram showing the
dependence of the atom number (the norm of the condensate wave function) on the chemical
potential for different branches. The different branches correspond to solutions of different
kinds.

. This quantity tends to zero for

2.3.1 The Ground State

Let us consider for reasons of concreteness and due to the experimental importance the
external potential to be harmonic. Even in this case, there is in general no obvious analytical
solution of Eq. (2.41). One can nevertheless investigate some limiting cases in order to get
some insights into the shape of the ground state. For g = 0 equation (2.41) reduces to
the linear Schrodinger equation which has the following solution for an harmonic external
potential

3/4
o(r) = VN <M:;:O> eXp[—Q—]\é(wmw2 + wyy? + w,2%)] (2.42)
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with the geometric average of the trap frequencies wyo = (wmwywz)l/ 3.

Let us discuss now at first the case of repulsive interaction g > 0. For small values of the
interaction parameter one can perform a variational calculation. Therefore one replaces the
trap frequencies in Eq. (2.42) by variational parameters and minimizes the energy functional
(2.8) with Eq. (2.42) with substituted variational parameters as trial function [1]. This leads
to a broadening of the Gaussian trial function with increasing interaction parameter g due to
the increasing interaction energy. This variational calculation is valid for small values of g.
For large values of g the dominant term in the energy functional (2.8) is the interaction energy.
Therefore one can perform a different simplification and neglect the kinetic Laplacian term in
equation (2.41) leading to the so called Thomas-Fermi (TF) approximation and the density
profile
n— ‘/ext

9
for > Vi and zero elsewhere. The TF approximation is valid for large N as well. Since
the interaction energy scales with N? whereas the kinetic energy scales with N. Therefore
one can neglect for large N the kinetic term in comparison to the interaction term. In typical
experimental setups the TF approximation is fulfilled very well.

For an isotropic harmonic trap w = w, = wy, = w, the size of the condensate is thus given by
the Thomas-Fermi radius Rng = 2 Furthermore, one obtains due to the normalization

Mw? "
condition a relation between the chemical potential and the atom number

8m [ 2u 3/2 W
Nrp = — <Mw2> E (2.44)

prR(r) = (2.43)

For attractive interatomic interaction g < 0 the width of the Gaussian (2.42) decreases with
decreasing g (leading to a stronger interaction). So the density at the center tends to increase.
The kinetic energy tends to balance this effect. However, above a critical atom number N,
for fixed g < 0 the system is subject to collapse. The critical number of atoms necessary
for collapse in an isotropic harmonic trap is given by N¢, = 0.575y/h/Mwa? with the s-wave
scattering length a. This collapse was observed experimentally as well [221,222].

2.3.2 Excited States

The GPE (2.6) does not only describe the ground state of the condensate but collective
excitations as well. We will restrict our investigations of the excited states to the effective
lower dimensional setups described by equations (2.20,2.25).

Solitonic States

The effective 1D equation (2.25) reads in the homogeneous case (without axial external po-
tential, i.e., w, = 0) in a dimensionless form

0Lf (1) = =502 + 5l f (2.0 | £(2,1) (2.45)

with s = £1 for repulsive and attractive interaction, respectively. After the rescaling to the
dimensionless form density |f(z,t)|?, length, time and energy are measured in units of 2a, a,.
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1/w, and hw,, respectively. Eq. (2.45) is the completely integrable non-linear Schrédinger
(NLS) equation possessing an infinite number of conserved quantities [101,223]. The lowest
integrals of motion are the number of particles

N:/dz]f(z,t)\Q, (2.46)
the momentum, .
P = % /dz [f(z,t)ﬁzf*(z,t) — f*(z,t)@zf(z,t)] (247)
and the energy,
5= [ [5G0 +s1f(e 01 (2.48)

For attractive BECs (s = —1) the NLS possesses a bright soliton solution of the form [224]
Yps(z,t) = nsech[n(z — vt)] expli(kz — wt)] (2.49)

with the inverse spatial width and amplitude 7 of the soliton, the soliton wavenumber k,
frequency

o= %(k:Q —?) (2.50)

and velocity v = dw/0k = k. Note, the soliton is characterized by only two independent
parameters.

pla.u.]

z[a.u.]

Figure 2.4: Density profile of a bright soliton.

Fig. 2.4 shows the density profile of a bright soliton in arbitrary units. A bright soliton
is a localized wave packet with a width characterized by the condensates healing length &.
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Evaluation of the conserved quantities (2.46-2.48) for a bright soliton solution leads to

N =2p (2.51)

P =2nk (2.52)
1

E=nk? - 5773 (2.53)

implying that a bright soliton behaves like a classical particle with mass

Mpg = 2n, (2.54)
momentum
Pgg = Mv, (2.55)
and energy
1 1
Epg = —=Mv? — —M?3. 2.56
BS B v o ( )

The first term in the energy can be associated to its kinetic energy and the second one to
the binding energy of the quasi-particles associated to the soliton. Another indicator for the
particle like behavior of a bright soliton is given by the relation

OBps _

2.
9P (2.57)

In practice this particle like behavior is reflected in the fact that the soliton propagates
without changing its shape. One can consider a bright soliton as a wave packet where the
dispersion of the wave packet due to the kinetic term is balanced by the nonlinear term. This
fact leads to a surprisingly stable state. For small perturbations the functional form of the
soliton is conserved and the perturbation leads only to a modification of the parameters of
the soliton.

pla.u.]

z[a.u.]

Figure 2.5: Density profile of a black (solid line) and a grey (dashed line) soliton.

For repulsive BECs (s = 1) the NLS supports dark soliton solutions on a homogeneous
background ¢ = /ngexp(—iut). Here we assumed for reasons of simplicity that the back-
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ground is at rest. Then a single dark soliton solution has the form [225],

Yps(z,t) = \/ng [iA + B tanh(n)] exp(—iut), (2.58)

where 1 = \/noB[z — 29(t)], 20(t) = vt + 2o is the soliton center, zy an arbitrary real constant
representing the initial location of the soliton, v is the relative velocity between the soliton
and the background given by v = dzy/dt = /ngA, the parameter B = 1 — A? sets the
soliton depth given by /ngB. One can introduce the soliton phase angle ¢ by the relations
A = sin¢g and B = cos¢. This clarifies that the dark soliton possesses two independent
parameters: the phase ¢ defining the soliton width, velocity and depth and the chemical
potential p defining the background phase and density. Note that for A = 0 the dark soliton
becomes a black soliton (alias a stationary kink), with the following representation

Vblack = /1o tanh(y/ngz) exp(—iut). (2.59)

The black soliton has a 7 phase jump across its density minimum. The magnitude of the
phase jump decreases with decreasing depth of the soliton. This phase jump across the
soliton density minimum is exploited for generating dark solitons experimentally by the phase-
imprinting method. Therefore a phase jump is imprinted in the condensate by illuminating
part of the condensate by a short laser pulse. Subsequently the corresponding density profile is
formed by itself. This underlines the stability of a soliton. In Fig. 2.5 examples of the density
profiles of a black soliton and a grey soliton (a soliton with finite velocity) are illustrated.
The grey soliton has a smaller depth and larger width compared to the black soliton.

When evaluating the integrals of motion (2.46-2.48) one has to bear in mind that these refer
to the background and the soliton. Therefore one may follow the lines of Ref. [101] and
renormalize the integrals of motion. For a detailed calculation how to determine the integrals
of motion we refer to the review article [101]. In conclusion one obtains similar to the case of
the bright soliton that the dark soliton behaves like a classical particle, for example it obeys
the relation

0Fpg
= . 2.60
oPps (2.60)
Moreover, one can associate the dark soliton to an effective mass
0P,
Mps = 8DS = —4/noB (2.61)
v

showing that the dark soliton is characterized by a negative effective mass. Pictorially speak-
ing, this can be understood by the fact that the dark soliton represent a lack in the background
density.

Aside from the single-dark-soliton, multiple dark soliton solutions of the cubic NLS equation
are also available [225-227]. In the simplest case of a two-soliton solution, with the two soli-

tons moving with opposite velocities, A; = —Ay = A, the wave function can be expressed
as [227] (see also Ref. [228]):

Yasol(z,t) = ggz ) exp(—iut), (2.62)

with F' = 2(ng—2nmin ) cosh(T")—2ngA cosh(Z)+isinh(7T'),G = 2,/ng cosh(T")+2/Timin cosh(Z),
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while Z = 2./ngBz, T = 2\/nmin(n0 — Nmin)t, and Ny, = ng —noB? = ngA? is the minimum
density (i.e., the density at the center of each soliton).

pla.u]

z[a.u.]

Figure 2.6: Density profile of a solitonic state in a harmonically confined condensate.

In the case of an external potential, leading to an inhomogeneous condensate background,
there does not exist an analytical soliton solution anymore. However, the existence and
dynamics of matter-wave dark solitons can be studied analytically by applying perturbation
theory methods, assuming that the trapping potential is smooth and slowly varying on the
soliton scale. Then one can make a local density like approximation and replace the constant
background wave function g = /ng by the corresponding background wave function .
The shape of the background wave function is given by the ground state wave function of the
condensate in the external potential. Fig. 2.6 illustrates the density of a condensate confined
in a harmonic potential carrying a stationary black soliton. The corresponding wave function
can be approximated by the product of the background wave function and a wave function
describing the soliton

¥(2) = Yug(2)ps (2) exp(—ipt). (2.63)

For large chemical potentials one can approximate the background wave function by the

Thomas-Fermi solution t,g(2) = \/ (4 — $Mw222)/g. The Thomas Fermi solution can be

considered as constant close to the center of the trap (for small z) for large chemical potentials.
Therefore ¥pg(z) can be approximated by the wave function of a dark soliton on a constant
background with density ng = u/g for large chemical potentials. One can use this ansatz as
initial condition to find the exact eigenstate numerically by an iterative solver and afterwards
perform a continuation in the chemical potential in order to find the corresponding solution
for smaller chemical potentials.

Alternatively, one can start a continuation from the linear limiting case, the case of small atom
numbers and chemical potentials as well. In the case of negligible nonlinearity (for N — 0)
the dark soliton state can be approximated by the first excited state of the linear problem (the
problem without the nonlinear term) with the chemical potential being defined by the energy
of the state. Using this state as initial state for an iterative solver one can find numerically
the exact soliton state and subsequently one can perform numerically a continuation in the
chemical potential towards larger values of the chemical potential. In the same manner one
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can find the two (three, ...) soliton state by starting with the second (third, ...) excited
state of the linear problem. For the case of a 1D harmonic trap there do not exist nonlinear
states without a linear counterpart. Therefore one can find each nonlinear state by performing
a continuation in the chemical potential (atom number) from the corresponding linear state.
However, this situation changes for more complicated potentials, e.g., a double-well potential
as we show in Chapter 5.

Vortices

In the higher dimensional cases the NLS equation is not longer integrable. However, in the
2D repulsive case Eq. (2.20) possesses excited stationary solutions of the form (in units so
that h=M = 1)

Uyor (7,0, 1) = Vg (r)U(r) exp(iSO — iput) (2.64)
for a rotationally symmetric harmonic external potential; 7 and 6 are the polar coordinates.
g (r) denotes the background density defined by the external potential. The wave function
(2.64) is an eigenstate of the angular momentum operator with [, = S, so that it carriers a
total angular momentum L, = NS. The wave function represent a gas rotating around the

z-axis with tangential velocity

g=2 2.
vs = (2.65)

leading to the circulation of the velocity field over a closed contour around the z-axis
/ vadl = 278, (2.66)
which is quantized and independent on r.

> 0
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Figure 2.7: Density (left) and phase (right) of a singly charged vortex. Left panel: Blue represents zero density
and red maximal. Right panel: Blue to red represents a phase from 0 to 2.

U(r)exp(iS0) is called a vortex with vorticity S. Vortices are characterized by their non-
zero topological charge or vorticity S whereby the phase of the wave function has a phase
jump of 27S along a closed contour surrounding the core of the vortex as shown by Eq. (2.66).
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The Equation for U takes the form

2UG) + 20,0 = U0 + - Vi)~ ) = 0 (2.67)

with the boundary conditions U(0) = 0 and U(cc) = /p. Unfortunately, one can not
solve the differential equation (2.67) for U(r) analytically. In contrast to the soliton case
this is even impossible for the homogeneous case V' = 0. However, one can predict the
asymptotical behavior of the vortex profile from equation (2.67): U(r) ~ Il for 7 — 0 and
U(r) ~ /it —S?/(2r?) as r — oo. The width of a single charged vortex is of the order of the
healing length of the condensate, while higher charged vortices have a wider width.

In the linear limiting case (|¢|> — 0), a state analogous to the vortex state can be seen in a
superposition of the two energetically degenerate first excited states, i.e., the wave function is
given by one of the states plus the imaginary unit times the other state. In the nonlinear case
a vortex state can be found by performing a continuation from such a linear state. Fig. 2.7
shows a contour plot of the density and the phase of a singly charged vortex in a harmonically
confined condensate. The shape of the density for large distances from the center is given
by the background wave function. For a large distance from the center, the density increases
with decreasing distance to the center monotonically. Without a vortex this would hold for
the whole condensate. However, due to the vortex located at the center of the condensate,
the density vanishes at the center. The phase modulation of the condensate’s wave function
is granted by the relation of the vortex.

Singly charged vortices are extremely robust due to their inherent topological charge. The
27 phase jump cannot be eliminated by continuous deformations of the density profile, unless
the density of the background condensate is close to zero. Therefore one can, for systems
where the typical length scale is larger than the width of the vortex, often treat a vortex
as a particle localized at the center of the vortex. Pictorially speaking, as long as one does
not need to resolve the inner structure of the vortex one can treat the vortex as a point-like
particle, similar to the case of solitons. However, due to the long range phase relation of the
vortex states it turns out that there occur crucial differences for the dynamics of dark solitons
and vortices, despite their similar density profiles.

2.4 Small-Amplitude Excitations and Bogoliubov Analysis

Let us now consider small amplitude excitations on eigenstates of the 3D GPE (2.6). This
allows to analyze the stability of the nonlinear modes of Eq. (2.6). In particular, once a
numerically exact — up to a prescribed tolerance — stationary state, ¥y(r), is found (e.g.,
by a Newton-Raphson method), we consider small perturbations of this state of the form,

W(r,t) = [wo(r) te <u(r)e*iwt + v*(r)eiw*t)] e~int, (2.68)

where € is a small number. Substitution of the ansatz (2.68) in (2.6) leads in first order in ¢
to the following system of equations.

[Ho — 11+ 2g]¢h0 (v)Pu(r) + go(r)?v(r) = hwu(r), (2.69)
[Ho — 11+ 29|t (v)PJo(x) + gl (0)Pulr) = —hwo(r), (2.70)
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In the case of the effective 1D and 2D equations (2.20,2.25) one has to replace the cou-
pling coefficient g by the corresponding effective coupling coefficient and the 3D Laplacian
by the corresponding lower dimensional operator. Equations (2.69-2.70) are known as the
Bogoliubov-de Gennes (BdG) equations (see, e.g., Ref. [2]). Note, equations (2.69-2.70) are
nonlinear in 1y but linear in u, v. However, v is the (known) solution of the 3D GPE. There-
fore one needs to solve a linear system of equations for the stability analysis, i.e., diagonalize
in this case a anti-hermitian matrix

w-( %)
L5 —IL

where L1 = Ho — .+ 2g|tbo(r)|? and Ly = gt (r)2. Solving equations (2.69,2.70) by diagonal-
izing the above matrix, we determine the eigenfrequencies w = w, + iw; and the amplitudes u
and v of the normal modes of the system. Note that if w is an eigenfrequency of the Bogoli-
ubov spectrum, so are —w, w* and —w* (due to the Hamiltonian nature of the system; this
can be used as a test for the correctness of the numerical code). Consequently, the occurrence
of a complex eigenfrequency always leads to a dynamic instability due to the presence of a real
and positive exponent in equation (2.68) leading to an exponential increase of the initially
small perturbation. Thus, a linearly stable configuration is tantamount to w; = 0, i.e., all
eigenfrequencies being real.

An important quantity resulting from the BAG analysis is the amount of energy carried by
the normal mode with eigenfrequency w, namely

E= /dr(|u(r)|2 — Jo(r)]?) . (2.71)

The sign of this quantity, known as Krein sign [229], is a topological property of each eigen-
mode. Modes with negative energy (Krein sign) are called anomalous modes (see, e.g., Sec. 5.6
of Ref. [2]). The presence of anomalous modes in the excitation spectrum is a direct signa-
ture of an energetic instability, which is particularly relevant to the case of vortices and dark
solitons [118]. Importantly, if the normal mode eigenfrequencies with opposite energy (Krein)
signs become resonant then, in most cases, there appear complex frequencies in the excitation
spectrum, i.e., a dynamical instability occurs [229]. In order to further elaborate on such a
possibility, it is relevant to note that modes with complex or imaginary frequencies carry zero
energy (due to the condition (w — w*) [ dz(|u|? — |v|?) = 0, which must hold for each BAG
mode).

Let us make at this point some comments concerning anomalous modes in general, which
we found empirically in this work. In the case of solitonic and vortex states the number of
anomalous modes plus oscillatory unstable modes (appearing due to collisions of anomalous
modes with normal modes) is equal to the number of solitons or vortices, respectively. The
BdG spectrum is in the linear limit equal to the spectrum of the linear problem. Then one
can assign to each Bogoliubov mode an eigenstate of the linear spectrum. Consequently, if
one calculates the BdG spectrum of an excited state, modes corresponding, in the linear limit,
to lower excited states occur as well. These modes have got a negative energy.

One can obtain a physical interpretation of the individual Bogoliubov modes by perturbing
the GPE eigenstate with the corresponding mode and propagate this state, which is no
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Figure 2.8: The lowest characteristic eigenfrequencies of the Bogoliubov excitation spectrum for a dark soliton
state confined in a harmonic trap with frequency w..

longer an eigenstate, in time using the time dependent GPE. A typical example for the lowest
eigenvalues of the BdG spectrum of a single dark soliton state supported by a harmonically
confined condensate is shown in Fig. 2.8. All eigenvalues are real, showing that the state
is dynamically stable, i.e., small perturbations remain small. There exist a pair of zero
eigenvalues. The mode corresponding to these is called Goldstone mode. It is connected to
the fact that the GPE is gauge invariant (which is reflected in the norm conservation as well)
and should always be present for norm conserving systems (another test). The second lowest
eigenvalues have got a negative energy according to the definition (2.71). It is connected
to the oscillation of the soliton around the center of the trap. Perturbing the eigenstate
with the corresponding mode leads to an oscillation of the soliton around the center with
the oscillation frequency being determined by the magnitude of the eigenvalue. Since the
eigenvalue is real, the amplitude of the oscillation is constant and determined by the initial
state. If the eigenvalue was complex the amplitude would increase. The magnitude of the
third eigenvalue is determined by the trap frequency. The corresponding mode is called dipole
mode (or Kohn mode) and the perturbation of the eigenstate with the corresponding mode
leads to an oscillation of the whole condensate with the trap frequency. The value of the
dipole mode is independent of the nonlinearity and thus of the chemical potential. Therefore
this excitation is often used in experiments as a way to determine the harmonic frequencies of
the trap. Finally, the mode at 2w, corresponds to the quadrupole mode and is independent
of the chemical potential as well. Note, the oscillation frequency of the soliton is smaller than
the trap frequency and is therefore the lowest excitation of the system. If the condensate is
in its ground state the lowest excited mode is the dipole mode.






Chapter 3

Collisionally Inhomogeneous Bose-Einstein Condensates
in Double-Well Potentials

In this chapter, we consider quasi-one-dimensional BECs, with spatially varying collisional in-
teractions, trapped in double-well potentials. In particular, we study a setup in which such a
“collisionally inhomogeneous” BEC has the same (attractive-attractive or repulsive-repulsive)
or different (attractive-repulsive) type of interparticle interactions. As, arguably, one of the
simplest forms of this combination, we select a coefficient of the nonlinearity which is piece-
wise constant, in line with the suggestions of [82,95,230] and can vary between two (smoothly
connected) pieces with the same sign, or even two pieces with opposite signs. The latter form
of a spatially dependent nonlinearity appears to be one that should be straightforwardly ex-
perimentally realizable [231], through the use of magnetic field gradients of moderate size for
atom chips (see also the relevant discussion in [230]). The phenomenology that we observe
in this setting appears to be remarkably different from that of the standard double-well. In
particular, as was detailed in Ref. [48], the linear states of the underlying potential can be
continued into nonlinear ones in the presence of the pertinent cubic nonlinearity. As proto-
typical examples of these linear states one can consider the symmetric ground state and the
anti-symmetric first excited state of the double-well potential. A remarkable feature, however,
which takes place for sufficiently strong nonlinearity (to the symmetric state for attractive in-
teractions and to the anti-symmetric state for repulsive interactions) is a symmetry-breaking
bifurcation of the pitchfork type. This bifurcation generates two new asymmetric solutions
(which exist for sufficiently large nonlinearity). What we find here is that even a weak inho-
mogeneity in the collisional properties of the condensate changes the nature of this bifurcation
from a pitchfork to a saddle-node one. This may be anticipated given the “non-parametrically
robust” nature of the pitchfork bifurcation which will yield similar changes in the presence
of different asymmetries (see also [48]). In addition to that, increasing the inhomogene-
ity strength shifts (eventually to infinity) the turning point of the saddle-node bifurcation.
Thus, for sufficiently large variation of the nonlinear coefficient between the two wells, only
two nonlinear states emanate from the ground and first excited states of the linear problem.
Furthermore, for one of these states, the monotonicity of the number of particles changes
as a function of its nonlinear eigenvalue parameter (i.e., the chemical potential). This is a
rather unusual feature that leads to a bifurcation diagram entirely different from those of
the homogeneous interatomic interactions (i.e., homogeneous nonlinearity) limit of either the
one-component [48] or of the multi-component system (see e.g., [53]).! These traits are cap-
tured accurately, as we will show below, by a two-mode, Galerkin-type approximation [47,48]

We note in passing that for the multi-component system the diagram is also substantially different (in
that case, more involved) than that of the single component one, due to the presence of “mixed states”,
mixing the symmetric and anti-symmetric nonlinear states of each of the two components (and bifurcations
thereof).
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applied to the present collisionally inhomogeneous double-well setting. The content of this
chapter has been published partly in Ref. [232].

The chapter is structured as follows. The model and the semi-analytical predictions regard-
ing its stationary solutions are presented in section 3.1. Our corresponding directly numerical
findings and their comparison with the analysis are given in section 3.2. In section 3.3, we
present an alternative theoretical viewpoint more akin to the model dynamics and compare
its results to the full results of the partial differential equation. Finally, in section 3.4, we
present a brief summary of the chapter.

3.1 The Model and its Semi-Analytical Consideration

We investigate in this chapter the dynamics of a quasi one-dimensional (1D) condensate.
The dynamics of a quasi 1D condensate, oriented along the z-axis, can be described by the
following GP equation (cf. section 2.2.2),

hZ

. _ e 2
1hoy o = < o T V(z) + g|¥]| u) v, (3.1)

where ¥(z,t) is the mean-field order parameter, m is the atomic mass, and p is the chemical
potential of the effectively 1D system. The nonlinear coefficient ¢ arises from the interatomic
interactions and has an effective 1D form, namely ¢ = 2Aw | a, where w, is the transverse
confining frequency and a is the three-dimensional (3D) s-wave scattering length (the cases
a > 0 or a < 0 correspond, respectively, to repulsive or attractive interatomic interactions).
The external potential V' (z) in the GP Eq. (3.1) consists of a regular harmonic trap and a
repulsive potential localized at the harmonic trap center, namely,

V(z) = lmwgazQ + Vpsech? <i> , (3.2)
2 wWB

where w, is the longitudinal confining frequency, while V; and wp are, respectively, the

strength and width of the localized potential; the latter is in fact a barrier potential that may

be created by a blue-detuned laser beam, repelling the atoms in the condensate. It is clear

that the combination of the harmonic trap and the barrier potential is in fact a double-well

potential.

Moreover, we assume that the collisional properties of the condensate are spatially inhomo-
geneous, i.e., a = a(x) (cf. section 2.1.3), with the function a(z) taking different, but smoothly
connected, values in the two wells of the external potential. In particular, we consider that an
external magnetic or optical field modifies the scattering length of the condensate as follows,

a(z) = ag + artanh (%) , (3.3)

where ag and a; are constant values of the condensate’s scattering length in the absence
and in the presence of the external field, respectively, which are smoothly connected through
the tanh function (here, W is the spatial length scale on which the transition between the
two values ag and a; takes place). Apparently, far away from the harmonic trap center at
x = 0 (or, in other words, far away from the barrier), the scattering length takes the values
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a = ag £ ay, for © — +o0o respectively. Such an inhomogeneity of the scattering length
may be realized in practice upon employing a bias homogeneous field and imposing a steep
localized gradient on top of it. In such a case, in a quasi 1D configuration (as is the case
under consideration) this will lead to a constant scattering length with value @ = a; in the
left well, which is followed by a localized change of a, finally ending up with a second value
a = a9 in the right well. Notice that in our model we choose the function tanh to analytically
describe the transition between these different constant values of a since there are no ideal
steps, but rather close approximations to it. Also, we naturally assume that we are relatively
close to a Feshbach resonance, in order to easily manipulate the scattering length with the
external field.

Next, measuring time in units of the inverse transverse trapping frequency wll, length
in units of the transverse oscillator length [; = y/A/mw,, energy in units of hw,, and
introducing the normalized wave function u(x,t) = (2|a,|)'/?¥(z,t) (where a, is a reference
value of the scattering length), we reduce the GP Eq. (3.1) to the following dimensionless
form:

i0pu = Hu 4 T(z)|u*u — pu. (3.4)

In the above equation,

H= _%ag +V (@) (3.5)

is the “single-particle” operator in the normalized external potential
L2 2 2 (%
V(x) = 9% + Vo sech (-) , (3.6)
w

with Q = w,/w, being the normalized harmonic trap strength and w = wp/l; . The nonlin-
earity coefficient I'(x) in Eq. (3.4) is given by

I'(z) = a + Btanh(bz), (3.7

where o = ay/|a,|, B = az/|a,|, and b = 1, /W. Apparently, the cases I' > 0 or I' < 0
correspond to repulsive or attractive interactions, respectively. We finally mention that the
number of particles in the condensate N is now defined as N'= (I, /2|a,|)N, where

+o00o
N = /_ lu(z,t)2dx (3.8)

is an integral of motion (normalized number of particles) of the GP Eq. (3.4). Also, in our
analysis (and particularly in the typical numerical results that will be presented below) we
will assume fixed parameter values 2 =0.1, Vo =1, w =0.5 and b = 1.

In the non-interacting limit [i.e., for I'(z) = 0], the spectrum of the underlying linear
Schrodinger equation consists of a ground state, ug(x), and excited states, w(x) (I > 1).
Our analytical investigation of the nonlinear problem (at the stationary level) in the weakly
nonlinear regime consists of applying a Galerkin-type, two-mode approximation to Eq. (3.4).
In particular, we assume that the wave function u(x,t) can be decomposed as

u(z,t) = co(t)ug(x) + c1(t)uy (), (3.9)
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where ¢y(t) and ¢ (t) are unknown time-dependent complex prefactors. Substituting Eq. (3.9)
into Eq. (3.4) and projecting the resulting equation to eigenfunctions uy and wu;, we obtain
the following equations:

iCb :(wo — ,LL)CO + AO’CO’QCO + DO(2‘CO’201 + C%CT)

+ B(2|c1)?co + cic}) + Dilerer), (3.10)
1C1 :(wl — ,U,)Cl + A1’01’201 + D1(2‘01’2CO + C%CE’;)
+B(2\co\201 +c%c”{) +D0]00]200). (3.11)

In these equations, dots denote time derivatives, stars denote complex conjugates, and wq 1
are the eigenvalues corresponding to the eigenstates ug, 1; in the numerical examples presented
herein, wp and wy can be numerically found to be 0.133 and 0.156 respectively. We should
note in passing here that although wg 1 and wug; are numerically obtained through a simple
eigensolver of the underlying linear Schrédinger problem, it is also, in principle, possible to
develop a perturbative approach towards obtaining such eigenvalues and eigenvectors follow-
ing the work of [233], rendering our semi-analytical approach developed below more proximal
to a fully analytical one. The overlap integrals Ay = [T'(z)ud(z)dz, Ay = [T(x)u}(x)dz,
B = [T(2)ud(x)u}(z)dz, Dy = [T(x)ud(x)ui(z)dz and Dy = [T(x)up(z)ul(zx)dz are con-
stants. Notice that ug(z) and uy(z) are both real functions (due to the Hermitian nature of
the underlying linear Schrodinger problem) and are also orthonormal. In what follows, in the
definition of I'(z) in Eq. (3.7), we will set

a+pB=-1, a—B=-1+c¢, (3.12)

with 0 < ¢ < 2, as shown in the left panel of Fig. 3.1. Notice that in the limiting case
e = 0, the nonlinearity coefficient takes a constant value, I'(z) = —1, and the problem is
reduced to the study of a collisionally homogeneous condensate with attractive interatomic
interactions in a double-well potential; this problem was studied in detail in Ref. [48] by means
of the considered two-mode approximation for both symmetric and asymmetric double-well
potentials. As a result of this choice and of fixing the rest of the parameters, the above overlap
integrals Ag, A1, B, Dy and Dy are functions of € and their dependence on this parameter is
shown in the right panel of Fig. 3.1.

We now introduce in Egs. (3.10-3.11) the amplitude-phase variables c¢; = pjei“’j, 7 =01
(the functions p; and ¢; are assumed to be real and are time-dependent) and derive from
Eqgs. (3.10) and (3.11) the equations for py and ¢q:

po =Bpop? sin(2¢) + (Dopgpr + D1pi) sin(p), (3.13)
3
B0 =(1t — wo) — Agpi — B(20% + p? cos(2)) — (3Dopopy + D%) cos (), (3.14)

where ¢ = o — 1 is the relative phase between the two modes. The equations for p; and
1 can directly be obtained by interchanging indices 1 and 0 in Egs. (3.13) and (3.14).
Focusing on real solutions of Eq. (3.4), we consider the steady solutions, i.e., gy = @o =0
[associated to the fixed points of the dynamical system of Eqs. (3.13-3.14)], with ¢ = knx
with & an integer. In such a case, the equations for py [Eq. (3.13)] and p; are automatically
satisfied, while the equations for ¢y [Eq. (3.14)] and ¢; are reduced to the following algebraic
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Figure 3.1: Left panel: The nonlinearity coefficient I'(x) = « + ftanh(bz) with parameters o + 8 = —1,

a—f =—1+c¢, and b = 1. The panel displays some examples of the shape of I'(z) for different values of
e (i.e., the inhomogeneity parameter): ¢ = 0.5 (blue solid line), ¢ = 1 (green dashed line) and ¢ = 2 (red
dashed-dotted line.) Right Panel: The dependence of the overlap integrals Ao, A1, B, Do and D; on € (for
our choice of the rest of the parameters of the potential and of I'(x)).

system:
2 2 P}
(1 —wo) — Aopi — 3BpT — 3Dopop1 — Dlp—; =0, (3.15)
o
(M — wl) — Alp% — 3B[)g — 3D1p1p0 — Dop—o =0. (316)
1

The semi-analytical part of our considerations will consist of solving these algebraic conditions
for given linear potential V' (z) and nonlinear spatial dependence I'(x) parameters (as men-
tioned above) and we will compare the findings from this two-mode, Galerkin-type truncation
with the full numerical results in what follows.

It is interesting to briefly address the case where ¢ # k7 (hence n(¢) # 0). In that case,
the stationary form of Eq. (3.13) leads to:

_ Dopg + Dip?

O = = Bron

(3.17)
Then it is straightforward to observe that since Dy < Dy, for all €, and B < D; for € > 0.995
(from Fig. 3.1), for such values of €, the fraction of the right-hand-side of Eq. (3.17) can
be shown to be < —1 and, hence, there are no other solutions satisfying Eq. (3.13). For
€ < 0.995 we could not perform a similar semi-analytical calculation. However, we confirmed

numerically the non-existence of additional solutions (to the ones with ¢ = km) for this
domain.
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Figure 3.2: Top panels: The normalized number of atoms N [see Eq. (3.8)] of the solutions of Eq. (3.4) for the
case of attractive interatomic interactions, i.e., for a nonlinearity coefficient I'(z) with parameters a+ 8 = —1
and o« — 8 = —1 + ¢, with ¢ = 0.25 (top left) and ¢ = 0.5 (top right), as a function of the normalized
chemical potential u. The blue solid lines and red dashed lines denote the stable and unstable numerically
found solutions. The green dashed-dotted lines depict the result of the two-mode approximation. Notice that
as N — 0, the spatial profiles of the two branches tend to the linear eigenmodes uo,1 and accordingly i — wo,1.
Bottom panels: The profiles of the wave functions corresponding to branch I (upper blue) and II (lower green).
Along each branch, the profiles are shown for two values of p, i.e., u = 0.1 (left solid) and g = 0.13 (right
dashed); the corresponding labels are a) and b) for the symmetric (in the linear limit) branch shown above,
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while c¢) and d) are for the antisymmetric (in the linear limit) branch shown below.
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3.2 Numerical Results

We begin the exposition of our numerical results by considering 0 < £ < 1, in which case
I'(z) < 0, i.e., attractive interatomic interactions. The top panels of Fig. 3.2 show two exam-
ples: € =0.25 (left) and £ = 0.5 (right). Each of these panels presents the complete diagram
of the numerically generated solutions (blue solid lines correspond to stable solutions and
red dashed lines to unstable ones) to Eq. (3.4) and the corresponding analytical predictions
(green dashed-dotted lines), namely, the results of the two mode approximation obtained
by solving Egs. (3.15) and (3.16). The solutions are expressed in terms of the normalized
number of atoms N [see Eq. (3.8)] as a function of the normalized chemical potential p. The
branches are obtained using a fixed-point Newton iteration (cf. appendix A) and numerical
continuation from the non-interacting limit of the system (i.e., in the absence of nonlinearity).
Then, numerical linear stability analysis is performed to determine whether each branch does
or does not possess real eigenvalues (which result in instability as described in section 2.4).
It is readily observed that the analytical predictions for the different branches through Egs.
(3.15-3.16) are in very good agreement with the numerically found solutions.

0.15
0.1}

5, 0.05}

~0.05 0.5 1

€

Figure 3.3: The value of i at which branches III and IV disappear as a function of ¢ with respect to Fig. 3.2.
The blue solid lines and the green dashed-dotted lines denote the numerically found solutions and the result
of the two-mode approximation, respectively.

Let us now discuss the various branches appearing in the bifurcation diagrams in more
detail. Branch I corresponds to the asymmetric (due to the collisional inhomogeneity) solution
starting at u = wy, the eigenvalue corresponding to the symmetric ground eigenstate ug. The
asymmetry arises immediately after the deviation from the linear limit of N — 0, and becomes
increasing as one drifts further away. Similarly, branch II starts from p = wq, the eigenvalue
of the anti-symmetric first excited eigenstate, and becomes increasingly asymmetric as it gets
away from its linear limit, i.e., when N gets larger. The four bottom panels of Fig. 3.2
provide specific examples of the profiles of this continuation.

Branches I1I and IV correspond to a pair of two other asymmetric solutions which collide at
some critical value of = p" and disappear from then on through a saddle-node bifurcation.
As for the two examples in Fig. 3.2, the critical points are 0.1140 and 0.1054, for the cases
e = 0.25 and € = 0.5, respectively. Moreover, branch IV is observed to move towards branch
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I as e — 0. Specifically, when € = 0, branch IV merges into branch I and the diagram turns
into a pitchfork bifurcation (the two asymmetric branches are mirror images of each other and
both bifurcate from the symmetric solution in that case), which is the case with attractive
interactions analyzed in Ref. [48]. As e increases, the critical point u" of the saddle-node
bifurcation decreases and tends to negative infinity rapidly, especially as € gets closer to 1;
then, branches I1I and IV keep moving to the left of the diagram and disappear finally when &
is close enough to 1. Also, the stability analysis indicates that branch III is the only unstable
one among the four solutions, while the other three are all stable for any value of pu.

As a stringent test of our analytical two-mode approximation, in Fig. 3.3 we show the
critical point of the saddle-node bifurcation u" as a function of the collisional inhomogeneity
parameter e. We observe that the solid line of the fully numerical results is almost identical to
the dashed line yielding the theoretical prediction for the occurrence of this bifurcation. This
figure demonstrates excellent agreement between the analytical results and the numerical
findings.
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Figure 3.4: The norm of the solutions of Eq. (3.4) for a nonlinearity coefficient I'(z) with parameters such
that « + 8 = —1 and o — 8 = —1 + ¢, with e = 1.05 (top left), ¢ = 1.5 (top right) and € = 2 (bottom), as a
function of p. The notation is the same as in Fig. 3.2.

Next, we study the behavior of the solutions when & > 1, in which case the nonlinearity
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is no longer purely attractive. Remarkably, in this case, only two solutions, branch I and II,
still survive for all the examined values of ¢ > 1. We realize that when ¢ grows larger from
0 to 1, both branches I and II move ’clockwise’ and branch II appears to be almost vertical
when e passes the value 1. As e continues to increase from 1 to 2, we find an interesting
new phenomenon: within a certain small range of N, the solution II only exists for chemical
potentials u slightly less than the eigenvalue w; (corresponding to the eigenstate u;) before
it meets a turning point; the latter occurs, for example, at © = 0.1520 or 0.1554 for the
cases € = 1.05 or 1.5, respectively. After the turning point, the solution exists when u gets
larger. This phenomenon is shown in Fig. 3.4, in which it is observed that branch II starts
at the linear limit, persists with dN/du < 0 for a narrow interval of chemical potentials,
before turning to the right with and acquiring dN/dp > 0. It is also worth mentioning that
both branches I and II are still asymmetric and stable in this case; thus, here we observe
an interesting deviation from the well-known Vakhitov-Kolokolov criterion [234] (see, e.g., a
relevant discussion in Ref. [235]) about the slope of the branch determining its linear stability.
We present an explanation of the relevant feature at the end of this section (after observing
similar features in the principally defocusing case below).

Now let us consider the case in which the parameters involved in the nonlinearity coefficient
I'(x) are such that

a+p=1—-¢, a—p=1, (3.18)

with 0 < e < 2, as shown in Fig. 3.5. Notice that Egs. (3.12) and (3.18) produce the same
results when ¢ = 2.
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Figure 3.5: Similar to Fig. 3.1, but with a nonlinearity coefficient I'(z) such that a + 8 =1—¢, a0 — =1
and b =1, with e = 0.5 (blue solid line), e = 1 (green dashed line) and ¢ = 2 (red dashed-dotted line).

Figure 3.6 shows some prototypical examples of the bifurcation diagram of the relevant
solutions when 0 < £ < 1, i.e., in the case of a purely repulsive nonlinearity (notice that the
branches turn to the opposite direction than in Fig. 3.2). Similar to the previous case, four
solutions are found, two of which disappear through a saddle node bifurcation, allowing only
two to survive in the non-interacting (linear) limit of N — 0. As before, the saddle-node
bifurcation becomes a pitchfork one (but now emerging from the anti-symmetric branch) in
the case of a collisionally homogeneous environment, i.e., for £¢ — 0. Preserving the original
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Figure 3.6: The normalized number of particles IV for the solutions of Eq. (3.4) as a function of x in the case
of repulsive interatomic interactions, namely, for a nonlinearity coefficient I'(x) with parameters such that
a+pf=1—cand a—f =1, with e = 0.25 (left) and € = 0.5 (right). The notation is the same as in Fig. 3.2.

notations, branches I and II are the two asymmetric solutions extending to the linear limit,
and starting at u = wo and pu = wy, respectively. Once again branches III and IV disappear
when p decreases to some critical value p® ', which goes up to infinity as € increases to 1. The
dependence of p" on the inhomogeneity parameter ¢ is shown in Fig. 3.7. It is important
once again to highlight the good qualitative and even quantitative (apart from the case of
very large ¢) agreement of the two-mode prediction for " with the full numerical results.
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Figure 3.7: The critical value u" of the normalized chemical potential at which branches III and IV disappear
as a function of € with respect to Fig. 3.5. The blue solid lines and the green dashed-dotted lines denote the
numerically found solutions and the prediction of the two-mode approximation, respectively.

It is interesting to note that in this case as ¢ increases and one of the wells becomes
less repulsive (and eventually attractive for ¢ > 1), the branches I and II keep rotating
‘counterclockwise’. For € > 1, the turning of the branch arises again, on branch I this time,
as shown in Fig. 3.8. In this case, the bifurcation diagram contains only two branches which,
for sufficiently large e, feature opposite monotonicity of the dependence of N on the chemical
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Figure 3.8: The normalized number of particles N of the solutions of Eq. (3.4) as a function of u, for a
nonlinearity coefficient I'(z) with parameters such that « + 5 =1—¢ and a — 8 = 1, with e = 1.05 (left) and
e = 1.5 (right). The notation is the same as in Fig. 3.2.

potential p (although both branches are linearly stable). Similarly to the previous case,
branch III is the unstable solution, while the other three remain stable. In all the cases (and
even these of large €), we again note the strong agreement between the bifurcation diagram
predicted by the two-mode approximation, in comparison with the numerical results.

We observe that in Fig. 3.4 (e.g., in its top left panel) for the case where the nonlinearity
is principally focusing, as well as in Fig. 3.8 (e.g., in its left panel), where it is principally
defocusing, one of the branches changes its monotonicity, as a result of the spatially dependent
nonlinearity. As indicated previously, given the slope condition of the Vakhitov-Kolokolov
criterion [234], it appears to be rather surprising that this change of monotonicity is not
accompanied by a change of stability. However, we argue here that it is not. Defining the
well known linearization operators

1

Ly == 50; + V(2) + 3g(@)[ul* — p (3.19)
1

L= 50} + V(@) +g@)uf - p. (3.20)

it is known from the work of [236,237] that when |n(L4) — n(L_)| = 1 [i.e., the number of
negative eigenvalues of L, minus the negative eigenvalues of L_ is in absolute value equal
to 1], instability arises when the slope condition of Vakhitov-Kolokolov is violated. Since,
when |[n(Ly) —n(L_)| > 1, the relevant theory indicates that the solution is always unstable,
we argue that what should be happening here is that the violation of the slope condition of
Vakhitov-Kolokolov is not associated with an instability because it occurs at the same time as
the change of the count of |n(Ly) —n(L_)| (from 1 to 0 or vice versa). This is precisely what
we numerically illustrate in Fig. 3.9. In particular, the left panel concerns the principally
focusing case associated to the first excited state “turning branch” of Fig. 3.4. There, given
the fact that n(L_) = 1 (due to the one zero-crossing of the configuration itself, which is
an eigenfunction of L_ with a 0 eigenvalue), we expect the count of eigenvalues n(L,) to
change from 2 to 1 exactly at the critical point, precisely as observed in the figure. On the
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other hand, the right panel concerning the ground state branch of Fig. 3.8 for the principally
defocusing case, corresponds to a case with n(L_) = 0. Hence, when the slope condition is
violated (near the linear limit in this case), it has to be true that n(Ly) = 0, while after the
turning point of the branch, the slope condition is satisfied and then n(L,) = 1, which again
is consonant with the observed stability. These features are clearly illustrated in the right
panel of Fig. 3.9. We believe that similar considerations and counts may resolve apparent
paradoxes that seem to be encountered e.g. in [235,238].

0} ~0.01
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N N

Figure 3.9: The eigenvalues of the operator Ly = —%8% + V() 4 3g|u|® — p, which involve negative parts, as
a function of N. The left and right panels relate to the two “turning branches”, i.e. branch II in Fig. 3.4 and
branch I in Fig. 3.8, respectively, for the case that ¢ = 1.05.

3.3 Two-Mode Dynamics

So far, we have considered the two-mode reduction as a tool for identifying (quite successfully,
as shown above) the stationary states of the underlying problem. However, here we illustrate
how the same tool can be used to understand the system dynamics. The two principal
dynamical features of the (symmetric) double-well system involve the oscillations of matter
between the two wells (for low population asymmetries between the wells) and the nonlinearly
induced self-trapping regime (for high population asymmetries between the wells); see e.g.,
[39-41,45]. For this reason, although our setting here is inherently asymmetric (due to the
nature of I'(xz)), it is of interest to develop a variant of the two-mode approximation that
accounts for the population imbalance between the wells.

In order to formulate the problem based on the populations of the left and right well, one
can reformulate our two-mode decomposition as

1 1
u(x,t) = cp(t)—=(up(x) + ui(x)) +cr(t)—=(up(x) — ui(x)), 3.21
(z,t) R()ﬁ(o() 1(x)) L()ﬂ(o() 1(z)) (3.21)
where it is clear that ¢;, and cg are connected with ¢y and ¢ through a simple linear trans-
formation. If we then decompose ¢; = pjewi j = R,L and define the phase difference
A¢ = ¢, — ¢r, and the population imbalance z = p%,/ — p% (recall that N = p% + p%,/), one
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can then project the equation to (ug + uq), as well as to (ug — u1) and eventually obtain the
dynamical equations for the conjugate variables z and A¢. These read:

Agb = — Z(AQ —10B + Al) + N(DO + Dl) — COS(A¢) |:,U,(] — 1+ g(AO — Al)}

z
VN2 _ 22
N2 _— 2,2

e (Dy— D) — cos(2A¢)Z (Ao — 2B + Ay) (3.22)

N
2 =1/ N2 — 22 sln(A(b) |:M0 — U1+ E(AO — Al) + Z(BO — Bl)}
N2 — 22

+ cos(A¢)

sin(2A¢) (4p — 2B + 4) (3.23)

For a detailed derivation of the above equations we refer the interested reader to Appendix
C. It is interesting to examine the dynamical evolution of these equations (their stationary
states are identical to the ones identified above), and to compare their dynamics with the
corresponding PDE dynamics. In the latter, one can also make similar projections to (ug+u1),
as well as to (ugp — u1) and define accordingly cr, g, as well as thereafter z and A¢. A
comparison of the (z, A¢) phase space for different € of such canonically conjugate variables
can be found in Fig. 3.10. It can be clearly observed that for non-zero e the reflection
symmetry around z = 0 is broken. For increasing e the population imbalance of the stationary
states shifts towards larger values of z (see also Fig. 3.11), denoting a larger occupation of
the right well compared to the left one. This can be understood by taking into account that
we consider the case of repulsive interaction. There, an increase of ¢ implies a reduction
of interaction in the right well (see Fig. 3.5). So, pictorially speaking, the atoms feel less
repulsion in the right well than in the left one, leading to the observed population imbalance.
For small populational asymmetries (around the nonzero stationary ones), the system executes
inter-well matter-transfer oscillations. On the other hand, beyond a critical asymmetry in
the initial populations, we enter the self-trapping regime, as is shown both in the partial
differential equation of the full dynamics and in the above reduced two-mode description of
Eqs. (3.22-3.23). For non-zero € the value of this critical points taken at d¢p = 0 depend also
on their sign, in contrary to the symmetric case for e = 0. For small values of € there are two
critical points, which increase with increasing e. Eventually, the positive one ceases to exist
as one can see by inspecting Fig. 3.10 for e = 0.5.

A detailed discussion of the dynamical comparison of the two-mode approximation with
the corresponding results of the full system can be found in [45]. There, it is highlighted how
the effect of a reduced barrier height of the trapping potential or increased interactions can
deteriorate the dynamical effectiveness of the two-mode reduction.

Here we explore the role of the collisional inhomogeneity in affecting the accuracy of this
reduction, by illustrating a prototypical diagnostic, namely the critical population imbalance
threshold beyond which self-trapping occurs, as this is identified in the full dynamical equation
and as it is obtained within the two-mode reduction. This is shown in Fig. 3.11. It can be
seen that as e increases, both critical points (the positive and the negative one) increase.
The positive one vanishes when it is equal to the total number of atoms. By comparing the
results obtained by solving the PDE with the results of the ODEs one observes that the two-
mode approximation becomes less accurate, as e increases, in capturing the corresponding
threshold, a feature that we have also seen regarding stationary state properties; see e.g. Fig.
3.7.
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Figure 3.10: Phase diagrams for ¢ = 0.25 (left column) and ¢ = 0.5 (right column) and N = 0.5. The results

from the ordinary differential equations (3.22-3.23) are shown in the top row, while the corresponding results
from the partial differential equation are shown in the bottom row.
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Figure 3.11: The critical points z., of population imbalance above which there exists self-trapping are shown
in the time-dependent Gross-Pitaevskii equation (TDGPE) and in the two-mode approximation (2M) for
N = 0.5. Notice that in this setting, the population imbalance becomes nonzero when ¢ # 0 due to the
asymmetry (as shown by the dashed line).
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3.4 Conclusions

In this chapter, we studied in detail the nature of the most fundamental matter-waves (em-
anating from the linear limit of the problem) that emerge from a quasi-1D collisionally in-
homogeneous Bose-Einstein condensate trapped in a double-well potential. We specifically
considered a setup which features distinct scattering lengths between the two wells, including
also the case where the nonlinearity coefficient of the pertinent Gross-Pitaevskii equation has
different signs in the the two wells. We observed that the relevant phenomenology is different
in the considered collisionally inhomogeneous environment in comparison to the collision-
ally homogeneous case studied previously. In particular, even for weak inhomogeneities, the
asymmetry (that the spatial dependence of the nonlinearity introduces) induces a modifica-
tion of the bifurcation picture of the double-well potential and a change in the nature of the
symmetry-breaking bifurcation from a pitchfork to a saddle-node; this is reminiscent of sim-
ilar modifications to the bifurcation picture due to asymmetries of the linear potential [48].
On the other hand, it was found that as the strength of the inhomogeneity is increased,
even this saddle-node “recollection” of the symmetry-breaking bifurcation eventually disap-
pears (the corresponding critical point is pushed to infinity) and only one nonlinear branch
persists that corresponds to each state of the problem’s linear limit. Interestingly also, as
the inhomogeneity acquires opposite sign values of the scattering length, the monotonicity
of the number of atoms’ dependence on the chemical potential may change (and may even
be different between the two branches), although they do maintain their stability (which
presents an interesting deviation —in this spatially inhomogeneous case— from the well-known
Vakhitov-Kolokolov criterion that we rationalized in detail above). All of this phenomenol-
ogy, including the detailed bifurcation diagram and other specific features, such as the critical
point of the saddle-node bifurcation and its dependence on the degree of inhomogeneity, are
captured remarkably accurately by a Galerkin-type, two-mode approximation and a resulting
simple set of algebraic equations. Finally, we also briefly discussed dynamical aspects of the
system including a phase space reduction in the population imbalance-interwell phase differ-
ence space. We have illustrated that despite the ensuing asymmetry in the phase space (for
positive vs. negative population imbalances), the two-mode reduction can accurately capture
the threshold of transition from Josephson matter-wave oscillations to nonlinearly induced
self-trapping (especially so for weak collisional inhomogeneities).

Our investigation herein presents some testable predictions for the original physical system
and its realization in atomic physics or, also possibly, in nonlinear optics [51]; in particular,
as the nonlinearity becomes increasingly different in the two wells, the emergence of addi-
tional states should be occurring for increasingly larger number of atoms and eventually, such
additional states (in particular, the stable one among them) should no longer be observable.






Chapter 4

Matter-Wave Solitons in the Presence of Collisional
Inhomogeneities: Perturbation Theory and the Impact
of Derivative Terms

Our aim in this chapter is to study the dynamics of matter-wave solitons in the presence of
a spatially-dependent nonlinearity in quasi-one-dimensional BECs. We consider both dark
solitons in repulsive BECs, as well as bright solitons in attractive BECs. In the case where
the sign of the nonlinearity coefficient (hereafter referred to as g(x)) does not change, we first
show that a change of variables can convert the spatially variable nonlinearity problem into
a “regular” one where the nonlinearity has a constant prefactor. This transformation results
in the emergence of two additional perturbation terms: one of them can be considered as
an effective potential term (i.e., a spatially-dependent function multiplying the macroscopic
wave function u), while the other one can not (it consists of a spatially-dependent function
multiplying the derivative of the wave function O0,u, for an elongated BEC along the x-
direction). We use this transformation as a starting point in order to develop perturbation
theory for the soliton dynamics in the presence of g(x) for the case of arbitrary g(z). However
our focus is on the case where g(x) is such that the potential term completely vanishes. The
reason for this selection is that it appears to be the less physically intuitive case (due to the
derivative nature of the corresponding perturbation). Moreover, the effect of a perturbation
induced by a “standard” potential term has been studied fairly extensively in the BEC context
(see, e.g., [1-3,5]), also in the particular case of collisionally inhomogeneous BECs (see,
e.g., [80,81,84]). The results of this chapter are published in Ref. [239].

Our investigation is structured as follows. In the next section, we give the general setting
and analyze the relevant transformation. In section 4.2, we focus on dark solitons, first
providing the general theory, and then applying it to the particular case of interest. In
section 4.3, we follow a similar path for the case of bright solitons. Finally, in section 4.4, we
summarize our findings and present our conclusions.

4.1 Perturbed Gross Pitaevskii Equation and the Derivative-Only
Case

In this chapter we will restrict ourselves to an effective 1D description accounting only for the
longitudinal dynamics of the condensate. In the transverse directions the atoms should be
tightly confined by an isotropic harmonic potential with a trap frequency w; (associated with
the harmonic oscillator length a ). The longitudinal motion takes place in the z-direction
and should not be confined. Then, the corresponding mean-field equation is given by (cf.
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section 2.2.2)
h2
iU = —%ang + g(x)|V|*w (4.1)

where W (x, t) is the macroscopic wave function, m the atomic mass and g(z) = g©®P) (x)/2ma%
the effective 1D interaction coefficient. ¢®P)(z) = 4wh®a/m characterizes the two-particle
interaction in 3D with the s-wave scattering length a. The value of the scattering length
can be tuned by the use of Feshbach resonances (cf. section 2.1.3). Measuring = in units of
VA/(Mw), t in units of 1/w and energy in units of hw allows us to express Eq. (4.1) in the
following form:

1
10U = —§a§w + slg(x)||¥*W, (4.2)

where the coefficient s = sgn(g) = £1 for attractive and repulsive condensates, respectively.
Note, w is a scaling frequency which has to be adjusted for a concrete problem in such a
way that the real (physical) coupling coefficient gpnys = g/(hw). Applying the transformation
U = % allows us to rewrite Eq. (4.2) in the following way:

1 ~ 1
1O = _§a§u + slulPu + Vegp(w)u — @ax%axu, (4.3)
with the effective potential term V,;;(z) = —%\/ﬁ(ﬁ%. Equation (4.3) can be written as

the usual NLS equation (with a defocusing or focusing nonlinearity for s = +1, respectively)
with an external spatially-dependent perturbation Plu(z,t); z], namely:

1
i0pu + 58%11 — slulu = Plu(z,t); z]. (4.4)

The perturbation can be expressed as Plu(x,t);z] = Prlu(z,t);x] + Pynplu(z,t); 2], ie., it
consists of a linear effective potential contribution Py [u(z,t); 2] = V.ss(z)u(z,t), as well as of
a non-potential perturbation of the form Pyplu(x,t);z] = —\/ﬁaxﬁaxu. In this chapter we
are mainly interested in the effects of the less standard, non-potential type of perturbation.

Therefore, we assume the collisionally inhomogeneous interaction to be of the form

1

g(z) = D+ o) (4.5)

with arbitrary constants C' and D. For such a particular selection of g(z), Ves¢(z) vanishes
leading to the perturbation

C

Plu(z,t);z] = “D1Ca

Ox, (4.6)
consisting only of the non-potential contribution in the right hand side. Thus we can in-
vestigate the pure effects of the latter, non-standard contribution (the effects of a standard
linear potential have been studied fairly extensively; see e.g. [1-3,5]). We choose C' = 1 and
D = —200; thereby the singularity in the perturbation occurs at z"Y = 200 (which will be
outside the region of interest in our domain). For this choice, the spatial dependence of the
coefficient g(x) is shown in Fig. 4.1.
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Figure 4.1: Spatial dependence of the interaction parameter g(x) for C' = 1 and D = —200 for a repulsive

condensate.

4.2 Dark Matter-Wave Solitons

4.2.1 Full Perturbative Approach

Let us first consider the case of dark matter-wave solitons for s = 1. In order to treat effects
of the perturbation (4.6) on a dark soliton analytically we employ the adiabatic perturbation
theory assuming that the functional form of the soliton remains unchanged by the pertur-
bation (an assumption that in our setting will be justified a posteriori). We first use the
transformation v — wexp(—it) to put Eq. (4.4) in the form

1
i0yu + §8§u — (Ju|* = Du = Plu(x, t); 2] (4.7)
and use as an ansatz for the soliton, the following expression,
u = Btanh(B(x — zg)) + i4, (4.8)

which is the exact dark soliton solution of the above mentioned unperturbed NLS equation
(cf. section 2.3.2). According to the above discussion, the soliton depth A, velocity B (with
A% + B2 = 1), and center x( are assumed to be unknown functions of time. The Lagrangian
density of an unperturbed dark soliton is given by [124]:

L(u) = %(u*@tu —udu*)(1 L ) — %\Bxu\Q — —(Ju* = 1), (4.9)

1
Juf? 2

while the averaged Lagrangian, L = [dxzL(u), can be calculated by substituting (4.8) in
Eq. (4.9) yielding:

L(A, z0) = 20z [—AB + tan_l(—)] - -B3. (4.10)
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In [240] it was shown that, within the framework of the adiabatic perturbation theory for
small perturbations, the parameters of the soliton o; = {zy, A} obey the the Euler-Lagrange
equations

d *
Oy L — %80[3L = 2Re{/ dx P*(u)0a, u} (4.11)

with a; = Oyorj. This leads to a system of ordinary differential equations (ODE) for A and
ZTo:

1 1
A=-DB3 — sech?[B(z —
Oy 5 / dx\/q0y \/gsec [B(x — x0)]

+ iBz / dxﬁ@i% tanh[B(z — zo)]sech?[B(z — x0)], (4.12)

Opxg =A — %A/dﬂv\/ﬁ@x%sechﬁB(x — x9)] [tanh[B(x — )]
+ B(z — zg)sech?[B(z — xo)]}

1 1 1
—1 /d:v\/ﬁ(?i% “E tanh?[B(x — z0)] — 1]

+ (& — xo) tanh[B(x — x¢)]sech?[B(z — xo)]} . (4.13)
For an interaction obeying Eq. (4.5), the terms arising from the linear potential vanish, leading
to the system:

C
D+ Cx

1
Orxg =A — 514 dx

sech![B(z — )], (4.14)

atA :%BB/dCC

D stechQ[B(x — z9)] [tanh[B(x — x0)]

+ B(z — x0)sech?[B(z — xo)]} : (4.15)

4.2.2 Approximations

We can simplify the general framework of Eqgs. (4.12,4.13) by performing a Taylor expansion
of the interaction around x = x, leading in first order to

2 1
NA == (1 — A?)\/g(20)0p ——— (4.16)
3 V(@) o=
1A 5 1
8,51’0 ~A+ Zﬁ\/ g(xo)axm — . (417)

The Taylor expansion around zg can be justified in most settings due to the exponential
localization of the soliton around its center. Dropping higher-order terms essentially implies
that the interaction does not change on the scale of the width of the soliton (if the latter
assumption is invalid, then we can not resort to this approximation). In the special case of
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the interaction (4.5) the following evolution equations are obtained:

2 C

NA (1 — A%)——— 4.18

! 3( )D + Cxy (4.18)

Dyo ~A (4.19)

By combination of Eqgs. (4.18) and (4.19), we obtain a single second-order ODE
2 C
2 2
_z 1— 4.2
%20 = 35 e L= (90)7] (4.20)

for the center of the soliton. If the velocity of the soliton is small, d;x¢ < 1, one can neglect
the second term in the right hand side of Eq. (4.20) leading to:

2 C

- 4.21
3D+C.%’0 ( )

331‘0 =

We will discuss the validity of this approximation in our numerical results below. Equation
(4.21) is the equation of motion (EOM)

%o = =0,V (20), (4.22)

of a particle in the presence of the effective potential
2
Vel (zg) = —3 In(|Cz¢ + D)). (4.23)

Therefore, we will denote Eq. (4.20) as EOM and Eq. (4.21) as EOM, in the next section.
As an interesting aside, we should note that even in the presence of the kinetic term (i.e., if
(0y0)? is not neglected), one can rewrite Eq. (4.20) as a Hamiltonian system (see Ref. [241])
using a generalized momentum P = g(z¢)0;xg. With this momentum one finds for a system

({9252.%'0 = f(m'o)[l — (3tx0)2], (4.24)
the equations of motion
P
Oyrg =——, 4.25
K0 = ) (4.25)
Ine9(@o)  f(wo)
O P =g(xo) f(xg) + P?[22 - , 4.26
t g( O)f( 0) [ (g(xO))2 g(xO)] ( )
which correspond to the Hamiltonian
1 P2
H(xy, P) == + F(xg), 4.27
(@0.P) = 5= + Flaa) (427
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with
o
oton) =exp |2 [ dei i) (4.29
1
F(zo) = — 59(0)- (4.29)
In the particular case of f(zg) = % D +CC:co7 one obtains for the momentum
P = A(D + Cz0)3 a0, (4.30)
and for the Hamiltonian
P2 a1 1
H(xo,P) ﬂ(D—l-CI'Q) 3 — §A(D—|—C$Q)3 (431)

4.2.3 Numerical Results

In this section we present and compare the numerical results obtained by solving the full
partial differential equation (PDE) of the GP type (4.4), as well as the ODEs (4.14,4.15), the
EOM (4.20) and the simplified EOM,, (4.21). We have confirmed that throughout our simu-
lations the soliton is localized in a region with a well defined perturbation avoiding the singu-
larity. Since the soliton is exponentially localized, the spatial integrations in Eqs. (4.14,4.15)
can be restricted to a region around the center of the soliton with a finite perturbation and
a well defined integrand. The time evolution is performed by the Adams-Bashforth-Moulton
predictor-corrector method (cf. Appendix A).

Figure 4.2 shows the time evolution of the density profile of a dark soliton with x4(0) = 0 for
different initial velocities obtained by solving Eq. (4.4). Black represents the highest density,
while white corresponds to the lowest density. The dotted lines are the results for zy (the
center of the soliton) as obtained by solving the ODEs (4.14,4.15). The results agree very
well, showing that the adiabatic perturbation theory describes the motion of the center of the
soliton accurately. For A;,; = 0 (lowest curve) the soliton gets accelerated to the negative
half-plane and moves immediately into this direction. For A;,; = 0.25 and A;p;; = 0.5
(middle and top curve, respectively), the soliton also gets accelerated into the direction of
the negative half-plane but starts moving to the positive one due to its initial velocity until
it reaches a turning point of zero velocity and changes direction. By investigation of Fig. 4.1
one observes that in the considered region the value of the interaction parameter decreases for
decreasing x. Thus, the soliton gets accelerated into the direction with a smaller interaction
parameter. Due to the fact that the interaction is repulsive, the interaction energy decreases
with decreasing interaction parameter. So the soliton tends to move into the region with less
interaction energy. This happens despite the fact that the interaction parameter does not
enter explicitly in the perturbation as a potential but rather through the product of its first
derivative and the first derivative of the scaled wave function.

Figure 4.3 shows the time evolution for z¢(0) = 0, A;nix = 0(a) and A; = 0.5(b) of the
differences between the results for the center of the soliton obtained by solving the PDE,
and the ODE, EOM and EOM,, respectively. We calculated the center of mass of the PDE
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Time

Figure 4.2: Time evolution of the density of dark solitons with zo(0) = 0 and A;n:+ = 0, 0.25, 0.5 (from bottom
to top). The dotted line is the CM parameter (x¢) obtained by solving the ODEs (4.14-4.15).
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Figure 4.3: Difference of the soliton center Ax( calculated by solving the PDE with the result of the ODEs,
EOM and EOM, for Aini = 0.0 (a) and Ainse = 0.5 (b).

solution by performing the integration

xo = /x(b - |u|2)dx//(b — |u|?)dz, (4.32)

with b = |u(x)|? being the background density evaluated far away from the center of the
soliton. The thus calculated center of mass position denotes the position of the soliton. The
differences for the ODEs and the EOM are almost equal and small for both initial velocities.
So the adiabatic perturbation theory works fine for describing the center of the soliton. The
results obtained by solving EOM, coincide for a small time period with the result of the PDE.
For longer times, they deviate from these results. For a larger initial velocity the deviation is
even larger. The reason for this is that we neglected the impact of the velocity in EOM, and,
thus, the approximation gets worse for larger velocities. However, the qualitative behavior is
described correctly even within this approximation. Hence, one can understand the behavior
of the soliton as a particle moving in the effective potential (4.23) and thus can explain the
acceleration observed in Fig. 4.2.
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4.3 Bright Matter-Wave Solitons

4.3.1 Full Perturbative Approach

In the case of attractive interactions (s = —1), Eq. (4.4) reads after substitution of 7 = t/2
i0ru + 02u + 2Ju)?u = 2¢P(u). (4.33)

In the absence of perturbations, it is well known that Eq. (4.33) possesses a bright soliton
solution of the form (cf. section 2.3.2)

u(z,t) = 2inexp(—2i{x — i®)sech(z), (4.34)

where z = 2n(x — (), while 7 represents the amplitude, ® the phase and ( the center of
the soliton, and £ is related to the velocity of the soliton. For a small perturbation, we can
now employ the adiabatic perturbation theory for bright solitons [242] to treat the pertur-
bation effects analytically. Then, the soliton parameters become slowly-varying functions of
time, however the shape of the soliton remains unchanged (once again this is a principal
assumption that will be justified a posteriori). With the general perturbation arising due
to a spatially-dependent scattering length, one arrives at the following system of ordinary
differential equations for the parameters of the soliton:

o.n=si’¢ [ dﬁvx/ﬁﬁx%sechz[%(ﬁv o) (4.35)
o.c=si’ [ dmax% tanh?[2n(z — C)Jsech[2q(z — )]

o2 / dmﬁ&i% tanh[2n(z — O)sech?[2n(z — )], (4.36)
0.¢ =+ [ dw&ax%(:c ~ O)sech?[2n(z — C)], (4.37)

- ® =4(% — n?) + 8n? /d:c\/ﬁamﬁsech2 [2n(z — ¢)] tanh[2n(z — ()]
[1 - 29 tanh 20z — )]

— 2 / d:v\/ﬁa,%%secthn(ﬂ? — Q)][1 = 2nz tanh[2n(z — ¢)]]. (4.38)

For an interaction parameter of the form (4.5) one obtains:

C
d-m =8n>¢ / de n stechQ[Qn(x — ()] (4.39)
- =8 de fC’x tanh?[2n(z — ¢)]sech?[2n(z — ¢)] (4.40)
0. =~ 16+ 8¢ [ dop (o — sect?2a(s — O) (4.41)
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- =4(€2 —n?) + 81 [ da sech?[2n(x — ¢)] tanh[2n(z — ¢)]

C
D+ Cx
[1 — 25z tanh[2n(z — ¢)]]. (4.42)

4.3.2 Approximations

From the above equations it is clear that Eq. (4.42) describes the time evolution of the
phase of the soliton which, however, does not emerge in the equations determining the other
parameters. Therefore, we will restrict our considerations to Eqs. (4.39-4.41). Since the
soliton is exponentially localized around x = { we can perform a Taylor expansion around ¢
and thus simplify Eqgs. (4.35-4.37) as follows:

1

0y =81€\/9(C)Dy——e 4.43
1 =81&/9(C) o) o (4.43)
_8 o 1

0-8 =31V 9(C)0s G o= (4.44)

B¢ = — 4¢. (4.45)

The physical interpretation of this approximation is that the interaction parameter does not
vary over the width of the soliton. Focusing more specifically on a collisional inhomogeneity
of the form of Eq. (4.5) where these contributions vanish exactly, leads to

8C
O, — 4.46
S wwer (4.46)

8, C
0-¢ =3" D1 o¢ (4.47)
0,¢ = — 4¢. (4.48)

We can solve the simplified Eq. (4.46) directly by using Eq. (4.48):
_ 0y 1C<¢(0) + DP?

Combination of Eqgs. (4.47-4.49) and back transformation to the real time ¢ leads to the
equation of motion for the soliton center:

8 C¢(0) + D)*
opc = sonoP GO T (1.50)
with an associated effective potential:
2 C¢(0) + D)*
Veff(C) = 577(0)2[ [é(é- :—_i_D]j . (451)

4.3.3 Numerical Results

Figure 4.4 shows the time evolution of the density of the bright soliton (note that, in contrary
to before, black represent zero density, while white represents high density). The results are
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obtained by integration of Eq. (4.4) with an initial state given by Eq. (4.34) with parameters
initialized as n = 0.5, ® = ¢ = 0 and &;;x = 0, 0.25, 0.5 (from top to bottom). The dotted line
shows the corresponding results for the center of the soliton ¢ obtained by solving Eqs. (4.39-
4.42). The results of the perturbation theory once again agree very well with the results of
the PDE. In the case of zero initial velocity (top curve), the soliton gets accelerated to the
positive half-plane and starts moving into this direction immediately. For positive &+ the
initial velocity is negative, according to Eq. (4.40), leading to a motion towards the negative
half-plane. However, the soliton still moves toward the direction of the positive half-plane,
due to its initial speed, yet eventually it acquires a zero velocity and a change of the direction
of motion occurs. The direction of the acceleration is the direction of increasing interaction
parameter as can be seen by comparing the results with Fig. 4.1, as this minimizes the energy
of the system (even though the interaction does not act, strictly speaking, as a potential).

Time

Figure 4.4: Time evolution of the density of a bright soliton with initial parameter n = 0.5, ® = ( = 0 and
&init = 0, 0.25, 0.5 (from top to bottom). The dotted line shows the result for ¢ (the center of the soliton)
from the adiabatic perturbation theory.

Figure 4.5 shows the difference of the center of the soliton calculated by the PDE with the
results of the ODEs (4.39-4.41) and the EOM (4.50). The center of the soliton of the PDE

solution is determined by the quotient

C/:Jc]u\de//]u\de. (4.52)

Figure 4.5a shows the differences for n = 0.5, ® = ( = 0 and &;,,; = 0. The difference of the
EOM result from the PDE result is slightly larger than the difference of the ODE result. Both
differences increase with time but they are still very small for the time period considered.
Fig. 4.5b shows the differences for n = 0.5, ® = { = 0 and &;,;+ = 0.5. In this case, the
absolute differences are an order of magnitude larger than in the previous case. However,
compared to the position and width of the soliton one can still regard them as small. The
results of the ODEs and the EOM are almost equal. A conclusion of this investigation is that
the dynamics of the soliton is described fairly accurately by the model of a particle subject
to the effective potential (4.51).
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Figure 4.5: Difference of the soliton center calculated by solving the ODE and EOM to the result of the PDE
with initial parameter n = 0.5, ® = ( = 0 and &init = 0 (a) or &nit = 0.5 (b).

4.4 Conclusions

In this chapter, we considered the effect of (slowly-varying) spatially dependent nonlinearities
of a definite sign on both dark and bright matter-wave solitons of repulsive and attractive
Bose-Einstein condensates, respectively. We have shown that a relevant transformation can be
employed to convert the spatially dependent nonlinear problem into one of spatially uniform
nonlinearity, at the expense of introducing two perturbative terms. One of the latter is in the
form of a linear potential (which have been considered extensively previously), while the other
constitutes a non-potential type of perturbation, being proportional to the spatial derivative
of the field. To especially highlight the non-potential nature of the second term, we considered
collisional inhomogeneities of inverse square spatial dependence, whereby the linear potential
perturbation identically vanishes, and the purely non-potential one has to be considered.
Even in these settings (but also more generally), we found that soliton perturbation theory
provides a powerful tool towards describing such collisional inhomogeneities.






Chapter 5

Dark Solitons in Cigar-Shaped Bose-Einstein
Condensates in Double-Well Potentials

In this chapter we study the statics and dynamics of dark solitons in a cigar-shaped Bose-
Finstein condensate confined in a double-well potential. So far, there exist only a few studies
on matter-wave dark solitons in double-well potentials [243,244]. In particular, Ref. [243]
was devoted to the study of nonlinearity-assisted quantum tunneling and formation of dark
solitons in a matter-wave interferometer, which is realized by the adiabatic transformation
of a double-well potential into a single-well harmonic trap. On the other hand, in Ref. [244],
the stability of the first excited state of a quasi-1D BEC trapped in a double-well potential
was studied and regimes of (in)stability were found; note that in the nonlinear regime, the
first excited state of the BEC is nothing but the stationary “black” soliton — alias “kink” —
solution of the pertinent 1D GP equation.

We study dark soliton states in cigar-shaped BECs — being in the dimensionality crossover
regime from 3D to 1D — confined in double-well potentials that are formed by a combination
of a harmonic trap and an optical lattice. Our aim is to systematically study, apart from
the single stationary dark soliton (see Ref. [244] for a study in the TF-1D regime), multiple
dark soliton states as well; such a study is particularly relevant, as many dark solitons can be
experimentally created by means of the matter-wave interference method, as demonstrated in
Refs. [110,112]. Our study starts from the non-interacting (linear) limit, where we obtain the
pertinent excited states of the BEC and, then, using continuation in the chemical potential
(number of atoms), we find all branches of purely nonlinear solutions, including the ground
state and single or multiple dark solitons, and their bifurcations. An important finding of our
analysis is that the optical lattice (which sets the barrier in the double-well setting) results
in the emergence of nonlinear states that do not have a linear counterpart, such as dark
soliton states, with solitons located in one well of the double-well potential. As concerns
the bifurcations of the various branches of solutions, we show that particular states emerge
or disappear for certain chemical potential thresholds, which are determined analytically, in
some cases, by using a Galerkin-type approach [48]. For each branch, we also study the
stability of the pertinent solutions via a Bogoliubov-de Gennes (BdG) analysis. Furthermore,
based on the weakly-interacting limit of the model, we study analytically small-amplitude
oscillations of the one- and multiple-dark-soliton states. Particularly, we obtain equations
of motion for the single and multiple solitons from which we determine the characteristic
soliton frequencies; the latter, are found to be, in many cases in good agreement with the
eigenfrequencies found in the framework of the BAG analysis. The results of this chapter are
published partly in Ref. [245].

The chapter is organized as follows. We present our model in section 5.1 and provide the
theoretical framework of our analysis. In Sec. 5.2, we study the bifurcations of the branches
of the solutions of the model and study their stability via the BAG equations. In Sec. 5.3, we
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provide some analytical estimates for the soliton frequencies based on the dynamics of solitons
and compare our findings to the ones obtained by the BdG analysis. Sec. 5.4 is devoted to a
study of the soliton dynamics numerically, and shows the manifestation of instabilities when
they arise. Finally, in Sec. 5.5, we present our conclusions.

5.1 Model and Theoretical Framework

5.1.1 The Effective 1D Mean-Field Model and Bogoliubov Analysis

We consider a BEC confined in a highly elongated trap, with longitudinal and transverse
confining frequencies (denoted by w, and w, , respectively) such that w, < w, . In contrary
to the previous chapters we do not apply the 1D GPE in this chapter for describing the
condensate. Most experiments investigating solitons are not in the 1D regime and importantly
this leads to a modification of the soliton oscillation frequency in a trap (cf. section 5.3.1 for a
detailed discussion). Therefore we apply the effectively 1D mean-field model describing cigar
shaped condensates with a non-cubic interaction derived in section 2.2.3. In this chapter we
apply the Gerbier equation (2.34), however applying the non-polynomial Schrédinger equation
(2.40) would lead to similar results. The Gerbier equation reads

h2
ihdy) = —%33 + Vext (2) + hw i /1 + 4aly)? | 4, (5.1)

where 1(z,t) is normalized to the number of atoms, i.e., N = fj;o [Y|%dz, a is the s-wave
scattering length, m is the atomic mass, and Vg..(2) is the longitudinal part of the external
trapping potential.

Let us now assume that the trapping potential is a superposition of a harmonic trap and
an optical lattice, characterized by an amplitude Vj and a wavenumber k, namely,

1
Vext (2) = 5mw§z2 + Vo cos? (kz). (5.2)

It is clear that a proper choice of the potential parameters (and the number of atoms) may
readily lead to a trapping potential that has the form of an effective double well potential;
in such a setting, the height of the barrier can be tuned by the amplitude of the optical
lattice. In our considerations below, we consider the case of a 8Rb condensate, confined in
a harmonic trap with frequencies w; = 10w, = 27 x 400Hz (these values are relevant to the
experiments of Refs. [110,112]); furthermore, we will vary the optical lattice strength in the
range of Vo = 0 to Vo = 1.16 x 1072 eV, thereby changing the trapping potential from a
purely harmonic form to a double-well potential. Finally, we will assume a fixed value of the
optical lattice wavenumber, namely k = 7/5.37 ym~1.

Next, assuming that the density, length, time and energy are measured, respectively, in
units of a, oy = \/h/mw (transverse harmonic oscillator length), wll, and hw , we express
Eq. (5.1) in the following dimensionless form,

i0ph = Hip + /1 + 4|9[20, (5.3)

where H = —(1/2)92 4 (1/2)922% + Vj cos?(kz), is the usual single-particle Hamiltonian and



5.1 MODEL AND THEORETICAL FRAMEWORK 65

Q = w,/w, is the normalized harmonic trap strength (note that the normalized optical lattice
strength Vj is measured in the units of energy hw, ).

Below, we will analyze the stability of the nonlinear modes of Eq. (5.3) by means of the
BdG equations. It is clear that the BdG equations derived from the Gerbier equation differ
from the ’standard’ BdG equations (2.69-2.70) derived from the GPE. However one can use
the same scheme as described in section 2.4 for deriving the following BdG equations:

[H = p+ flu+ gv = wu, (5.4)
[H — p+ flv+ gu = —wv, (5.5)

where p is the chemical potential, and the functions f and g are given by f = g + /1 + 4nyg,
and g = 292 /v/1+ 4ng (with ng = [th]?).

Then, solving Egs. (5.4-5.5), we determine the eigenfrequencies w = w, + iw; and the am-
plitudes u and v of the normal modes of the system. Note, the system possesses again an
Hamiltonian structure and therefore holds if w is an eigenfrequency of the Bogoliubov spec-
trum, so are —w, w* and —w* , and consequently the occurrence of a complex eigenfrequency
leads again to a dynamic instability. Thus, a linearly stable configuration is tantamount to
w; = 0, i.e., all eigenfrequencies being real. Moreover, one can define the Krein sign of a mode
in the same way as described in section 2.4.

5.1.2 Dark Soliton States

Exact analytical dark soliton solutions of non-linear Schrodinger (NLS) equations with a
generalized defocusing nonlinearity, such as Eq. (5.3), are not available. In fact, in such
cases, dark solitons may only be found in an implicit form (via a phase-plane analysis) or
in an approximate form (via the small-amplitude approximation) [246]. Nevertheless, exact
analytical dark soliton solutions of Eq. (5.3) can be found in the weakly-interacting limit
(4]y|* < 1), and in the absence of the external potential: in this case, Eq. (5.3) is reduced to
the completely integrable cubic NLS model, which possesses single- and multiple-dark-soliton
solutions on top of a background with constant density n = no = p (cf. section 2.3.2).

Generally, the single dark soliton, as well as all higher-order dark soliton states, can be
obtained in a stationary form from the non-interacting (linear) limit of Eq. (5.3), correspond-
ing to N — 0 [247,248]. In this limit, Eq. (5.3) is reduced to a linear Schrédinger equation
for a confined single-particle state, namely the equation of the quantum harmonic oscilla-
tor, together with the contribution of the optical lattice. However, due to the presence of the
harmonic trap, the problem is characterized by discrete energy levels and corresponding local-
ized eigenmodes. In the weakly-interacting limit, where Eq. (5.3) is reduced to the cubic NLS
equation, all these eigenmodes exist for the nonlinear problem as well [247,248], describing
an analytical continuation of the linear modes to a set of nonlinear stationary states. Recent
analysis and numerical results [249] (see also Ref. [112]) suggest that there are no solutions
of Eq. (5.3) without a linear counterpart, at least in the case of a purely harmonic potential.
However, as we will show below, the presence of the optical lattice in the model results in
the occurrence of additional states, for sufficiently large nonlinearity (large atom numbers),
which do not have a linear counterpart.

Next, let us discuss the dynamics of dark solitons in the considered setup with an external
potential in the weakly-interacting limit (4|1)|?> < 1). Therefore, we factorize the total wave
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function ¥ = ngu into the background density ng and the soliton wave function u. We assume
that the background density is given by the ground state wave function of the condensate
and that we can use the TF approximation to describe the latter. Then Eq. (5.3) may be
expressed as a perturbed NLS equation for the soliton wave function u, namely,

1
i0yu + §8Zu — u(|ul? = Du = P(u), (5.6)

where the effective perturbation P(u) is given by:

9 1 1 dVv ou
Here, V(z) = (1/2)Q%2% + Vjcos?(kz) is the trapping potential, and all terms of P(u) are
assumed to be of the same order. Furthermore, assuming that the length scale of the trap is
much larger than the width of the soliton, one can apply the adiabatic perturbation theory
for dark solitons devised in Ref. [122,250] to derive the following equation of motion for the
slowly-varying dark soliton center zo(t) [138]:

d220 1 d‘/eﬂ‘
dt2 2 dz (5-:8)
where the effective potential felt by the soliton is given by:
1 1 2 k?
=022+ V1= —2) = 2kz). .
Vet (2) S+ 2Vo[ <3 ) 6/J cos(2kz) (5.9)

At this point we should make the following remarks. First, for the derivation of Eq. (5.8),
it was assumed that the background density of the condensate can be described via the TF
approximation; this actually means that Eq. (5.8) is valid only for sufficiently large number
of atoms. At the same time, however, the derivation of Eq. (5.8) was done in the framework
of the cubic NLS model, i.e., the weakly-interacting limit of Eq. (5.3), which is valid for
sufficiently small number of atoms. Nevertheless, Eq. (5.8) may still be relevant to provide
some estimates. It is known that the soliton oscillation frequency (for a BEC confined in
a harmonic trap) is up-shifted for large number of atoms due to the dimensionality of the
system (i.e., the effect of transverse dimensions, which are taken into regard in the derivation
of Eq. (5.3)) [140]. Particularly, one should expect that in the case of a purely harmonic
trap the soliton oscillates with a frequency wgs > ©/v/2, which can be found numerically in
the absence of the optical lattice (note that €//2 is the characteristic value of the soliton
oscillation frequency in a 1D harmonic trap of strength € in the TF limit [118-126]). For a
more detailed discussion see section 5.3.1. Moreover, for sufficiently small optical lattice wave
numbers (such as the chosen value of k = 7/5.37um™!), and large chemical potentials (TF
limit) the effective potential of Eq. (5.9) can be simplified to the following form:

1
Veg(2) = wi2? + §V0 cos(2kz). (5.10)

We complete this section by mentioning that the case of two (or more) spatially well sep-
arated solitons can also be treated analytically, taking into account the repulsive interaction
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potential between two solitons. In the case of two spatially separated solitons located at zy
and zo, on top of a constant background with density ng, the interaction potential takes the
form [112],

no

sinh?(y/no(22 — 21))

Vint(zl, 22) _

(5.11)

5.2 Bifurcation and Bogoliubov Analysis

Let us now proceed by investigating the existence, the stability and possible bifurcations of
the lowest macroscopically excited states of Eq. (5.3). We fix the parameter values as follows:
Q=01 k=7/537 um~! and Vo = 1.16 x 10712 eV; for such a choice, the four lowest
eigenvalues of the operator 1+ H (corresponding to the linear problem) are found to be:

wo = 2.138 x 107 2eV, wy = 2.142 x 10726V, wy = 2.634 x 10712V, wy = 2.700 x 10~ 2eV,

(5.12)
and the energy of the first excited state is almost degenerate with that of the ground state,
i.e., wo ~ wi.
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Figure 5.1: Number of atoms as a function of the chemical potential for the different states. The potential
parameters are Q = 0.1, k = 7/5.37 pm ™' and Vp = 1.16 x 1072 eV. The insets show the densities of the
different states for = 3 x 1072 eV.

Fig. 5.1 shows the number of atoms as a function of the chemical potential for different
branches of solutions. The insets show the spatial density profiles for u = 3 x 10712 eV, with
the units of the horizontal and vertical axes being given by pum and 1/pm, respectively.

Branch (1) corresponds to the states with the largest number of atoms, for fixed chemical
potential. The respective states are symmetric and have no nodes. Continuation of this
symmetric branch to the linear limit ends at the eigenvalue wg, corresponding to the ground
state of the linear problem.

The second branch [branch (2)] starts from the first excited state in the linear limit, p — wy
as N — 0. The wave functions of the states of this branch are antisymmetric and have a node
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at the center of the barrier, while their densities are symmetric. From this density symmetric
one-soliton branch, two asymmetric one-soliton branches, namely branch (3) and its mirror
image with respect to the z = 0 axis, bifurcate close to the linear limit, at yu ~ 2.144x 10712 eV
— see the close-up inset. Let us define a local occupation number, i.e., number of atoms in the
different wells, as the integral over the density up to the center of the barrier (see also section
5.4). The occupation number in the well with the node is then smaller than the occupation
number without the node. This can be explained by the fact that the state with one node is
the first excited state, characterized by a higher energy than the one without a node, which
is the ground state. Thus, in order to balance the chemical potential in both wells one needs
a larger interaction energy (i.e., more atoms) in the well without a node. Note that the
macroscopic quantum self-trapping (MQST) state as predicted in Ref [39-41] and discussed
in chapter 3 is not considered in what follows. The reason for that is that the MQST is a
running phase state while our bifurcation analysis below focuses on the stationary states of the
system. Branches (4) and (5) have no linear counterparts since at p ~ 2.828 x 10712 eV they
“collide” and disappear. The states that belong to these branches are asymmetric, exhibiting
two nodes. The state with larger number of atoms (for a fixed chemical potential) has one
node approximately at the barrier and one node in one well. The other state has both nodes
in one well. Once again, the occupation number in the well with two nodes is less than the
one of the well with one node, so as to balance the chemical potential.

Branch (6) starts from the second excited state of the linear problem, hence p — wsy as
N — 0. Therefore, the density of the respective state is symmetric and there is one node in
each well.

Branch (7) starts from the third excited state of the linear problem, and © — ws as N — 0.
The states belonging to this branch have three nodes, one located in each well and one at
the barrier, and are symmetric. Close to the linear limit, at pu ~ 2.795 x 1072 eV, two
asymmetric three-soliton branches, namely branch (8) and its mirror image with respect to
the z = 0 axis, bifurcate from this state. This state has two nodes in one well and one in the
other. The occupation number in the well with more nodes is smaller than in the well with
just one node in order to balance the chemical potential. Notice that there exist two more
three-soliton branches without linear counterparts, but they only occur at higher chemical
potentials — where the BEC has occupied four-wells rather than two — so they will not be
considered here.

Next, let us study the stability of the states belonging to the above mentioned branches
by considering the respective excitation spectra, shown in Fig. 5.2. In this figure, the (blue)
% symbol denotes a positive Krein sign mode (or a zero one for a vanishing frequency),
the (green) x symbol a negative Krein sign mode, i.e., a negative energy anomalous mode,
and the (red) (+) symbol a, vanishing Krein sign, i.e., an eigenmode associated with com-
plex/imaginary eigenfrequency. Generally speaking, there are two different kinds of instabil-
ity, corresponding to the cases of either a purely imaginary eigenfrequency, or a genuinely
complex eigenfrequency. The latter case gives rise to the so-called oscillatory instability,
stemming from the collision of a negative energy mode with one of positive energy.

The first panel of Fig. 5.2 shows the BdG spectra along the first branch. The imaginary
part is zero for every value of the chemical potential, a fact reflecting the stability of this
state. The absence of negative energy modes is expected, as this state is actually the ground
state of the system. Since the BdG spectrum refers to all excitations of the state, one can
attribute in the linear limit to each mode an excited state of the linear problem. The energy
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Figure 5.2: BdG Spectrum of the states shown in Fig. 5.1. First panel shows the spectrum of the first branch,
second panel the spectrum of the second branch and so forth. The (blue) % symbol denotes an eigenmode of
positive Krein sign (or zero Krein sign for a vanishing eigenfrequency), the (green) x symbol an eigenmode
of negative Krein sign, and the (red) + symbol an eigenmode associated to a vanishing Krein sign with
complex/imaginary eigenfrequency.

gap between the ground state and the first excited state corresponds to the energy of the
first mode. Since the frequency of the so-called bosonic Josephson junction, namely the
oscillation frequency characterizing the transfer of atoms between the two wells, is equal to
this frequency in the linear limit, this mode is connected to the oscillation of atoms between
the two wells. We investigate this fact in more detail below (see Sec. 5.4) by direct simulations
in the framework of Eq. (5.3). The frequency value of the second nonzero BAG mode of the
ground state spectrum is correspondingly equal to the energy gap between the ground state
and the second excited state in the linear limit, and so forth. We define the difference in the
way that these frequency differences are positive.

The second panel shows the BdG spectra along the second branch, solutions of which
represent states with a density minimum at the center of the barrier. In the linear limit
one can assign to each mode an energy difference of the linear problem similar as in the
BdG spectrum of the ground state. However in this case the frequency difference of the
first excited state to the ground state is negative (according to our definition) leading to a
negative energy mode. As one can see in the inset, the lowest mode has negative energy close
to the linear limit. However, increasing the chemical potential the eigenfrequency of this
mode is moving rapidly towards the origin of the spectrum and, at p = 2.1437 x 10712 eV,
becomes and remains purely imaginary, thus carrying zero energy (red + symbols). This
happens exactly at the point where the third branch bifurcates as one can see in the inset
of Fig. 5.1. For the above mentioned potential parameters, this bifurcation happens in the
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weakly-interacting regime, where Eq. (5.3) reduces to the cubic NLS equation. Thus, one can
apply the Galerkin-type approach of Ref. [48] and find that the critical value of the norm N
at which the bifurcation occurs is given by

W1 — W

Neyp = ——
cr 3B—A1’

(5.13)

where wp 1 are the first two lowest eigenvalues of the operator 1 + H, A = i Yidz, B =
i Ya2dz, while 1,1 denote the ground state and the first excited state of the operator
1+ H, respectively. Omne can also determine the critical chemical potential at which the
symmetry breaking is expected to occur, namely pe = 1+ wg + 3B N, [48] leading for (these
parameter values) to pe = 2.1436 x 107'2 eV, which is in very good agreement with our
numerical findings.

The third panel shows the BdG spectra along the third branch which bifurcates at u =
2.1437 x 1072 eV from the second one. All the eigenfrequencies of the arising asymmetric
state are real close to the linear limit, thus it is concluded that this state is linearly stable
and that the bifurcation is a supercritical pitchfork. This state has one negative energy
mode as well, since it is a one-soliton state. The eigenfrequency of the negative energy mode
increases with increasing chemical potential, passes through the mode corresponding to the
second excited state of the linear limiting case, and finally collides at some critical value
of the chemical potential, ;1 = 2.76 x 1072 eV, with the mode corresponding to the third
excited state; this results in the generation of a quartet of unstable eigenfrequencies and, at
this point, the state becomes oscillatory unstable. However, the magnitude of the instability
is much smaller than in the previous case of the purely imaginary eigenfrequency.

The fourth and fifth panel show the spectra along the fourth and fifth branch, the solutions
of which correspond to asymmetric two-soliton states having no linear counter-part. The
previous one has got one imaginary and one negative energy mode and the latter one has
two negative energy modes. These modes result from the presence of two dark solitons. The
state considered in the fourth panel has two dark solitons, one soliton located approximately
at the barrier and one soliton in one well. The eigenfrequency corresponding to the former
one is purely imaginary and looks similar to the mode of the symmetric one soliton state of
the second panel. The eigenfrequency of the other anomalous mode decreases with increasing
chemical potential and collides with a mode with positive energy, thus generating a quartet
of complex eigenfrequencies. The magnitude of the imaginary part is again much smaller
than the magnitude of the purely imaginary eigenfrequency. The generation of dynamic
instabilities is illustrated, e.g., in panel five. The collision of one of the anomalous modes
with a mode of positive Krein sign could lead to the emergence of a quartet of complex
eigenfrequencies, resulting in the concurrent presence of an apparent level crossing in the real
part of the eigenfrequency along with a nonzero imaginary part of the relevant eigenfrequency
mode.

At 1~ 2.828 x 10712 eV, the states of the fourth and fifth branch collide and disappear
as can be seen in Fig. 5.1. Just before the collision (for slightly larger p), the state of the
fourth branch is unstable due to the presence of a mode with imaginary eigenfrequency in
the BdG spectrum, while the state of the fifth branch is linearly stable since all the BdG
eigenfrequencies have only real parts. Thus, it can be concluded that, at this critical point,
a saddle-node bifurcation occurs, readily destroying these two states.
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The sixth panel shows the BAG spectra along the sixth branch, the solutions of which
correspond to symmetric two-soliton states. This branch has a linear counterpart, and we
can assign to each mode in the linear limit an energy difference of the linear problem. The
negative energy modes occur for negative energy differences, e.g., at the energy difference to
the ground state and the first excited state. The anomalous modes here are close to being
degenerate. Physically speaking, this reflects the fact that the dark solitons are essentially
decoupled at the linear limit due to the presence of the optical lattice. The negative energy
modes are not the modes with the lowest eigenfrequency. The energy gaps between the second
excited state and the third and fourth excited state, respectively, are smaller than the gaps
between the ground state and the first excited state. Therefore, these modes with positive
energy occur in the linear limit at lower frequencies. Omne of the negative energy modes
collides at some critical value of the chemical potential with the mode stemming from the
fourth excited state and forms a quartet of complex frequencies, thus leading to an oscillatory
instability.

The seventh panel shows the BAG spectra along the seventh branch, the solutions of which
corresponds to the symmetric three-soliton state exhibiting a linear counterpart. The neg-
ative energy modes occur at the energy gaps to the ground state, the first and the second
excited states. The eigenfrequency of the latter becomes, for increasing p, purely imaginary
at the point where the eighth branch bifurcates. The other two anomalous modes are al-
most degenerate, reflecting again the fact that the solitons in the different wells are almost
decoupled. One of the negative energy modes collides with a mode with positive energy and
forms a quartet of complex frequencies. However, the magnitude of the imaginary part is
much smaller than the magnitude of the purely imaginary mode. The behavior of the purely
imaginary mode is similar to the behavior of the mode in panel two (describing a single soliton
at the center of the barrier). The behavior of the other two modes is similar to the modes in
panel six describing one soliton in each well.

Finally, the eighth panel shows the BdG spectra along the eighth branch, the solutions of
which corresponds to the asymmetric three-soliton state. This state, which has two solitons
in one well and one soliton in the other well, emerges at p ~ 2.74 x 10712 eV, where the
seventh state (i.e., the one corresponding to the nonlinear continuation of the third excited
state), becomes unstable. The critical value of the number of atoms for which the bifurcation
occurs can be predicted in the same way as for the bifurcation of the one soliton branch; the
result is: T

3 3 — W2
N = 3D Cy (5.14)
where wy 3 are the third and fourth lowest eigenvalues of operator 1 4 H, ¢, = f 1/J§dz,
B=[ ¢%1/J§dz, while 19 3 denote the second and third excited state of the operator 1 + H ,
respectively. The corresponding critical chemical potential is then given by u((;?r’) =14+ ws+
3BNC(§) leading (for these parameters) to ,ug') = 2.7420 x 10712 eV, which is in very good
agreement with the numerical critical point given above.

Right after the bifurcation, the asymmetric three soliton states are stable and, thus, we can
conclude that the bifurcation is of the supercritical pitchfork type. Two modes look similar
to the negative energy modes in panel five describing a two-soliton state in one well and the
third mode looks similar to a mode of one-soliton in a harmonic trap.

From the above analysis, we can readily derive some general conclusions concerning dark
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soliton states in a double well potential. The sum of negative energy modes and imaginary
eigenfrequency modes is equal to the number of nodes in the wave function profile which, for
large values of the chemical potential, represent dark solitons. In the linear limit, the BdG
eigenfrequencies of a state correspond to the energy differences between that and other states
of the linear system. For a negative energy difference the corresponding mode has a negative
energy. Dark solitons located at the center of the barrier are known to be linearly unstable
(for sufficiently high chemical potential) associated with a purely imaginary eigenfrequency
[134,135,244]. Thus, symmetric states with an odd number of nodes always have a mode
which, above a critical value of the chemical potential, becomes purely imaginary. At this
critical point additional stable asymmetric dark-soliton states emerge through supercritical
pitchfork bifurcations.

5.3 Statics vs. Dynamics of Dark Soliton States

5.3.1 The One-Soliton State

Having investigated in detail the statics of matter-wave dark solitons in double-well poten-
tials, we now proceed to compare these results to the soliton dynamics, using the theoretical
background exposed in section 5.1.2. Particularly, considering the case of a single dark soli-
ton, we can readily obtain from Egs. (5.8) and (5.10) the following approximate equation of
motion for the dark soliton center:

d2 20
dt?

1
= —wl 2 + 51{:‘/0 sin(2kz). (5.15)

It is straightforward to find the fixed points z,, po = dz,/dt of the above dynamical system,

which are given by
A%
Po=0,  zo=——a-sin(2kz,). (5.16)
2wi,

It is clear that the fixed points correspond to intersections of the straight line fi(z,) = 2z,
and the sinusoidal curve fa(z,) = 2’2%“ sin(2kz,). The fixed point at (zo,po) = (0,0) exists
for all choices of (2, Vp, k). This equilii)rium corresponds to the symmetric one-soliton state,
namely a stationary black soliton located at the center of the potential. In the absence of
the optical lattice (i.e., for Vi = 0) this is the only existing fixed point, i.e., in the case of
a purely harmonic trap, only a symmetric one-soliton state can exist, which originates from
the first excited state of the linear problem. On the other hand, when the optical lattice is
present (i.e., for Vj # 0), this situation changes and more fixed points arise when the slope of
the curve fy(z,) at the origin becomes larger than the one of the straight line f1(z,), namely
when /<:2V0/w§S > 1, two new fixed points appear through a supercritical pitchfork, with
the newly emerging states corresponding to the bifurcating asymmetric one-soliton states.
Therefore, the bifurcating state appears only for a sufficiently strong optical lattice, such
that Vo > Voo = W?is / k2. Note that for even larger values of the parameter k%1 /w?is more
fixed points appear, corresponding to solitons located in further (i.e., more remote from the
trap center) wells of the optical lattice; for this reason, these states are not considered herein.

Let us now investigate the spectral stability of the fixed points employing the linearization
technique (see, e.g., Ref. [251]). Particularly, we first find the corresponding Jacobian matrix
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(evaluated at the fixed points), which is given by:

S 0 1
—\ —wi, + k*Vhcos(2kz) 0 )

When evaluated at the trivial fixed point (z,,p,) = (0,0), the corresponding eigenvalue prob-
lem for the Jacobian, det(J — AI) = 0, leads to eigenvalues \? = —wﬁs + k2Vy. It is clear
that in the case of k%V} /wgs < 1, the eigenvalues are imaginary (note that, accordingly, the
eigenfrequencies are real since w = i\) and, thus, the fixed point (0,0) is a center. In this
case, if the dark soliton is weakly displaced from the center of the trap, it performs harmonic
oscillations around the center with an oscillation frequency given by wese = 4/ ngs — k2Vh. On
the other hand, if kQQ‘}/—S > 1 then the eigenvalues become real (and, accordingly, the eigenfre-
ds
quencies are imaginary), hence (0,0) becomes a saddle point, while the respective imaginary
eigenfrequency is given by wose = i4/|w3, — k?Vp|. For the newly bifurcating (stable, since

Vo > w3, /k?) fixed points one can obtain the following eigenfrequency

wose = 1w, — K2Vp cos(2kz0). (5.17)

From the above analysis it is clear that the supercritical pitchfork occurs at

(5.18)

Based on the above, one can make the following estimates and comparisons to numerical
results: in the TF limit, and in the weakly-interacting case (i.e., in the framework of the 1D
cubic GP equation), the dark soliton oscillation frequency is predicted to be w,/ V2 = 28.28Hz.
However, as mentioned in Sec. 5.1.2; a larger value of this frequency is expected in the frame-
work of Eq. (5.3), due to the effect of the dimensionality of the system. Employing a BdG
analysis in the case of a pure harmonic trap, we find that the anomalous mode eigenfre-
quency (i.e., the soliton oscillation frequency) decreases with increasing chemical potential
and asymptotically reaches the value wqs = 30.36Hz (see first panel of Fig. 5.4 below). Using
this value (and for k = m/5.37um™'), one obtains Vj . = 9.6 x 1071 eV.

In the top panel of Fig. 5.3, we show the fixed points of the dynamical system (5.15) as a
function of the optical lattice strength Vj. The dash-dotted (green) line denotes the non-zero
fixed point calculated from Eq. (5.16) with wqs = w./v/2, while the solid (black) line denotes
the non-zero fixed point calculated from Eq. (5.16) with wgs = 30.36 Hz. Furthermore, the
circles denote the position of the node of the nonlinear stationary state — i.e., the position of
the dark soliton — obtained by numerical integration of Eq. (5.3) with u = 3.8 x 1072 eV (in
the TF limit). Clearly, at V¢ >~ 9.6 X 10~ eV, the asymmetric one-soliton branch bifurcates
through a supercritical pitchfork bifurcation; notice the excellent agreement between the two
approaches.

The bottom left and right panels of Fig. 5.3 show the BdG spectra of the symmetric and
asymmetric one soliton state, respectively, as a function of the optical lattice strength (for a
fixed chemical potential, u = 3.8 x 10712 eV). For sufficiently small lattice strength, Vy < Vo,ers
the symmetric state is stable, while when the lattice strength 1} is increased, the magnitude
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Figure 5.3: Top panel: Fixed points (lines) of the dynamical system (5.15) and position of the soliton (open
circles) calculated by the Eq. (5.3) with u = 3.8 x 107'? eV. Bottom left (right) panel: BdG spectra of the
symmetric (asymmetric) one-soliton state for u = 3.8 x 107! ¢V as a function of Vj.

of the instability grows and the prediction of Eq. (5.17) deviates from the results obtained
from the integration of Eq. (5.3). To explain this discrepancy, it is relevant to recall that the
result of the perturbation theory of Sec. 5.1.2 is valid only if all perturbation terms are small
and of the same order. Nevertheless, for the symmetric one soliton state — with the soliton
located at zero — the magnitude of the perturbation term corresponding to the harmonic
trap (optical lattice) has its smallest (largest) value; thus, for large Vj, these perturbations
cannot be of the same order. As concerns the asymmetric state, the prediction of Eq. (5.17)
is in fairly good agreement to the results obtained from the numerical integration of Eq. (5.3).
However, Eq. (5.17) cannot predict oscillatory instabilities (associated with the existence of
complex eigenfrequencies), which occur when the anomalous mode collides with a mode of
the background condensate. This can readily be understood by the fact that the derivation
of the equation of motion of the dark soliton relies on the assumption that the soliton is
decoupled from the background (see, e.g., Refs. [122] and [5] for details), which is not the
case for oscillatory instabilities.

Next, let us study the continuation of both symmetric and asymmetric one-soliton states
with increasing chemical potential for various values of the optical lattice strength.

First, we consider the symmetric one-soliton state and in Fig. 5.4 we show the BdG spectra
along the corresponding branch. The first panel shows the case of a pure harmonic trap, i.e.,
Vo = 0, and the dashed line is the prediction from Eq. (5.17) using wqs = w,/v/2. It is clear
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Figure 5.4: BdG spectra for four different values of the optical lattice strength for the symmetric dark soliton
state (with the soliton located at the trap center): from left to right, Vo = 0, Vo = 8.3 x 107 eV, 1j =
1.65 x 10713 eV and Vo = 4.96 x 10~ '3 eV. The solid lines correspond to the predictions of Eq. (5.17). Symbol
% (blue) denotes a positive (or zero for a vanishing eigenfrequency), symbol X (green) a negative and symbol
+ (red) a vanishing Krein sign mode (for non-zero eigenfrequencies).

that the eigenfrequencies are real, indicating the stability of this state for all values of the
chemical potential. The figure shows the constant eigenfrequency of the dipolar mode [see
straight (blue) line| at the value of the trap frequency w, and the anomalous mode bifurcating
from the dipolar mode in the linear limit. As mentioned above, the eigenfrequency of the
anomalous mode reaches asymptotically the value wgs = 30.36 Hz.

The second panel of Fig. 5.4 shows the BAG spectrum for V) = 8.3 x 10~ eV. All eigen-
frequencies are real, so the state is still stable. The dashed line is the prediction by Eq. (5.17)
using wgs = w/ v/2, while the solid line is the prediction with wgqs = 30.36 Hz. The dipole
mode remains approximately constant for such a small optical lattice strength. However, the
degeneracy of the anomalous mode and the dipole mode in the linear limit disappears.

The third panel shows the spectra for Vy = 1.65 x 1072 eV. In this case, the anomalous
mode becomes purely imaginary for increasing chemical potential, reflecting the fact that
the state becomes unstable. Notice that the numerical result and the analytical prediction,

WODE = i1/ |(,uc2ls — k2Vp|, are in a good agreement for large values of the chemical potential,

where the TF limit is reached and Eq. (5.15) is valid. Since V > Vj ¢, this state is expected
to be unstable in the TF limit.

The fourth panel shows the spectra for Vy = 4.96 x 10713 eV. In this case, the anomalous
mode becomes purely imaginary already at small chemical potentials. Furthermore, the dipole
mode eigenfrequency is now significantly modified, upon the reported interval of changes of
the chemical potential. The analytical prediction agrees again well with the numerical BAG
result in the TF limit.

Next, we consider the continuation with increasing chemical potential of the asymmetric
states bifurcating from the symmetric one when the latter becomes unstable. Fig. 5.5 shows
the BAG spectra along the asymmetric one-soliton state for Vj = 1.65 x 10713 eV and V) =
8.3 x 10713 eV. The analytical predictions of Eq. (5.17) with wgs = w./v/2 and wgs = 30.36Hz,
respectively plotted with dashed and solid lines are in good agreement with the respective
anomalous mode eigenfrequencies. In the case of V) = 8.3 x 10713 eV, the difference between
the result of Eq. (5.17) using wgs = w./v/2 and wqs = 30.36 Hz is small, showing that the
dynamics is mostly governed by the potential term stemming from the optical lattice.
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Figure 5.5: BdG spectra for Vo = 1.65 x 107'% eV (left panel) and Vo = 8.3 x 107! eV (right panel) for the
asymmetric dark soliton state, bifurcating from the symmetric one. The notation of eigenstates is the same as
in Fig. 5.4.

5.3.2 Two Dark-Soliton States

We now consider the case of the two-soliton state, for which we need to incorporate the inter-
action potential in order to describe their dynamics. Particularly, according to the theoretical
framework of Sec. 5.1.2, the effective potential describing the dynamics of two solitons located
at z1 and z has the following form:

2710

sinh2[\/n_0(22 — 2’1)] .

Using d?z;/dt? = —(1/2)dVeg (21, 22)/dz; (with i = 1,2) as per Eq. (5.8), it is straightforward
to derive the following system of equations of motion,

Vet (21, 22) = wﬁs(z% + zg) + %[cos(?kzl) + cos(2kzq)] + (5.19)

d? 1
WZ; = — w2 + ikzvo sin(2kzy) — 2ng/2 coth[y/no(z2 — 21)]esch?[\/ng(z2 — 21)],  (5.20)
d?z 9 1 . 3/2 2
3 T Was?2 + §/<:V0 sin(2kz2) + 2ng'~ coth[\/ng(z2 — z1)]esch?[y/ng(z2 — 21)],  (5.21)
which, accordingly, leads to the following system for the fixed points (z((,l), z(()Q)):
) Yok oy 10 @ _ L ()esch? @ _ 0
25 === sin(2kzs ) — —5— coth[\/no(z5” — 25 /)]esch™[y/no(z5™ — 257)], (5.22)
2wds Was
@ Yok oy, 10 @ _ ,())esch? @ _ 0
% =5 sin(2kz5”) + —5— coth[\/ng(z5” — 2z5/)]csch™[y/no(z5™ — 2z57)]. (5.23)
Wds Was

Thus, the fixed points for the two soliton states depend on the density of the background cloud
and thereby on the chemical potential. Due to the presence of the external potentials, the
density of the background is inhomogeneous. In our analysis, we replace the inhomogeneous
density, with the density of the background at z = 0 using the TF approximation; namely,
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no = noz = 0) = (1 — Vo)? — 1)/4.
Considering small deviations from the fixed points, i.e., z; = z((f) + en; exp(iwt) (with
i =1,2), leads to the eigenvalue problem for the normal modes:

w?n = Az) + Blao ) S8 2) n (5.24)
~BEY ) ACE) + BEE,AY)
with
A(z) =wi, — Vok? cos(2kz) (5.25)
B(z,y) =4n? coth?(y/no(z — y))csch?[/no(x — y)] + 2ndcsch?[y/no(x — y)]. (5.26)

Diagonalizing the above matrix, we obtain the eigenfrequencies of the two anomalous modes
of the two-soliton states. Notice that since different two soliton states lead to different fixed
points, the oscillation frequencies for the two solitons will differ as well. Negative eigenvalues
of this 2 x 2 system lead to imaginary frequencies describing unstable states; however, as
mentioned in the previous section, one cannot describe oscillatory instabilities.

In the top panel of Fig. 5.6, we show the fixed points of the system (5.22-5.23) and the zero
points of the solutions with two nodes of Eq. (5.3) corresponding to the positions of the two
solitons as a function of Vy (the chemical potential is fixed: = 3.6 x 10713 eV). For small 1,
there exists only the symmetric solution with two nodes. However, for Vj .. = 3.4 x 10712 eV,
two asymmetric states appear stemming from a saddle-node bifurcation. For all three states,
the agreement between the fixed points obtained from Egs. (5.22-5.23) and the position of
the solitons is excellent.

The bottom panels of Fig. 5.6 show the BdG spectra for the symmetric and the two asym-
metric two soliton states as a function of V for fixed u = 3.8 x 10712 eV. The solid lines
correspond to the normal modes of Egs. (5.20-5.21) around the corresponding fixed points.
For a small optical lattice strength 1}, the two anomalous modes of the symmetric states have
a different magnitude, which indicates that the solitons are coupled. However, for increasing
Vb, this difference decreases and, thus, the coupling between the solitons becomes weaker.
Notice that for an optical lattice strength Vj ~ 3.6 x 107!? the two modes become of the
same order, a fact that indicates that the two solitons become eventually decoupled. The
prediction of Egs. (5.20-5.21) agrees very well with the numerical results obtained via the
BdG analysis for the anomalous modes. The second panel shows the BAG spectrum of the
asymmetric state with one soliton located approximately at the center of the barrier. The
latter, leads to a purely imaginary mode with an increasing magnitude with increasing Vj.
The increase of the magnitude of this mode results from the increase of the height of the bar-
rier. For large V the prediction of Egs. (5.20-5.21) deviates from the result obtained in the
framework of Eq. (5.3): the contributions of the perturbation terms are not of the same order
and, thus, perturbation theory fails in this case. The third panel shows the BAG spectrum
for the second asymmetric state with two solitons in one well. The difference between the
modes is always large, a fact indicating the strong coupling between the two solitons. With
increasing lattice strength Vj, the eigenfrequencies of the anomalous modes increases too.
The predictions of Egs. (5.20-5.21) agree once again well with the BdG results; nevertheless,
as in previous cases, Egs. (5.20-5.21) cannot predict oscillatory instabilities.
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Figure 5.6: Top panels: Fixed points (lines) of the system (5.22-5.23) and position of the solitons (circles for
the symmetric two-soliton state, x for the two-soliton branch with one soliton near the center and one in one
well, and stars for the state with both dark solitons in the same well) calculated by the numerical integration of
Eq. (5.3) for u = 3.8 x 107'? eV. Bottom panels: BdG spectra of the two-soliton states for u = 3.8 x 107! eV
as a function of Vp; left corresponds to the symmetric two-soliton state, middle to the always unstable state
with one soliton near the center and one in one well, while the right corresponds to the state with both dark
solitons in the same well. Notice also the agreement of the theoretically predicted modes from Eq. (5.24) with
the numerical ones.
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Next, let us consider a continuation with respect to the chemical potential. Fig. 5.7
shows the BdG spectra, and the predicted oscillation frequencies, for the symmetric two
soliton state for different values of the optical lattice strength: Vo =0, Vp = 8.3 x 107 eV,
Vo = 1.65 x 10713 eV and Vj = 4.96 x 1072 eV. In the case of a purely harmonic potential,
Vo = 0, one observes the constant eigenfrequency of the dipolar mode at w,, as well as the
eigenfrequency of one anomalous mode bifurcating from the dipolar mode in the linear limit.
The eigenfrequency at 2w, is imaginary due to a degeneracy of a negative and a positive
Krein sign mode. The former one corresponds to the second anomalous mode and the latter
one to the quadrupole mode. This degeneracy is lifted for increasing chemical potential. The
predictions of Egs. (5.20-5.21) agree very well with the BdG results for the anomalous modes
in the case of large chemical potentials.
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Figure 5.7: BAG spectra for different values of the optical lattice strength; from left to right, Vo = 0, Vy =
83 x 1071 eV, V5 = 1.65 x 10712 eV and Vy = 4.96 x 107** eV. The solid lines are the predictions of
Egs. (5.20-5.21) with a numerically determined oscillation frequency (wqs).

For Vy = 8.3 x 107! eV the degeneracy between the anomalous modes and the dipolar and
the quadrupole mode is lifted in the linear limit. Thus, there exists an energy gap between
the anomalous mode and the dipolar mode and, more importantly, an energy gap between the
second anomalous mode and the quadrupole mode. A particularly useful conclusion stemming
from the above findings is that the two soliton state can be stabilized in a harmonic trap by
adding a small optical lattice.

For Vp = 1.65 x 1073 eV the system is stable as well. The anomalous modes decrease
with increasing chemical potential and reach similar values for a large chemical potential.
This denotes that the two solitons are decoupled for a large chemical potential. This can
be understood at least in the framework of the effective potential (5.19): the range of the
interaction potential scales with the density ng of the background atom cloud and thereby
with the chemical potential as well. Thus, for a large chemical potential, i.e., a large density,
the interaction between solitons is strong but of short range too.

For Vy = 4.96 x 10713 eV the anomalous modes have similar values even in the linear
limit. Thus, the two solitons are already almost decoupled in the linear limit due to their
large separation. The two anomalous modes collide with the dipolar and quadrupole modes
for increasing chemical potential, leading to oscillatory instabilities, and bifurcate from these
modes again for a larger chemical potential. Although the predictions of Egs. (5.20-5.21) agree
qualitatively with the BAG results, there is no quantitative agreement due to the crossings
and collisions of the soliton modes with the modes of the condensate.
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5.4 Dark Soliton Dynamics: Numerical Results

So far, we have examined the existence, stability and bifurcations of the branches of dark-
solitonic states in the double-well potential setting. We now proceed to investigate the dy-
namics of these states by direct numerical integration of Eq. (5.3), using as initial conditions
stationary soliton states, perturbed along the direction of eigenvectors associated with par-
ticular eigenfrequencies (especially ones associated with instabilities). To better explain the
above, we should recall that anomalous modes are connected to the positions and oscillation
frequencies of the solitons; therefore, perturbations of stationary dark soliton states along
the directions of the eigenvectors of the anomalous modes result in the displacement of the
positions of the solitons, thus giving rise to interesting soliton dynamics.
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Figure 5.8: Time evolution of the number of atoms Ny, (solid line) and Ng (dashed line) in the left and right
well of the double-well potential, respectively, for the ground state of the system perturbed by the lowest BAG
mode. Parameter values are g =3 x 1072 eV and Vo = 1.12 x 1072 eV.

Before proceeding with the dynamics of the (excited) soliton states, let us make a remark
concerning the ground state of the system. As mentioned above, the value of the lowest BdG
mode of the ground state is given, in the linear limit, by the energy difference between the
ground state and the first excited state. However, this energy gap determines the oscillation
frequency of atoms between the wells of the double-well potential, which suggests that the
lowest BAG mode is connected to an oscillation between the wells. Let us define the atom
numbers Ny, and Ng in the left and right well, respectively, as Ny, = fEOO |¥|2dz and Ny =

f0+oo |9|?dz (the total number of atoms is N = N, + Ng). In Fig 5.8, we show the time
evolution of Ny, (solid line) and Ny (dashed line) for the ground state, when perturbed
by the eigenvector corresponding to the lowest BAG mode (parameter values are p = 3 X
10712 eV and Vy = 1.12 x 10712 eV). One can clearly observe the oscillation of the atom
numbers in the different wells, with a characteristic frequency known as Josephson oscillation
frequency [39-41], determined by the magnitude of the respective BdG eigenmode.

Let us now proceed with the one-soliton states. Fig. 5.9 shows the time evolution of the
symmetric one soliton state perturbed by the eigenvector corresponding to the unstable mode,
for p = 3 x 10712 eV and Vj = 4.96 x 107'3 eV. The instability manifests itself as a drift
of the soliton from the trap center to the rims of the background atom cloud, where the
soliton is reflected back and forth. One clearly observes that the soliton is located at an
unstable position, since a small perturbation leads to a large amplitude oscillation of the
soliton. On the other hand, Fig. 5.10 shows the time evolution of the asymmetric one soliton



Figure 5.9: Contour plot showing the space-time evolution of the density of the condensate, which carries
the symmetric one-soliton state; dark corresponds to minimal and white to maximal density. The soliton is
unstable and departs from the trap center after a short time period, performing subsequently large amplitude
oscillations. Parameter values are p = 3 X 10712 eV and Vp = 4.96 x 10713,
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Figure 5.10: Same as in Fig. 5.9, but for the asymmetric one-soliton state, for p = 3 x 1072 eV for V =
8.27 x 107" eV.
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state perturbed by the eigenvector corresponding to the unstable mode for p = 3 x 10712
eV for Vy = 8.27 x 10713 eV. The corresponding state is subject to an oscillatory instability,
which results in a growing amplitude of the soliton oscillation. However, in comparison to
the previous case, the magnitude of the instability is much smaller and, thus, the increase of
the amplitude is smaller (for the same time scale) as well.

Next, we consider the multi-soliton states and start with the symmetric two-soliton state
which, for g = 3.3 x 10712 eV and Vj = 8.27 x 1074 €V, is found to be linearly stable.
Numerical simulations, using as initial conditions this state perturbed by the eigenvectors
corresponding to both anomalous modes, reveal that the two solitons perform oscillations
with a constant amplitude and different frequencies. Specifically, the mode with smaller
amplitude performs an in-phase oscillation (with the two solitons moving towards the same
direction), whereas the mode with larger amplitude performs an out-of-phase oscillation (with
the two solitons moving towards opposite directions) with a larger oscillation frequency. The
existence of two different oscillation frequencies indicates the coupling of the dark solitons.
This situation changes for a large optical lattice strength (e.g., Vo = 1.65 x 10713 eV): in this
case, the two dark solitons are decoupled, since the numerical simulations show that both the
in-phase and out-of phase oscillations are characterized by almost the same frequency.

2 (um)
= o

' '
w N

0 100 200 300 400 500 0 100 200 300 400 500
t (ms) t (ms)

Figure 5.11: Same as in Fig. 5.9, but for the symmetric two-soliton state with in-phase (left) anomalous mode
and out-of-phase (right) imaginary mode perturbations, for ;1 = 3.1 x 107'2 eV and Vp = 4.96 x 107" eV. The
former anomalous eigenmode is stable, while the latter is unstable (as concluded also from the BdG analysis).

Fig. 5.11 shows the time evolution of the symmetric two-soliton state for y = 3.1 x 1072 eV
and V) = 4.96 x 10713 eV perturbed by the eigenvector corresponding to the anomalous mode
associated with in-phase (left panel) and by the eigenvector corresponding to the imaginary
mode out-of-phase (right panel) oscillations of the dark solitons. For these parameters, the
BdG analysis predicts that the former mode is stable while the latter is unstable. This is
confirmed by the direct simulations: it is clearly observed that the amplitude of the out-of-
phase oscillation increases whereas the amplitude of the in-phase oscillation remains constant.

Finally, in Fig. 5.12 we show the time evolution of the symmetric two soliton state for
p=28x10""2 eV and Vy = 4.96 x 10712 perturbed by the eigenvector corresponding to
the anomalous mode with in-phase (left panel) and by the eigenvector corresponding to the
imaginary mode out-of-phase (right panel) oscillations. For these parameters, the simulations
show that the out-of-phase oscillation of the solitons is stable and the in-phase oscillation
unstable, in agreement with the predictions of the BAG analysis.
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Figure 5.12: Same as in Fig. 5.11, but for the symmetric two-soliton state, for u = 2.8 x 107'? eV and
Vo = 4.96 x 107! V. Notice the reversal of stability of the two anomalous modes with respect to Fig. 5.11.

5.5 Conclusions

In this chapter, we have performed a detailed study of the statics and dynamics of matter-wave
dark solitons in a cigar-shaped Bose-Einstein condensate confined in a double-well potential.
The latter, was assumed to be formed as a combination of a usual harmonic trap and a
periodic (optical lattice) potential. For our analysis, we have adopted and used an effectively
1D mean-field model, namely a Gross-Pitaevskii-like equation with a non-cubic nonlinearity,
which has been used successfully in other works to describe dark solitons in BECs in the
dimensionality crossover regime between 1D and 3D.

As a first step in our analysis, we studied the existence and stability of both the one- and
multiple-dark soliton states. In particular, starting from the respective linear problem, we
have used the continuation with respect to the chemical potential (number of atoms) to re-
veal the different branches of purely nonlinear solutions, including the ground state, as well
as excited states, in the form of single or multiple dark solitons. We have shown that the
presence of the optical lattice is crucial for the existence of nonlinear states that do not have
a linear counterpart: these are actually asymmetric dark soliton states, with solitons located
in one well (rather than in both wells) of the double-well potential, and do not exist in the
non-interacting — linear — limit. We have systematically studied the bifurcations of the
various branches of solutions and showed how each particular state emerges or disappears for
certain chemical potential thresholds; the latter were determined analytically, in some cases,
by using a Galerkin-type approach, in very good agreement with the numerical results. For
each branch, we have also studied the stability of the pertinent solutions via a Bogoliubov-de
Gennes analysis. This way, we have discussed the role of the anomalous (negative energy)
modes in the excitation spectra and revealed two types of instabilities of dark solitons, cor-
responding to either purely imaginary or genuinely complex eigenfrequencies; the latter were
found to occur due to the collision of an anomalous mode with a positive energy mode and
are associated with the so-called oscillatory instabilities of dark solitons.

We have also adopted a simple analytical model to study small-amplitude oscillations of
the one- and multiple-dark-soliton states. Particularly, equations of motion for the single and
multiple solitons were presented in the weakly-interacting limit (where the model becomes
the usual cubic 1D GPE), and modified them to take into regard the dimensionality of the
system (i.e., the effect of transverse directions). The analysis of these equations of motion
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led to the determination of the characteristic soliton frequencies, which were then compared
to the eigenfrequencies found in the framework of the BAG analysis; the agreement between
the two was generally found to be very good. Perhaps even more importantly, the simple
physical (i.e., particle) picture we adopted allowed us to reveal the role of the optical lattice
strength (i.e., the height of the barrier in the double-well setting) in the stability of the dark
solitons, as well as its role on the coupling between solitons. Particularly, it was found that
sufficiently strong barriers lead to instability of symmetric and asymmetric soliton states,
while it results in an effective decoupling of multi-solitons: the coupling between neighboring
solitons as described by an effective repulsive potential, becomes negligible for sufficiently
strong barriers. We should also note that generally the states possessing a dark soliton at
the center of the trap were found to be most strongly unstable, due to the emergence of a
progressively larger (the larger the nonlinearity) imaginary eigenfrequency.

Finally, we have performed systematic numerical simulations, based on direct numerical
integration of the quasi-one-dimensional model, to investigate the dynamics of dark solitons
in the double-well setup. We studied the manifestation of instabilities, when present, and
found in all cases, a very good agreement between the predictions based on the BAdG analysis
and the numerical results. Instabilities have been observed to manifest themselves through
the exponential divergence of the soliton from its initial location (when associated with an
imaginary pair of eigenfrequencies) or the oscillatory growth (when associated with a complex
quartet of eigenfrequencies).



Chapter 6

Stability and Dynamics of Matter-Wave Vortices in the
Presence of Collisional Inhomogeneities and Dissipative
Perturbations

So far we investigated cigar-shaped quasi 1D BECs and solitons as the emerging excited states.
In this chapter we systematically study singly-charged vortices in a two-dimensional (2D) —
disk-shaped— BEC from a spectral (i.e., Bogoliubov-de Gennes) point of view. In particular,
first we focus on the so-called anomalous mode of the Bogoliubov theory, characterized by
negative energy or Krein-sign, and elucidate its connection with the precessional motion of the
vortex, if displaced from its equilibrium position, i.e., the trap center. Next, we will study how
this mode is affected by the presence of different kinds of perturbations. The perturbations
we consider here arise from inhomogeneous interatomic interactions and finite-temperature
induced dissipation.

We will examine how harmonic spatial variations of the scattering length, inducing a sort
of a nonlinear optical lattice in the system, affect the stability and ensuing dynamics of
the vortex. Interestingly, we find that the anomalous mode of the vortex (located at the
origin) is differently affected by cosinusoidally (the vortex is located at a maximum of the
nonlinearity) and sinusoidally (the vortex is located at a local minimum of the nonlinearity)
varying nonlinearities, i.e., the phase of the nonlinearity’s spatial variation at the vortex
location plays a crucial role in the ensuing stability properties. This turns out to be the most
critical element of influence within this setting. In the former case the vortex is stable, while
in the latter the vortex is subject to an oscillatory instability, emerging by the collision of the
anomalous mode with another eigenmode of the system.

We also consider in our study the effect of dissipative perturbations on the vortex dynamics
motivated by considerations of the coherent structure’s interaction with the thermal cloud.
Here we will adopt a simple phenomenological model relying on the inclusion of a phenomeno-
logical damping in the mean-field model, first introduced by Pitaevskii and subsequently used
in various works to describe, e.g., decoherence [252] and growth [253] of BECs, damping of col-
lective excitations of BECs [254], vortex lattice growth [255,256], vortex dynamics [257-261]),
and decay of dark solitons [262]. Importantly, inclusion of such a phenomenological damping
in the GPE can be justified from a microscopic perspective (see, e.g., the recent review [263]).
Herein, we will show how such a finite-temperature motivated dissipation affects the statics
and dynamics of the vortex, by leading its anomalous mode to become immediately unstable.
Despite the relatively simple and phenomenological nature of the model, we will see that its
results will bear significant similarities to the phenomenology of more complex dynamical
models of the relevant interactions, allowing us to understand qualitatively the origin of the
observed dynamical features. We will also present some interesting twists that may arise when
the combined effect of thermal dissipation and spatially-dependent interatomic interactions
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is considered. The results presented in this chapter are partly published in Ref. [264].

The chapter is structured as follows. In section 6.1, we present our analytical considerations
in connection to the spectrum of a S = 1 vortex and its precession frequency in the trap. In
section 6.2, we examine numerically the validity of the analytical predictions, but also how
these are modified in the presence of additional perturbations such as the spatially dependent
nonlinearity, or the finite-temperature induced dissipative perturbation. This is done both
through a systematic analysis of the Bogoliubov-de Gennes equations, as well as through
the direct numerical simulations of the pertinent GPE models. Finally, in section 6.3, we
summarize our results.

6.1 Analytical Results

We first consider the simplest case in our study, namely a matter-wave vortex in a 2D BEC
confined in a harmonic trap. The singly charged vortex possesses precisely one anomalous
mode [265]; this mode, characterized by a negative energy, is also known as mode of negative
Krein sign (or signature) in the mathematical literature [266]; see also Eq. (2.71) in section
2.4 for an explicit definition of the Krein signature of a mode. In Ref. [265] (see also the
review [147]), it was argued that the single negative energy mode with S = 1 (which is of
interest here) is responsible for the precessional motion of the vortex in the trap (in addition
to being relevant for other processes such as vortex nucleation).

One of the key purposes in our study is to consider the precession in the setting described
above. The three-dimensional (3D) analogue of this setting has been considered and studied
analytically by means of the matched asymptotics technique in Ref. [267], while the 2D case
has been studied by means of a variational approach in Ref. [268] (see more details below).
Here, employing the matched asymptotics method, we derive an expression for the precession
frequency in the 2D case, and provide a detailed comparison of this result with numerics
pertaining to the study of the anomalous mode.

We consider a disk-shaped BEC confined in the in-plane and transverse direction by a
harmonic potentials with frequencies w, and w,, respectively. For w, >> w, the emerging
model under consideration is the (2 4 1)-dimensional GPE (cf. section 2.2.1),

h2
ihOpu = —%A'u + V(' u + gaplul®u — p'u. (6.1)

Here, u(z’, 1/, ') is the macroscopic wave function of the disk-shaped BEC, A’ is the 2D Lapla-
cian, ' = /22 + y/? is the radial variable, V(r') = %wfvﬂ is the harmonic trapping potential
in the in-plane direction, 1’ the chemical potential and gop = g3p/27a, = 2v/2waa,hw, is the
effectively 2D nonlinear coefficient where a is the scattering length and a,, w, are the trans-
verse (strongly confining) harmonic oscillator length and trapping frequency, respectively.
Measuring length in units of a, and frequencies in units of w, Eq. (6.1) can be expressed in
the following dimensionless form,

1
i0yu = —§Au +V(r)u + glu|®u — pu. (6.2)

Here, A is the 2D Laplacian of the rescaled variables, r is the rescaled radial variable, V' (r) =
%(2273 is the harmonic trapping potential with 2 being measured in units of w,, g is the
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normalized strength of the interatomic interactions (which we set to g = 1 for the analytical
considerations of this section), and u is the chemical potential measured in units of fiw,. In
order to study the effect of the potential on the vortex, we will follow the lines of Ref. [269]
(see also Ref. [148] for similar work in the context of optics) and use a matched asymptotics
approach between an inner and an outer perturbative solution. The former one is of the form:

u(r,0) = [uo(r) + ex(r) cos(9)] e'157+en) @] (6.3)

where ¢ is a formal small parameter associated with the slow speed of precession and wug(r)
is the radial vortex profile, while x and n are functions of r, whose asymptotics have been
detailed in Refs. [148, 269] (see also Ref. [267]). The outer perturbative solution can be
obtained by a lowest-order equation for the phase, resulting from a rescaling of space, r — er,
and time, t — £2t, namely:

AO+F-VH=0, (6.4)

where F = Vlog(|up|?) and |up|? is the (background, hence the relevant subscript) BEC
density in the absence of the vortex; notice that the density can be approximated in the
Thomas-Fermi (TF) limit as |up|? = u — V(7).

Interestingly, the similarity of Eq. (6.4) to Eq. (20) of Ref. [148] could lead to the impres-
sion that the detailed formalism of Ref. [148] could be blindly followed giving rise to the
precessional motion of Eq. (27) therein. However, this turns out to be incorrect. Particularly,
in Ref. [148], it was non-generically assumed that F of the outer expansion can be accurately
approximated by a constant. In our case where F ~ —Q2%r/pu (for small and intermediate
distances where the matching with the inner expansion is performed), this approximation
is clearly not an appropriate one. Instead, we follow the original formulation of Ref. [269],
which employs the change of variables ¢(z,y) — 0(z,y):

2
0, =-S5 <¢y — qﬁ%y) , (6.5)
= (0= 0a)., (6.6)

(we will suppress the S-dependence hereafter, focusing on singly-charged vortices). Then, the

equation for ¢ reads:
2 2

9) )
A¢ = —-(wde +ydy) —2-79 =0, (6.7)

which, upon using the transformation ¢ = H(r)/y/p — V(r), yields

QZ
AH — —H =276(r —ryp), (6.8)
1
assuming a point vortex source at ro. This leads to the asymptotic behavior H = — Ky(m|r —

rg|), where Ky is the modified Bessel function and m = Q/,/u. This should be directly
compared with Eq. (23) of Ref. [148], showcasing that instead of F"/2 in the latter equation,
here we have the constant factor m multiplying the distance from the vortex core. Once this
critical modification is made, the rest of the calculation of Ref. [148] can be followed directly,
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yielding the final result (in the presence of the trap):

Ty = ;2—; log (A%) Y (6.9)
Go = — ;2_; log <A%> Zo, (6.10)

where the pair (z,,y,) defines the location of the vortex center, A is an appropriate numerical
factor (detailed comparison with numerics yields very good agreement in the TF regime e.g. for
A ~ 8.88 =~ 21/27, see below).

It should be noted that this equation is valid for small displacements from the trap center
which lends further support to the connection of this dynamics with the relevant mode of
the BAG analysis. For larger displacements from the vortex center, this expression should be
appropriately corrected [270].

Eqgs. (6.9-6.10) suggest a precession of the vortex in the harmonic trap with a frequency

1
n=—log(AZ), 6.11
Wa o og( Q) (6.11)
which, as suggested by the subscript (“an” stands for anomalous), should coincide with the
eigenfrequency of the anomalous mode of the Bogoliubov spectrum. The anomalous mode
eigenfrequency can readily be obtained through a standard Bogoliubov-de Gennes (BdG)

analysis (cf. section 2.4).

In order to compare our results to the ones obtained in earlier works, we should mention
that a similar setup was investigated in Ref. [270] for finite displacements of the vortex from
the center of the trap and in Ref. [268] (by means of a variational approximation). In the
latter one the frequency of the anomalous mode was derived with a similar functional form.
However, in Ref. [268], the case of a BEC unbounded in the axial direction (w, = 0) was
considered and, as a result, the constant was found to take a different value, A = 2. It is
also worth noting that the connection between quantum fluctuations and anomalous modes
of matter-wave vortices under Magnus forces was considered in Ref. [271].

It is important, at this stage, to make a few comments regarding the nature of the Bo-
goliubov spectrum resulting from the linearization around the vortex. The system at hand,
namely the disk-shaped condensate carrying the vortex, is not in the ground state (a similar
situation occurs in the 1D analogue of the system, namely a quasi-1D BEC carrying a dark
soliton as discussed in the previous chapter). The existence of the anomalous mode, charac-
terized by negative energy, indicates that the vortex (and the dark soliton in the 1D case)
is thermodynamically unstable and, in the presence of dissipation, the system is driven to-
wards a lower energy configuration, namely the ground state. Also, the eigenfrequency of the
anomalous mode of the vortex (similarly to the case of the dark soliton [272]) bifurcates from
its value w = € (the linear oscillation with the trap frequency) in the linear limit —where
the vortex is represented by the linear superposition |1,0) + 4|0, 1), where |m,n) denotes the
m-th linear eigenstate of the quantum harmonic oscillator along the z-direction and n-th one
along the y-direction (see discussion in section 6.2.1 and Fig. 6.1). Generally, the anomalous
mode (in both 1D and 2D cases) is the lowest excitation frequency of harmonically trapped
systems and the only one below the trap frequency, which is associated with the doubly de-
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generate (in the two-dimensional case) Kohn mode corresponding to the dipolar motion of the
condensate [4]. However, in the case of the vortex (and contrary to what is the case for the
dark soliton), there is one more frequency, which may be smaller than w,y, at least for small
chemical potentials. However the corresponding mode grows monotonically away from the
origin and thus becomes larger for increasing chemical potential than the anomalous mode
and the Kohn mode. This frequency was described through a small parameter expansion in
Section V.B of Ref. [273]. The relevant eigenfrequency is given (in our units) by the following
expression,

w s — 29, (6.12)

which becomes increasingly more accurate as p — 2£2. This is in contrast to the case for the
expression of the precession frequency Eq. (6.11), which should be increasingly more accurate
in the Thomas-Fermi (TF) limit, corresponding to large p.

We now turn to numerical investigations in order to examine the validity of our results
in the case of the parabolic trap for constant nonlinearity strength, as well as to generalize
them to settings which are less straightforward to consider by analytical means. The results
will be partitioned in two subsections: firstly, we will provide bifurcation results from the
BdG analysis, and subsequently, we will also test the BAG predictions against full numerical
integration of Eq. (6.1).

6.2 Numerical Results

6.2.1 Bogoliubov-de Gennes Analysis

We start with the case of a singly-charged vortex in a harmonically confined BEC with homo-
geneous interatomic interactions (i.e., ¢ = 1). In Fig. 6.1 we show the numerically obtained
eigenfrequency w of the Bogoliubov spectrum as (blue) solid lines as a function of the chem-
ical potential p and the analytical predictions of Eq. (6.11) (green) dashed-dotted line and
Eq. (6.12) (red) dashed line. The numerically obtained frequencies are real denoting that the
system is dynamically stable. We observe that in accordance to the analytical predictions,
the lowest modes are (i) the one monotonically increasing away from zero and (ii) the anoma-
lous mode, connected to the vortex precession (see previous section), bifurcating from the
constant dipolar mode in the liner limit. For the monotonically increasing mode, we notice
that the non-radial nature of the solutions at hand (due to their phase profile) leads to the
absence of additional symmetries of the eigenvalue problem away from the linear limit. The
only symmetry generally present is that of the phase or gauge invariance, associated with the
conservation of the number of particles. This sustains a pair of linearization eigenfrequencies
at w = 0, but as discussed in Ref. [273], at the linear limit the dimension of the corresponding
kernel is 4, hence an eigenfrequency pair should depart from the origin (at least for small p)
according to Eq. (6.12). As observed in Fig. 6.1, this prediction is in good agreement with
the numerical results. Naturally, deviations are observed for larger chemical potentials. On
the other hand, as concerns the precession frequency, we notice its monotonically decreasing
dependence on p for given Q (the latter, was set to Q@ = 0.2 in Fig. 6.1), its bifurcation from
the Kohn mode eigenfrequency limit and its excellent agreement with the theoretical predic-
tion in the TF limit (for all 4 > 1). We note in passing that in this two-dimensional case, a
pair of Kohn modes can be seen to be preserved at w = Q = 0.2, being associated with the
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Figure 6.1: The eigenfrequency w of the Bogoliubov spectrum for a harmonically confined singly-charged vortex
as a function of the chemical potential p (for a trap strength € = 0.2). Theoretical predictions are given by
w = (u—2Q) [(red) dashed line] for the mode monotonically increasing from zero and w = (Q2%/(2u)) log(Au/Q)
[(green) dash-dotted line]; the constant A was chosen to be 2v/27 ~ 8.886.

Figure 6.2: Top: dependence of the anomalous mode eigenfrequency on the chemical potential for different
trap frequencies . The data points are interpolated by the functions fo(u) = (Q2/(2u))log(2v2mu/Q).
Bottom: similar to top panel, but for the mode bifurcating from zero, as compared to the theoretical prediction

ga(p) = p—2Q.

dipole oscillations of the condensate along the two spatial directions, while the fourth mode
at 0.2 in the linear limit results in a monotonically growing eigenfrequency, as p is increased.

We have also tested the validity of the analytical predictions concerning the two lowest
eigenfrequencies for different values of Q and as a function of i (see Fig. 6.2). Once again, a
very good agreement of the two asymptotic theoretical descriptions in their respective limits
is found.

We now consider an interesting modification to this picture, arising from a consideration of
inhomogeneous interatomic interactions, described by a spatially-dependent scattering length
a(xz,y) (cf. section 2.1.3). Here, we will consider the effect of a periodic variation of the
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nonlinearity strength, g = g(z,y) (i.e., a sort of a nonlinear optical lattice) on the spectrum
of a vortex. We will also draw parallels with similar spectral implications in the setting of a
linear periodic potential analyzed in Ref. [274].

In Fig. 6.3, we study the case of a cosinusoidal variation of the nonlinearity strength, namely,
g(z,y) = 145 (cos?(mx/4) + cos?(my/4)), monitoring the vortex spectrum as a function of the
chemical potential, where s is the strength of the oscillation. In the same figure, the typical
form of the density and phase of the wave function (the former showcasing spatial variation
dictated by the corresponding variation of the scattering length, and the latter demonstrating
the vortex structure of the configuration), as well as the Bogoliubov excitation spectrum, are
also illustrated. We notice that while most of the relevant eigenfrequencies are only very
weakly affected by the spatially-dependent nonlinearity, the one which is most dramatically
affected is that of the anomalous mode. The comparison of the s = 0 case of Fig. 6.1 (blue
solid lines) with the red dashed line of s = 0.1 and the green dash-dotted of s = 0.3 illustrates
that the latter two not only approach zero, but rather cross it at a finite value of u. For
s = 0.1, the anomalous mode hits the origin of the spectral plane at u = 2.61, while for
s = 0.3 at u = 1.56. However, it is perhaps even more remarkable that this collision does
not produce an instability through an imaginary eigenfrequency (real eigenvalue) pair, but
rather maintains the stability of the configuration (the eigenfrequencies appear to go through
each other). Generally, it can be seen that the trend of increasing the oscillation strength in
the cosinusoidal case leads to a more rapid decrease of the anomalous mode eigenfrequency
with p and an “earlier” collision (i.e., occurring for smaller p) with the spectral plane origin.
The present study focuses on a periodicity (wavelength) of the nonlinearity that is larger
than the size (core) of the vortex. All throughout this long wavelength regime the spectral
results are qualitatively the same. For the case pertaining to wavelengths of the nonlinearity
comparable or smaller than the size of the vortex it can be anticipated that for small enough
wavelengths compared to the core of the vortex, the spatial modulation of the nonlinearity will
effectively, through spatial homogenization, act as a constant nonlinearity (possibly shifted
from its original g = 1 value) in a manner akin to the effects of (linear) periodic potentials
generated by optical lattices acting on harmonically trapped dark solitons [138].

It is now interesting to turn to the case of the sinusoidal modulation of the nonlinearity
strength, namely g(z,y) = 1+ s (sin?(wz/4) +sin?(7y/4)). In this case, as observed in
Fig. 6.4, the fundamental difference is that the anomalous mode is larger than that of the
homogeneous interactions case (g = 1). More importantly perhaps, its dependence can also be
non-monotonic, resulting in the increase of the corresponding eigenfrequency for a chemical
potential © = 1. Consequently, this raises the possibility of collision of the relevant eigenmode
with other modes bifurcating from w = €2 for sufficiently large p (see [green]| cross for p ~ 2.11
in the case of s = 0.3 considered in the figure). This, in turn, produces an instability due to
the opposite Krein sign of the colliding modes, yielding a quartet of complex eigenfrequencies.
The (positive) imaginary part of the latter, is shown in the bottom panel of Fig. 6.4; see also
the second and third row of panels for a typical profile and spectral plane of the relevant
configuration.

The above features of the anomalous mode seem structurally similar to the linear periodic
potential case, where again the cosinusoidal case was found to be dynamically stable, while
the sinusoidal one was unstable beyond a critical lattice strength [146,274,275] These results
also motivate an investigation of how this phenomenology may be modified in the presence
of a dissipative term.
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Figure 6.3: The case of a cosinusoidal variation of the nonlinearity strength for a trap strength @ = 0.2. The
left panel is similar to Fig. 6.1 showing the eigenfrequency w of the Bogoliubov spectrum as a function of the
chemical potential . Comparison of g(z,y) = 14 s (cos®(rz/4) + cos*(wy/4)), with s = 0.1 [(red) dashed line]
and s = 0.3 [(green) dash-dotted line], with the case of s = 0 [(blue) solid line). The upper right panels show
contour plots of the density (left) and phase (right) of the wave function, while the bottom panel shows the
respective Bogoliubov excitation spectrum (real vs. imaginary part of the eigenfrequency w, where instability
would correspond to the existence of eigenfrequencies with Im(w) # 0). The chemical potential is p = 4
(approaching the Thomas-Fermi limit).
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Figure 6.4: Similar to Fig. 6.3, but for the case of a sinusoidal variation of the nonlinearity strength. The
left panel and the upper right panels are analogous to the panels of Fig. 6.3. The case of g(z,y) = 1 +
s (sin®(wx/4) + sin®(mwy/4)), for s = 0.3 [(red) dashed line] is compared to that of s = 0 [(blue) solid line]. The
bottom right panel shows the imaginary part of the complex eigenfrequency; the oscillatory instability arises
for pp > 2.11.
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In this case, the pertinent model is the so-called dissipative GPE, which can be expressed
in the following dimensionless form:

1
(i = )ue = =5 Au+ V(rju+ ul*u - pu, (6.13)

where the dimensionless parameter v can be associated with the system’s temperature in SI
units according to [253,256] (see also [263])

dma?kpT
X N —

=G
v e

(6.14)
with kp being Boltzmann’s constant and the heuristically introduced dimensionless prefactor
G = 3. Note that in the dissipative model the interaction between the thermal cloud and the
condensate is only modeled by particle exchange resulting in the dissipative factor +; we should
note that physically, the relevant case is that of v < 1, although for illustration purposes we
will occasionally show also the results away from that regime. The chemical potential and
trap strength in Eq. (6.13) are set to the values p = 1 and 2 = 0.2 (per the above discussion,
it is understood how different p and © will modify the relevant phenomenology).

In Fig. 6.5, we show the BAG spectrum of a vortex for a case of v = 0 (zero temperature, i.e.,
no dissipation) and for the case of v = 0.2 (finite temperature, i.e., dissipation). It is clear that
the lowest frequency mode of the condensate (which for g = 1 is the anomalous mode) is the
one that, for nonzero values of ~, immediately acquires a positive imaginary eigenfrequency,
contrary to what is the case for all other eigenmodes of the system. In fact, precisely this
property was rigorously proved in Ref. [266] for negative Krein sign eigenmodes, namely that
their bifurcation upon such dissipative perturbations happens oppositely to that of all other
modes (of positive energy) of the system. This remarkable feature is directly consonant with
the property of this excited state of the system resulting, via the effect of dissipation (and
through the complex nature of the relevant eigenmode) eventually into the ground state of
the system. Moreover, notice that this complex eigenmode also implies the combination of
growing amplitude with the previously analyzed precessional motion, leading to the spiraling
of the vortex core toward the edges of the TF cloud and its eventual disappearance, in favor
of the ground state of the system (see below).

Lastly, let us investigate the effect of a periodic modulation of the nonlinearity on the
stability of the system for the finite-temperature case. For a periodic cosinusoidal modulation
of the nonlinearity the imaginary part of all eigenfrequencies vanishes and the system is stable
for v = 0 as discussed above. The top panel of Fig. 6.6 shows the maximal imaginary part
of the eigenfrequency as a function of « for different chemical potentials p for g(z,y) = 1 +
S (Cosz(ﬂ'x/ll) + cos? (7Ty/4)), with s = 0.3. For v = 0 the imaginary part of the eigenfrequency
vanishes for all cases. However, for small u the imaginary part of the eigenfrequency becomes
non-zero immediately, similar to the case of a constant nonlinearity strength. On the other
hand, for large chemical potential the maximal imaginary part of the eigenfrequencies remains
zero independent of ~. Thus, the system remains stable even in the presence of dissipation.
This behavior can be understood by investigation of Fig. 6.4. The occurrence of a positive
imaginary part of the eigenfrequencies is due to the fact that the anomalous mode is of
negative Krein sign. However, for the case of a cosinusoidal modulation of the nonlinearity
one observes that the value of the frequency of the anomalous mode decreases with increasing
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Figure 6.5: The left panel shows the immediate acquisition of a non-vanishing imaginary part of the eigenfre-
quency associated with the anomalous mode, as soon as the temperature-dependent dissipative prefactor -y
becomes nonzero. The right panel highlights the special behavior of the anomalous mode by illustrating the
BdG spectrum for the cases of v = 0 (red crosses) and that of v = 0.2 (blue circles). Notice how in the latter
case the eigenfrequencies form nearly two symmetric arcs in the negative imaginary half-plane.

1 and, finally, even crosses the origin. At that critical point, the frequency curve shows a
crossover with its opposite-value companion (of the same pair). However the latter mode has
a positive Krein sign and therefore (since all negative signatures arise for negative frequencies,
and positive signatures for positive frequencies), the imaginary parts of the eigenfrequencies
become negative in the case of nonzero . The bottom panel in Fig. 6.6 provides an overview
of the eigenfrequencies for v = 0.2 and pu = 1.6. All eigenfrequencies were shifted further
into the negative imaginary half-plane in comparison to the corresponding panel in Fig. 6.5.
Importantly, the eigenfrequencies corresponding to the (formerly) anomalous mode got shifted
into the negative imaginary half-plane as is shown in the inset.

6.2.2 Direct Numerical Simulations

In this section we show results obtained by direct numerical integration of Eq. (6.1) starting
with different initial states containing a single vortex. In order to determine the position of
the vortex as a function of time we first compute the fluid velocity [276]

7 uw*Vu — uVu*

6.15

Vg = —

The fluid vorticity is then defined as wyor = V X v4. Due to our setup, the direction of the
fluid vorticity is always the z-direction and, therefore, we can treat this quantity as a scalar.
Furthermore, we investigate single vortex states leading to a single maximum of the fluid
vorticity at the position of the vortex. This allows us to determine the position of the vortex
by determining the center of mass of the vorticity wyor.

Figure 6.7 shows the evolution of a single vortex for ¢ = 1. We displaced the vortex initially
from the center of the trap to (zo,y0) = (—1.5,0) and propagated the state numerically
using Eq. (6.1). The thus obtained results are compared to the solutions of Egs. (6.9-6.10)
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Figure 6.6: The left panel shows the immediate acquisition of a non vanishing imaginary part of the eigenfre-
quency associated with the anomalous mode, as soon as the temperature-dependent dissipative prefactor v is
nonzero for small chemical potentials, but no acquisition of an imaginary part for large chemical potentials.
The right panel gives an overview of the eigenfrequencies for v = 0.2 and g = 1.6. The maximum imaginary
part is zero. The inset shows that the eigenfrequencies corresponding to the anomalous mode got shifted into
the negative imaginary half-plane.
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Figure 6.7: The left panel shows the trajectory of the vortex for ¢ = 1 and . = 3 obtained by direct integration
(crosses) and the theoretical prediction (solid line) obtained by solving Egs. (6.9-6.10). Notice the excellent
agreement between the two. The right panel shows the corresponding trajectory for the case taking into
account dissipation, namely integrating Eq. (6.13) with v = 0.2.
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Figure 6.8: The trajectory of a vortex for y = 3 for the case g(z,y) = 1+ s (sin?(rz/4) + sin®(7y/4)) with
s = 0.3. In the left panel the trajectory is plotted on top of the profile of the coupling g(z,y), whereas the
right panel shows the trajectory as a function of time.

r = mgcos(Ct) and y = yosin(Ct) with C = (22/(2u)) log(Ap/S2) and the initial position
(z0,y0). The theoretical predictions agree very well with our numerical findings: the vortex
oscillates around the center of the trap with constant frequency and radius (see left panel).
The right panel shows the trajectory for the case of constant nonlinearity g = 1 but for finite
temperature (i.e., including dissipation). The results shown were obtained by direct numerical
integration of Eq. (6.13) for v = 0.2, with the initial condition being a slightly perturbed
eigenstate of the system. Due to the instability of the system this small perturbation leads to
the spiraling out of the vortex, as is physically anticipated in the presence of finite temperature
[277]; we note in passing that this work contains a detailed model from microscopic first
principles that illustrates a similar phenomenology upon a spatially dependent inclusion of
the coupling of the condensate with the thermal cloud.

Figure 6.8 shows the trajectory of a vortex for the case of a periodically modulated sinu-
soidal nonlinearity, g(z,y) = 1+ s (sin®(mz/4) + sin®(ry/4)). The initial configuration is a
slightly perturbed eigenstate leading to a small shift of the position of the vortex. Due to
the instability of the sinusoidal g(z,y) landscape, the vortex spirals outwards initially, but
then spirals inwards after reaching a region with approximately constant nonlinearity. Sub-
sequently the vortex follows a series of such alternating (spiraling first outwards, and then
inwards) cycles in an apparently quasi-periodic orbit.

Figure 6.9 shows the trajectory of a vortex for the case of a periodically modulated cos-
inusoidal nonlinearity, g(z,y) = 1+ s (cos?(mz/4) 4 cos*(wy/4)), without dissipation (left
panel) and with dissipation (right panel). In this case, small perturbations do not get am-
plified since the system is stable. However, a macroscopic displacement of the vortex to
(z0,y0) = (—1.5,0) leads to the trajectories shown in the figure (see left panel). In the case
without dissipation the vortex moves outwards (reaching a region outside the “square” of
the first minima of the nonlinearity) and oscillates around the center on a trajectory with
roughly constant nonlinearity. For the case with cosinusoidal nonlinearity and dissipation
(see right panel), the vortex remains stable against small perturbations and does not spiral
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Figure 6.9: The trajectory of the vortex for = 3 for the case g(z,y) = 1+ s (cos®(wz/4) + cos(wy/4)) with
s = 0.3 without dissipation (left) and with dissipation (right) with v = 0.2. The trajectories are plotted on
top of the profile of the coupling g(z,y). Notice the fast inward vortex motion in the presence of dissipation.

out, contrary to the case of a constant nonlinearity. Even for a macroscopical displacement
the vortex moves back to the center of the trap and remains stable there. This behavior is
possible because the effective potential due to the spatial variation of the nonlinearity creates
the possibility for a metastable vortex state even in the presence of dissipation.

In conclusion, the modulation of the nonlinearity opens up the possibility to stabilize the
vortex against excitations due to finite temperature effects. This can be extremely useful for
setups which require stable vortex states for a long period of time as, e.g., in the recent work
of Ref. [278] which suggests the use of a superposition of two counter rotating BECs as a
gyroscope.

6.3 Conclusions

In summary, in this chapter, we examined the role of anomalous modes in the motion of vor-
tices in harmonically confined condensates. We have also focused on the settings of spatially
dependent scattering lengths and of finite temperature (as well as the combination thereof).
We found a number of interesting results, including an explicit semi-analytical expression for
the precession frequency in the trap (by means of the matched asymptotics technique), which
was found to be in excellent agreement with both bifurcation and direct numerical integra-
tion results, for different chemical potentials and trap frequencies within the Thomas-Fermi
regime.

We subsequently examined how the spectrum (more generally —and the anomalous mode
in particular) are affected by the presence of spatially-dependent (harmonic) interatomic
interactions. We found that the latter may induce or avoid instabilities depending on the
curvature and the strength of the nonlinearity variation. The effect of temperature was
examined in a simple phenomenological setting which, however, still enabled us to observe the
thermal instability of the vortex and its rapid spiraling towards the edges of the condensate
cloud. Intriguingly enough, we also demonstrated that the effect of spatially dependent
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nonlinearities may avoid the thermal instability of the vortex by creating a local metastable
effective energy minimum wherein the vortex can spiral inwards towards the center of the
harmonic trap.



Chapter 7

Bifurcations, Stability and Dynamics of Multiple
Matter-Wave Vortex States

In the previous chapter we investigated single vortex states in quasi 2D BECs confined in
harmonic, non-rotating traps. Let us now investigate the subject of multiple matter-wave
vortex states in disk-shaped BECs thereby connecting dark soliton states and vortex states.
Dark soliton states are stable states in 1D BECs confined in harmonic traps and are robust in
a quasi (1D) geometry. However in 2D condensates they become unstable. We illustrate that
this dimensionality-induced destabilization of the dark soliton leads, through a supercritical
pitchfork bifurcation, to the formation of the vortex dipole. Further destabilizations of the
dark soliton leads to the formation of the stationary tripole, aligned quadrupole, quintopole,
etc. We clarify the relevant nature of such supercritical pitchfork bifurcations and illustrate
their symmetry breaking character, through a few mode expansion that enables an analytical
prediction of the bifurcation point of the emergence of these states. We systematically study
the stability of each of these states by elucidating their complete linearization spectrum,
anomalous modes and imaginary, as well as complex eigenfrequency instabilities; we also
showcase the connections of this spectrum with the bifurcation picture presented through
general principles of bifurcation theory. We formulate a complementary physical picture,
which considers the vortices as individual particles precessing within the parabolic trap and
interacting with each other through the modification of each other’s local velocity field. This
picture allows us to predict not only the equilibrium position of the vortices, e.g., in a dipole
setting, but also (and perhaps even more importantly) the near-equilibrium dynamics, e.g.,
the anomalous modes of the vortex pair and the epicyclic motions associated with the non-
trivial one among these modes. Finally, we use the above particle picture as a guide towards
some of the more complex vortex dynamics which we corroborate through direct numerical
simulations. The results of this chapter are partly published in Ref. [279].

The chapter is structured in the following way. In section 7.1, we present our theoretical
analysis for the few-mode bifurcation picture, which is particularly relevant close to the linear
limit. We complement this with a large-amplitude perspective, whereby dynamical equations
for two or more isolated vortices are considered, and their static, stability and dynamical
implications are examined. Subsequently, in section 7.2, we embark on a detailed numerical
bifurcation study of the states emerging from the dark soliton stripe (as well as of a few
that do not arise from it). In section 7.3, we corroborate some of the near-equilibrium
static/linearization picture with direct numerical simulations; we also consider a few more
exotic dynamical implications of the original model [and of its underlying ordinary differential
equation (ODE) counterpart]. Finally, in section 7.4, we summarize the content of this
chapter.
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7.1 Theoretical Analysis

7.1.1 Dark Soliton Stripe Bifurcation Picture

In this chapter we restrict our investigations to zero temperature and a constant scattering
length. So the model under consideration can be described by Eq. (6.2). Firstly, let us
investigate the existence and possible bifurcations of the lowest macroscopically excited states
of Eq. (6.2). Below, we fix the trap strength using {2 = 0.2. In the non-interacting (linear)
case, the Hamiltonian describing the stationary states can be written as H=H,+ fIy, with
H, and H y being the Hamiltonian of a single particle in a harmonic trap oriented along the -
and y- directions, respectively. Therefore, the linear states factorize as well and can be written
as Yo (z,y) = Un(x)hn(y) with ¢, (x) and ¢, (y) being the states associated to the n-th
and m-th eigenvalue of H, and ]:Iy, respectively. The resulting states W, (x,y) with energy
w=(n+m+1)Q denote the eigenstates of the linear limit. Due to the rotational symmetry
of the problem, one can rotate any solution around the center of the trap obtaining another
solution. Hence, when we consider in the following a solution with a distinct symmetry
direction one needs to have in mind that the direction may be chosen arbitrarily.

The top panel of Fig. 7.1 shows the number of atoms N as a function of the chemical
potential for different branches of possible solutions. The bottom panel in this figure shows,
for better clarity of exposition, the atom difference AN = N — Ngg between the atom number
N of a particular branch and the atom number Ny for the dark soliton branch. We have not
shown the branch of the ground state starting at g = 2 = 0.2 from the linear limit, as the
stable ground state of the system will not be relevant in our discussion hereafter.

The first branch, with the largest atom number (among the ones considered therein) for
fixed chemical potential, is the single vortex (sv) state located at the center of the trap. We
have shown in the previous chapter that this state is dynamically stable (for zero temper-
ature), despite of the fact that it possesses an anomalous mode in its excitation spectrum.
In the linear limit, this state is given by Wy, (z,y) = ¥1(x)o(y) + i¢o(x)1(y). Therefore,
it is “initialized” at an energy of pu = 2. For increasing chemical potential the atom num-
ber increases monotonically. Furthermore, no other states bifurcate from this one (given its
existence properties and its absence of stability changes).

The second (and most critical, for our discussion herein) branch starts from p = 2§ in
the linear limit as well. The wave function of this branch is given in the linear limit by
Uas(z,y) = Wig(z,y) = ¥1(x)o(y) (without loss of generality we assumed the relevant stripe
to be oriented along the y-axis). This state, which has a density minimum along the y-axis
and a phase jump across this minimum, is precisely the dark soliton (ds) stripe with the line
symmetry that characterizes such a 2D generalization of the 1D dark soliton.

The essence of our discussion lies in the (symmetry-breaking) bifurcations arising from the
dark soliton stripe solution. In particular, in the case of {2 = 0.2 considered in Fig. 7.1, and for
1~ 0.68, the vortex dipole state emerges. This is clearly a supercritical pitchfork bifurcation,
as there are two potential installments of such a dipole with opposite, between them, relative
positions of their S = 1 and S = —1 vortex constituents. The location of this bifurcation
is sufficiently close to the linear limit so that it can be predicted by using a Galerkin-type
approach [48] (see also Refs. [47,280] for a general discussion). The dark soliton state is
given, close to the linear limit, by Wqs(x,y) = ¥1(x)o(y). The vortex dipole (vd) state
occurs due to an admixture of the W (x,y) = ¥o(z)1h2(y) state to Wqs, but importantly with
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Figure 7.1: Top: Number of atoms as a function of the chemical potential for the different states for 2 = 0.2.
Bottom: Corresponding number of atom difference between the different branches and the dark soliton stripe
branch.

a phase difference of 7/2 with respect to the Wqs. Hence, the bifurcation theory developed
in Ref. [48] can be directly applied but with the crucial difference of the relative phase of the
symmetry-breaking admixing state (with respect to the original state) of ¢ = m/2. In that
case, one can repeat the calculations of Ref. [48] [cf. Eq. (12) therein] to obtain the relevant
bifurcation point as:
Wip — Wo2
I—-1y "’
where wyg,02 are the eigenvalues corresponding to the states Wig(x,y) and Voo(x,y), Ip =
[Wiydzdy, and I = [ ¥3,W3,drdy. One can also determine the critical chemical potential
at which the symmetry breaking is expected to occur, namely pe = wig + IgNe [48]; for
these parameter values, this leads to puyd = %Q (= 2/3 for Q = 0.2, see second vertical thin
dashed line in the case shown in Fig. 7.1), which is in excellent agreement with our numerical
findings.

Ny = (7.1)

For larger chemical potential, at u = 0.98, another branch bifurcates from the dark soli-
ton branch. The wave functions of this branch contain three vortices (3v) oriented along
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a line with adjacent vortices having opposite vorticity. It is remarkable that although this
bifurcation happens quite far from the linear limit, one can still understand it through the
same supercritical pitchfork (symmetry-breaking) theoretical framework. In particular, what
is happening in this case is that the W3 state is providing the “admixture” element to the
“pure” dark soliton stripe state. In light of that, the analysis presented above [and Eq. (7.1)]
still holds but now wgs — wgz = 3 and [ = f \I/%O\Ilggdxdy. Repeating the same calculation
as above, one finds p3Y = 86/19 (which in this case is ~ 0.91, see the third vertical thin
dashed line in Fig. 7.1, in reasonable agreement with the numerical result provided above).
Given the substantial departure from the linear limit and the nonlinear deformation of the
dark soliton stripe (still represented in the above phenomenology by its linear limit of W),
this slight discrepancy can be well understood. Furthermore, the symmetry-breaking, super-
critical pitchfork nature of the bifurcation is again evident since two installments of the same
“vortex tripole” (as it will be called below) branch may emerge, one with two S = 1 vortices
and an S = —1 centrally separating them and one with two S = —1 vortices with an § =1
between them.

At p =~ 1.26 a four-vortex (4v) state (an aligned quadrupole), with the vortices oriented
along a line, bifurcates from the dark soliton state. At this point, the sequence of symmetry
breaking events is clear: now the Wy is offering the 7/2 out of phase admixture leading to a
critical point through the same procedure and the corresponding reformulation of the above
constants of p2Y = 890€2/157; in connection to the = 0.2 case of Fig. 7.1, we find p2¥ ~ 1.13
(see fourth vertical thin dashed line), with the slight progressive degradation of the critical
point attributable again to the further departure from the linear limit. In this case also, the
vortex parity variation of S — —S for such a four-vortex line configuration whose adjacent
vortices possess opposite charges, yields the two bifurcating branches associated with this
critical point.

However, we should note in passing here that a state with four vortices exists even in the
linear limit as is shown by the branch starting at p = 32 in the linear limit: this represents a
four vortex state, with vortices located at the vertices of a square, i.e., a vortex quadrupole
(vq). This is among the states previously considered in Ref. [165,172], as well as independently
proposed as a member of a larger class of so-called vortex necklace states in Ref. [281]. At
the linear limit, this state can be represented as Wyq(z,y) = Ca(x)o(y) + C*o(x)2(y)
with C' being a complex number and emerges from the linear limit at ey = 3 (= 0.6 in
the case of Fig. 7.1, cf. first vertical thin dashed line in the figure). With increasing chemical
potential the number of atoms of the state monotonically increases. At p ~ 1.4 this branch
crosses the branch representing the dark soliton stripe. However, it is important to note that
due to the structural disparity of those states, the crossing of the number of atoms (contrary
to the previous cases considered above) does not constitute a bifurcation and therefore does
not lead to any stability change.

Nevertheless, at higher values of u (e.g., for p &~ 1.54 in the case of Q = 0.2 of Fig. 7.1),
a five-vortex (5v) state (a vortex quintopole) bifurcates from the dark soliton stripe. Once
again, the vortices are oriented along a line and adjacent vortices have opposite vorticities.
Furthermore, the bifurcation shares the standard supercritical pitchfork character of the ear-
lier ones, and its characterization through the above analytical tools reveals a critical point
at pudY = 726Q/107 (which, for Q = 0.2, leads to u2Y ~ 1.36, see last vertical thin dashed line
in Fig. 7.1). According to the above, the structural progression of these symmetry-breaking
events is clear and we will not proceed to characterize higher ones among them, especially
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given the dynamical instability of the ones beyond the vortex dipole state (that will be dis-
cussed in more detail below).

However, let us add a short note about the physical intuition of the general picture. What
is happening in the present setting is that there exists a sequence of supercritical pitchfork
bifurcations in which the Wy, gets mixed progressively with each of the Wy, modes. In
so doing, the m-fold symmetry of the latter breaks the line symmetry of the former. In
addition, the /2 relative phase between them introduces a picture which locally at each
perpendicular intersection of the m nodal lines of the latter with the nodal line of the former
resembles a W19+iW(; (with the pluses alternating with the minuses due to the field structure
of the Wy,,). As a result, at each of these nodal line intersections, entities with alternating
(between adjacent ones) vortices emerge, progressively formulating the dipole, tripole, aligned
quadrupole, quintopole, and so on.

7.1.2 Vortex Particle Complementary Picture

The above discussion and bifurcation picture is especially relevant close to the point of emer-
gence of these multi-vortex solution branches. A complementary aspect of our description
concerns the case (for larger chemical potentials) where the vortices are well separated, in-
dividual entities which can be regarded as interacting particles subject to the precessional
effect due to the parabolic confinement. In that picture, it is relevant to develop (kinematic)
equations of motion characterizing the vortex dynamical evolution, as well as their potential
equilibrium positions and their near-equilibrium behavior. In the previous chapter we derived
the equations of motion for the vortex center (x,,y,) of a single vortex in an harmonic trap
for small displacements of the vortex from the center of the trap, taking the form

Ty = — ng_,u log <A%> Yus (7.2)
2
iy = S%c log <A%> T, (7.3)

where S denotes the topological charge (alias “vorticity”) and A is an appropriate numerical
factor, taking the value A ~ 8.88 ~ 2v/27. Equations (7.2-7.3) suggest a precession of the
vortex in the harmonic trap with a frequency
2
Wpr = g—lu log (A%) (7.4)
Naturally, the amplitude of the precession is fixed and fully determined by the initial distance
Ry = \/x% + yg of the vortex location from the trap center. While the above results are in
excellent agreement with numerical computations for small Ry as we demonstrated in the
previous chapter, it is worth investigating the dependence of the precession frequency on Ry
for intermediate and/or large radii. In that regard, Fig. 7.2 which shows the dependence of A
on Ry (for u = 3), suggests that the value of the numerical factor A changes for large initial
displacements: in fact, up to Ry < 1.5, the value A ~ 2/27, (corresponding to infinitesimally
small displacements) yields a good approximation, while for larger displacements Ry, the
value of A is increased, indicating the faster rotation of the vortices away from the condensate
center.
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Figure 7.2: Dependence of the numerical factor A [see Egs. (7.2-7.3)] on the initial displacement Ry of the
vortex from the center of the trap, for p = 3.

Having discussed the dynamics of a single vortex in the trap, let us now consider the
vortex-vortex interaction. Based on the analogy with fluid vortices [282], it has been argued
that the superfluid vortices considered herein have similar interaction laws and corresponding
kinematic equations. In particular, on a homogeneous background, and for large distances
of the vortices compared to the size of the vortex core, the kinematic equations for vortices
with centers (2, ym) and (z,,y,) take the form [283,284]

G = — BSn%”T;%, (7.5)
. Im — Tn
i = B, (7.6)

with p = \/ (Tm — 20)? + (Ym — yn)?, S = %1 the vorticity of the vortex n and an appropriate
numerical factor B; in the case of the homogeneous condensate, the latter takes the value
B ~ 1.95. Note, S, is not a typo but the equations of motion for the vortex m depend on
the vorticity of the vortex n.

Let us now combine Egs. (7.2-7.3), describing the interaction of the background density of
a condensate in a trap with each single vortex, and Egs. (7.5-7.6) describing the interaction
of (any pair of) two vortices on a homogeneous background, to provide the total contribution
to the superfluid local velocity at the vortex location. This way, the vortex motion can be
described as follows:

Ym — Yn

B = — Stpryn — BS, ImYn (7.7)
205n,

. LTm — T

Ym = Smwprxm + BS, o 3 . (78)
205

It is worth noticing that although these equations refer to the case of two vortices, indexed by
m and n, the relevant generalization to an arbitrary number of (precessing and interacting)
vortices is imminently evident through the conversion of the second term in the right hand
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side of Egs. (7.7-7.8) into a sum over all n # m.
Focusing on the two-vortex setting for definiteness, the above description yields a number
of interesting conclusions. For S; = —S5 = 1 the equations possess fixed points at

Tl = X9 :0, (79)

| B
= = ) 7.10
N Y2 Aoy (7.10)

These are anticipated to be the equilibrium locations of the vortices within the vortex dipole.
Furthermore, the linearization of the dynamical equations (7.7-7.8) around these equilibrium
points offers insight into the fate of small perturbations around these steady state locations.
Part of the special appeal of this analysis is that it can provide explicit, analytical predictions
for the internal modes of the vortex system. These are in fact, precisely, the anomalous modes
of negative Krein signature or the unstable imaginary eigenfrequency modes pertaining to this
non-ground-state type of structure, as we will illustrate in our numerical computations of the
full system below; see also the corresponding discussion for a single vortex in the previous
chapter and for the quasi-1D analog of this picture in the dark soliton setting in chapter 5
and Refs. [110,127,285]. The Jacobian matrix of the linearization around the equilibrium
vortex dipole location offers the following insights. One of the vortex dipole linearization
modes has a vanishing frequency, i.e., a pair of eigenfrequencies at w = 0. This is natural to
expect: this frequency pair merely corresponds to the neutral direction associated with the
“rotational freedom” of the vortex dipole pair, i.e., the ability to equivalently locate it at any
pair of anti-diametric points located at a distance given by Eq. (7.10) from the trap center.
The other non-vanishing pair of linearization eigenmodes (of this 4 x 4 system) corresponds
to a frequency:

wid = £V 2wy (7.11)

This frequency characterizes the precessional motion of the vortex pair around this equilibrium
position which can be naturally thought of as an “epicyclic” counter-rotation of the oppositely
charged vortices. We now turn to the examination of the above analytical findings by applying
numerical existence and stability tools.

7.2 Soliton and Vortex States and their Stability

7.2.1 The Dark Soliton State

The top panel of Fig. 7.3 shows contour plots of the density and phase of the dark soliton
stripe for ;4 = 3. The density has a minimum along the y-axis associated with a = phase jump,
characteristic of dark solitons. The dark soliton state exists for u > 0.4. The bottom panel
shows the real and imaginary parts of the eigenvalues of the BAG spectrum as a function
of the chemical potential. The real parts correspond to oscillation frequencies, whereas the
imaginary parts imply dynamical instabilities. We note in passing that at some places some
level crossings are observed (accompanied by mergers, e.g., for u € [1.1,1.3] of the real parts
of the corresponding eigenfrequencies). These correspond to collisions of eigenmodes with
opposite Krein signatures and lead to complex eigenfrequency quartets. However, because
these only happen for small parametric regimes and the instabilities they induce are far weaker
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Figure 7.3: The dark soliton state for a trap strength €2 = 0.2. The top panels show contour plots of the density
(left) and phase (right) of the wave function for 1 = 3, while the bottom panel shows the eigenfrequency w of
the BAG spectrum as a function of the chemical potential pu.

than the ones associated with purely imaginary eigenfrequencies (in fact, they appear as only
“small bumps” and are at least an order of magnitude weaker in the bottom panel of Fig. 7.3),
they will not be considered further hereafter.

Let us at first investigate the real part of the eigenfrequencies. The mode at w = 2 is twofold
degenerate and corresponds to the dipolar mode which describes the oscillation of the whole
condensate with the trap frequency. The degeneracy occurs due to the symmetry of the trap,
i.e., the trap frequencies in the - and y- directions are equal. From this mode bifurcate two
modes. The mode with smaller magnitude decreases to zero and becomes imaginary leading
to a dynamical instability and the symmetry-breaking bifurcation discussed previously. The
vanishing of the relevant eigenfrequency denotes the point of bifurcation of the vortex dipole
from the dark soliton stripe (cf. Fig. 7.1). The other mode bifurcating from w = € also
has a negative energy / Krein signature. This mode looks similar to the mode of a dark
soliton in a 1D condensate. In the latter setting, this mode is the only one with a smaller
magnitude than the dipolar mode. It bifurcates from the dipolar mode and decreases with
increasing chemical potential up to a threshold in the Thomas-Fermi limit of large chemical
potentials. The general behavior of this mode is similar. However in the 2D case there exist
other modes that may acquire a smaller real part than the dipolar modes. These modes
bifurcate at the linear limit from w = n{ (one per multiple of the trap frequency) and, upon
decrease of their magnitude, they eventually cross zero and become imaginary leading to
additional instabilities. When the negative energy mode collides with these modes, it may



7.2 SOLITON AND VORTEX STATES AND THEIR STABILITY 107

form a band of oscillatory instability manifested in the quartet of complex eigenvalues, e.g.,
for 1.1 < p < 1.2 (see also the discussion above).

Every time one of these decreasing modes crosses zero, another one of the bifurcations
discussed previously will arise. At the critical point of the bifurcation, the kernel of the dark
soliton stripe linearization is augmented and becomes four- (instead of two-) dimensional.
The additional pair of vanishing eigenfrequencies is associated with a rotational freedom that
is, in turn, inherited by the resulting multi-vortex state. It is important to also mention
here that given the supercritical pitchfork nature of the bifurcation, the novel emerging state
(at each step of this bifurcation sequence) inherits the linear stability properties of its dark
soliton stripe ancestor just before the bifurcation. In view of that, we have a clear roadmap of
what to expect of the multi-vortex states’ stability. In particular, the vortex dipole emerging
out of the stable dark soliton stripe, should itself be neutrally stable at least close to the
bifurcation point. On the contrary, the vortex tripole, aligned quadrupole, quintopole etc.
should, respectively, inherit the one-, two-, three- etc., respectively, unstable eigendirections
of the dark soliton stripe at the critical parameter point of their bifurcation. We should note
in passing here that changing the aspect ratio of the trap leads to a shift of the point where
the individual modes of the spectrum cross zero, e.g., a stabilization of the dark soliton stripe.
Eventually, the dark soliton becomes stable for quasi-1D traps [185, 186, 188].

It is interesting to parallel the above results with those of Ref. [188], which also considered
the destabilization of the dark soliton stripe, although in a waveguide-like trap geometry and
through a fully numerical approach. The authors of Ref. [188] recognized the progressive
destabilization steps of the dark soliton stripe as they augmented the transverse direction
width in their geometry. However, they attributed the instabilities to single- or multi-vortex
decay indicating that the multi-vortex patterns observed “are by no means stationary but
rather form transient states” [188]. We believe that the above picture strongly supports the
emergence of stationary bifurcating structures of this multi-vortex type.

7.2.2 The Vortex Dipole State

We now turn to the first by-product of the above bifurcation picture, namely the vortex
dipole which is shown in Fig. 7.4. The top panels of the figure show the contour plots of
the density and phase of this coherent structure. The middle panel of Fig. 7.4 shows the
dependence of the position of the vortices on the chemical potential for 2 = 0.1, 2 = 0.15,
and = 0.2 (curves from top to bottom). The lines denote the corresponding prediction by
the system of ordinary differential equations (ODESs) for the vortex centers through Eq. (7.10)
for A = 2v/27 and B = 1.35. The ODE prediction agrees very well with the results of the full
model. The bottom panel shows the real and imaginary part of the eigenfrequencies of the
Bogoliubov spectrum as a function of the chemical potential for p > 0.68 (where the dipole
state exists).

Examining in more detail the spectrum of this vortex dipole, we find the following. At
w = (2, there exists again the twofold degenerate dipolar modes which are associated with the
oscillation of the whole condensate in the x- and y- directions with the trap frequency. From
these modes, there bifurcates towards lower frequencies a negative energy mode, similar to the
case of a single vortex. However, in this case, the negative energy mode collides with the mode
departing from zero and forms a band of complex eigenfrequencies associated with oscillatory
instabilities. This is the sole (see also discussion below) and predominant, albeit quite weak,
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Figure 7.4: The vortex dipole state for a trap strength 2 = 0.2. The top panels show contour plots of the
density (left) and phase (right) of the wave function for 1 = 3. The middle panel shows the dependence of
the position of the vortices on the chemical potential for 2 = 0.1, Q = 0.15 and 2 = 0.2 (curves from top to
bottom). The lines indicate the predictions of the ODE with A = 2v2m, B = 1.35. The bottom panels show

the real and imaginary parts of the eigenfrequencies w of the BAG spectrum as a function of the chemical
vd

potential . The thin solid line shows the analytical prediction wp; = \/iwpr.

instability of the vortex dipole state. For larger chemical potentials this degeneracy is lifted
and the negative energy mode behaves similarly to the case of the single vortex. However,
in the vortex dipole case, the eigenfrequency of this mode for sufficiently large chemical
potentials is very accurately predicted by Eq. (7.11), i.e., it is given by wggl = i\/iwpr and
directly reflects the epicyclic counter-rotation of the two vortices around their equilibrium
location. The spectrum has two pairs of zero modes associated with the gauge invariance of
the model, as well as with the rotational invariance of the dipole location (within the radially
symmetric trap).

It is worthwhile to place the above results, and more generally the stability of the vortex
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dipole state, in the context of earlier works that had predicted such a structure. The original
prediction of Ref. [171] cited the vortex dipoles as “extremely robust”, but only employed
direct integration methods (under noisy perturbations); hence, while suggestive, the findings
of Ref. [171] could not preclude a potential instability (or trace its parametric regime). The
subsequent investigation of Ref. [165] seemed to suggest the opposite, namely that the dipole
was, in fact, unstable not only because of its constituting an energy maximum, but also due
to a number of (tabulated) values suggesting the presence of non-real eigenfrequencies. This
was more systematically considered in Ref. [172], which offered the imaginary parts of the
relevant eigenfrequencies indicating two types of instabilities, a universal weak one (for all
chemical potentials) and a stronger one for a narrow parametric regime. For the former, it
was indicated that, as a result of its manifestation, the vortex dipole appears to remain intact
through rotation and it was argued that it can be thought of as structurally stable, although
dynamically unstable. These results are worthy of a close inspection and comparison with
the bottom panel of Fig. 7.4. In fact, there, we also observe an extremely weak (of the order
of 1073 or smaller) but apparently systematically occurring (for all x’s) unstable eigenmode
of imaginary eigenfrequency. However, based on physical grounds, we argue that this mode is
likely to be a manifestation of the accuracy of the numerical eigenvalue computations involved
herein (cf. Ref. [286]). The underlying physical principle of the rotational invariance of the
vortex dipole and of its neutrality clearly suggest the presence of a vanishing eigenfrequency
pair. We should note here that we have confirmed that higher accuracy (smaller grid spacing)
computations reduce the magnitude of the relevant eigenvalues, although their convergence
to zero is slow. A more detailed computational investigation of this effect and its convergence
to the physically relevant and symmetry mandated zero eigenvalue pair, while worthwhile in
its own right is outside the scope of the present manuscript. Thus, we conclude that the sole
genuinely unstable mode is due to the relevant eigenfrequency collisions and occurs over a
narrow parametric regime.

7.2.3 The Vortex Tripole State

The case of the vortex tripole is illustrated in Fig. 7.5. The top panel of the figure shows the
density and the phase of this three vortex state for ; = 3. The vortices are oriented along
a line with adjacent vortices having opposite vorticity. The bottom panel shows the BdG
spectrum for g > 0.98 (where the three vortex state bifurcates into existence).

The real part of the spectrum looks similar to the case of the vortex dipole. However,
in this case, the anomalous mode decreasing from the dipolar one and the mode departing
from zero cross without creating an oscillatory instability. The spectrum contains two zero
modes, as in the case of the vortex dipole. The one among them which is (numerically)
very weakly nonzero is due to the rotational invariance of the tripole and the corresponding
neutrality of this equilibrium (cf. the relevant discussion above and also the discussion of
Ref. [172] about the second instability mode therein). Furthermore, as argued above on the
basis of the general bifurcation approach to this problem, there is always a purely imaginary
mode. The magnitude of the purely imaginary mode is comparable to the magnitude of the
trap frequency showing that the state is highly unstable, as it inherits the already strong
instability of the dark soliton stripe at the chemical potential value where the tripole arises.
This is consonant with the discussion of Ref. [172] about a “dominating mode which is roughly
an order of magnitude larger” than the other one.
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Figure 7.5: The three vortex state for a trap strength 2 = 0.2. The top panels show contour plots of the density
(left) and phase (right) of the wave function for g = 3, while the bottom panel shows the eigenfrequencies w
(real and imaginary parts) of the BdG spectrum as a function of the chemical potential x.

One can extend the vortex particle approach described in section 7.1.2 to the three vortex
state by adding the corresponding interaction term. The Jacobian matrix of the linearization
around the equilibrium positions of the vortex tripole leads to the following eigenmodes. One
of the modes has a vanishing eigenfrequency, similar to the case of the vortex dipole state,
corresponding to the “rotational freedom” of the vortex tripole state. Of the other two pairs
of eigenmodes, one is real and one is imaginary with respective eigenfrequencies

prl == \/7wpr7 (712)
Wiy = £ iV Twp:. (7.13)
The former corresponds to the anomalous mode leading to an oscillation of the vortices around

their equilibrium positions, and the latter corresponds to the imaginary mode inducing the
instability of the system. The modes agree qualitatively with our numerical findings.

7.2.4 The Aligned Quadrupole State

We now briefly turn to the case of four vortices aligned along the nodal line of the former
dark soliton stripe. As in previous figures, Fig. 7.6 shows some of the characteristics of the
four vortex (4v) aligned state. The bottom panel of the figure shows once again the BdG
spectrum for g > 1.26 (where the four vortex state exists). Naturally, the real part of the
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Figure 7.6: The aligned quadrupole state for a trap strength 2 = 0.2. The top panels show contour plots of
the density (left) and phase (right) of the wave function for 4 = 3, while the bottom panel shows the (real and
imaginary) eigenfrequencies w of the BdG spectrum as a function of the chemical potential x.

spectrum looks similar to the case of the three vortex state. As in the case of the vortex
dipole and tripole, the rotational and gauge invariances account for the two zero modes. On
the other hand, for this four vortex case, there still exists a single negative energy mode.
However, as anticipated from the stability of the dark soliton stripe at the critical point of
the four-vortex-line bifurcation, in this case there exist two purely imaginary eigenfrequencies
in the spectrum. The magnitude of the two purely imaginary modes is comparable to the
magnitude of the trap frequency showing that the state is highly unstable, similarly to its
dark soliton stripe ancestor in this parametric regime.

It is interesting to observe the count of (stable and) unstable eigenfrequencies of the vortex
system in connection to the vortex “particles” participating in the respective state. In the case
of two vortices, the epicyclic precession and the vanishing rotational eigenmode accounted for
the two-modes of the two-particle system. In the case of the tripole, we expect three modes
out of the three pairs of ODEs, one of which accounts for the remnant of the epicycles, one
for the rotational invariance and one for the mode instability (associated with the outward
drift of the outermost vortices towards the condensate boundary). In the aligned quadrupole,
there are four modes: the epicycle, neutral and two unstable eigenmodes. For five aligned
vortices (see below), there exist three unstable modes, and so on. As another interesting
aside, we note that in none of the earlier studies of Refs. [165,171,172,174] does this aligned
quadrupole state seem to be noted (although, as discussed earlier, its quadrupolar analog was
illustrated in Refs. [165,172,281]). However, higher order (such as 5- and 6-vortices aligned)
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were discussed in the anisotropic trap setting also involving rotation in Ref. [178].

7.2.5 The Vortex Quadrupole State
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Figure 7.7: The vortex quadrupole state for a trap strength 2 = 0.2. The top panels show contour plots of
the density (left) and phase (right) of the wave function for ¢ = 3, while the bottom panel shows the (real
and imaginary parts of the) eigenfrequencies w of the BAG spectrum as a function of the chemical potential

. The dashed line shows the theoretical prediction for the mode departing from zero w = 4—‘5/§(u —3Q).

We now make a brief interlude to discuss the quadrupole vortex state of Fig. 7.7, previously
identified in Refs. [165,172,281], for completeness, although it does not structurally collide
with or bifurcate from the dark soliton stripe (instead, as argued above, it emerges from the
linear limit). Figure 7.7 shows density and phase plots of such a state. The bottom panel
shows the real and imaginary eigenfrequencies of the BdG spectrum of the quadrupole state
as a function of the chemical potential. At w = € and w = 22 one finds the dipolar and
quadrupole mode of the condensate representing oscillations of the whole condensate. For
the vortex quadrupole, negative energy modes bifurcate from both of the above locations.
The one departing from the dipolar mode is two-fold degenerate, crosses the mode departing
from zero, and thus becomes the lowest excitation of the state. The mode departing from the
quadrupole limit collides with the mode departing from zero, and thus forms an instability
band associated with eigenfrequency quartets, as illustrated in the middle and bottom panels
of Fig. 7.7. For larger chemical potentials, this degeneracy is lifted and the negative energy
mode crosses the dipolar mode and becomes the second smallest excitation frequency of the
state. Similar to the single vortex state one can predict the behavior of the mode departing
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from zero using a small parameter expansion as described in Sec. V.B of Ref. [273] yielding

w= \/5(/;—39),/%, (7.14)

with the overlap integrals of the one dimensional harmonic oscillator eigenfunctions C' =
[ dazpo(z)? [ dope(x)* and D = ([ datpo(z)*he(x)?)?. Evaluation of the integrals yields
44/2
w= T\/_(,u —3Q), (7.15)

which is found to be in good agreement with the corresponding numerical result (see dashed
line in the real BAG spectrum of Fig. 7.7).

7.2.6 The Vortex Quintopole State
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Figure 7.8: The five vortex state for a trap strength 2 = 0.2. The top panels show contour plots of the density
(left) and phase (right) of the wave function for p = 3, while the bottom panel shows the real and imaginary
parts of the eigenfrequencies w of the BdG spectrum as a function of the chemical potential p.

Lastly, we briefly mention the five vortex state in Fig. 7.8. The presentation of the mode
is similar to the earlier ones, with density and phase of a typical representative of this family
of solutions being shown in the top panel and real and imaginary eigenfrequencies being
demonstrated in the middle and bottom panels. The spectrum looks similar to the spectrum
of the earlier states, but as argued above, it possesses three purely imaginary eigenfrequencies
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with two of them being essentially degenerate, as is illustrated in the bottom panel of Fig. 7.8.
Of course, once again the large magnitude of the corresponding eigenfrequencies illustrates
the strong dynamical instability of the pertinent structure.

7.3 Vortex Dynamics: Numerical Results

7.3.1 Microscopical Displacements

In this section we show results obtained by direct numerical integration of Eq. (6.2), using as
initial conditions stationary states perturbed along the direction of eigenvectors associated
with particular eigenfrequencies. Since we are interested in the dynamics of the position of
the vortex center we choose eigenfrequencies associated with instabilities or negative Krein
sign eigenmodes. We should recall at this point that anomalous modes are connected to
the oscillation frequencies of the vortices therefore a perturbation along the direction of an
eigenvector associated to an anomalous mode leads to a precessional motion of the vortices.
In order to determine the position of the vortex as a function of time we first compute the
fluid velocity (see previous chapter)

7 w*Vu — uVu*

7.16

Vg = —

The fluid vorticity is then defined as wyor = V X vs. Due to our setup, the direction of the
fluid vorticity is always the z-direction and, therefore, we can treat this quantity as a scalar.
For well separated vortices, each vortex leads to a maximum of the absolute value of the fluid
vorticity at its location. This allows us to determine the position of the vortices by determining
the maxima of the absolute value of the fluid vorticity wyo,. Notice the significant advantages
of the above definition over alternative techniques such as those discussed in Ref. [174] which
attempt to deal with phases and identifying plaquettes of 27w windings. This is evident in
the figures illustrated below in comparison to the coarse features observed in Figs. 7 and 8 of
Ref. [174].

The left panel of Fig. 7.9 shows the time evolution of the center of the vortices when the
vortex dipole state is perturbed by the eigenvector corresponding to the anomalous mode for
u = 1.5. Both vortices are initially shifted in the x-direction from the equilibrium position
towards the center of the trap and in the y-direction both were shifted in the same direction
namely in the positive half plane. So the vortices are still equi-distant from the center of
the trap leading to the same value of the background density. During the time evolution the
vortices perform an epicyclic (counter-rotating) motion around their respective equilibrium
points.

The right panel shows the time evolution of the centers of the vortices for the state being
perturbed by the eigenvector associated to the (near-) vanishing eigenfrequency corresponding
to the rotational invariance at u = 1.5. Both vortices are displaced symmetrically from the
fixed points in such a way that the distance to the origin and the distance between the vortices
remains constant. Subsequently they rotate around the center of the trap. After a rotation
of ¢ = /2 they rotate backwards. The forward- and backward-trajectories deviate slightly
despite that the trajectories are closed. One of the vortices rotates forwards on the outer-
and the other on the inner-trajectory and backwards vice-versa.
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Figure 7.9: Time evolution of the center of the vortices for the two vortex state perturbed by the eigenvector
of the anomalous mode (left panel) and the eigenvector associated to the zero eigenvalue connected to the
rotational invariance (right panel) at © = 1.5. The filled circles represent the initial positions of the vortices.
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Figure 7.10: Time evolution of the center of the vortices for the three vortex state perturbed by the eigenvector
of the purely imaginary mode at g = 2.0. The Initial positions of the vortices are depicted by the filled circles.

In the case of the three vortex state, on the other hand, there exists an imaginary eigenfre-
quency mode. Hence, we expect a dynamical manifestation of this strong instability. Figure
7.10 shows the time evolution of the center of the vortices for the vortex tripole being per-
turbed by the eigenvector of the imaginary eigenfrequency mode. One of the vortices immedi-
ately moves towards the outer regions of the background density (cf. with the corresponding
dynamical description of Ref. [172]). The negative energy and anomalous modes of the states
with the vortices oriented along a line lead to similar dynamical evolutions as the correspond-
ing cases discussed here. As an aside, we note that among the rest of the considered states,
the one containing a higher multiplicity of anomalous modes is the vortex quadrupole. The
twofold degenerate mode with smaller magnitude leads to an in-phase oscillation of adjacent
vortices around the fixed points whereas the anomalous mode with larger magnitude leads to
an out-of-phase oscillation of the adjacent vortices.
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7.3.2 Macroscopical Displacements

In this section we show the dynamical evolution of vortices placed at different initial positions,
and compare the results obtained by direct time integration of Eq. (6.2) with the results
obtained by integrating the corresponding ODEs. We will restrict the investigation in this
subsection to two vortices with different vorticities since higher vortex states are unstable.
In order to place a vortex at a certain point we use the following procedure. We define the
pure vortex wave function as quotient of the single vortex state in a trap and the background
density profile. This pure vortex wave function is then placed at the corresponding point.
This procedure excites the background density as well, leading to a small amplitude oscillation
of the vortices around a trajectory with large amplitude and frequency.

5

Figure 7.11: Time evolution of the centers of two vortices for a vortex with positive vorticity and one with
negative vorticity initially placed at (zo,y0) = (3.9,0) (white circle) and (zo,yo) = (—2.4,0) (black circle),
respectively (left panel) and (zo,yo0) = (0.75,0.3) (white circle) and (zo,y0) = (—4.5,—0.3) (black circle),
respectively (right panel) for 4 = 3. The solid lines depict the predictions of Eqs. (7.7-7.8) and the thin solid
lines the predictions of Eq. (6.2).

The left panel of Fig. 7.11 shows the time evolution of two vortices initially placed at
(xo,y0) = (3.9,0) (white circle) and (xo,y0) = (—2.4,0) (black circle), respectively. The
vortices oscillate around the center of the trap with an approximately constant distance
to the trap center. The thick solid lines denote the predictions of Eqgs. (7.7-7.8). They
agree very well with the trajectories obtained by integrating Eq. (6.2) (depicted by thin solid
lines). However the latter results perform an additional small amplitude oscillation due to
the excitation of the background condensate as explained above. The right panel of Fig. 7.11
shows the time evolution for vortices initially placed at (zo,yo) = (0.75,0.3) (white circle)
and (zg,y0) = (—4.5,—0.3) (black circle), respectively. Due to the non-zero displacement
in the y-direction one does not obtain an oscillation with constant amplitude around the
origin but more complicated trajectories of the vortices with varying distances to the trap
center. However the trajectories of the vortices are well separated, i.e., they do not cross. The
predictions of Eqgs. (7.7-7.8) (thick solid lines) agree qualitatively well with the corresponding
results of the PDE (6.2) (thin solid lines) however the oscillation frequency deviates due to the
dependence of the integration constants (A, B) on the position of the vortices. The left panel
of Fig. 7.12 shows the evolution for (x,y0) = (4.5,0) (white circle) and (zg,yo) = (—4.5,0)
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Figure 7.12: Time evolution of the center of two vortices for a vortex with positive vorticity and one with
negative vorticity initially placed at (zo,y0) = (4.5,0) (white circle) and (zo,yo) = (—4.5,0) (black circle),
respectively (left panel) and (zo,yo) = (0.75,0.75) (white circle) and (zo,y0) = (—1.5, —1.5) (black circle),
respectively (right panel) for = 3. The thick solid lines depict the predictions of Eqs. (7.7-7.8) and the thin
solid lines the predictions of Eq. (6.2).

(black circle). Due to the symmetrical displacement of the vortices with respect to the center
of the trap, they perform oscillations around their fixed points. The right panel of Fig. 7.12
shows the evolution for (xg,yo) = (0.75,0.75) (white circle) and (z¢,yo) = (—1.5, —1.5) (black
circle). Both vortices are shifted with respect to their fixed points towards the center of the
trap. They perform complicated oscillations around the center of the trap. Once again
the qualitative agreement of the prediction by the ODE (7.7-7.8) is good however the exact
oscillation frequency cannot be predicted.

In conclusion the trajectories of the two vortices depend strongly on the initial conditions.
The qualitative predictions by the ODE agree remarkably well with the PDE results however
they cannot predict the exact oscillation frequencies. Here, we have attempted to explore,
at both the PDE and ODE level, some of the salient features of such “choreographies”, as
associated with instability and anomalous or invariant modes of the system. Clearly, a more
detailed investigation of the possible orbits is warranted and will be forthcoming,.

7.4 Conclusions

In this chapter, we have considered the existence, stability and dynamics of states associated
with a dark soliton stripe, as well as of the related vortex quadrupole state. We have unveiled
a systematic cascade of bifurcations from the former state into aligned vortex clusters (or
crystals). The symmetry-breaking, supercritical pitchfork nature of the bifurcations was elu-
cidated and a few-mode expansion was employed to identify the corresponding critical points.
Although satisfactory approximations to the first four bifurcations were given, the approach
is especially successful in the vicinity of the linear limit (and the bifurcation of the vortex
dipole state). A complementary viewpoint was also formulated based on a particle picture
enabling the development of an ordinary differential equation framework for the evolution
of the vortex centers. This approach not only allowed the identification of the equilibrium
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positions of the vortex clusters, but also assisted in the formulation of the vortex linearization
problem and the analytical approximation of the vortex epicyclic near-equilibrium motions
(e.g., for the vortex dipole), as well as that of the unstable eigenmodes of states such as the
tripole. These results were systematically corroborated by existence and numerical linear
stability techniques offering good agreement between the analytical approximations and the
numerical findings in the relevant regimes.



Chapter 8

Dynamics of Dark-Bright Solitons in Cigar-Shaped
Bose-Einstein Condensates

In chapter 4 and 5 we have investigated solitonic solutions in quasi-1D BECs. For repulsive
interaction dark solitons exist as solutions of the 1D GPE whereas for attractive interactions
bright solitons are solutions of the 1D GPE. Let us now investigate a two-component system,
i.e., a BEC consisting of atoms in two different internal states. In a two component BEC
dark-bright (DB) solitons exist for repulsive interaction between the atoms. DB solitons are
symbiotic objects which do not exist in one-component systems. In a DB soliton the wave
function of one component can be described as a dark soliton and the wave function of the
second component as the wave function of a bright soliton. The bright soliton would not
be stable without the other component due to the repulsive inter-atomic interaction. It gets
stabilized by the interaction with the component supporting the dark soliton.

In this chapter we explore the stability and dynamics of DB solitons in two-component elon-
gated Bose-Einstein condensates. For this purpose we will use both effectively 1D mean-field
models and the full 3D GPE. We first develop in section 8.1 the Gerbier equation (GE) for
two-component BECs. In section 8.2 we introduce DB solitons as solutions of the 1D GPE and
then investigate the DB soliton statics and dynamics in section 8.3 using the non-polynomial
Schrodinger equation (NPSE), the GE and the 3D GPE. Moreover, we analyze the interaction
between multi-DB solitons and the role of their relative phase. Our results pertain to the
hyperfine states |1, —1) and |2,0) of 8"Rb, as in the experiment of Ref. [108], and also for the
states |1, —1) and |2, —2) of 8"Rb in an optical dipole trap. For the latter states, we present
experimental results concerning the DB soliton oscillations and multi-DB soliton interactions
in section 8.4. Finally, we summarize our results in section 8.5. The results of this chapter
are partly published in Ref. [287].

8.1 Effective 1D Theory

The macroscopic wave functions of Bose condensed atoms in two different internal states obey
the following vector GPEs [3]:

272
2 % = (— hmv/_, + U + grel el + 912|¢3—kl2)7/)k, (8.1)
where 1y (r) are the macroscopic wave functions (k = 1,2), of atoms in the internal state
k, gij = 47Th2aij /M are the effective nonlinear coefficients due to the s-wave scattering for
i,7 = 1,2, and U(r) is the confining potential. Note, Eq. (8.1) conserves the atom numbers of
the individual components separately (cf. the spinor GPE in chapter 9 where the individual
atom numbers are not conserved). Therefore there should not be any transition between the
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internal states k by inter atomic scattering in order to ensure that the vector GPE are valid.
This is for example the case for states in different hyperfine manifolds.

For a single species, quasi-1D descriptions of cigar-shaped BECs rely on the non-polynomial
Schrodinger equation (NPSE) (2.40) and the Gerbier equation (GE) (2.34); cf. section 2.2.3.
However, in multi-component settings only the NPSE equation has been derived [288]. There-
fore we use at first a similar scheme for the dimensionality reduction of Eq. (8.1) to an
effective 1D equation, as described in section 2.2.3 for the scalar GPE, in order to obtain a
multi-component version of the GE.

For a highly anisotropic trap, we first factorize the wave function as [141,142,144]

wk(rvt) - ¢k(rJ-;x)fk(x7t) eXp(—i’yt/h), (8'2)

where v is the chemical potential defining the time dependence of the overall phase. Sub-
stitution of this ansatz in Eq. (8.1), multiplication by ¢7(r;z) and, finally, integration over
the transverse directions; leads to the following effective 1D model:

[ 0 h? 02

Uiy yirw i V(Cﬂ)} Tk = paklfel fe, (8.3)

where V(z) = Mw?2?/2 is the axial potential and the transverse chemical potential 1) =
w1 k[ fr(x,t)] is a functional of fy:

o h? 1
11 ] :/d2rL¢k (—mvf + §Mwiri -
+ Gk | k|| fr]? +912|¢3—k|2|f3—k|2)¢k, (8.4)

where (w,,w ) are the trap frequencies along the longitudinal (axial) and transverse direc-
tions. We have neglected derivatives of ¢ with respect to time and to the axial variable
x. For an effectively 1D system, we assume that the transverse wave function remains in its
Gaussian ground-state,

1 ri
\/7_TO'k eXp(_Q)

To account for axial effects, we allow the width o to be a variational parameter, o, =
o[ fr(x,t)]; this yields:

O =

(8.5)

h2

o, M gkl fel® o | g2l fa-il?

2 2 2 2

Pik = 5770, + 5 wiop+—g— 5
2M 2

. 8.6
or Ok +7T(O'%—|—O‘%) (86)

Here we have set the constant offset shift v = 0. In order to determine o} we minimize the
chemical potential p | with respect to oy for given fi(x,t) leading to

W grnl il 2910l f3 k4 (8.7)
WM? " ArMw? T MW (02 +03)2 P .

ol =

with A = 1. For the one component case f3_; one obtains a one to one correspondence
of 0 and f and consequently Eq. (2.34). However for the two component case one cannot
determine oy, analytically due to the last summand in Eq. (8.7) which depends on oy, o3_.
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An alternative approach for defining o} is to use the Euler-Lagrange equations from the
Lagrangian associated to Eq. (8.3) following Ref. [288] and thereby minimizing the total
energy. This leads to Eq. (8.7) for o with A = 2. Below we refer to A = 1 as the GE system
and A = 2 as the NPSE system.

In the low density limit gg; f,, << 1 (for k,l,m = 1,2) equation (8.7) reduces to the constant,
density independent width

odF = ¢ 2h2 (8.8)
w] M?

defined by the harmonic oscillator length in the transversal direction and subsequently Eq.

(8.3) is reduced to the standard 1D vector GPE. The latter is given by Eq. (8.1) with modified

coupling coefficients, in complete analog to the scalar 1D GPE. However in general one has

to solve the following system of equations:

= [0 vy b dnd] g (8.9)
th—fr = | ——— == x .
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h? 2 2) _ 2
ot = ik [ g12| f3-k| 4 (8.11)
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Notice that Egs. (8.9-8.11) constitute a set of coupled nonlinear equations which have to
be solved consistently in order to obtain fi(z,t) and oy [fx(z,t)]. In Appendix B we describe
in detail how one can solve these coupled nonlinear equations.

8.2 Dark Bright Solitons

Using the above approach, we will investigate the trapped dynamics of a DB soliton in a
quasi-1D condensate. For the GP 1D case without a trap in the axial direction (V(x) = 0),
and assuming that all scattering lengths are equal, there exists an analytical DB soliton
solution [121]. This can be expressed in the following dimensionless form (in units so that

h=M=1),

Yp =1/psina + /e cos o tanh [n[m — q(t)]], (8.12)

bp = /Ng/{ez(¢+wBt+mtana)Sech [n[m — q(t)]] (8.13)

Here, v¢p is the dark soliton (on top of a constant background with chemical potential pu =
©p), with an inverse width £ = /pcos? a + (Np/4)2 — Np /4, position ¢(t) = q(0) + tr tan o
and phase angle «, whereas g is the bright soliton that is symbiotically supported by the
dark one with the same width and position. Note, one speaks about a dark and a bright
soliton since the functional form described in Eqgs. (8.12-8.13) is reminiscent of the functional
form of a dark and a bright soliton (cf. section 2.3.2), respectively. However pure bright
solitons exist only for an attractive interaction and not for a repulsive one. In this case the
bright soliton gets stabilized by the dark soliton and would not exist without the dark one. In
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Figure 8.1: Iso-level contours at 2/5 of the maximal density (dark/bright soliton depicted in blue/red) of a

DB soliton as a result of 3D GPE simulations (Np = 93367, Np = 7926). The transverse cut (y =const.)
shows the atom density with the scale depicted by the colorbar.
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the realistic case of the hyperfine states |1,—1) and |2,0) of 8"Rb, the scattering lengths are
different (a1; = 100.86aq, aze = 94.57a¢ and ajo = 98.98ag). Nevertheless, in the quasi-1D
setting (with the trap), we have found that there exists a stationary DB state [cf. Eqgs. (8.12-
8.13) with v = 0] located at the trap center. We identify this state, f3'*, using a fixed-point
algorithm, and then perform a Bogoliubov-de-Gennes (BdG) analysis to determine its linear
stability by using the ansatz

fr = 2% + [ug(z) exp(wt) + vi(z) exp(—w*t)] . (8.14)

For a detailed description of the technical details of the BAG analysis we refer the interested
reader to Appendix B. The eigenfrequencies w and amplitudes (ug,vx) of the ensuing BdG
linearization operator encode the dynamical stability of the system: for vanishing imaginary
part w; of w = w, + w;, the system is dynamically stable and w; # 0 implies dynamical
instability. We also note that the eigenfrequency of the anomalous (negative energy) mode of
the spectrum (see below) coincides with the oscillation frequency of the DB soliton, similarly
to dark solitons in one-species BECs cf. chapter 5 or Refs. [110,112,140].

4
~ T S A ——NPSE
%’500 28 . v | ——GE
ORI T3 oF .
0 2000 BT - “o000, 3000
N, 000 s 1000 N,

Figure 8.2: DB soliton oscillation period vs. Np and Ng for fixed up indicated by the numbers in the panel.
Circles (blue) and squares (black) depict the results from the BdG analysis of the GE and NPSE, respectively;
small (red) dots represent results of the 3D GPE.
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8.3 Numerical Results

8.3.1 Comparison of quasi-1D and 3D Results

We have chosen a cylindrical trap with frequencies w; = 27 x 133 Hz and w, = 27 x 5.9 Hz,
similar to the ones used in the experiment of Ref. [108]. In Fig. 8.1 we show iso-level contours
of a DB soliton resulting from numerical integration of the 3D GPE, while in Fig. 8.2 we
compare the oscillation period derived by the effective 1D model against results of the 3D
GPE. The figure illustrates the dependence of the period of the DB soliton on the number
of atoms (Np, Np) of the two components. It is clear that variation of the number of atoms,
especially in the bright component by a factor of 2, may lead to a significant (approximately
two-fold) variation of the DB soliton frequency. The agreement between 1D and 3D generally
becomes worse when Np is increased and, to a lesser extent, when Np is increased. Notice
that the NPSE model yields generally more accurate predictions than the GE one.
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Figure 8.3: BAG analysis of GE (left) and NPSE (right) [real w, and imaginary w; parts of the eigenfrequencies]:
Anomalous mode (green), dynamically unstable mode (red), analytical 1D result of Ref. [121] (gray), and 3D
GPE results (black points).

The panels of Fig. 8.3 show the DB soliton spectrum. When the anomalous mode collides
with a mode of positive energy, the DB soliton becomes dynamically unstable, i.e., the am-
plitude of its oscillation increases. Such collisions are present in the DB soliton spectrum,
and denote a critical difference in comparison with the case of dark solitons in single-species
BECs. Furthermore, as observed in the right-most panel of Fig. 8.3 and also corroborated by
our 3D GPE simulations, this oscillatory instability disappears for sufficiently large Np.

From Fig. 8.3, we infer that for progressively larger atomic populations, a departure from
the quasi-1D behavior emerges and a larger (smaller) oscillation frequency is obtained, if Np
(Np) is increased.

According to Fig. 8.2, the atom numbers used in Ref. [108] (up to Np ~ 8000 and Np ~
92000) are out of the realm of validity of the effective 1D equations; thus, in this case, the 3D
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Figure 8.4: An oscillating DB soliton with period 7' = 827 ms in the 3D GPE approach. Left panel: Transversal
(y = z = 0) cut of the density at ¢t = 0 (thick lines) and ¢t = 7'/2 (thin lines). Solid (dashed) line depicts
the density for the dark (bright) component. Middle/right panels: Contour plots showing the evolution of the
(y, z)-integrated density of the dark and bright solitons.

GPE has to be applied. Figure 8.4 illustrates the oscillating DB soliton for trap frequencies
and atom numbers comparable to those used in Ref. [108]. This 3D simulation results in an
oscillating DB period of about 827 ms that is comparable with the period observed in Ref. [108]
(slightly larger than 1 s). Possible sources for the discrepancy between the numerical and
experimental oscillation periods include (i) high sensitivity of the period on the Np to Np
ratio, (ii) sensitivity of the dynamics to uncertainties in the measured scattering lengths, and,
perhaps more importantly, (ii) our numerics confirm that the oscillations are not harmonic
and tend to have increasing periods for higher oscillating amplitudes.

8.3.2 Departure from the quasi-1D Behavior

The departure from the effective 1D description can be noticed, e.g., in panels (a) and (b) of
Fig. 8.5. It is clear both from the oscillation snapshots Fig. 8.5a and from the evolution of
the bright soliton center in the transverse direction (Fig. 8.5b top panel), that the DB soliton
starts exploiting the transverse degrees of freedom shortly after release. Up to ¢ < 200 ms
the soliton is at rest with respect to the transverse direction. For ¢ > 200 ms an oscillation of
the soliton occurs in the transversal direction leading at the same time to a reduction of the
oscillation frequency in the axial direction (cf. thick (black) solid line in the bottom panel of
Fig. 8.5b).

8.3.3 Interaction of Dark-Bright Solitons

We also showcase 3D GPE simulations, in Fig. 8.6, depicting the interaction between two
DB solitons [217]. The left panel shows a stationary DB pair with in-phase, i.e. mutually
repulsive, bright soliton components (also, the dark ones always repel) that is balanced by the
pull of the harmonic trap. The middle panel depicts the evolution of the same initial DB pair
as in the left one, but with out-of-phase, i.e. mutually attractive, bright solitons, which yields
an oscillatory dynamics. The right panel depicts the oscillations and collisions for in-phase
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Figure 8.5: (a) Transverse oscillations of the DB soliton for (Np, Np) = (88181, 1058) . Top subpanel: initial
condition. Bottom subpanel: a snapshot of the oscillating DB soliton at ¢ = 620 ms. (b) Transverse (top)
and longitudinal (bottom) oscillations for the bright soliton. The thin (red) and thick (black) solid lines are
sinusoidal fits to the longitudinal oscillations (circles) yielding periods 7' = 306 ms (for ¢ < 200 ms) and
T = 365 ms (for ¢ > 200 ms), respectively.
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Figure 8.6: Interaction of two DB solitons [top (bottom) subpanels depicting the bright (dark) component].
Left panel: In-phase (i.e. repulsive among bright) solitons close to their equilibrium position. Middle panel:
Out-of-phase (i.e. attractive among bright) solitons starting at the same location as in panel c¢). Right panel:
Multiple collisions for in-phase solitons.
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Figure 8.7: (a) Experimental images showing the oscillation of the DB soliton at the in-trap evolution times
indicated. (b) In-trap DB soliton oscillation. Triangles (red) and squares (blue) correspond to, respectively,
(N, Np) ~ (680,27000) and (Ng, Np) = (9000,650000). Solid lines correspond to fitted harmonic oscilla-
tions with frequencies 0.39 Hz and 0.27 Hz respectively. (c¢) Oscillation frequency vs. Np for different number
of atoms in the dark component: squares (red): Np = 30000, triangles (green): Np = 200000, and circles
(blue): Np ~ 430000. (d) Experimental expansion images showing the oscillation and collision (in circled
regions) of two DB solitons. Images in (a) and (d) are taken after 7 ms and 8 ms of free expansion for the
bright and dark component, respectively. The components are vertically overlapped prior to expansion.

bright solitons that were released at larger distances from the trap center and thus cannot
avoid colliding despite their mutual repulsion. It is noteworthy that the DB collisions are
apparently nearly elastic as the DB solitons retain their shape even after multiple collisions.

8.4 Experimental Results

Finally, we present experimental data corroborating some principal points of our analysis
(Fig. 8.7). Nonlinear effects in the counterflow of two BEC components are exploited to
generate individual DB solitons [289]. The dark and bright component are formed by 8"Rb
atoms in the |1, —1) and |2, —2) state, respectively, for which a;; = 100.4 ag, aze = 98.98 ay,
and a1o = 98.98 ag [290]. The atoms are held in an elongated optical dipole trap with trapping
frequencies wy . = 2m x {1.3,163,116} Hz. While the lack of exact cylindrical symmetry
as well as the large atom number in the experiment preclude a direct comparison with our
analytic results, the experiment clearly shows the anticipated decrease of oscillation frequency
with increasing number of atoms in the bright and decreasing number of atoms in the dark
component. Experimental results of the collision between two DB solitons are presented in
Fig. 8.7d, confirming their near-elastic nature.

8.5 Conclusions

In this chapter we investigated DB solitons in two-component elongated BECs. We charac-
terized the effectively 1D dynamics of DB solitons and showcased their potential dynamical
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instability. We demonstrated experimentally and theoretically the tunability of the oscillation
frequency of a DB soliton. Varying the atom number of either the dark or the bright compo-
nent, we find that in a harmonic trap the soliton oscillation period may change by nearly one
order of magnitude; most notably, the bright component is shown to slow down the oscillation
of the dark one. Our investigation revealed a feature absent in the dark soliton dynamics in
one-component BECs, namely that a single DB soliton may become dynamically unstable.
Increasing Np and Np reveals a deviation from the effective 1D description: specifically, an
increase of Np leads to a spontaneous breaking of the cylindrical symmetry, manifested in a
transversal oscillation of the bright component, and a subsequent decrease of the axial DB
oscillation frequency. Moreover, we analyzed the interaction between multi-DB solitons and
observed a strong phase dependence of the collisional dynamics of DB solitons.






Chapter 9

Interaction Induced Trapping and Pulsed Emission of a
Magnetically Insensitive Bose-Einstein Condensate

In the previous chapter we investigated a two component BEC described by the vector GPEs.
These do not allow a population transfer between the individual components. In this chapter
we present the spinor GPEs describing a BEC consisting of atoms in the different hyperfine
states of one hyperfine manifold. The spinor GPEs allow explicitly a population transfer
between the components. We derive basic properties resulting from the spinor GPEs and
subsequently apply the spinor GPEs to demonstrate that atoms in magnetically insensitive
hyperfine states (m = 0) can be trapped efficiently by a Bose-Einstein condensate of the
same atomic species occupying a different hyperfine state. The latter is trapped magneti-
cally. We show that for a large BEC density in the m # 0 state the atoms in the m = 0
state behave as if they were confined by a potential which is constituted by the condensate
density. Hyperfine state changing collisions, and therefore loss of the trapped (m = 0) atoms,
are shown to be strongly inhibited in case of a low density of the confined atomic cloud. We
monitor the transition from a ’soft’ to a ’hard’ effective potential by studying the backaction
of the trapped (m = 0) atoms onto the condensate which provides their confinement. The
controlled outcoupling of the trapped atoms by shaping the condensate’s wave function is
explored. We observe a pulsed emission of atoms from the trapping region reminiscent of an
atom laser. This method complements current methods to outcouple atoms from a BEC, e.g.,
radio frequency [291] or Raman transitions [292] and facilitates the creation of an atom laser
for m = 0 atoms. The results of this chapter are partly published in Ref. [293].

The chapter is structured in the following way. In section 9.1 and 9.2 we present the 3D and
effective 1D spinor GPEs, respectively. In section 9.3 we provide our setup for trapping mag-
netically insensitive atoms. How the trapping mechanism works is demonstrated in section
9.4, whereas section 9.5 is devoted to loss mechanism. Finally, we investigate backaction of the
m = 0 component on the m = 1 component, which provides the trapping, and demonstrate
an outcoupling of parts of the trapped m = 0 component.
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9.1 Spinor Equations

We investigate the case of a F' = 1 spinor BEC consisting of atoms with mass M confined in
a spin dependent potential V,,,. The Hamiltonian of the system is given by [199, 294]

2
H :/drzwn(r) [—Q%VQ + Vi (1) W (1)

g
+ Z \I’Lbl(r)\l’;rnz(r)[_05M1M45m2M3

2
mi,2.3,4
+ %Fm1m4Fm2m3] Wiy (1) Wy (1) (9.1)

where V¥, is the field operator of the atom in the magnetic sublevel m and F is the spin-
1 angular momentum operator. The spin independent and spin dependent interactions are
characterized by gy = W and g1 = W with ag being the s-wave scattering
length for the scattering channel with total spin S. From the Hamiltonian (9.1) one can derive
the multicomponent Gross-Pitaevskii equations in the same manner as we derived scalar GPE

in section 2.1 and obtains with suppressed arguments in the wave functions [294]

h? g1
ho, Wy =[——V? Wo+ 2= (F U + F_U_
ihdy Wy = QMV + Vo(r) + gon] ¥ + \/5( LWy + 1)
. R, 1
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W, is the macroscopic wave function describing the internal state m, n = > |W¥,,|? the

total density, F, = |¥1|> — [V _4|?, and F, = F* = /2(U{¥y + UsW_;). These Egs. can
alternatively be derived by the variational principle ihd,¥,, = JE /0¥, with the energy
functional

FeWo+ F,U.). (9.2)

h2
E[V_y, U, U] :/dr > [—mva? + Vi(r) | W)
i,9,k,l

+ 2w + %w;w;FikFﬂ%\yk] (9.3)

The total energy E = E[V_1, ¥, V4] is conserved for time-independent potentials. However,
in contrary to the scalar and vector GPEs, the spinor GPEs (9.2) do not conserve the atom
numbers N; = [dr|¥;(r)[*> of the individual components but only the total atom number
Niot = »; N is conserved. The latter can be seen by investigating the time evolution of
the different atom numbers. Therefore let us investigate the time evolution of the density
distributions of the individual spin components



9.2 EFFECTIVE 1D EQUATIONS 131

Substitution of Egs. (9.2) and their complex conjugates in Eq. (9.4) leads to

h? 2 h? 20 % 291 *2 *
(9t,00 _ﬁ( OQMV \I’O — \1/0 V )\ ) h (\I’ \1/1\1’ 1 — \I’O\I’ \I’ ) (95)
i h2 h2 1
Opr = (Viigor VAW — Vg VQ‘I’ )+ h(‘I’g LU - UL UL)  (96)

One can then define the probability current in the standard way

h 1
jm = =——(¥7 V¥, U, .
in = 537 (Vi VW — (V05 0,) (9.7)

and a particle flux for each component

291

So ==+ (U200 — W2UT0™ ), (9.8)
1
Sy =5 = %(mgwglmgl — UEW L U). (9.9)
The particle flux of the m = 1 and the m = —1 component are equal. The flux of the m =0

component has got twice the magnitude of the other components and an opposite sign. Thus
the total flux is zero. With the particles fluxes (9.8-9.9) and the probability current (9.7) one
obtains the following continuity equations for the individual components:

Oipm + Vim = Sm (9.10)

Spatial integration of the continuity equation leads finally to the time evolution of the occu-
pation number of the single components

O Ny, = /drSm. (9.11)

The integral of the probability current vanishes for square integrable functions as can be seen
by integration in parts. Since the sum of the particle fluxes vanishes, the total atom number
is conserved. Moreover, the change of the atom number in the m = 1 and m = —1 is equal
and has got half of the magnitude of the change of the population of the m = 0 component.
This can be understood by the fact that the only allowed spin changing process is the process
where an atom with m = 1 and an atom with m = —1 collide and change into two atoms
with m = 0 or vice versa.

9.2 Effective 1D Equations

In the following, we restrict ourselves to an effective one-dimensional description accounting
only for the longitudinal dynamics. The transversal confinement may be provided by an
isotropic harmonic potential with a sufficiently large spin independent trap frequency w, (as-
sociated with the harmonic oscillator length a; ) such that the transversal dynamics is frozen
out. The dimensionality reduction can be done in the same manner as for the scalar GPE (cf.
section 2.2.2). The longitudinal motion takes place in the z-direction and consequently the
corresponding mean field equations for the evolution of the spinor components ¥,,, = ¥, (x,t)
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are given by

2
. g1
Zhat\I/o = [—mai + VE)(.%') + gon] \I/() + ﬁ [F+\I/+1 + F_\I/_l]
. [ 1
Zhat\lfil = —mam + Vi1($) + agon \I’:I:I + a1 EG¢\I’0 + Fz\I’:ﬂ (9.12)
with the atomic mass M, the total atomic density n = YL _ | [0,,[%, G, = [¥ 4[> — |0 _,|?

and G4 = G* = /2 [¥;¥, + UiW_,]. The coupling constants are gy = 2h%(ag+2a2)/(3Ma?)
and g1 = 2h* (a2 —ao)/(3Ma% ) where q; /2 are the s-wave scattering lengths for the scattering-
channels with total spin 0 and 2. Note, we used the same notation for the coupling coefficients
as in Eq. (9.2) despite the fact that these are effective 1D coupling coefficients. The same
holds for the density which depends in Eq. (9.2) on z. The particle number in the respective
hyperfine state is calculated according to N, = [ dx |\Ifm|2 In this chapter we consider 23Na
with the respective scattering lengths ag = 2.43 nm and as = 2.75 nm. The transversal
trap frequency is chosen w| = 2 kHz which gives rise to a transverse oscillator length a; =
2.97 x 10° nm.

9.3 Setup

The spin-dependent potential under consideration is of the form V,,(x) = mV (z) with V(x)
forming a double-well. As shown in Refs. [32,33] such a potential can be created using a
standard magnetic trap of loffe-Pritchard type which is dressed by a homogeneous radio-
frequency field. Instead of using the actual form of V' (z) which is provided in Ref. [33] we
rather model the double-well as V(z) = v + nexp (—z?/0?) + (1/2)Mw?z?. This model
potential, which is easily implemented numerically, covers the important features of the exact
potential and can be made to match the experimental situation by tuning the parameters ~,
n, o and w. For our calculations we choose v = 0, = 1.05x 1030 J, ¢ = 28 ym and w = 71 Hz.
A sketch of this potential is shown in Fig. 9.1. While atoms in the m = 1 state are subjected
to an overall confining double well potential, atoms in the state m = —1 can be trapped
only temporarily in metastable states of a single well which is unbounded from below. We
assume this state to be stable over the timescale of interest. Additionally, the atom numbers
and well separations are chosen such that there is negligible initial overlap between the three
atomic clouds located in the three wells. The initial state for our investigations is created by
transferring the entire population of the m = —1 into the m = 0 state which experiences no
confining potential. Such a transfer can be achieved experimentally by two sufficiently broad
banded microwave or laser pulses providing a Raman transition via intermediate excited
states.

We prepare our initial state by relaxation, i.e., imaginary time propagation of a trial wave
function. Since there is no initial overlap between the wave packets each of them can be
prepared independently. We therefore introduce the number of particles confined in the left
and right well by Nyj = ffoo dz|U[* and Nip = Iy da |U1)?, respectively (see Fig. 9.1).
They obey Nip + Nig = Ny. After having obtained the ground states in each potential well
we set Vg = W_; and subsequently put ¥_; = 0 assuming a perfect population transfer. Then
the system is evolved in time according to Egs. (9.12) using the Adams-Bashforth-Moulton
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Figure 9.1: Preparation of the initial state: BECs prepared in the two wells of the m = 1 manifold and the
single well of the m = —1 potential. All m = —1 atoms are transferred by a Raman transition to the m =0
state.

predictor-corrector method (cf. Appendix A).

9.4 Trapping of the m = 0 Component

Throughout this work we will consider the regime of low densities of the m = 0 atoms and
a small maximum overlap region of the m = 0 and m = 1 wave packets in which case O;N_4
becomes negligibly small. For analytical considerations we therefore make the very good
approximation W_; = 0 for all times (see below for a corresponding discussion) and arrive at
the two equations of motion:

. h?

iho, o = [—m@% + 90 %ol* + (90 + 91) \91\2] Ty (9.13)

, R o 2 2

ROy = | 0%+ V() + (g0 + g) (Wl + 91 )| . (9.14)
i.e.,, the m = —1 component is not involved in the time-evolution at all. From Eq. (9.13)

we observe that, although there is no external trap acting on ¥q, we can identify the term
Vet () = (g0 + 91) |\I’1|2 as an effective potential. However, this potential depends explicitly
on the m = 1 density and implicitly on the m = 0 density as seen from Eq. (9.14). In order to
demonstrate that Veg(x) can provide trapping we prepare an initial state with N1gp = Ny =
(1/2) x 10°> and Ny = 10% as shown in Fig. 9.2. During the first several milliseconds the
non-stationary m = 0 wave packet broadens until parts of it hit the atoms in the m = 1 state
and W, and ¥y overlap. The situation at this instant of time is depicted in Fig. 9.3. The
m = 0 atoms are reflected back completely and are thus eventually trapped as displayed in
Fig. 9.4, where the m = 0 density over a time interval of 100 ms is shown. As can be seen the
atoms are effectively confined to the interval —50 pm < = < 50 pm. Eq. (9.13) shows that the
trapping is rooted in the density-density interaction between atoms in different spin states.
A similar behavior is therefore expected for 8"Rb and for any other atomic species whose
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Figure 9.2: Density of the individual m components (m = 1 dashed line, m = 0 solid line) of the initial state
with Ny = 10° (Nig = Nir) and Ny = 10%.
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Figure 9.3: Density snapshot after the time ¢t = 13 ms.

scattering lengths obey go + g1 > 0. Moreover, the density-density interaction implies that
the demonstrated trapping effect should also be observable if two different atomic species are
employed instead of two different spin states of the same atom. This, of course, requires that
the atomic density of one of the species is shaped accordingly.

0.5 Loss Mechanism

Let us now return to the question of particle loss due to the scattering process (m,m’) =
(0,0) — (1,—1). In Fig. 9.5 we show the temporal evolution of the relative change of the
particle number AN, (t) = %(ON)’”(O) in each of the three m-channels for Ny(0) = 103. The
relative particle loss from the trapped atoms in the m = 0 state is negligibly small for the
time interval 100 ms and therefore Egs. (9.13,9.14) provide an accurate approximation. The

scattering process (0,0) — (1,—1), and thus the loss of m = 0 atoms, is strongly suppressed.
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Figure 9.4: Time evolution of the density of the m = 0 component.
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Figure 9.5: Relative change of the number of particles AN, () = %(Q;’"@ for No(0) = 10®. The change
of the particle number of the m = 1 and m = —1 components are equal (upper lines) which is a direct
consequence of the conservation of magnetization in spinor condensates. The lower line denotes the change of
the particle number of the m = 0 component.
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For vanishing m = 1 and m = —1 components Eqs. (9.12) reduce to the Gross-Pitaevskii
equation for the m = 0 component only and spin exchange processes are therefore absent.
The microscopic spin exchange process can therefore in the mean field picture only occur if
there is an overlap of at least two different spin components. In our situation this overlap is
negligibly small. In order to see this more quantitatively we derive an upper bound for the
population rate of the m = —1 component on the basis of Eq. (9.12). A combination of the
1D versions of Egs. (9.9) and (9.11) leads to

8tN_1 = /dl’ [Bt\I/_l\If*_l + 8t\I’i1\I/_1] (915)
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Figure 9.6: Relative energy change AE(t) = W of the m = 0 component for Ny = 10%, N; = 10°
and 5 X 104 and Nir = Nir.

e

for the change of the atom number in the m = —1 component. For short times the evolution
of W_4 is governed by

OU_ = —z’g—}_:\lfgklf*{. (9.16)

Assuming the r.h.s. to be constant leads then to W_(t) ~ 9, ¥_; ¢t. Considering exclusively
the process that populates ¥_1 we find

atN,1 ~ /d:ﬂatllflat\l’*lt ~ (gl/h)2 /d:l? |\I/0|4 |\I’1|2 t. (917)

Introducing a typical overlap region Az between the m = 0 and m = 1 wave functions and
the corresponding maximal values for the densities 1o max, 71,max inside this region, we find

the following upper bound for the particle number increase in the m = —1 mode:
ON_; < (g—fi)QAx ng7maxn17maxt. (9.18)
Estimating the increase of the particle number in the m = —1 according to Eq. (9.18) we

find with 19 max = 25 ,um_l, N1,max = 100 ,um_1 and an overlap of Az ~ 20 um a rate of

OyN_1 < 0.02t /(ms)? which is consistent with our numerical data. Beyond this estimate Fig.
9.5 shows a step-like increase of N_; which is due to the time-dependence of the overlap of
\Ifo and \Ill.

9.6 Backaction of the m = 0 Component on the m = 1 Component

Let us now address the question of a backaction of the m = 0 atoms onto the m = 1 atoms.
As demonstrated above the effective potential Veg(z) = (go + ¢1) |¥1|* can grant efficient
confinement of the m = 0 atoms. However, according to the coupled Egs. (9.13,9.14) ¥,
does not evolve independently of Wy. Hence it is expected that the trapped atoms act back
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on the atoms in the m = 1 state and thereby modify the trapping potential itself. In order
to quantify this effect we calculate the effective energy

4 2a2h2

ag + 2a9)h?
0 2) n !
Ma%

o h? 2 2 (
Far = [ de(~gyy v+ 02

2 2
ol ol [ %) (9.19)
which is the energy contained in the m = 0 component itself plus a contribution arising due
to the interaction of the m = 0 with the m = 1 density. If |U;|* was static, i.e., it did not
change its shape as a function of time, Eeg = Fog(t) would be conserved. Conversely, energy
exchange between the spin components will be reflected in a variation of E.g over time. In

Fig. 9.6 we illustrate the time-dependence of the quantity AE(t) = %{Z}Sg(m for Ny = 103

and two different particle numbers N; = 10° and 5 x 10%. The shape of the initial state is
the same as discussed before, i.e., symmetric occupation of the m = 1 double-well potential
(see Fig. 9.2). We observe that for Ny = 10° the relative energy change is of the order of 5%
over the shown time interval of 10*ms. Here the effective potential can be approximately
considered as static. The situation changes if N is lowered. More concrete, for Ny = 5 x 10*
we observe large oscillations of AE with peak values up to 35% and the effective potential
picture breaks down.

9.7 Outcoupling of Atoms

So far we have been focusing on an initial state with a symmetric occupation of the m =1
double well. We will now investigate the situation Nyz, # Nir where Nip is not large enough
to provide a complete confinement of the m = 0 atoms. In Fig. 9.7 the evolution of the m = 0

600,
=450,
3300
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0

0 30 60 90 120150

Figure 9.7: The time evolution of the m = 0 density for 150 ms and an initial state with Ny = 1()37 Nip, = 1057
Nir = 0. Atoms are released from the trap region and escape to the x > 0 halfspace.

density is shown for the particle numbers Ny = 103, Ny = 10° and Nig = 0. In the case,
where there is no occupation of the right hand well, the atoms are free to leave the trapping
region to the = > 0 halfspace. Escape to the opposite direction is prevented by the m =1
wave packet in the left well (Ny7) and thus atoms which are initially going to the left are
reflected. They interfere with the atoms initially going to the right thereby giving rise to an
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emission of a sequence of distinct wave packets. In case of an initial occupation of the right
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Figure 9.8: The time evolution of the m = 0 density for 150 ms and an initial state with No = 103, N1z, = 10°,
and Nig = 7 x 10®. Atoms are released from the trap region and escape to the 2 > 0 halfspace.

hand well, i.e., N1r # 0 the situation becomes more complex. An example is shown in Fig.
9.8 where Nip = 7 x 103. Here Np is not sufficiently large in order to provide confinement
for all m = 0 atoms, and a fraction of them escape to the z > 0 halfspace. This emission
recedes drastically as soon as a sufficient number of atoms has escaped and the number of
m = 0 atoms in the trapping region has become so small that confinement can eventually be
granted by the m = 1 atoms in the right well. This behavior is studied in more detail in Fig.

0 50 100 150 200
t [ms]

Figure 9.9: Time evolution of the relative number of escaped m = 0 atoms for (from top to bottom) N1z = {0,
10%, 2 x 10%, 7 x 10°}.

9.9 where we plot the time evolution of the number of escaped atoms N§*¢ = f;oo dz|Wo|?
for different values of the atom number N keeping Ny = 103 and N;;, = 10° constant.
In the case at hand we define zg = 80 um thereby ensuring that the considered atoms are
definitely not trapped any longer since the density of the m = 1 component beyond zq is
sufficiently small. The number of escaped atoms increases monotonously as time passes. For
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t < 60ms periods of a steep increase are followed by plateaus where almost no emission is
observed. During the latter time intervals those atoms which are reflected from the m =1
wave packet localized in the left well destructively interfere with the atoms that initially went
to the right, causing the emission to cease for a while. This is reflected in the pulsed release
of m = 0 atoms from the trapping region that is clearly seen in Figs. 9.7 and 9.8. This
situation is strongly reminiscent of a pulsed atom laser. For large times N§*¢/Ny saturates
since the number of remaining atoms in the m = 0 state is small enough to be confined.
The number of confined atoms N§" = Ny — NE*¢ after t = 150ms is plotted in Fig. 9.10
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Figure 9.10: Number of trapped atoms N{™ = Ny — N§*¢ after ¢t = 150 ms as function of Nig for Ny = 10*
(+), No =5 x 10* (x) and Nog = 10® (A). The lines were generated by fitting Ni" = r+/Nir.

as a function of the occupation number of the right well for different Ng. As expected the
final number of trapped atoms increases with increasing Nir. The energy FEy of the m = 0
component is approximately proportional to the square of the occupation number Ny in case
of the nonlinear term being dominant. Furthermore, if one regards the m = 1 component in
the right well to act as a potential then the height Vi of this potential is proportional to
Nir. The energy Ey o NO2 of trapped m = 0 atoms should be less than the height of the
potential Vip o< Nig created by the m = 1 atoms. This yields the scaling N(’;” o v/Nip which
is reproduced in Fig. 9.10. The constant of proportionality depends on the initial occupation
of the m = 0 component. A larger initial occupation number leads to a larger amount of
atoms with a small kinetic energy. As a consequence more atoms remain trapped reminiscent
of the mechanism of evaporative cooling.

In the present study the focus was set on a 1d system but the results translate also to higher
dimensions: For confinement in 2 and 3 dimensions ring [31-33] and shell-like [295] traps can
be employed. Even more complex setups like arrays of BECs which provide a periodic ’soft’
or 'hard’ trapping potential are conceivable. Such a scenario, which is reminiscent of the
self-assembled lattices presented in Ref. [296] can be realized via multi-well radio-frequency
traps (see Ref. [295]).






Chapter 10

Creating Versatile Atom Traps by Applying Near
Resonant Laser Light in Magnetic Traps

In the previous chapter we demonstrated how one can trap the magnetically insensitive m = 0
component due to interaction with the m = 1 component. In this chapter, we present a way
of trapping atoms by applying external fields. Therefore we derive the potential for an
atom exposed simultaneously to an inhomogeneous magnetic field in a loffe-Pritchard trap
like configuration and two lasers in a Raman configuration. In this case, the non-trivial
combination of the magnetic and the laser fields can no longer be reduced to a potential
resulting from an effective magnetic field. A direct consequence of this fact is that the
potential surfaces for different hyperfine components of an atom do not only differ by a
global factor but can be substantially different. Thus, it is possible to confine the different
components of a multi-component BEC in traps of different frequencies or different types, e.g.,
one component in a double well trap and another one in a single well trap located at the barrier
of the double well. Our approach is complementary to the setup described in Ref. [37], where
the authors create state dependent potentials by applying spatially dependent microwave
fields in the near field regime on magnetic traps on an atom chip. Thereby, the microwaves
couple the hyperfine manifolds of the ground state. In our case the most prominent features
of the trapping potentials stem from the interplay of the simultaneous coupling of the ground
state to two hyperfine manifolds of an electronically excited state. Furthermore, an advantage
of using lasers in a Raman configuration instead of microwave or radio frequency fields is their
larger flexibility in tuning the spatial shape of the laser profiles or changing the polarization
of the lasers. Moreover, due to the availability of additional parameters, flexibility is gained
in shaping the potentials compared to conventional traps. For example, one can smoothly
convert a single well potential into a double well potential or drive a double well potential by
varying an offset magnetic field. Furthermore, it is possible to rotate the potential around
one axis by changing the phase between the Raman lasers. The content of this chapter is
published in Ref. [297]. In this chapter we investigate a setup where Raman laser are applied
in a magnetic trap. In appendix E we consider the complementary setup where Raman lasers
are applied in an optical trap.

The chapter is structured as follows. In section 10.1, we derive the effective Hamiltonian.
In section 10.2 our numerical results are presented. Specifically, we provide an overview of the
potential surfaces of the different components and investigate the transition of a double well
to a single well potential as well as the rotation of a double well potential for one component
in detail. In section 10.3 we derive a semi-analytical expression for the potential surfaces; in
section 10.4 loss mechanisms are discussed. Finally, we summarize our results in section 10.5
and mention possible applications of the trapping potential.
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10.1 Analytical Considerations

10.1.1 Hamiltonian and Setup

The Hamiltonian of an (alkali) atom simultaneously exposed to magnetic and laser fields
reads 2
2M
Here, R denotes the center of mass coordinate of the atom and r the coordinate of the valence
electron relative to the center of mass position; M is the total mass of the atom. H€(r)
accounts for the field-free electronic structure of the atom; for the scope of this chapter, we
use 8"Rb as a paradigm. VAF(r,R) and VP (r,R) denote the contributions of the Raman
lasers and the magnetic field, respectively. In order to solve the coupled Schrédinger equation
associated with Hamiltonian (10.1), we employ a Born-Oppenheimer separation of the center
of mass motion and the electronic degrees of freedom. We are thereby led to an effective
electronic Hamiltonian that parametrically depends on the center of mass position,

H=———Vr*+ H(r)+ V¥ R) + VAT (r,R). (10.1)

HYR) = H*(r) + VP (r; R) + VAF(r; R). (10.2)

Its solutions Vi (R) serve as adiabatic potential energy surfaces for the center of mass motion
of the atom; each of these (trapping) potentials is then associated with a given internal state
% of the atom.

Regarding the magnetic field configuration, we consider the setup of a loffe-Pritchard trap
[298] which is given by a two-dimensional quadrupole field in the x;, z9-plane together with
a perpendicular offset (Ioffe-) field in the xs-direction; it can be parameterized as B(x) =
Griey — Groey + Bres. GG denotes the magnetic gradient of the two-dimensional quadrupole
field and By the constant offset field oriented along the xs-axis. The quadratic term B, o
(3 — p?/2)es that usually arises for a Ioffe-Pritchard configuration can be exactly zeroed
by geometry, which we are considering in the following. In actual experimental setups, B,
provides a weak confinement also in the wx3-direction. Omitting B,, the magnitude of the
magnetic field at a certain position x in space is given by |B(x)| = v/ B2 + G?p?, which yields
a linear asymptote |B(x)| — Gp for large values of the coordinates (p = /2?2 + x3 > B/G)
and a harmonic behavior |B(x)| ~ B + %%pQ close to the origin (p < B/G). The magnetic
field interaction within the Born-Oppenheimer approximation reads

V(r;R) = grupF - B(R). (10.3)

The Raman configuration of the excitation lasers is depicted in Fig. 10.1. It consists of two
oppositely circular polarized lasers that are close to resonance with the D; transition line,
i.e., being blue-detuned by A with respect to the transition from the 555, F' = 1 ground
state manifold to the 5P /5, F' = 1 excited state of 8TRb. The propagation direction of the
lasers is chosen to coincide with the direction of the constant Ioffe Field B;. The overall setup
is shown in Fig. 10.2

Within the dipole approximation, the potential of an atom exposed to the laser fields is
given by

VAR (r;R) = —er - E(R, 1), (10.4)
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Figure 10.1: State linkage diagram of the unperturbed atom. The solid arrows denote the transitions allowed
for ¢ and o~ light, whereas the dashed arrows indicate allowed transitions with 7 polarized light. The energy
gap between the 5Py 5, F' = 1 and 5P, /5, F' = 2 manifold is Apg = 27h x 0.8 GHz [299].
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Figure 10.2: (a) Setup showing the propagation direction of the laser beams (large arrows) and the configu-
ration of the magnetic trap. The Helmholtz coils generate the homogeneous loffe field oriented along the Z
direction and the Ioffe bars the quadrupole field in the X — Y plane, shown in subfigure (b).

E(R,t) denoting the electric field of the lasers. The latter can be expressed as

12 (R, t) + Ef (R, )] (10.5)

\V)

with E;(R,t) = €;g;(R)e " kiR-wit+6:(t)) being the electric field associated with the ith laser.
The amplitudes ¢;(R) of the electric fields are spatially dependent in order to account for the
focussing and shape of the laser beams. The factors €; are the unit polarization vectors given
by € = %(el +iey) (o7 light) and ey = %(el —iey) (o~ light), respectively. ¢;(t) take
into account the phases of the lasers, which additionally can depend on time. Expanding the
atom field interaction in the basis |«), defined as the eigenfunctions of the field free atom,

leads to

VA (r ZZ (@i + Wl ) el + e, (10.6)

i=1 o,y
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with w! ) = e(a|E;(t)r|y) and w ) = e(a|Ex (t)r|y).

oy oy
10.1.2 Rotating Wave Approximation

We employ the rotating wave approximation [300] in order to remove the time-dependence
of Hamiltonian (10.2) that arises due to the laser interaction. For reasons of simplicity we
assume that both lasers have the same frequency w; = w and the same profile ¢;(R) = ¢(R).
Since the magnetic field interaction term is block diagonal, i.e., does not mix states with
different total angular momenta, V¥ (r;R) is not affected by the transformation into the
rotated frame. The transformed Hamiltonian reads

Hrwa = VP + VEwa + Vitia, (10.7)
where
Viwa = Y _ Bala)(al + D (B — hw) )] (10.8)
«@ !
13 .
Vida = 5 D > c@)e R tleir|a) i) (o] + huc. (10.9)
=1 a,l

(for clarity, we omit the arguments r and R of the potentials in the following). Here, « labels
the different states of the ground state manifold and [ labels the excited states. Since the
lasers are close to resonance to the D transition line, we can restrict our basis to states close
to the ground state and the first excited state. Using as a basis all hyperfine states of the 55
and 5P manifolds leads to an effective 32 x 32 matrix that will be diagonalized.

10.1.3 Van Vleck Perturbation Theory

In the last subsection we derived the Hamiltonian expanded in the eigenfunctions of the
unperturbed atom. One can use van Vleck perturbation theory [301] to adiabatically eliminate
the excited 5P levels that serve as intermediate states for the Raman transitions. In this
manner, the Hamiltonian can be reduced to an operator acting only on the ground state
manifold (i.e., all states |a) = [55 /5, F = 1,mp) with mp € {0, £1}),

Hyy =V +Y " Egla)(al + > WaalB)(al, (10.10)
« a,f3
with 1 1 1
a = 5 « 5 10.11
Ws 2;V5’Vl <EQ—EI+E5—EZ) (10.11)

being the effective interaction within the ground state manifold. Here, the index [ labels the
excited states, which have been eliminated. For a detailed derivation of Eq. (10.11), we refer
the reader to Appendix D. Employing

2
_1 —i(ki Rt (¢
Via = 5} > T eR)e il ) (1] e5r|cv). (10.12)

=1 a,l
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for the block off-diagonal matrix elements of VPA{AVI\;A yields the effective interaction W within
the ground state manifold whose matrix representation correspondingly reads

2
1 ()b
Wa = gg(R)2 YN el=enligle x| 1) (illepr|a)
1 1

iil=
X (e )
Ea—El—Fhw EB—EZ—{—hw.

(10.13)

If one restricts the sum over the intermediate states to the 5P /, hyperfine sublevels, which
represent a good approximation, one obtains the compact form

A 0 C
59 5P, /9)|?
w K 1/z7||267“||A 2 (0 5 0 (10.14)
CeQ C* 0 A

for the atom laser interaction, with

A= (1 + %) I(R), (10.15)

EAVYY
A
B=2(1+—2)IR) (10.16)
T
1 i
A

A = Ess, y,p=1 — E5p, 5 p=1 — fuww being the detuning of the transition lasers and A®(t) =
#1(t) — ¢2(t) their phase difference. I(R) = cepl|e(R)|?/2 denotes the intensity of the laser, ¢
being the dielectric constant and ¢ the speed of light. The radial matrix element in Eq. (10.14)
can be deduced from the measured lifetime of the excited state which yields in our case
(551 2]ler|[5Py j2) = v/3(2.9919 + 0.0030) eag [302,303]. Note, that the factor of v/3 stems
from the angular integration since we consider the radial matrix element in our calculations.
The individual contributions of the matrix (10.14) can be interpreted as follows. The diagonal
elements stem from the light shift potential of the lasers, i.e., the off-resonant coupling of a
myp component of the ground state to an excited state. The off-diagonal elements arise due
to the coupling of the mp =1 (mp = —1) component via an intermediate (excited) state to
the mp = —1 (mp = 1) component. These off-diagonal matrix elements are not present in
radio frequency traps. The specific form of the matrix occurs since the laser light is circularly
polarized. Other polarizations would lead to a coupling of different states, i.e., different off-
diagonal entries of the matrix V. Furthermore, we should note at this point that the matrix
is expanded in the field-free basis of the atom. In this basis, the contribution of the magnetic
field interaction V¥ for the ground state manifold is represented by the spin matrices for total
spin F' = 1, giving rise to off-diagonal matrix elements as well. As a result, the combined
action of the magnetic and laser fields leads to the mutual coupling of all magnetic sublevels
of the 5515, F' = 1 manifold, represented by a fully occupied matrix. In section 10.3 we
tackle this issue by performing a principal axis transformation that diagonalizes the magnetic
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Figure 10.3: Potential curves for Y = 0 (solid line) and for X = 0 (dashed line). Two components show
an attractive potential in two dimensions whereas one component is exposed to a repulsive potential. The
individual potential surfaces are well separated.

field interaction and thus provides us with a more suitable basis for the interpretation of the
underlying physics.

10.2 Numerical Results

We restrict our investigations to both lasers having a Gaussian profile with a width ¢ in the
X,Y plane and assume that they have a constant intensity in the propagation direction Z,

X2 4v?
). (10.18)

I(R) = Iyexp(—
Since the magnetic field interaction term is independent of Z as well, we find a total potential
that is constant in the Z-direction. In order to provide a confinement in the Z-direction one
can, e.g., utilize an additional laser or make use of the defocusing of the laser beams. If not
stated otherwise, we fix the detuning of the lasers to A = —Aypg/2, i.e., right in the middle
between the 5P 5, F' = 1 and the 5P 5, F' = 2 excited states as depicted in Fig. 10.1, and
the intensity to Iy = 10 W/m?.

10.2.1 Overview Over All Components

Diagonalizing the Hamiltonian matrix (10.10) leads to the adiabatic potential surfaces Vi, (R)
for the center of mass motion as a function of the center of mass coordinate R. As expected
from the magnetic field interaction, we find one trapped and one anti-trapped component,
according to the quantum numbers mp = +1 and mp = —1, respectively. Interestingly,
the mp = 0 component — that is untrapped in a pure loffe-Pritchard field — now shows an
attractive potential with a double-well structure along the X-axis. Note that the quantum
number mpg is only valid in a rotated frame of reference that we are going to introduce
in Sec. 10.3. Nevertheless, we continue to use mp as a label for the different states in
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Figure 10.4: Difference of the potential differences for adjacent components for X = 0 (solid line) and Y =0
(dashed line). The deviation between the transition frequencies of adjacent potential surfaces is non-zero and
depends on the center of mass position of the atom.

the laboratory frame in order to avoid confusion. Since the different potential surfaces are
separated, one can uniquely assign to each state one particular surface.

For investigating the energy spectrum further, let us define the radio transition frequencies
I_1(R) = Vinp=—1(R) = Vinp=0(R) and 61 (R) = V. =0(R) — Vj . =1 (R) between the mp = 0
and the mp = F1 states, respectively. Figure 10.4 provides a measure for the deviation of
both transition frequencies by showing the difference d_;(R) — 0;(R) for X = 0 (solid line)
and Y = 0 (dashed line). The fact that the transition frequencies do not coincide, i.e., the
difference being non-zero, can be used to mutually couple two components without coupling
to the third component. This allows for example a transfer of atoms from the mp = —1
component to the mp = 0 component without coupling to the untrapped mpr = 1 component.
Moreover, the radio transition frequencies depend on the center of mass position R and thus
on the absolute value of the potentials. Therefore, one may couple energy-selectively one

component to another one, i.e., couple atoms of the mp = 0 or mp = —1 component at
a certain position to the untrapped mp = 1 component. Such a scheme can be used to
evaporatively cool the mp = 0 or the mp = —1 component [304].

10.2.2 myr = 0 Component

We start our detailed investigations of the individual components with the potential surface
for the mp = 0 component. Note that this component is not confined in a pure magnetic
trap. Figure 10.5 shows the contour plot of its trapping potential for A® = 0, ¢ = 10 pm,
G = 0.1G/pm, and (a) By = 10 G, (b) Bf = 1 G, (¢) Bf = 0.5 G, and (d) By = 0.1
G. The shape of the potential correspondingly changes from (a) close to being rotationally
symmetric to (b) a cigar shaped potential in the X-direction, and finally to (c,d) a double
well in the X-direction. Thus, one can change the shape of the potential from a single- to
a double well potential by changing the magnitude of the Ioffe field. Alternatively, one may
also drive the double or single well potential by modulating the magnitude of the Ioffe field.
The parameters of the double well trap can be tuned in different ways. The height of the
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Figure 10.5: Contour plot of the potential surface for the mp = 0 component for A® = 0, ¢ = 10 pm,
G = 0.1G/pm, and (a) By = 10 G, (b) Bf =1 G, (¢) By = 0.5 G, and (d) B; = 0.1 G. The grey coded
values of the potential are given in nK. By modulating the magnitude of the loffe field one can transform the
potential smoothly from a single well to a double well potential.

10 ]EI 10 N 10
5|4 5 H
Ll > >
-5 -5 -5}
_1g_= —10 < 5 i —10l —10L . i al
10 5 Xpm] & 10 16 -5 X[pm| 5 10 ~1o i) 10 -5 X[pm 5 10

Figure 10.6: Contour plot of the potential surface for the mp = 0 component for G = 0.1 G/um, o = 10 pm,
Br = 0.1 G, and for (a) A® =0, (b) A® =7/2, (c) A® =, and (d) AP = 37/2. A phase difference of AP
between the Raman lasers leads to rotation of A®/2 of the potential surface around the Z-axis.

barrier can be tuned by changing the ratio £ = G/B. This is shown in detail in Fig. 10.9 in
Sec. 10.3. The position of the minima can be controlled by changing the width of the lasers.
This leads at the same time to a change of the height of the barrier and consequently to a
change in the number of trapped states within each well. For a more detailed discussion of the
properties of the double well potential, we refer the reader to Sec. 10.3 where a semi-analytical
expression for the potential surface is derived. By displacing the center of the laser beams in
the X-direction with respect to the loffe Pritchard trap, one can create in addition a tilted
double well potential.

Figure 10.6 shows the effects of a phase difference between the two excitation lasers on the
potential surface. A phase difference AP leads to a rotation of the whole potential surface
about the Z-axis by A®/2. For a zero phase difference one can add the electric fields of
the lasers, resulting in an effective electric field which is polarized linearly along the X-axis,
whereas a phase difference of 7 leads to an effective electric field which is polarized linearly
along the Y-axis. In general, a phase difference of A® leads to a rotation of the polarization
vector of the total electric field by A®/2. The sensitivity of the alignment of the double well
potential on the orientation of the polarization vector seems at first glance surprising, given
the azimuthal symmetry of a pure loffe-Pritchard trap. It is rooted in the spatially varying
quantization axis of the loffe-Pritchard trap. This issue is analyzed further in Sec. 10.3, to
which we refer the reader at this point.

Figure 10.7 shows the potential surface for the same setup as in Fig. 10.6 but for the case
of a single o~ -polarized laser instead of a pair of 0" /o~ polarized lasers. The potential is
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Figure 10.7: Potential surface for the case of a single o~ polarized laser for 0 = 10p m, G = 0.1 G/pm, and
Br = 0.1 G. The potential is ring shaped.

rotationally symmetric with a local maximum at the origin. Therefore it can be used as a
ring shaped trap. The absolute value of the potential scales with the laser intensity. Hence,
one can increase the height of the barrier by increasing the laser intensity. The position of
the local minimum can be varied by changing the ratio B/G or the width of the laser o.

10.2.3 myr = —1 Component

The potential of the mp = —1 component is dominated by the contribution of the magnetic
field and therefore resembles the attractive potential of a pure loffe-Pritchard trap, namely a
single well with a minimum at the origin. Without lasers, the confinement in the X- and Y-
directions is equal, leading to an isotropic potential. The contributions of the lasers break this
symmetry, giving rise to a slightly ellipsoidal potential. The value of the eccentricity depends
on the intensity of the lasers. A phase difference between the lasers leads to a rotation of the
(anisotropic) potential surface about the Z-axis.

10.3 Semi-Analytical Interpretation of the Potential

10.3.1 Principal Axis Transformation

In the previous sections we investigated the system in the laboratory frame of reference where
the quantization axis for the atom is determined by the direction of the constant Ioffe field.
However, because of the inhomogeneity of the magnetic field, a more adequate description of
our system is to define the quantization axis along the local magnetic field vector B(R). In this
chapter, we tackle this issue by introducing the spatially dependent unitary transformation

U, = exp(—iaF,) exp(—ifF),) (10.19)

that rotates the local magnetic field vector into the z-direction of the laboratory frame of
reference with the total spin vector F = L + S + I consisting of the sum of the electronic
orbital angular momentum vector L, the electronic spin vector S, and the nuclear spin vector I.
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The corresponding rotation angles are defined by sina=—GY//B? + G2(X2 + Y?2), sin =
GX/VB? + G2X2, cosa=+B2 + G2X2/\/B? + G2(X2 + Y?2), and cos 3=B/vVB? + G2X?2.
This rotation diagonalizes the magnetic field contribution in Hamiltonian (10.2), giving rise
to

UVPU! = grupF.|B(R)|. (10.20)

Note that in the rotated frame of reference without lasers mp remains a good quantum
number even in the presence of the inhomogeneous loffe-Pritchard field. In absence of the
Raman lasers, the trapping potentials correspondingly read V,, = grupmpr|B(R)]|.

In order to solve the time-dependent Schrodinger equation associated with Hamiltonian
(10.2), the Hamiltonian for the atom in the Ioffe-Pritchard trap and the laser interaction
must be expressed in the same frame of reference. Hence, the unitary transformation U,
must be applied to VAT as well. We find

xcos 8+ ysinasin f — z cos asin 3
UrUl = ycosa + zsino . (10.21)
xsin B — ysinacos 8 + z cos a cos 3

Therefore, the o™ and o~ laser transitions that are depicted in Fig. 10.1 become

1
csi-UrrU;r = —[ﬂ:cosﬁ—i—ysinasinﬁ

V2

— zcosasinf +i(ycosa+ zsina)]. (10.22)

Equation (10.22) can be rewritten in terms of the polarization vectors €1+ and €y defined
in the rotated frame of reference, showing that in a lIoffe-Pritchard trap contributions of all
polarizations emerge away from the trap center [305-307]. This changes drastically the simple
transition scheme caused by the o and o~ light as depicted in Fig. 10.1, leading to a spatially
dependent coupling between the involved ground- and excited states.

10.3.2 Effective Potential for the m = 0 Component

For our setup as depicted in Fig. 10.1 and zero relative phase A® = 0, the operator describing
the interaction between the laser field and the atom reads in the rotated frame of reference

O(X,Y)=(e; +€.) Ul
= V22 cos B + V2y sin asin B — V22 cos acsin 3. (10.23)

Note that the dependence of O(X ,Y') on the center of mass coordinates X and Y stems from
the dependence of the rotation angles o and 8 on these coordinates. One finds the following
limits. At the origin, the transformation is given by unity, providing O(0,0) = 2z, ie.,
m-polarized light in the z-direction. For X = 0, O(X ,Y') is invariant under U, which results
in 0(0,Y) = 0(0,0) = v/2z. For Y = 0 and X — oo the gradient field dominates and the
operator corresponds to the operator of m-polarized light in the z-direction O(oo, 0) = V2z. A
non-zero relative phase between the lasers leads to a different polarization of the total electric
field in the laboratory frame, giving rise to a rotation of the operators in the rotated frame.
This explains the rotation of the potential as seen in Fig. 10.6. Since it is straightforward to
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generalize our results to non-zero relative phases, we will restrict our analytical considerations
to a zero relative phase in the following.

Within van Vleck perturbation theory as introduced in section 10.1.3, the effective inter-
action in the rotated frame of reference becomes

2
1
Wia = gg(R)2 > (Bl U 1)U, xUf )
ii'=1 1
1 1

X(Ea—El+hw+E5—El+hw

), (10.24)

cf. Eq. 10.13. Note, that we assumed once more that the shapes and frequencies of both lasers
are identical. We are interested in the regime of large enough magnetic fields (adjustable by
the homogeneous Ioffe field component Bj) where the Zeeman splitting overcomes the light
shifts of the laser fields, i.e., |Wgo| < grpp|/B(R)|. Hence, we can approximate the fully
occupied effective interaction matrix V' + W by omitting the off-diagonal matrix elements
Waa, a # 3, that couple the Zeeman-splitted mpr components. This procedure leaves us with
the diagonal matrix elements of the effective interaction,

. 1 2 2 2
Waa = 52(R) ; | cos? Bl {alz )|
+sin2asin2ﬁ\<a‘y’l>‘2

+0082asinQﬁ\(a\zlle]/(Ea — E; + hw). (10.25)

Employing [{a|z|)|* = |(a|y|l)|* and performing the sum over all intermediate states |I)

eventually yields for the mp = 0 component the effective potential

2
- 2 y2 L y2lree T 10.2
Vet =Vo+ iy (Voo — 10, (10.26)
where
IR) (1 3 ,
- AT AT AL P 10.2
Vo 36¢¢0 (A + A+Ahfs> (551 aller|[5P2)°, (10.27)
I(R) [(551 2|ler|[5P; )|
Voo = = 10.28
9ceq A+ Angs (10.28)

are the light shifts at the origin and in the limit Y = 0, X — oo, respectively. £ = B/G is a
length scale characterizing the particular configuration of the loffe-Pritchard trap. Numerical
comparison of the effective potential (10.26) with the corresponding eigenvalue of the full
problem (10.7) shows a excellent agreement for small laser intensities. We observe a maximal
relative deviation of less then 1%o for I = 10 W/m?. For larger intensities, the agreement

gets worse since the off-diagonal matrix elements Wg,, increase in magnitude. However, even
for I =100 W/m? the deviation is less than 5 %.
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10.3.3 Discussion of the Effective Potential

The analytical prediction of the effective potential Vg for the mp = 0 component allows us
to deduce its basic properties by a simple analysis of Eq. (10.26). The effects of the magnetic
field creating the double well potential described in the previous section, are included in the
second term in Eq. (10.26). In order to obtain the double well structure this term needs to be
negative. This is the case for laser light which is red detuned with respect to the F' = 2 state
and blue detuned with respect to the F' = 1 state, i.e, 0 > A > —Ayg. An interesting case
occurs for A = —Apg /4. Then the offset potential Vj vanishes and the height of the barrier
is equal to the maximal depth of the potential. For 0 > A > —Ay/4 the barrier-height is
larger than the depth of the wells with respect to the continuum and for Apg < A < —Apgs/4
the height of the barrier is smaller than the depth of the wells with respect to the continuum.
In the following, we restrict our investigations again to the case A = —Ayg/2. Since the
double well only occurs for 0 > A > —Ayg, this choice leads to a maximal detuning with
respect to the F' = 1 and F' = 2 states. As expected from the numerical solutions provided in
section 10.2, Veg shows a double well structure that is centered at the origin. The positions
(X0, Yp) of the two local minima are given by

Xo =42

DO [y

(10.29)

and Yy = 0. It is obvious from Eq. (10.29) that the double well only exists if the discriminant
is positive, giving rise to the condition & < o. For £ > o one finds a single well potential,
whereas for decreasing £ < o the double well starts to build up. Starting in the limit £ — 0
from a double well with a barrier with finite height but width going to zero, the distance
between the minima increases with ¢ up to a local maximum AXFP® = 2(v/2 — 1)o at

Emax = V' 3V2 — 40 and decreases for even larger € up to &, = o where the minima vanish,
thus transforming the energy surface to a single well potential. This behavior is illustrated
in Fig. 10.8a where a contour plot of the effective potential along the X-axis as function of
¢ is shown for a fixed width ¢ = 10 um of the lasers; the dashed line indicates the positions
of the minima. Figure 10.8b shows a similar contour plot of the effective potential along the
X-axis, but now as a function of ¢ for fixed £ = 1 um. In this case, the shape of the barrier
close to the origin is approximately conserved but the position of the minima increases with
increasing o.

The height of the barrier is given by AV = Vog(0, 0) — Ve (Xo, 0) and is directly proportional
to the intensity of the lasers. Figure 10.9 shows the dependence of AV on the parameter £
for different values of o and fixed laser intensity I = 10 W/m?. The behavior of AV for
different o is qualitatively very similar: the height of the barrier decreases with increasing &
monotonically. For fixed £, a more narrow laser entails a more shallow double well. Since the
range of £ is determined by the condition £ < o, a more narrow laser necessitates furthermore
tighter magnetic traps, i.e., smaller £. Note that the positions of the minima do not depend
on the intensity of the lasers. Thus, by increasing the laser intensities one can increase the
height of the barrier without changing the position of the minima. In this way, the number
of trapped states in each well can be controlled.
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Figure 10.8: (a) Contour plot of the effective potential for Y = 0 for fixed ¢ = 10 um as a function of £. With
increasing £ the barrier gets lower and broader. (b) Same potential for fixed £ = 1 pum and as a function of
o. For o > £, the shape of the barrier close to the origin is almost conserved. However, the position of the
minima increases with increasing o. In both subfigures, the dashed line indicates the positions of the minima.
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Figure 10.9: Dependence of the height of the barrier AV on ¢ for different o. For increasing £ the height of
the barrier decreases monotonically.
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10.3.4 Effective Potential for a Single Laser

One can use the same semi-analytical procedure as above in order to predict the effective
potential for a single laser. One finds

vlzlvoJr1 1—572 V. (10.30)
ol 7 9 8 E2+R2) ™

where R? = X2+ Y?2. The comparison of the effective potential (10.30) and the corresponding
numerical solutions shows again an excellent agreement. As opposed to the Raman setup
involving two lasers, in the case of a single laser the resulting trapping potential for the
mp = 0 component is rotationally symmetric. The ring-shaped minimum is located at

1
Ry = —%52 + 5621+ 1202¢ (10.31)

and exists for ¢ > /2¢. Starting at a barrier with arbitrarily small width with maximal
height for € — 0, the barrier at the origin gets lower as ¢ increases and eventually vanishes
as £ = 0/v/2. The distance of the minimum to the origin increases with £ up to the local

maximum at £pnax = 1/5+v/3/2 — 60 with a value Ruya = (V3 — v/2)o. Then it decreases

again and becomes zero at & = 1/v/20 thereby transforming the potential into a single well.
Note that the potential is not a simple superposition of a magnetic single well potential and
a repulsive potential created by the laser. The spatial structure is a direct consequence of the
spatially dependent light shift potential of the laser, giving rise to a barrier which is smaller
than the width of the laser.

10.4 Loss Mechanisms

In the previous sections we have shown that for appropriate parameters the discussed com-
bination of external fields leads to a confinement for two components of the ground state
manifold. Let us discuss in this section possible loss mechanism for these potentials.

10.4.1 Lifetime of the Intermediate State

One loss channel results from the coupling of the ground manifold of states to the excited
5P jp states. Despite the fact that the Raman lasers are detuned with respect to the excited
state, there is a finite probability to excite the atom to this state due to the width of the
state and the width of the lasers. The excited atom can subsequently decay spontaneously
to the untrapped ground state. The resulting lifetime of the dressed state can be estimated
by applying perturbation theory, leading to 7o = 7(A/wep)? with 7 being the lifetime of the
unperturbed excited state and we, the coupling matrix element of the ground state to the
excited state. For our parameters (A = —Aypg/2, I1 = I = 10 W/m?, and 7 = 27 ns) we get
an effective lifetime of 7. ~ 27 ms. The latter can be increased by decreasing the intensities
of the lasers. However, one has to bear in mind that this will reduce the depth of the trapping
potentials as well.
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10.4.2 Inelastic Collisions

Another loss mechanism occurs if more than one atom is loaded into the potential due to the
mutual interaction of the atoms. This mechanism can be estimated on a mean field level,
incorporating an effective coupling coefficient that determines the interaction between the
atoms. In the field-free case one gets a population transfer from one component to another
due to interaction when there is an overlap between the wave functions of two components.
For our setup, however, one obtains new dressed states that are superpositions of the field-free
states. Hence, one obtains a state changing contribution due to interaction even if only one
dressed state is occupied. However, for the above discussed parameters this additional term
can be neglected.

10.5 Conclusions and Physical Applications

We investigated the trapping potentials for 3’Rb ground state atoms simultaneously exposed
to a magnetic trap in a loffe-Pritchard like configuration and an optical trap in a Raman setup.
The Raman lasers were detuned between the two excited 5P /o hyperfine states, the F' =1
and the F' = 2 state. By varying the offset field of the Ioffe-Pritchard trap, we demonstrated
that the trapping potential of the mprp = 0 component can be tuned from a rotationally
symmetric single well to a double well trap; in the intermediate regime, one finds a cigar
shaped trapping potential. By applying a phase difference between the two Raman lasers,
the resulting trapping potentials can be rotated about the propagation direction of the laser
beams. A semi-analytical formula for the potential surfaces has been derived. All relevant
properties of the double well potential have been determined analytically as a function of
the various trap parameters. For a single excitation laser, the proposed scheme results in a
ring-shaped trap for the mp = 0 component.

In order to exploit the unique features of the above discussed potentials, one can think of
various experiments. For example, one might trap the mp = 0 component in a double well
potential which gives for the mp = —1 component a single well potential located at the center
of the barrier. For an asymmetric occupation of the wells one can then observe tunneling
of atoms trapped in the double well potential through the atoms trapped in the single well
potential. The oscillation frequency of the tunneling can thus be investigated as a function of
the occupation number of the second component located at the barrier, which is reminiscent
of a single atom transistor [308]. We performed corresponding numerical simulations of the
Spinor Gross Pitaevskii equation and observed indeed an increase of the oscillation period
with increasing occupation number of the second component.

In a similar setup as mentioned above (one component is exposed to a a double well
potential with a narrow barrier and one component to single well potential centered at the
position of the barrier) one might trap atoms in the component exposed to the single well
potential and then transfer all atoms by an rf-pulse in the “double-well” component that
feels a sharp potential maximum at this point. Depending on the energy of the atoms the
condensate wave function would consequently either split into two parts or the whole wave
function would move into one direction, which could be used as a test of the validity of the
Gross Pitaevskii equation [309]. Moreover, the possibility to rotate an anisotropic single
well trap (which arises for the mp = —1 component) opens up a new possibility to study
superfluids under rotation [5,146,310]. The possibility to rotate the double well potential
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allows one to create an effective ring potential by rotating the potential fast enough so that
the atoms feel a time averaged potential [295]. In this way the transition of a double well
to a ring-shaped potential can be investigated. Moreover, one can exploit the feature that
one can drive the potential surface of the mpr = 0 component by modulating the Ioffe field
strength to investigate non-equilibrium driven systems [311,312].



Chapter 11
Conclusions

One focal point of this thesis is the investigation of effects of a spatially inhomogeneous scat-
tering length on Bose Einstein condensates for various setups. Due to recent experimental
progress in controlling the scattering length on a nanometer length scale [79] studying effects
of a spatially inhomogeneous scattering length has become a contemporary issue. Firstly,
we demonstrate the effects of a spatially inhomogeneous scattering length on quasi-one-
dimensional condensates trapped in a double-well potential. The corresponding bifurcation
diagram depicting the stationary states depends crucially on the strength of the nonlinearity.
Moreover, the threshold of transition from Josephson matter-wave oscillation to nonlinearly
induced self-trapping is shifted due to the collisionally inhomogeneity. We developed an ad-
justed two-mode model which describes these effects accurately.

In a second step, we explore the effects of a collisionally inhomogeneity on dark and bright
matter-wave solitons. By applying a relevant transformation the problem of a spatially depen-
dent nonlinear problem is converted into one of spatially uniform nonlinearity, at the expense
of introducing two perturbative terms: One of the form of a linear potential, while the other
constitutes a non-potential type of perturbation, being proportional to the spatial derivative
of the field. We focus on the case where the previous one vanishes thus the pure effects of the
non-standard terms are reflected. Applying soliton perturbation theory allows us to derive
simple ordinary differential equations describing the time evolution of the solitons.

It has been shown that modulating the interaction can be used to stabilize vortices against
excitations due to finite temperature effects. This can be extremely useful for setups which
require stable vortex states for a long period of time as, e.g., in the recent work of Ref. [278]
which suggests the use of a superposition of two counter rotating Bose Einstein condensates
as a gyroscope.

A second focal point of this thesis was the investigation of coherent excited states of Bose
Einstein condensates, i.e., solitonic and vortex states. The existence and stability of single
and multiple dark soliton states in quasi-one-dimensional condensates trapped in a double-
well potential has been investigated systematically. An important finding of our analysis is
that the optical lattice (which sets the barrier in the double-well setting) results in the emer-
gence of nonlinear states that do not have a linear counterpart, such as dark soliton states,
with solitons located in one well of the double-well potential. Such a study is particularly
relevant, as many dark solitons can be experimentally created by means of the matter-wave
interference method, as demonstrated in Refs. [110,112]. By applying soliton perturbation
theory we derived effective potentials for describing the motion of the solitons.

In a second step single and multiple vortex states in quasi-two-dimensional condensates have
been investigated. We illustrated the connection of dark soliton stripes and multiple vortex
states. A systematic cascade of bifurcations from the former state into aligned vortex clus-
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ters (or crystals) has been unveiled. The symmetry-breaking, supercritical pitchfork nature
of the bifurcations was elucidated and a few-mode expansion was employed to identify the
corresponding critical points. Using a quasi-particle approach we were able to predict the
motion of multiple vortices on an inhomogeneous background by simple ordinary differential
equations. This approach not only allowed the identification of the equilibrium positions of
the vortex clusters, but also assisted in the formulation of the vortex linearization problem
and the analytical approximation of the vortex epicyclic near-equilibrium motions, e.g., for
the vortex dipole, as well as that of the unstable eigenmodes of states such as the tripole.
We have explored the time evolution of vortex dipole states with the vortices being located
at different position and confirmed the validity of the ordinary differential equations. These
results turn out to be extremely relevant due to the recent experimental observation of robust
vortex dipoles [190,191] and three-vortex states [192].
As an extension to the investigations of dark and bright solitons, we have studied dark bright
solitons in two component Bose Einstein condensates. Stable dark bright solitons were ob-
served experimentally [108], leading to a renewed interest in this area. A dark bright soliton
is a symbiotic object consisting of a dark soliton in one component and a bright soliton in
the other component and does not exist in single component Bose Einstein condensates. We
have demonstrated a strong dependence of the oscillation frequency of the dark bright soli-
ton in a trapped condensate on the atom number of the individual components (Np, Ng).
Varying the atom number of either the dark or the bright component, we find that in a
harmonic trap the soliton oscillation period may change by nearly one order of magnitude;
most notably, the bright component is shown to slow down the oscillation of the dark one.
Our investigation revealed a feature absent in the dark soliton dynamics in one-component
Bose Einstein condensates, namely that a single dark bright soliton may become dynamically
unstable. Increasing Np and Npg, the occupation numbers of the dark and bright component,
respectively, reveals a deviation from the effective 1D description: specifically, an increase of
Np leads to a spontaneous breaking of the cylindrical symmetry, manifested in a transversal
oscillation of the bright component, and a subsequent decrease of the axial dark bright oscil-
lation frequency. Moreover, we analyzed the interaction between multi-dark bright solitons
and observed a strong phase dependence of the collisional dynamics of dark bright solitons.
In an independent project of this thesis a specific method for trapping of ultracold atoms
has been developed. We depicted a way of trapping magnetically insensitive atoms by inter
atomic collisions with atoms of the same species which are trapped magnetically. Hyperfine
state changing collisions, and therefore loss of the trapped atoms, were shown to be strongly
inhibited in case of a low density of the confined atomic cloud. We monitored the transition
from a ’soft’ to a ’hard’ effective potential by studying the backaction of the trapped atoms
onto the condensate which provides their confinement. The controlled outcoupling of the
trapped atoms by shaping the condensate’s wave function was explored leading to a pulsed
emission of atoms from the trapping region reminiscent of an atom laser.
Moreover, we have presented a way of trapping atoms by applying near resonant laser light
in a Raman configuration on magnetic traps leading to versatile atom traps. The emerging
potential surfaces are widely tunable and can be used for trapping two internal states. By
varying an offset magnetic field, the trapping potential of the former magnetically insensitive
component can be tuned from a rotationally symmetric single well to a double-well trap;
in the intermediate regime, one finds a cigar shaped trapping potential. By applying a
phase difference between the two Raman lasers, the resulting trapping potentials can be
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rotated about the propagation direction of the laser beams. A semi-analytical formula for
the potential surfaces has been derived. All relevant properties of the double-well potential
have been determined analytically as a function of the various trap parameters.

There are various directions to which one can continue the studies of this thesis motivated
by recent developments. Due to the experimental observation of multiple dark bright soli-
tons and their collisions [287] it is relevant to extend the quasi-particle description we used
for describing dark solitons to dark bright solitons. Thereby one can derive at first effective
equations of motions describing the motion of dark bright solitons on an inhomogeneous back-
ground. In a second step one could include an interaction potential for the mutual scattering
of dark bright soliton in a similar way as we did for dark solitons. Subsequently, it would be
natural to investigate the existence and stability of multiple dark bright soliton states.
Moreover, it is extremely relevant to connect the findings concerning the vortex dipoles and
their motion to the recent experimental findings [190,191]. This includes comparisons of the
fixed points and of the trajectories of the vortices. Moreover, one can extend the bifurcation
diagram showing the occurrence of vortex states from dark soliton stripes into various direc-
tions. On the one hand one can include states with multiple dark solitons stripes. On the
other hand one can include ring dark soliton states as well. Taking into account these states
and importantly the state bifurcating from these states should provide a complete picture of
the occurrence and stability of multiple vortex states in the case of non-rotating traps. An-
other direction would be to include non-stationary states with a running phase as the state
described in Ref. [192]. A further direction of experimental relevance would be a systematic
study of the effects of anisotropic traps on the stability multi vortex states. First results
suggest that a slightly anisotropic trap can stabilize or destabilize aligned multi vortex states
depending on the orientation of the aligned vortex state.

As higher dimensional generalizations of dark bright solitons one can investigate vortex bright
solitons, i.e., symbiotic objects consisting of a vortex in one component and a bright soliton in
the other component. The proof of existence of these symbiotic objects was already granted
in Ref. [218]. However, extremely interesting would be the investigation of the existence and
stability of dipole states consisting of vortex bright solitons. Subsequently, one can derive
equations of motions for vortex bright solitons in a similar fashion as for vortices and solitons.






Appendix A

Numerical Methods for Solving the Gross Pitaevskii
Equation

One of the central equations in this thesis is the 1D GPE

ih = |—grr 5 + V) +ainlf (0] F(20), (A1)

where the transversal coordinates have been integrated out and V' (z) is the axial potential. In
this appendix we discuss methods for solving the 1D GPE. Generalizations of these methods
to the 2D and 3D GPE are in principal straightforward, however one has to bear in mind that
the numerical efforts increases drastically for higher dimensions. It is convenient to rescale
Eq. (A.1) in order to make it dimensionless. Therefore we measure lengths in units of agca
and frequencies in weea = ﬁﬂ, e, ' = wgeall, 2’ = z/ascal. Energy is correspondingly
measured in units of Awseal- NS(‘?e, one often chooses as scaling length the harmonic oscillator
length in the transversal or axial direction. Omitting the primes leads to the dimensionless
Eq.
0f(z,t) 1 02

et DS V() + gl (P | £z, (A.2)

A.1 Representing the Derivative Term

Let us discuss in this section two possible ways of representing the derivative term. The
problem of representing the derivative term is not restricted to nonlinear equations but occurs
in many quantum mechanical problems. The easiest way to deal with the derivative term is
to represent the wave function on a grid and represent the derivation using finite differences

O2f = (fa1 = 2fn + fu-1)/ A%, (A.3)

where A is the spacing between the grid points and f,, is the wave function at the grid point
n. The advantage of using finite differences is that the derivative term is represented by a
band matrix and has got an easy representation. The drawback is that the spacing between
the grid points A needs to be small for an accurate representation of the derivative.
Another possible representation of the derivative term can be achieved by using a Discrete
Variable Representation (DVR) [313]. For this purpose one represents the wave function as
a linear combination of given interpolation functions ¢,

N-1

f(Z) ~ Z an¢n(z) (A4)

n=0
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in such a way that for given points z; = zg,..., 2N
N—-1
f(ZZ) = Z an¢n(zi)- (A5)
n=0

This allows an exact representation of the derivative term of the interpolated wave function
(A.4) for differentiable functions ¢,. The advantage of this representation is that one needs
less grid points in comparison to the case of finite differences. The drawback is that the
derivative term is in this case represented by a fully occupied matrix. Moreover, one needs to
approximate the representations of the potential terms and has to divide the wave function
by spatial dependent weights resulting in more complicated numerical codes. For a detailed
discussion of DVRs we refer the interested reader to the appendix of Ref. [313]. In this work
we use both representations for the derivative term. Of course, the results do not depend on
the kind of the representation. Therefore this is a good test for the convergence of the grid,
i.e., whether the spacing of the grid is fine enough in the case of finite differences or whether
one has taken enough basis functions in the case of a DVR. In the following we assume that
the derivative term is in one of the above representations.

A.2 Time Propagation

Let us at this point discuss how one can propagate a given wave function in time using Eq.
(A.2). In the case of linear differential equations, one can ’simply’ integrate the right hand
side of the equation and obtains thus a solution. The so-called predictor-corrector methods
apply a similar scheme. We present here schematically how these work. For a more detailed
description we refer to Ref. [314]. In order to obtain the wave function at the next time
step, predictor-corrector methods integrate the right hand side of the equation and use for
the nonlinear term the wave function of the current time step. This is called the predictor
step. Since the wave function at the 'wrong’ time is used in the nonlinear term a corrector
step is performed afterwards, i.e., the same step is calculated with the wave function resulting
from the predictor step as input in the nonlinear term. The resulting wave function serves
as new result of the predictor step. This iterative scheme is continued until convergence of
the wave function of the predictor and corrector step is reached. We used in this work the
Adams-Bashforth-Moulton predictor corrector method.

Alternatively, we use a standard Runge-Kutta method for time integration. In the Runge
Kutta algorithm the right hand side of the equation is treated as a function and evaluated
at different points in time (cf. Ref. [314] for a detailed description and a possible way of
implementation).

A.3 Methods for Finding Eigenstates

Moreover we are interested in eigenstates of Eq. (A.2), i.e., states of the form

f(z,t) = exp(—wpt) f(2) (A.6)
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with f(z) being a time independent function. We have chosen the same name for the time
dependent and the time independent function. However it should be clear from the context
which function is referred to.

A.3.1 Relaxation

Relaxation or imaginary time propagation can be used to find the ground state of an equation.
It makes use of the fact that the ground state is the lowest energy state. As the name indicates
one replaces for imaginary time propagation the time variable by the imaginary unit times
the time variable and propagates the corresponding equation. As initial state for the time
propagation one should choose a state looking similar to the expected ground state, however
this is not necessary but reduces the time needed for finding the ground state. The only
condition the initial state must fulfill is that the state is not orthogonal to the ground state.
Then one can represent the initial state in the basis of the eigenstates f;(z,1)

Gz t) = eilt) filz 1) (A.7)

(2

with non-zero ¢y for fy being the ground state. The time evolution of the eigenstates obey
Eq. (A.6). Consequently, one obtains by replacing ¢t — —u7

fi(z, 1) = exp(—p;7) f5(2)- (A.8)

This leads to an exponential damping of the coefficients. Note, the differential equation
in imaginary time does not conserve the norm of the wave function. Therefore one has to
renormalize the wave function after every (imaginary) time-step. However, importantly the
damping scales with the energy p; of the eigenstate. Therefore the contributions of states with
higher energy get damped out earlier and one obtains after a certain time only contributions
of the lowest energy state, i.e., the ground state. It is worth mentioning that one can obtain
higher excited states as well by either projecting out the ground state (which is possible if
the ground state is perpendicular to the excited state) or shifting the energy in such a way
that the excited state becomes the lowest energy state. The drawback of relaxation is that
it takes rather long to obtain the eigenstate and getting excited states is complicated. The
advantage is that relaxation is easy to implement.

A.3.2 The Newton Algorithm

Let us present now a much faster and more elegant way of obtaining eigenfunctions. Using
Eq. (A.6) we can rewrite Eq. (A.2) as a root finding problem

Flf(=)] =0 (A.9)

with
2
FISG)) = |5 a4+ V() ol )P — | F). (A10

An effective way to solve such a root finding problem is the Newton algorithm. Note, F' is
a functional F[f]. So, if one represents f on a grid F' will depend on a vector. The Newton
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algorithm is then given by

F@D = f(2) = (JIf () ) T EL ()] (A.11)

with the Jacobian matrix J[f(] defined as

A0

e =2 FE (A12)
1o (n)}2
=— 5@4“/(2)—#4‘39”(@ ‘ (A.13)

Thereby we can determine the Jacobian matrix for given f and p. This allows us to find
an eigenstate of Eq. (A.2) for fixed chemical potentials . One varies the shape and the norm
of f in order to obtain a solution. The numerical efforts lies in the inversion of the Jacobian
and the multiplication of the corresponding matrix with the functional F. The hard thing
from the physical perspective is finding an initial state that converges to the eigenstate one
is looking for.



Appendix B

Numerical Methods for Solving the Vector Gross
Pitaevskii Equation

In chapter 8 we derived the following system of equations

Ofr(z,t) h? 0?
h————=|—————+V t B.1
R, 1 |fi(2, 1) [f3k(2,0)?
=——0, —Mw?o? LEL A R e B.2
ik =opp %k T WLk Ok Ty T Ok T g e (B.2)
n’ | fr(z, ) |f3-r(z 1)
4 ) 3—k\#~ 4
= —— 42 B.3
%k Ve + Gk TMw? 2912 TMw? (03 + 0%)20k (B-3)

for k = 1, 2; with the axial trapping potential V' (z) = %MWQZQ, the transversal trap frequency

w, and the coupling coefficients g;; describing the interatomic collisions. In this appendix we
demonstrate different ways of solving the above system of Eqgs. and derive the corresponding
BdG equations. Let us at first rescale the Eqgs. in order to make them dimensionless. We

rescale lengths by agcal, frequencies by weeal = Mah - and energies by Awgcal, i.e., t' = wgeall,
scal

2" = z/ascal, W\, = h1k/Fwscal. Omitting the primes leads to the dimensionless Egs.

RV |22y t B4
T 55,2 T oW A T Lk fi(z:1) (B.4)
1 =) 1 2 92 2 =2 |f3—k‘(z’t)|2
Mk :§O'k + §WLU + 2akk|fk(z,t)| O-k; + 4@12 O'% + O'% (B5)

1 k Z,t 2 a19 —k Z,t 2 0'4
O'é = +4akk‘f ( 2 )’ +8 ’fB 2( )‘ > k 5 (B.G)
w? wi wi (07 +03)

B.1 Methods for Finding Eigenstates

We are interested in eigenstates of Eq. (B.4), i.e., states of the form

fr(z,t) = exp(—opkt) fx(2) (B.7)

with fi(z) being a time independent function. We have chosen the same name for the time
dependent and the time independent function. However, it should be clear by the context
which function is referred to. In the following we omit the arguments of the wave functions.
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B.1.1 Relaxation

Probably the easiest way for finding eigenstates of Eqs. (B.4-B.6) is to use relaxation. There-
fore one propagates the equation in imaginary time leading to a damping of the modes
corresponding to the different eigenstates which depends on the energy of the eigenstate
(cf. Appendix A). We performed the imaginary time propagation by the Adams-Bashforth-
Moulton predictor-corrector method. The drawback of relaxation is that it is rather slow and
it is hard to obtain excited states. We used relaxation to benchmark our results obtained by
the Newton solvers described below.

B.1.2 The Newton Algorithm
Using Eq. (B.7) we can rewrite Eq. (B.4) as a root finding problem

F,=0 (B.8)
with

102 1
Fk:< 232+ —w’z +,UJ_k_Mk>fk (B.9)

An effective way to solve such an Eq. is the Newton algorithm.
FD = g — (LAY )T, 1) (B.10)

where f = (f1, fo)" and F = (Fy, F5)". One has to take into account that p; depends on
o1 which itself depends on fi. The Jacobian matrix is defined as

oF;
Jii = B.11
5] 8f_] ( )
with 4,7 = 1,2 and reads

J(Z’Z):_iﬁ—i_ AR e o, (B.12)

Opia

1,2) = B.1

J( ) ) fl an ( 3)

Opi12
2,1) = . B.14
J( ) ) f2 afl ( )

Here we assume that the derivative term is in one of the matrix representation discussed in
appendix A. There is no obvious mathematical reason that the Jacobian matrix is symmetric.
However from a physical point of view it should be. Evaluation of the partial derivatives of
11 with respect to fi yields

opit 1 \fl! doy f
2B _ 4 990 4 gay L
o ( 3 —l—wlal ail——s— o + %
| f2|? 501 oy
— 8a19—s——5— —_— — B.15
W2z \"an T %oy (B-15)
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%ufl;:< 13+WL02—4G22’f2‘>g—j§+4 f—%

~ Sais (U%E'Q 7 ( gj} +ag%> (B.16)
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So, what remains to be done, is to determine the partial derivatives of o, with respect to
fx- These can be calculated by differentiation of Eq. (B.6) with respect to fi leading to the
following systems of equations

2a11 /1 a12|f2| of  canlfl 1 901
75 = |1+8 R 222 )3
oiwi wi (o] +03) wi (o] +03) f1
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Eqgs.

wi  (of + 03)33—f1'

(B.19-B.22) represent a coupled system of equations for the partial derivatives of oy,

which can be solved easily for given o and fi. Moreover, o5 can be determined by applying
Eq. (B.6) for given fi using a standard Newton algorithm. As initial guess for the Newton
algorithm one can use the solution for g1 = goo = g12 = g and assume o; = 09 leading to

PP = ano V1 + da(|f1]2 + | f2]2),

(B.23)

where ap, = +/1/(w) is the dimensionless harmonic oscillator length in the transversal
direction. Thus we can determine the Jacobian matrix for a given f; and use the Newton
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algorithm (B.10) to determine a solution of Eq. (B.8) whereby we have to update o and its
derivatives in each step. This allows us to find an eigenstate of Eq. (B.4) for fixed chemical
potentials pq, po.

B.1.3 Newton Augmented

In most experimental situations it is easier to determine the number of atoms than the
chemical potential. Therefore it is useful to have a method which determines the eigenstate
for a fixed number of atoms instead of a fixed chemical potential. This can be realized by
adding Lagrangian multipliers in the above scheme. Let us assume that the functional Fj
can be derived from a Lagrangian L in the following way

_ OL(f1, f2)
Fi= =g

Then we have to augment the Lagrangian by the additional conditions

(B.24)

L (FL, £2. firs iz) = L(f1. f2) + fn / iz — Ny) + i / flPdz—No),  (B.25)

leading to the new functionals

Faugt =F1 + 2jir / fdz (B.26)
Fauga =F> + 2fis /f2d2 (B.27)
Faugs :/ |f12dz — Ny (B.28)
Figa =/ | fal?dz — Ny (B.29)

which should vanish. One can calculate then the Jacobian matrix

OF;

—_— B.
o, (B.30)

J(i, j)aug —

with x1 = f1, ©o = fo, x3 = i1 and x4 = [ig. Performing the Newton algorithm with the
augmented Jacobian and the two additional equation F3, F)y leads to eigenstates fi of Eq.
(B.4). Hereby we can fix the number of atoms Ny, N3 in the individual components.

B.2 Bogoliubov de Gennes Analysis

Let us now determine the Bogoliubov de Gennes equations of Egs. (B.4-B.6). Therefore we
rewrite Eq. (B.4) as
Zatfk:Fk(fl’ffanaf;) (B31)

with

F = 182+1“+ f (B.32)
k= 2922 sz Hlk — Pk | Jk- .



B.2 BoGOLIUBOV DE GENNES ANALYSIS 169

We want to investigate the effects of small perturbations around a solution f,g of Eq. (B.31)
and consequently make the ansatz

Ji = 12+ elug exp(—wt) + v exp(at)], (B.33)

where € is a small parameter. Insertion of this ansatz in Eq. (B.31) and performing a Taylor
expansion of Fj around € = 0 leads in linear order in € to

z@tf,g + e[upw exp(—wt) — viw™ exp(w™t)] = Fk(f{), {)*, fg, 3*)

OF OF,
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OF, OF,
4k [ug exp(—wwt) + v; exp(w™t)] + —k [u3 exp(w™t) + ve exp(—wwt)]|.
O gy 0P |
—J2 27 J2

(B.34)

Note, deriving the BdG equations by a Taylor expansion is completely equivalent to the
approach described in section 2.4. For reasons of clarity, we omit the positions where one
evaluates the derivative in the following. Comparing the terms oscillating with w and those
oscillating with —w* separately, leads to

Upw = UL+ 5 v+ U + S U1 (B.35)
af 1 0 f 1 f af 2
OF} oOF} oOF} OF}
Vpw = — ) — Ly ko ko (B.36)
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The second and fourth row can be derived from the first and third one, so one only needs to
calculate the following elements of the matrix:

OF,  108% 1 /uk
o 202 2+ —w?2® + iy — g+ fr 27 (B.38)
3Fk a#ik
= B.
O0Fy, aMJ.k
_ , B.40
Of3k i Of3—k (B.40)
OFy, 5 Op Lk (B.A1)

Ofi TOfk
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The partial derivatives of p ;. are given by

0 1 0
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*
and since g is real a‘}%ﬁ = <85‘J%ji) . The partial derivatives of o, with respect to fi can

again be calculated by dlfferentiation of Eq. (B.6) with respect to fi. Note that they differ
from the derivatives in the previous section since we treat fj, and f; as independent.
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Since we know, for a given solution f?, oy (and py) we can set up the matrix (B.37) and
evaluate the corresponding eigenvalues and eigenvectors.






Appendix C

Two-Mode Approximation

In this appendix we derive equations describing the time evolution of the population and
phase difference in the different wells of a double-well potential by applying a two mode
approximation for a spatially dependent coupling coefficient. Let us therefore at first recall
the Gross-Pitaevskii equation with a collisional inhomogeneity g(z)

1
10, = —§a§x1f+V(x)\11+g(x)|fo|2\1/. (C.1)
We expand the GP wave function using the eigenfunctions u;(x) of the linear problem
Uz, t) =Y ei(thui(x). (C.2)

Applying the two mode approximation we make the ansatz that only two modes contribute
to the wave function
U(z,t) =cr(t)®r(z) + cr(t)Pr(z), (C.3)

where

1
— |up(x) + uy ()], C4
5 [0@) + o) ()
1
P (x) =——=|up(z) —ur(x)], C.5
1) == (@) = 1 (2] (©5)
are superpositions of the eigenfunctions of the linear problem. Consequently, ug, u; obey the
equation

i (x) = —%(ﬁu,(m) + V(z)u;(z). (C.6)

ug is the symmetric ground state and u; the antisymmetric first excited state. Then & and
®; are localized in the right and left well, respectively. In conclusion, one obtains for the
total wave function expressed as superposition of the eigenfunctions of the linear problem

1 1
U(x,t) = cr(t)—=|ug(x) + ui(z)| + cr(t)— |up(x) — ui(x)|. C.7
(z,t) R()ﬁ[o() 1(z)] L()\/i[O() 1(2)] (C.7)
We should emphasize at this point that ¢z, and cg are time dependent ¢y, gp = cr, r(t) complex
numbers. The absolute value of ¢y g denotes the occupation of the localized mode ¢y, .
up and u; are time independent real functions defined by the linear problem (C.6). In the
following we will suppress the spatial argument = in the wave functions. Substitution of the
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two-mode ansatz (C.7) in Eq. (C.1) leads to

10pcr(t) (uo + ur) + 20¢cr () (ug — u1) = cr(t)(Houo + piur) + e (t) (pouwo — paur)

2 2
C C
+ o) [ 03 + 2uom +42) + L0 0 — 2w + )
CRCY cher
L (2 —u?) + R2 (ug — u%)] [cR(uo +uy) + cr(ug — ul)]

2
= cr(t)(nouo + prur) + e (t) (pouo — p1ur)

x
% [|CR|ZCR(U8 + 3u(2)u1 + 3u0u% + ui{’)

+ |cL|20L(ug - 3ugu1 + 3u0u% — u:f)

+ [2|CR|26L + C%CE] (ug + u%ul — uou% — u:{’)

+ [2ler®er + chet ] (ug — ugur — wouf + u}) (C.8)
Let us now define the integral
o
I = [ dogla)u ()it (2) (C.9)
—0o0

and project the previous equation to the localized modes ¢y and ¢r. Multiplication by
%(uo + u1) and subsequent integration over x leads to an differential equation for cg due to
the orthonormality of ug and uq:

CR cr,
10iCR :7(;10 + 1) + 7(“0 — 1)
C 20
+ % (Lo +3T31 + 3 + Ty + Is1 + 3L + 3113 + I.a)
lezer
+ == (I — 331+ 3o — I3+ I31 — 3L22 + 3113 — Ioa)

2’CR’2CL + C%cz

(Ino+ I3y —Iog— Iig+ Isq + Ioo — I3 — Ip4)

4
2ler|?er + ¢e?
22 4 L (1470 —I3p —Ibo+ 113+ 131 —Iop— I3+ 10,4)
CR cr
:7(% + p1) + 7(#0 — p1)
lcr|*cr
+ (Is0 + 431 + 6129 + 411 3 + Io4)
2
cr|*cr
% (Ino —2I31 + 2L 3 — Ip4)
2|cr|er + ey,

1 (Ia0+ 2131 — 2113 — Io4)

2ler2er —i—c’;%c%
4

(L0 — 2L22 + o 4) (C.10)
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A multiplication by %(uo —uq) followed by spatial integration leads similarly to a differential
equation for cp,:

CR cr,
wher =~ (ko — p) + - (uo+ )

crl’c
+ %(14,0 + 3131 + 3l + I3 — I31 — 3129 — 3113 — Io4)

2
C C
+ % (Io — 331 + 3D — Iis — Is1 + 3L — 3113 + I )

2|CR|20L + c%%cz
4
2|CL|QCR + c’j%c%
4
CR CJ,
:7(Mo —p1) + 7(#0 + 1)
2
CR|"CR
+ | L (In0+ 2131 —2I1 3 — Ioa)

(Ino+ 31 —Ioo—Tig—Is1 — Ioo+ I1 3+ Ioa)

(Ino—I31—Ioo+Ti3—Is1 + Ioo+ I1 3 — Ioa)

2
crl*e
+ | LL L (Is0 — 431 + 6129 — 411 3 + Io4)
2lcr|?er + Ak
i 1 BL(Iyo— 2Ip0 + Ipa)
2lerPenp + ¢hc?
| | 1 R-L (14,0 — 2[3,1 + 2]371 — 1074) (Cll)

cr, and cg are complex numbers. Therefore let us now introduce amplitude and phase variables
¢ = pie'® i = R, L and the phase difference A¢ = ¢, — ¢r of the complex numbers ¢7, and
cr- This allows us to rewrite the above equations in the following way

— prROOR + thPR
2
= PR[ + A PR (140 +4I31 4 6159 + 4113+ lo4) + %(14,0 — 2D +Io,4)]
Ag [ HO P2
+ pre™? [(7 =L —(-740 —2I51 4203 — Ip4) + ER(M,O +2I31 — 2013 — 10,4)}
2 e*lA(b 2622A¢>
+ % (Iyo+ 2131 —2I1 3 — Ioa) + %(14,0 — 255+ Io4), (C.12)

— pLOdL +10:p1

:PL{MO +&+—(140—4131+6122—4113+Io4 ] + =t 140—2122+Io4)

2 2
2
+ pre *A? [% - % + IR (Iso+ 2131 —2I1 3 — Ioa) + % (I4 0—2I31 + 2131 — Iy 4)]
2 —21A¢ 2 1A¢p
LE RPTE
+ L (14,0 — 2[2,2 + 10,4) + L(I&Q — 2]371 + 2[3,1 — 10,4). (013)

4 4
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Considering phase and amplitude separately leads for the phases to

2 2
—8t¢R :@—F&+%(I470+413,1+6122+4113+Io4) +p—L(I40—2122+Io4)

+—RCO (AQS)['UO +—(I40—2-731+2113—Io4) + R(f40+2131 —2-713—-704)]

4
3 cos(2A9)

 PrPLCOS(AD) !

1 (L0 + 2131 — 2113 — Io4) +

(110 — 2I22 + Io4),
(C.14)

2
(I10 — 4I31 + 6139 — 411 3+ Io4) +—(f40—2—722+fo4)

=
—
INE

—8t¢L :@ + — —|-
PR flo P
+ — COS(A@) |:7 — 7 + IR(LM) + 2[3,1 — 2]173 - 1074) + EL(I‘LO — 2]371 + 2[3,1 — 10,4)}
2, cos(2A cos(A
+ pr(qﬁ) (Is0 — 2Lr9 + o) + w (Iyo — 2131 + 2131 — Lo a),
(C.15)

and for the amplitudes to

OtPR PLSIH(A@{@ - &4-—([40—2[314-2[13—[04) +—(I40+2131 —2113—104)]

2
prPT Sin(2A¢)
4

_ hpusin(Ag)

1 (Ino+ 2131 —2I1 3 — Ioa) +

(Ino — 2125 + o)
(C.16)

2 2
Oipr, = — prsin(Ae) [% = p—R(I4,o + 251 — 203 — o) + %(14,0 —2I31 +2I3; — 10,4)}

2 4
_ phprsin2A9))
4

prP7 SIn(AQ)

1 (Iy0 — 2131 + 2131 — Ioa).

(C.17)

(Iy0 — 2Ir9 + o) +

Let us now define sum and difference of the squares of the amplitudes z = ,0?% —p2, N =
p% + p%. Note, N and z are within the two mode approximation the total atom number and
the occupation difference of the two wells, respectively. This yields for the time evolution of
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the phase difference
z z
0Ap =1 (110 + 6122 + Ioa) + N (I3 + 11 3) — 3 (11,0 — 2I22 + Io4)

b eos(8g) (2L — PRy 1) (PL PRy )

PR pL 2 2 dpr  4pL
Pl . i
- (4,TLR + 4712)(213,1 —2I13) + 2prpr (131 — 11,3)}
z
+ COS(A(b)prR (1371 — 11’3) — Z COS(QA(b) (1470 — 2[272 + 1074)
z
=- 1(14,0 —10I22 + Ioa) + N(I31 + I13)
z N
— 08(Ab) s 10 — 11 + - (110 = Toa) |
COS( (b) m Ho — p1 + B ( 4,0 074)
N2 — 222
+ COS(A@)W (1371 — 1173)
z
— COS(QAQS)Z (14,0 — 2[2,2 + 10,4), (018)

and for the time evolution of the difference of the squares of the amplitudes: 0yz = 2pr0:pr —
2pL0:pL

N
Oz =prpr sin(A¢) [QMO —2u1 + ) (I10 — Toa) + 2(Is1 — I13) + N (Ig0 — Loa) +22(I31 — 11,3)]
N
— prpLsin(A¢) [5 (I,0 — Toa) + 2(I31 — -71,3)}
+ p%p%% sin(2A¢)(I4,0 —2I2 + I0,4)
N
=/ N2 — 22 sHl(A(ﬁ) [IU,Q — U1+ 5([470 — 1074) + 2(1371 — 1173)}

N2 — 22
—— = sin(2A¢) (Lo — 2Io0 + Ipa). (C.19)

In conclusion, we obtain the following system of equations for the phase and and atom dif-
ferences between the two wells

N
0iA¢ = — 2(14,0 — 10052 + Io4) + N(I31 + 11 3) — COS(A@# [Mo — 1+ = (Lo — 10,4)]

JNZ — 2 2
N2 — 222 z
+ COS(AQS)* (13,1 — 1173) — COS(2A¢)— (14,0 — 2[2,2 + 10,4) (020)
N2 — 2 4
. N
Orz =V N? — 22 sin(A¢) [Mo —mt (Iuo — o) + 2(I31 — 11,3)]
N2 o 22

sin(2A¢) (1470 — 2[5 + 1074). (C.21)
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Egs. (C.20-C.21) have got a Hamiltonian structure and can therefore be derived from a
Hamiltonian by 0,z = —0yH and 0;¢ = 0, H with the Hamiltonian

H = ANz — B2* + C\/ N2 — 22 cos(A¢) + D2/ N2 — 22 cos(A¢) + E(N? — 2%) cos(2A¢),
(C.22)
where A = I31 + 113, B = % (Is0 — 102+ Io4), C = pio— pu1 + ¥ (Lo, — Ioa), D = Iy —I1 3
and F = %(14,0 — 259+ In4). Note, for a homogeneous coupling coefficient g = const. one
can exploit the orthonormality of up and w; which enter in the integrals I,,,, and obtains

A=0and D =0.



Appendix D

Van Vleck Perturbation Theory

In this appendix we follow the lines of the appendix of Ref. [307]. We consider the regime
where the intermediate levels p are only weakly coupled to the ground state manifold s. Such
a scenario allows us to adiabatically eliminate the intermediate state p from the excitation
dynamics, as we are going to show in the following. One can rewrite the Hamiltonian Matrix
Hiwa in & matrix Hg which is block diagonal in each F’ manifold plus a matrix ¥V which couples
different /' manifolds. The previous one contains the contributions of the magnetic field and
the energy of the unperturbed atom. The latter one results from the off diagonal contributions
of the laser atom interaction coupling different F' manifolds. In this picture, )V represents a
perturbation that couples the “model space” {s} to the one-dimensional orthogonal subspace
{p}. If the energy spacing between the different F' manifolds is much larger than the mag-
nitude of the coupling of the F' manifolds, quasi degenerate van Vleck perturbation theory
allows us to introduce a unitary transformation e~ ¢ that block diagonalizes Hywa. In this
manner, the subspace {p} is decoupled from the dynamics of the model space {s}, yielding
an effective Hamiltonian Hoy = Hg + W for the latter. Our goal is to determine the unitary
transformation e~“ and hence the effective interaction W within the model space {s}.

The formalism to calculate G and accordingly W is derived in [301], which we briefly
summarize in the following. We consider a general Hamiltonian H that can be divided into
a zero-order part Hy and a perturbation V', i.e., H = Hy+ V, with zero-order eigenfunctions
Hyplt) = e|t). The set of eigensolutions of Hp can then be partitioned into two subsets
{t,u,...} ={a,8,... } U{i,j,...}, defining the model space {a,f,...} and its orthogonal
complement. The projection operator into the model space and its orthogonal complement
read P = ) |o)(a] and Q@ = 1 — P = >, |i)(i|, respectively. Any operator A can be
partitioned into a block diagonal part Ap and a block off-diagonal part Ax, A = Ap + Ax,
where Ap = PAP + QAQ and Ax = PAQ + QAP. Since Hy is diagonal, we have for the

Hamiltonian in general

Hp = Ho+Vp, (D.1)
Hy = V. (D.2)

Within the canonical form of van Vleck perturbation theory, we require G = Gx, i.e., Gp =
0 for the operator determining the unitary transformation e~“. Moreover, G is an anti-
Hermitian operator, G = —G1. It is defined order by order via

[Ho,GW] = —Vx, (D.3)
[Ho,G®] = —[Vp,GW). (D.4)

For higher orders, see ; the zeroth order contribution vanishes, i.e., G(©) = 0. The order-by-
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order computation of the effective interaction W follows as
wh = vp, (D.5)

1
w® = 5V G, (D.6)

Explicit equations for the G can be gained from (D.3-D.4) using the resolvent formalism.

(0)

The resolvent operator Ry’ is defined as
rO_ 9 N~ 106 D.7
@ Ea — Ho Z Ea — &; ( )

Employing Gla) = Gxla) = (PGQ + QGP)|a) =, i) (i|G|a), we find

ROl Gle) = - DL 7y, G

€a — &

— Z| i|Gla) = Gla) . (D.8)

Equating (D.8) order by order and utilizing (D.3) yields for G(Y) the matrix representation

_Via
Ea —Ej

gy = (D.9)

Note that per definition there are no block diagonal contributions to G. The second order
matrix elements of the effective interaction W correspondingly read

we - Zvﬁl ’“(al—eﬁeﬁl—ei)’ (D.10)

where we made use of (D.3) and (D.8) as well as GT = —G, and assumed V;( = Vx. We
can use this result to simplify our Hamiltonian. The model space constitutes of the ground
state manifold, and its orthogonal complement is defined by the intermediate excited levels
p. The zero-order energies are given by the diagonal and read for the ground state manifold
€ = FE, and for the excited states ¢; = F; — hw. The perturbation V' only possesses
block off-diagonal matrix elements, i.c., Vp = 0 and Vi, = 2, 2e(R) exp(igm (1)) (ilemr| ),

Vi = an 2e(R) exp(—igm(t))(Blemr| 7). Hence, the first order of the effective interaction
vanishes, W) = 0, cf. (D.5). The first non-vanishing order is the second one, whose matrix

representation within the model space reads

Z 3 eilon =00l (gle ;x| 1) (1]esra)

i,i'=1 1
X ()
Ea—El—{—hw Eﬁ—El—Fhw.

(D.11)



Appendix E
Spinor Condensate Exposed to Raman Lasers

In this appendix we consider an interesting modification to the ’standard’ spinor BEC setup.
We assume that one applies laser in a Raman setup on an optically trapped spinor BEC.
The setup is complementary to the setup investigated in Chapter 10, where we investigated
effects of applying Raman lasers on a magnetically trapped condensate. In Chapter 10 we
included the effects of the Raman lasers into the trapping potential and expressed the atomic
wave function as eigenfunction of this combined effective external potential. Thus the Raman
potential was diagonal. In contrary to this approach we express the atomic wave function
in this appendix as eigenfunction of the pure optical potential and include the effects of
the Raman lasers as on off-diagonal potential in the equations of motion. For an optical
trap the individual components are exposed to the same external potential. Therefore one
obtains due to the overlap of the wave functions of the different components a population
transfer between the m = 0 and the m = +1 components caused by interatomic hyperfine
state changing collisions. Moreover, the Raman lasers are polarized in such a way that they
couple the m = 1 and the m = —1 component inducing a population transfer between these
components. We derive in this appendix the equations describing a spinor BEC which is
exposed to Raman lasers but do not present solutions of the equations. This is still work in
progress.

E.1 Multicomponent Gross-Pitaevskii Equations

Let us at first recall the ’standard’ spinor GPE in an optical trap. Therefore we investigate
the dynamics of a F' = 1 spinor BEC consisting of atoms with mass M confined in a spin
independent potential V. The Hamiltonian of the system is given by [199,294]

2
H= / ar S () [(—;L—MVZ V()] V()

go
+ Z \Il;rnl (r)\llirﬂ(r) [55m1m45m2m3

mi,2.3,4

+ %Fmﬂm : Fm2m3] \Ilms (I')\Ifm4 (I'), (El)

where W,,, is the field operator of the atom in the magnetic sublevel m and F is the spin-
1 angular momentum operator. The spin independent and spin dependent interactions are
characterized by go = % and g1 = % with ag being the s-wave scat-
tering length for the scattering channel with total spin S. The Hamiltonian (E.1) com-
mutes with the total number of atoms N = [dr)., |¥,,|*> and the total magnetization

M = [dr(|¥]? — |[¥_1]?) [205] leading to these quantities being constants of motion. From
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the Hamiltonian (E.1) one can derive the multicomponent Gross-Pitaevskii equations, which
read with suppressed arguments in the wave functions [294]

oY K2

. g1
h— =(—5=V?+V o+ “=(Fp ¥y + 0 E.2
RLayn ( ZMV + (r)+90n) o+\/§( +¥1 + 1) (E.2)
L OV h? 9 1
ih o :(_mv +V(r)+gon)x1fi1+gl(EFﬂfoinqfﬂ), (E.3)
where W, is the macroscopic wave function, n = > [¥,,[?, F, = |¥;]? — |¥_4|?, and

Fy = F* =2(05Wg + Ui0_y).

E.2 Raman Potential

A single atom exposed to two lasers in a Raman configuration with the total electric field

1
E(R,t) 25 <€1(R)e—z(k1R—w1t+¢1(t))€1 + €T(R)€Z(k1R_w1t+¢1(t))6;)
1
+3 (22(R)e e Rreata®)ey 4 oy (R)erliaRmwattoa)es ) (E.4)
is exposed to the potential
VER,r,t) = dE(R,t) (E.5)
with the dipole operator d = —er. Here R denotes the center of mass coordinate of the

atom and r is the relative coordinate of the electron with respect to the center of mass
coordinate. We assume that the electric field is almost constant over the dimension of the
atom. Therefore the electric field is independent on the electronic coordinate but depends
only on the center of mass coordinate. This approximation is well justified for ground state
atoms. The amplitudes €1 2(R) are space dependent in order to account for the focussing
and shape of the laser beams. They do not depend on time and can therefore not describe
switching on and off effects. The factors €1 2 are the unit polarization vectors.

The transitions occurring by the lasers are much faster than the center of mass motion of
the atom. Therefore we can make a Born-Oppenheimer like approximation and neglect the
kinetic energy for determining the electronic state with the center of mass coordinate as a
parameter. Let us assume that the lasers emit circular polarized light and are detuned by A
to the D; transition line. Then the lasers couple the |m = —1) and the |m = 1) state. In the
case of 8"Rb and if one only takes into account the coupling to the p state with j = 1/2 one
obtains

3npe’a? 40D
W :% 0 B 0 (E.6)
D* 0 C
1
A=hL([R)+ (Ii(R) +6L(R)) 1 B (E.7)
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1 SR
1
C =hL(R) + (L(R) + 61(R) —x =
A
1 .
D=—/I;(R)I(R) (1 - W) Ao
A

(cf. Eq. (10.14)) for the atom laser interaction expanded into the eigenfunctions of the
unperturbed ground state manifold. I;(R) = |E;|?/2n denotes the intensity of the laser
i={1,2} and ny = ﬁ with the electric constant €y and the speed of light c¢. ag is the Bohr
radius and A¢(R) is the phase difference between the lasers. The potential constitutes out
of a diagonal part corresponding to the light shift and additionally it couples the |m = —1)
and the |m = 1) state. Note, in the following we express the center of mass coordinate with

r again.

E.3 Augmented Spinor Equations

Let us now shine two lasers in a Raman like configuration on a spinor BEC. We assume that

one can determine the effective trapping potential V', confining the spinor BEC, independently

on the Raman lasers, e.g., that the field creating the trap does not change the symmetry of

the internal states the Raman potential utilizes and vice versa. This can for example be

realized by an optical trap created by a far detuned laser leading to the potential [26]
372 T

= T E.8
2wl Aoy " (E8)

where wq is the transition frequency between the ground state and an excited state, I' the
width of the excited state, Ay, the detuning of the laser frequency with respect to the
transition frequency, and finally I;.q, the intensity of the laser creating the trap. A typical
order of magnitude for such a potential is V' ~ 10712I[WW/m?]eV leading for large laser
intensities to trapping potentials in the M Hz regime. In order to get the full Hamiltonian
one can simply add the Raman potential to the Hamiltonian (E.1) leading to:

2
H :/drz \I/In(r)(—;—MV2 + V(1)) Uy (r)

+ Y U @V )W, ()

mi,ma2

go
+ Z \Ilinl(r)\llLLQ(r)(Eémlm45m2m3

mi,2.3,4

+ %Fmﬂm ! Fm2m3)\llm3 (I')\Ifm4 (I‘) (E9)

U,,(r) is again the field operator of the atom in the magnetic sublevel m. Therefore it
constitutes out of two different parts, the spatial dependent part and the part describing the
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internal state, acting on different Hilbert spaces. Since both Hilbert spaces are independent
the field operator can be factorized ¥, = ¢, (r)|m).

H = / i3 ohte) S V) onlr)
+ Z Bl (£)(ma |[(£)V () [m2) $ry (r)

mi,m2

+ Y ¢Im<r>¢LL2<r><m1|<m2|(%06m1m46m2m3

m1,2,3,4

+ L F s - Frngma ) [113) 1) Sy (1) b (1) (E.10)

¢m(r) is the field operator describing an atom in the hyperfine state m at position r and
obeys the commutator relation [¢,,(r), QSIL(r’)] = Omnd(r —r’). The total number of atoms
is still conserved. However, the total magnetization is not conserved any longer. Applying
the commutator relations [H, ¢,,,] and performing the mean-field approximation leads to the
following modified GPE with suppressed arguments in the wave functions

) n?
zh% :(_WVQ + Vo(r) + gon) do + %(FJr‘bl +F-¢-1)
+ (O wlmon (B.1D)
2
ma?il :( ! V2 + Vi (r) + gon) d1 + 91(LF$¢0 + Fodan)

V2
+ Z(illVR(r)|m>¢m (E.12)

with F, = |¢1]> = |¢_1|?, and Fy = F* = v/2(¢}¢0+ ¢jd—1). One can rewrite these equations
in a more instructive way by substitution of F,, Fy and F_

d h?
h% = (=537 V" + Vo(®) + golol* + (90 + g1) (91 + [6-1)) o
+ 291616165 + O]V (1)[0)do (E.13)
0 h?
PP (T Vi (6) + (g0 + 00) (651 + 100f?) + (g0 — )l 2) 01 + 016865

+ (FUVE()] £ Dopar + (F1VE(r)] F 1)d51. (E.14)

In addition to the usual terms appearing in the spinor GPE one obtains another diagonal
spatial dependent single atom term V9 = (m|V%(r)|m), the so called light shift. This
term acts as an additional trapping potential and is in the order of V5 ~ 10712I[W/m?]eV .
Moreover, one obtains a spatial dependent non-diagonal term V" = (+1|V(r)|F1) coupling
the m = 1 and the m = —1 state being of the order VEF ~ 5 x 10713\/T{ I,[W/m?]eV. The
total number of atoms N = >  N,, is conserved however the individual number of atoms N,
of each component is not conserved. Let us therefore calculate the continuity equation for
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the single components

Opm
o = Ondibn + GO (E.15)

Substitution of the augmented spinor GPE (E.14) and their complex conjugates leads to

dpo 291

—r =0+ (667101 — Bj1e,) (E.16)
0
g:ttl =J+1 + (%%10&1 O P1671)
1
+ (<i1’VR(r)\ F Dot 51 — (FUVE(r)] £ 1)k d11) (E.17)

with the probability current j,, = 3 { m2 % V2¢m + ¢m 23T V2q§* ] The first term appears
due to the fact that the scattering between two atoms does not conserve the individual
magnetic quantum number, but only the sum of the quantum number, allowing the process
m = 1),|m = —1) <> |m = 0),|m = 0). This process depends on the overlap of all three
wave functions describing the different spin components. the second row of Eq. (E.17) stems
from the Raman potential leading to a population transfer between the |m = 1) and the
|m = —1) components. Since the Raman potential is spatial dependent for a laser beam
with an inhomogeneous shape the magnitude of this transfer is spatial dependent as well.
Estimating the magnitude of the different contribution leads for the scattering process to
9~ 1071 m?/s. For a density of ¢3 = 10" 1/cm® one gains ¢ ~ 107* 1/s. The
corresponding value of the Raman transition is VZ/h ~ 103I[W/m?) 1/s. So the Raman
transition leads already for small intensities to a large transfer of atoms between the |m = 1)
and the |m = —1) components.
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