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“It is impossible for a man
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Zusammenfassung

Die vorliegende Arbeit beschäftigt sich mit der Analyse einer möglichen Variation
des Proton-Elektron-Massenverhältnisses und der dazu verwendeten Methodik.
Die Analyse basiert auf Beobachtungsdaten von QSO 0347-383, einem hellen
Quasar 17ter Größe mit einer Rotverschiebung von z = 3.025. Sein Absorptions-
spektrum weist H i-Systeme hoher Säulendichte und folglich teilweise gesättigte
Linien mit ausgeprägten Dämpfungsflügeln auf. Ein beobachtetes DLA-System
zeigt optisch dünne Absorptionslinien von molekularem Wasserstoff H2. Eine
Variation der dimensionslosen fundamentalen physikalischen Konstanten µ =
mp/me ließe sich anhand der Lyman- und Werner-Übergänge bestimmen. Bisher
wurden ledigich vier unterschiedliche Systeme mit teils widersprüchlichen Resul-
taten zur Analyse herangezogen.

Die Übergangsenergien verschiedener Rotations- und Vibrationsniveaus von H2

sind von der reduzierten Masse des Moleküls abhängig. Eine Abweichung vom
Laborwert µ = 1836.15267261(85) (Mohr and Taylor 2005) kann anhand exakter
Vermessung entsprechender Absorptionslinien bestimmt werden. Die individu-
ell gemessene Rotverschiebung jeder Linie ist der einzige relevante Parameter
und beinhaltet zunächst die kosmologische Rotverschiebung des DLA-Absorbers
und einen möglichen additiven Anteil aufgrund von Übergangsenergien, die bei
gegebener Variation von den lokalen Energiedifferenzen der einzelnen Niveaus
abweichen.

Diese Arbeit bewertet die erreichbare Genauigkeit einer derartigen Bestimmung
einer Variation von µ und liefert fundierte Ergebnisse. Ziel ist es, bestehende
Widersprüche in den Resultaten unterschiedlicher Arbeitsgruppen aufzulösen und
Hinweise auf deren Ursachen auszuarbeiten. Dieses wird durch unterschiedliche
und voneinander unabhängige Ansätze bei der Analyse erreicht.

Der hohe Anspruch an Genauigkeit den dieses Forschungsfeld diktiert, macht
es erforderlich, die einfließenden Fehlerquellen qualitativ und nach Möglichkeit
quantitativ zu bestimmen. Ein wichtiges Kriterium sind reproduzierbare Ergeb-
nisse, die die Messdaten einschließlich ihrer Streuung hinreichend beschreiben.
Die gemeinsame Betrachtung zweier getrennt voneinander gewonnener Datensätze
von QSO 0347-383 ergibt: ∆µ/µ =

(

15 ± (9stat + 6sys)
)

× 10−6 bei zabs = 3.025.
Die Genauigkeit der Messungen wird zu 300 m s−1 bestimmt, bestehend aus etwa
180 m s−1 aufgrund von Fitfehlern und etwa 120 m s−1 systematischer Natur, ins-
besondere der Wellenlängenkalibration.

Eine Analyse von Daten, die mit Hinsicht auf die besonderen Ansprüche bei



der Bestimmung von ∆µ/µ in jüngster Vergangenheit gewonnen wurden, liefert:
∆µ/µ =

(

2.9 ± (6stat + 2sys)
)

× 10−6 für eine Zeitspanne von ca. 12 Gyr. Die
deutlichere Einschränkung einer möglichen Variation von µ ist vor allem auf die
um Faktor zwei höhere Auflösung und die gründlichere Wellenlängenkalibration
der 2009 gewonnen Daten zurückzuführen.
Bisher erfolgte Untersuchungen geben Anlass zur Annahme, dass systematische
Fehler bislang generell unterschätzt wurden und die Ergebnisse somit beinflussten.
Die vorliegende Arbeit verwirft die Hypothese einer Variation des Proton-Elektron-
Massenverhältnisses von mehr als 1 ppm und liefert alternative Herangehensweisen
zur Fehlerbehandlung und -erkennung, die speziell in Hinblick auf zu erwartende
Qualität zukünftiger Daten von zunehmender Bedeutung sind.



Abstract

This thesis examines the methods and procedures involved in the determination
of a possible variation of the proton-electron mass ratio on cosmological time
scales. The studied object QSO 0347-383 is a bright quasar of 17th magnitude at
a redshift of z = 3.025. Its spectrum shows absorption systems of high H i column
density leading to saturated absorption features with prominent damping wings.
One of those DLA systems contains observable molecular hydrogen H2 apparent
in optically thin absorption features. The variation of the dimensionless fun-
damental physical constant µ = mp/me can be checked through observation of
Lyman and Werner lines of molecular hydrogen observed in the spectra of distant
QSOs. Only few, at present 4, systems have been used for the purpose providing
different results between the different authors.

The electro-vibro-rotational transitions of H2 depend differently on the reduced
mass of the H2 molecule. A possible deviation from the local value of µ =
1836.15267261(85) (Mohr and Taylor 2005) can be ascertained from exact mea-
surements of the observed transitions. The required observable parameter is solely
the redshift. It includes the cosmological redshift of the DLA system and a pos-
sible additive component rising from possible changes in the individual transition
frequencies due to variation in the reduced mass of the molecule. This thesis
assesses the accuracy of the investigation concerning a possible variation of µ and
provides robust results. The goal in mind is to resolve the current controversy on
variation of µ and devise explanations for the different findings. This is achieved
by providing alternative approaches to the problem.

The demand for precision requires a deep understanding of the errors involved.
Self-consistency in data analysis and effective techniques to handle unknown sys-
tematic errors are essential. An analysis based on independent data sets of
QSO 0347-383 is put forward and new approaches for some of the steps in-
volved in the data analysis are introduced. Drawing on two independent ob-
servations of a single absorption system in QSO 0347-383 the detailed analysis
yields ∆µ/µ =

(

15 ± (9stat + 6sys)
)

× 10−6 at zabs = 3.025. Based on the overall
goodness-of-fit the limit of accuracy is estimated to be ∼ 300 m s−1, consisting of
roughly 180 m s−1due to the uncertainty of the fit and about 120 m s−1allocated
to systematics.

Utilizing very recent data observed in 2009 and dedicated to the subject of chang-
ing fundamental constants of the same system with twice the resolving power,
the result on µ is constrained to ∆µ/µ =

(

2.9 ± (6stat + 2sys)
)

× 10−6 for a look



back time of ∼ 12 Gyrs. Current contradictory findings tend to underestimate
the impact of systematic errors. This work presents alternative approaches to
handle systematics and introduces new methods required for precision analysis of
QSO spectra available now and within the foreseeable future.
Altogether, no indication for variation of µ is found. The new constraint on the
time dependence of the proton-to-electron mass ratio reached by this work is
substantiated by following different approaches.
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1 Introduction

The Standard Model of particle physics (SMPP) is very successful and its predic-
tions are tested to high precision in laboratories around the world. SMPP needs
several dimensionless fundamental constants, such as coupling constants and mass
ratios, whose values cannot be predicted and must be established through exper-
iment (Fritzsch 2009). Our confidence in their constancy stems from laboratory
experiments over human time-scales but variations might have occurred over the
14 billion-year history of the Universe while remaining undetectably small today.

The possible variation of the fundamental constants of nature is currently a very
popular research topic and has a long history (Dirac 1937; Gamow 1967) Theo-
ries unifying gravity and other interactions suggest the possibility of spatial and
temporal variation of physical “constants” in the Universe (see, e.g. Marciano
1984; Uzan 2003). Current interest is high because in superstring theories –
which have additional dimensions compactified on tiny scales – any variation of
the size of the extra dimensions results in changes in the 3-dimensional coupling
constants. At present no mechanism for keeping the spatial scale static has been
found (e.g., our three “large” spatial dimensions increase in size). Moreover, there
exists a mechanism for making all coupling constants and masses of elementary
particles both space and time dependent, and influenced by local circumstances
(see, e.g., Uzan 2003). The variation of coupling constants can be non-monotonic
(e.g., damped oscillations). Indeed, in theoretical models seeking to unify the four
forces of nature, the coupling constants vary naturally on cosmological scales. The
proton-to-electron mass ratio, µ = mp/me has been the subject of numerous stud-
ies. The mass ratio is sensitive primarily to the quantum chromodynamic scale.
The ΛQCD scale should vary considerably faster than that of quantum electro-
dynamics ΛQED. As a consequence, the secular change in the proton-to-electron
mass ratio, if any, should be larger than that of the fine structure constant. This
makes µ a very interesting target to search for possible cosmological variations
of the fundamental constants. The present value of the proton-to-electron mass
ratio is µ = 1836.15267261(85) (Mohr and Taylor 2005). Laboratory experiments
by comparing the rates between clocks based on hyperfine transitions in atoms
with a different dependence on µ restrict the time-dependence of µ at the level
of (µ̇/µ)t0 = (1.6 ± 1.7) × 10−15 yr−1 (Blatt et al. 2008).

A probe of the variation of µ is obtained by comparing rotational versus vibra-
tional modes of molecules as first suggested by Thompson (1975). The method
is based on the fact that the wavelengths of vibro-rotational lines of molecules
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depend on the reduced mass, M, of the molecule. The energy difference between
two consecutive levels of the rotational spectrum of a diatomic molecule scale as
M, whereas the energy difference between two adjacent levels of the vibrational
spectrum is proportional to M−1/2:

ν ∼ celec +
cvib

µ1/2
+

crot

µ
. (1.1)

Consequently, by studying the Lyman and Werner transitions of molecular hy-
drogen we may obtain information about a change in µ. The observed wavelength
λ of any given line in an absorption system at the redshift z differs from the lo-
cal rest-frame wavelength λ0 of the same line in the laboratory according to the
relation

λ = λ0(1 + z)

(

1 + K
∆µ

µ

)

(1.2)

where K is the sensitivity coefficient computed theoretically for the Lyman and
Werner bands of the H2 molecule. Using this expression, the cosmological redshift
of a line can be distinguished from the shift due to a variation of µ.
This method was used to obtain upper bounds on the secular variation of the
proton-to-electron mass ratio from observations of distant absorption systems in
the spectra of quasars at several redshifts. The quasar absorption system towards
QSO 0347-383 was first studied using high-resolution spectra obtained with the
Very Large Telescope/Ultraviolet-Visual Echelle Spectrograph (VLT/UVES). A
first stringent bound was derived at (−1.8± 3.8)× 10−5 (Levshakov et al. 2002).
Subsequent measures of the quasar absorption systems of QSO 0347-382 and
QSO 1232+082 provided hints for a variation at 3.5 σ (Reinhold et al. 2006;
Ivanchik et al. 2005; Ubachs et al. 2007):

∆µ/µ = (2.4 ± 0.6) × 10−5. (1.3)

The new analysis used additional high-resolution spectra and updated laboratory
data of the energy levels and of the rest frame wavelengths of the H2 molecule.
However, more recently King et al. (2008); Wendt and Reimers (2008) and Thomp-
son et al. (2009a) re-evaluated data of the same system and report a result in
agreement with no variation. The most stringent limits on ∆µ/µ have been re-
ported at ∆µ/µ = (2.6 ± 3.0stat) × 10−6 from the combination of three H2 systems
(King et al. 2008) and a fourth one has provided (+5.6 ± 5.5stat ± 2.7sys) × 10−6

(Malec et al. 2010).
In this work, the same data of QSO 0347-383 that led in parts to the above
mentioned results is analyzed in combination with supplemental observations
carried out independently at the same time by another group. This utilization
of previously overlooked data enables an improved analysis of the systematics
involved and increases the total signal-to-noise ratio notably.
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The corresponding analysis and its detailed error handling are described in chap-
ter Analysis I on page 20 and following pages. The present analysis is motivated
on one side by the use of a new data set available in the ESO data archive and pre-
viously overlooked and on the other side by numerous findings of different groups
that partially are in disagreement with each other. A large part of these dis-
crepancies reflect the different methods of handling systematic errors. Evidently
systematics are not yet under control or fully understood. This work emphasizes
the importance to take these errors, in particular calibration issues, into account
and put forward some measures adapted to the problem.
The second part of this thesis deals with the latest observations in the field of vari-
ation in fundamental physical constants. Recorded at UVES/VLT in September
2009, the telescope setup during observations and the following data reduction
were carried out with the needs for highest precision in mind. The obtained data
is of high-quality and its detailed analysis yields the most stringent constraint on
∆µ for a single absorber. The methods involved in the determination of µ and
the refinements in the data analysis are illustrated in chapter Analysis II on
page 64 and following pages.
The bounds on the variation of µ are generally obtained by using the vibro-
rotational transitions of molecular hydrogen, since H2 is a very abundant molecule
although very rarely seen in quasar absorber. Very few studies used other molecules
since they are difficult to detect and measure accurately at large redshifts. In
general these methods provide less stringent bounds for high redshifts. This the-
sis will concentrate on the single H2 system observed towards QSO 0347-383 to
trace the proton-to-electron mass ration µ at high redshift (zabs = 3.025). This
work reaches a robust estimation of the achievable accuracy with current data by
comparing independent observation runs and the latest available data.



2 Background

2.1 Cosmology of varying fundamental constants

The development of physics relied considerably on the Copernican principle,
which states that the Earth is not in a central, specially favored position in the
universe and that the laws of physics do not differ from one point in spacetime
to another. In cosmology, if one assumes the Copernican principle and observes
that the universe appears isotropic from our vantage-point on Earth, then one
can prove that the Universe is generally homogeneous (at any given time) and
is also isotropic about any given point. These two conditions comprise the cos-
mological principle. It is however natural to question this assumption. It is
difficult to imagine a change of the form of physical laws but a smooth change
in the physical constants is much easier to conceive. Comparing and reproducing
experiments is also a root of the scientific approach which makes sense only if
the laws of nature do not depend on time and space. This hypothesis of con-
stancy of the constants plays an important role in particular in astronomy and
cosmology where the redshift measures the look-back-time. Ignoring the possi-
bility of varying fundamental physical constants could lead to a distorted view of
our universe and if such a variation is established corrections would have to be
applied. It is thus of great importance to investigate this possibility especially as
the measurements become more and more precise.

Evidently, the constants have not undergone huge variations on Solar system
scales and geological time scales and one is looking for tiny effects. The question
of the numerical values of fundamental physical constants is central to physics
and one can hope to explain them dynamically as predicted by some high-energy
theories. Testing the constancy of the constants is part of the tests of general
relativity.
This speculative theory which embeds varying constants is analogous to the tran-
sition from the Newtonian description of mechanics in which space and time were
just a static background in which matter was evolving to the relativistic descrip-
tion where spacetime becomes a dynamical quantity determined by the Einstein
equations (Damour 2001).

There are several reasons why the possibility of varying constants should be taken
seriously. First, we know that the best candidates for unification of the forces of
nature in a quantum gravitational environment only seem to exist in finite form if
there are many more dimensions of space than the three that we are familiar with.
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This means that the true constants of nature are defined in higher dimensions
and the three-dimensional projections we observe are no longer fundamental and
do not need to be constant. Any slow change in the scale of the extra dimensions
would be revealed by measurable changes in our three-dimensional ‘constants’.
Second, we appreciate that some apparent constant might be determined partially
or completely by spontaneous symmetry-breaking processes in the very early
universe.
This introduces an irreducibly random element into the values of those constants.
They may be different in different parts of the universe and hence at different
directions or different redshifts. The most dramatic manifestation of this process
is provided by the chaotic and eternal inflationary universe scenarios where both
the number and the strength of forces in the universe at low energy can fall
out differently in different regions. Third, any outcome of a theory of quantum
gravity will be intrinsically probabilistic. It is often imagined that the probability
distributions for observables will be very sharply peaked but this may not be the
case for all possibilities. Thus, the value of the gravitation ‘constant’, G, or its
time derivative, Ġ, might be predicted to be spatial random variables. Fourth, a
non-uniqueness of the vacuum state for the universe would allow other numerical
combinations of the constants to have occurred in different places. String theory
indicates that there is a huge ‘landscape’ (> 10500) of possible vacuum states that
the universe can find itself residing in as it expand and cools (Barrow 2005). Each
will have different constants and associated forces and symmetries. It is sobering
to remember that at present we have no idea why any of the natural constants
take the numerical values they do and we have never successfully predicted the
value of any dimensionless constant in advance of its measurement.
A fist step is to evaluate which physical constants are to be considered in general.
Lévy-Leblond (1977) defined three classes of fundamental constants, since not all
constants of physics play the same role:

• The class A of the constants characteristic of particular objects,
• The class B of the constants characteristic of a class of physical phenomena,
• The class C being the class of universal constants.

This definition of a fundamental constant, however, can cause the change of status
of constants, as can be exemplified by the constant c, the speed of light. Initially
being a type A constant (describing a property of light), then becoming a type
B constant when it was realized that it was related to the electro-magnetic phe-
nomena and it ended as type C constant (it is part of many laws of physics from
electromagnetism to relativity). It has even become a much more fundamental
constant since it has been chosen as the new definition of the meter (see Petley
1983).
A more conservative definition of a fundamental constant would thus be to state
that it is any parameter that can not be calculated with our present knowledge
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of physics, e.g. a free parameter of our theory at hand. Each free parameter of
any theory is in fact a challenge for future theories to explain the value (Uzan
2003).

The set of constants which are conventionally considered as fundamental consists
of the electron charge e, the electron mass me, the proton mass mp, the reduced
Planck constant ~, the velocity of light in vacuum c, the Avogadro constant
N

A
, the Boltzmann constant k

B
, the Newton constant G, the permeability and

permittivity of space, ε0 and µ0. The latter has a fixed value in the SI system
of unit (µ0 = 4π × 10−7 H m−1) which is implicit in the definition of the Ampere;
ε0 is then fixed by the relation ε0µ0 = c−2. To compare with, the minimal
standard model of particle physics plus gravitation that describes the four known
interactions depends on 20 free parameters (Cahn 1996; Hogan 2000): the Yukawa
coefficients determining the masses of the six quark (u, d, c, s, t, b) and three lepton
(e, µ, τ) flavors, the Higgs mass and vacuum expectation value, three angles and a
phase of the Cabibbo-Kobayashi-Maskawa matrix, a phase for the QCD vacuum
and three coupling constants g

S
, g

W
, g1 for the gauge group SU(3)×SU(2)×U(1)

respectively. Below the Z mass, g1 and g
W

combine to form the electro-magnetic
coupling constant.

The final number of free parameters indeed depends on the physical model at
hand (see, e.g., Weinberg 1983). The introduction of constants in physical law is
closely related to the existence of systems of units. Newton’s law states that the
gravitational force between two masses is proportional to each mass and inversely
proportional to their separation. To transform the proportionality to an equality
one requires the use of a quantity with dimension of m3kg−1s−2 independent
of the separation between the two bodies, of their mass, of their composition
(equivalence principle) and on the position (local position invariance). With
another system of units this constant could have simply been anything.

The determination of the laboratory value of constants relies mainly on the mea-
surements of lengths, frequencies, times,... (see Flowers and Petley 2001). Hence,
any question on the variation of constants is linked to the definition of the system
of units and to the theory of measurement. The choice of a base units affects the
possible time variation of constants.

The behavior of atomic matter is mainly determined by the value of the electron
mass and of the fine structure constant. The Rydberg energy sets the (non-
relativistic) atomic levels, the hyperfine structure involves higher powers of the
fine structure constant, and molecular modes (including vibrational, rotational
modes) depend on the mass ratio mp/me. As a consequence, if the fine structure
constant is spacetime dependent, the comparison between several devices such
as clocks and rulers will also be spacetime dependent. This dependence will
also differ from one clock to another so that metrology becomes both device and
spacetime dependent.

Besides this first metrologic problem, the choice of units has implications on the
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permissible variations of certain dimensionful constant. Petley (1983) discusses
the implication of the definition of the meter for example. The original definition
of the meter via a prototype platinum-iridium bar depends on the interatomic
spacing in the material used in the construction of the bar. Atkinson (1968)
argued that, at first order, it mainly depends on the Bohr radius of the atom so
that this definition of the meter fixes the combination (2.12) as constant. Another
definition was based on the wavelength of the orange radiation from krypton-86
atoms. It is likely that this wavelength depends on the Rydberg constant and
on the reduced mass of the atom so that it ensures that mec

2α2
EM

/2~ is constant.
The more recent definition of the meter as the length of the path traveled by light
in vacuum during a time of 1/299, 792, 458 of a second imposes the constancy of
the speed of light1 c. Identically, the definitions of the second as the duration of
9,192,631,770 periods of the transition between two hyperfine levels of the ground
state of cesium-133 or of the kilogram via an international prototype respectively
impose that m2

ec
2α4

EM
/~ and mp are fixed.

Since the definition of a system of units and the value of the fundamental con-
stants (and thus the status of their constancy) are entangled, and since the mea-
surement of any dimensionful quantity is in fact the measurements of a ratio
to standards chosen as units, it only makes sense to consider the variation of
dimensionless ratios.

The required approach is to focus on the variation of dimensionless ratios which,
for instance, characterize the relative magnitude of two forces, and are indepen-
dent of the choice of the system of units and of the choice of standard rulers or
clocks.

Notations: In this work, SI units and the following values of the fundamental
constants today2 are used:

c = 299, 792, 458 ms−1 (2.1)

~ = 1.054571596(82)× 10−34 Js (2.2)

G = 6.673(10) × 10−11 m3kg−1s−2 (2.3)

me = 9.10938188(72)× 10−31 kg (2.4)

mp = 1.67262158(13)× 10−27 kg (2.5)

mn = 1.67492716(13)× 10−27 kg (2.6)

e = 1.602176462(63)× 10−29 C (2.7)

for the velocity of light, the reduced Planck constant, the Newton constant, the
masses of the electron, proton and neutron, and the charge of the electron.

1Note that the velocity of light is not assigned a fixed value directly, but rather the value is
fixed as a consequence of the definition of the meter.

2see http://physics.nist.gov/cuu/Constants/ for an up to date list of the recommended
values of the constants of nature.
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Defined as well are

q2 ≡ e2

4πε0

, (2.8)

and the following dimensionless ratios

α
EM

≡ q2

~c
∼ 1/137.03599976(50) (2.9)

µ ≡ mp

me

∼ 1836.15267247(80). (2.10)

(2.11)

The notations

a0 =
~

mecαEM

= 0.5291771 Å (2.12)

−EI =
1

2
mec

2α2
EM

= 13.60580 eV (2.13)

R∞ = −EI

hc
= 1.0973731568549(83)× 107 m−1 (2.14)

respectively for the Bohr radius, the hydrogen ionization energy and the Rydberg
constant are introduced.
Note, in some works µ is referred to as electron-to-proton mass ratio me/mp,
which has the effect of a change in sign for ∆µ/µ. The cited values in this thesis
are converted accordingly.

2.1.1 Accessible constants

A prominent fundamental constant that meets the above mentioned requirements
is the proto-to-electron mass ratio µ =mp/me (see Eq. 2.10). The time variation
of µ is given by:

µ̇

µ
=

ṁp

mp
− ṁe

me
. (2.15)

Though the proton mass mp depends not only on the quantum chromodynamics
(QCD) scale ΛQCD but also on the masses of the up quark and the down quark,
mp is usually considered to be proportional to ΛQCD since these quark masses are
much smaller than ΛQCD.
The fine-structure constant α (see Eq. 2.9) is not taken into account here but has
proven to be another suiteable fundamental physical constant. For an atom/ion,
the relativistic corrections to the energy levels of an electron are proportional
to α2, although the magnitude of the change depends on the transition under
consideration. The tests for variation in µ and α run completely independent
from each other but most theories suggest a certain correlation between the two.
The fine-structure constant is hence mentioned since early observations gave rise
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to this rich field of varying constants and the efforts in constraining both α and
µ stand to benefit from each other.
Theoretically there is a wide range of possible connections between the fine-
structure constant α and the proton-to-electron mass ratio µ. In numerous con-
sidered models variations in α lead to variations in the electron mass (via the
electron self-energy) and in the proton mass (via the electrostatic energy con-
tained inside a proton). These are model dependent and in general quite complex
to work out (see, e.g., Dine et al. 2003).
The first observational indications of potential variation stimulated numerous
theoretical works to explain the new findings. An often-cited paper3 on α is the
one by Webb et al. (2001), which reports:

∆α

α
= (−0.72 ± 0.18) × 10−5, (2.16)

Or later, a paper on α by Murphy et al. (2003):

∆α

α
= (−0.543 ± 0.116) × 10−5, (2.17)

though similar observations of other groups did not necessarily reproduce that
result. Observations of Reinhold et al. (2006) suggested a fractional change in
the proton-to-electron mass ratio µ =mp/me:

∆µ

µ
= (2.4 ± 0.6) × 10−5, (2.18)

for a weighted fit to observations at a redshift of z ∼ 3, which implies that the
proton-to-electron mass ratio has decreased over the last 12Gyr. These two ex-
tremes among the different findings were taken as boundary conditions for a large
range of theoretical works, since from the theoretical point of view, it is natural
to allow time and space dependence of fundamental constants. In fact, super-
string theory, which is expected to unify all fundamental interactions, predicts
the existence of a scalar partner φ (called dilaton) of the tensor graviton, whose ex-
pectation value determines the string coupling constant gs = eφ/2 (Witten 1984).
The couplings of the dilaton to matter induces the violation of the equivalence
principle and hence generates deviations from general relativity. With the above
mentioned observational results, the hints of the time variation of fundamental
constants were considered to be found (see, e.g., Calmet and Fritzsch 2006; Chiba
et al. 2007).
The following section will specify the modus operandi and the necessary require-
ments to measure the proton-to-electron mass ratio on cosmological scales.

3More than 430 citations to this day.
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2.2 Observables

2.2.1 Proton-to-electron mass ratio µ

As first pointed out by Thompson (1975) molecular absorption lines can provide
a test of the variation of µ. The energy difference between two adjacent rotational
levels in a diatomic molecule is proportional to Mr−2, r being the bond length and
M the reduced mass, and that the vibrational transition of the same molecule has,
in first approximation, a

√
M dependence. For molecular hydrogen M = mp/2

so that comparison of an observed vibro-rotational spectrum with its present
analog will thus give information on the variation of mp and mn. Comparing
pure rotational transitions with electronic transitions gives a measurement of µ.
Following Thompson (1975), the frequency of vibration-rotation transitions is, in
the Born-Oppenheimer approximation, of the form

ν ∼ EI (c
elec

+ c
vib

/
√

µ + c
rot

/µ) (2.19)

where c
elec

, c
vib

and c
rot

are some numerical coefficients. Comparing the ratio
of wavelengths of various electronic-vibration-rotational lines in quasar spectrum
and in the laboratory allow to trace the variation of µ since, at lowest order,
Eq. (2.19) implies

∆Eij(z)

∆Eij(0)
= 1 + Kij

∆µ

µ
+ O

(

∆µ2

µ2

)

, (2.20)

where the coefficients Kij determine the sensitivity of the transition energies to
a change in µ. An important point is that the values of Kij differ for different
lines. Thus, if the reduced mass of a molecule at the epoch z differs from the
present value, then the observered wavelength and the corresponding sensitivity
coefficient Kij of that transition must be linearly correlated. This implicit cor-
relation underlies the method. Section 2.2.4 describes how these coefficients can
be computed.

2.2.2 Intergalactic H2

Molecular hydrogen H2 is the most abundant molecule in the universe and plays a
fundamental role in many astrophysical contexts. It is found in all regions where
the shielding of the ultraviolet photons, responsible for the photo-dissociation
of H2, is sufficiently large. Except in the early universe, most H2 is thought
to be produced via surface reactions on interstellar dust grains, since gas-phase
reactions are too slow in general (see, e.g., Habart et al. 2004).
The H2 formation mechanism is not yet fully understood. Direct observations of
H2 are difficult since electronic transitions occur only in the ultraviolet to which
Earth’s atmosphere is opaque. UV satellites are only suited for bright nearby
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objects and could not provide the necessary resolution. Only at great distances
and hence with a large redshift these spectra are shifted into the visual band
and can then be observed with ground-based telescopes. Another problem is the
narrow range of conditions under which H2 forms. The required dust grains that
allow for the forming of molecular hydrogen can easily obscure the molecular
hydrogen as well.
Hydrogen makes up about 80% of the known matter in the universe and most of it
is contained in either atomic or molecular hydrogen in the gaseous phase (Combes
and Pineau Des Forets 2000). It took until 1970 for the first detection of molecular
hydrogen in space; the observation was made possible through the use of a rocket
borne spectrometer observing from high altitudes, therewith evading atmospheric
absorption of the vacuum ultraviolet radiation. Lyman bands in the wavelength
range between 1000 and 1100 Å were identified in the absorption spectrum of a
diffuse interstellar cloud in the optical path towards ξ Persei (Carruthers 1970).
Further satellite based observations also revealed absorption of Werner bands and
UV emission of Lyman and Werner bands including their continua (Spitzer et al.
1974). The Copernicus satellite telescope greatly improved the possibilities for
recording UV-spectra of molecular hydrogen (see, e.g., Morton and Dinerstein
1976).
The International Ultraviolet Explorer (IUE), launched January 1978 and in ser-
vice until September 1996, covered ultraviolet wavelengths from 1200 to 3350 Å
with two on-board spectrographs. It detected for example vibrationally excited
molecular hydrogen in the upper atmosphere of Jupiter (Cravens 1987).
The new Far Ultraviolet Spectroscopic Explorer (FUSE), in flight between June
1999 and october 2007, is an ideally suited spectroscopic measurement device to
probe hydrogen in space. It covers the wavelength range 905-1187 Å, the range
of the strong Lyman and Werner absorption bands, with high resolution and it
is now used routinely for H2 observations (Moos et al. 2000).
For this thesis, publicly available FUSE data was widely used to verify line lists
of vibro-rotational transitions and to test the written graphical data examina-
tion (GRADE4) tool against. However, its data unfortunately cannot be used for
local space based measurements of µ since the FUSE satellite bears no on board
calibration set up. Instead the obtained spectra are calibrated via the observed
H2 absorption features.
The abundance of molecular hydrogen in space is usually expressed as the fraction
f(H2) ≡ 2N(H2)/[2N(H2) + N(H i)].
Savage et al. (1977) found the correlation for H2 in our galaxy:

f(H2) ≥ 10−2 for N(H i) > 4 × 1020 cm−2. (2.21)

A threshold of 5 Å for the equivalent width in the search for DLA systems, as
mentioned above, corresponds to N(H i) ≥ 2 × 1020 cm−2 and thus a fraction of

4see Appendix for a short summary of programs written in the course of this thesis.
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Table 2.1: List of damped Lyman-α systems with H2 absorption observations

Quasar source redshift zabs

QSO 0515-441 1.15
QSO 1331+170 1.78
QSO 0551-336 1.96
QSO 0013-004 1.97
QSO 1444+014 2.09
QSO 1232+082 2.34
QSO 2343+125 2.43
QSO 0405-443 2.59
QSO 0528-250 2.81
QSO 0347-383 3.02
QSO 0000-263 3.39
QSO 1443-272 4.22

f(H2) > 10−2 cm−2 would be expected for most of the DLA systems. Albeit the
observed f(H2) in distant DLA is much lower than that. The low H2 content in
DLA in contrast to our galaxy is likely due to their comparably low dust contents.
The fraction of molecular Hydrogen can be described as the ratio of its formation
on dust grains and its photodissociation by UV-photons via f(H2) = 2Rn/I
where I is proportional to the intensity of UV radiation and R is proportional to
the dust-to-gas ratio κ. A low f(H2) in DLAs could then be attributed to a low
dust content, and thus a low κ. Such a correlation was indeed found by Petitjean
et al. (2002).

Long before the actual observation of molecular hydrogen, Herzberg had discussed
the possibility of detecting H2 in outer space through the quadrupole spectrum,
even before these very weak features were observed in the laboratory (Herzberg
1949). With the further development of infrared sensitive CCD cameras, the 2 µm
infrared emissions, coinciding with an atmospheric transmission window, could
be mapped in 2D-imaging pictures of distributions of hot molecular hydrogen in
space (Field et al. 1994).

Levshakov and Varshalovich (1985) tentatively assigned some features in spectra
obtained by Morton et al. (1980) from PKS 0528-250 (one of the few systems up
to date used for determination of µ). Similar spectra of this system were collected
by Foltz et al. (1988) and this data formed the basis for a constraint on a possible
variation of µ put forward by Varshalovich and Levshakov (1993).

Further reports on observation of molecular hydrogen absorption lines at high
redshift are given by Ge and Bechtold (1997) at z = 1.97 towards QSO 0013-004,
by Reimers et al. (2003) at z = 1.15 towards QSO 0515-441, and by Cui et al.
(2005) at z = 1.78 towards QSO 1331+170. Observations by the VLT/UVES
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instrument led to H2 detection towards QSO 0347-383, QSO 1232+082 (Ivanchik
et al. 2002; Levshakov et al. 2002) and towards QSO 0551-336 (Ledoux et al.
2002).

Additional observations of H2 are reported towards Q 0000-263 in Levshakov
et al. (2000). Ledoux et al. (2003) and Srianand et al. (2005) performed surveys on
Damped Lyman-a (DLA) systems at redshifts z > 1.8, in which some new quasars
with H2 absorption were detected. From their study and from past searches they
conclude that molecular hydrogen is detected in 13 − 20% of the systems.

More recently Petitjean et al. (2006) observed the systems QSO 2343+125 and
QSO 2348-011, while Ledoux et al. (2006) observed H2 lines in a source at the
highest redshift until now (z = 4.22).

The observations of 2006 and the continued survey for DLAs demonstrate that
the amount of known H2 absorbing clouds at high redshift is rapidly expanding;
it is therefore likely that additional high resolution data to extract information
on µ variation will become available in the near future. Noterdaeme et al. (2008)
at all conclude from the comparison between H2-bearing systems and the overall
UVES sample, that a significant increase of the molecular fraction in DLAs could
take place at redshifts zabs ≥ 1.8. The known DLA systems with H2 absorption
are listed in Table 2.1.

2.2.3 Laboratory wavelengths

For some time the only available precise data on oscillator frequencies and for
this study more important rest frame wavelengths for molecular hydrogen were
those computed by Abgrall et al. (1993a). The claimed accuracy lay at about
1m Å corresponding to ∼ 4 mÅ for the observer’s frame in this case. This is on
the order of the by now reached accuracy in line fits and improvements in the
determination of the restframe wavelength was mandatory.

Philip et al. (2004) eventually conducted high-resolution laser-spectroscopy to
gain precise transition frequencies in the Lyman and Werner bands via direct
measurements. A strong test on the accuracy of transition frequencies is to com-
pare the differences between the rotational branches P (J + 2) and R(J). They
should match the calculated ground state rotational splittings, which are accu-
rately known (see Jennings et al. 1984). The achieved accuracy is stated as
< 0.01 mÅ. In the framework of this analysis the rest frame wavelength can thus
be assumed to be exact. Due to experimental restrictions on the UV laser range
the transition frequencies were obtained only for a subset of the lines detected in
the spectrum of QSO 0347-383. As can be seen in Figure 2.1 the new data has a
throughout positive varying offset, which strongly influences ∆µ/µ analysis.

More recent measurements (Hollenstein et al. 2006; Ivanov et al. 2008; Salumbides
et al. 2008; Bailly et al. 2010) completed the data on the Lyman and Werner
band frequencies. The new data tables include all observed and selected H2 lines.
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At the time, Ubachs made the data available prior to publication via private
communication so they already could be used in the present study right from the
start. Figure 2.1 illustrates the increasing uncertainty in calculations for shorter
wavelengths or rather higher vibrational levels. The deviation of calculated values
and laboratory measurements is evident and caused early inconsistent findings
(see Eq. 2.34 and 2.35 in section 2.2.5). The stated errorbars of < 0.01 mÅ for
the new data are below the size of the data points in the plot. The refinements
after 2004 are notedly below that even.
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Figure 2.1: Changes in mÅ in rest frame wavelengths ∆λ = λP − λA between data by
Philip et al. (2004) and Abgrall et al. (1993a), “P” and “A” respectively.

2.2.4 Sensitivity coefficients Ki

The coefficients have been firstly calculated by Varshalovich and Levshakov (1993)
from Dunham’s spectroscopic constants for the H2 molecule using theoretical
ideas about the dependence.
As mentioned in section 2.2.1, electronic, vibrational, and rotational excitations
of a diatomic molecule depend differently on its reduced mass M and hence on
the proton-to-electron mass ratio µ for molecular hydrogen. To a first approxi-
mation, these energies are proportional to µ0, µ−

1
2 , µ−1, respectively. Hence each

transition has an individual sensitivity to a possible change in that reduced mass.
This can be expressed by a sensitivity coefficient.

Ki =
d ln λi

d ln µ
=

µ

λi

dλi

dµ
. (2.22)
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A first estimation of these coefficients can be obtained by comparing transitions of
molecular hydrogen with deuterium or tritium. Transitions with equal rotational
and vibrational quantum numbers have different energies for H2 and deuterium,
or tritium. Recently new experimental data on molecular hydrogen and deu-
terium level energies were obtained by sophisticated laboratory measurements by
Hollenstein et al. (2006).
Since H2 and D2 classically only differ in mass, Ki was initially computed for this
work via Equation 2.22 for each transition using the available line data of H2 and
deuterium (KiComp). Of course this is a simplified approach. Figure 2.2 shows
a comparison between the coefficients calculated via the mentioned method in
thesis and up to date values. As can be seen they are in rather good agreement
for the longer wavelengths or lower vibrational levels, respectively.
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Figure 2.2: Sensitivity coefficients of observed lines in the Lyman (circles) and Werner
(squares) band as calculated via deuterium (open symbols) and by Ubachs et al. (2007)
(solid).

Reinhold et al. (2006) refined the calculations of Ki. In first order they can be
expressed by the Dunham coefficients Ykl of the ground and excited states. With
µn = meµ

2
, Equation 2.22 leads to:

Ki = −µn

λi

dλi

dµn
=

1

Ee − Eg

(

−µndEe

dµn
+

µndEg

dµn

)

. (2.23)

The computations for the energies of the excited and ground state, Ee and Eg,
respectively are the same as for the energy levels of H2. Starting with the Born-
Oppenheimer approximation (BOA) based on the semi empirical approach the



16 CHAPTER 2. BACKGROUND

energy levels can be expressed by the Dunham formula (see Dunham 1932):

E(v, J) =
∑

k,l

Ykl

(

v +
1

2

)k

[J(J +1)−Λ2]l; Λ2 =

{

0 for Lyman

1 for Werner
(2.24)

However, the Dunham coefficients Ykl cannot be calculated directly from the level
energies due to strong mutual interaction between the excited states as well as
avoided rotational transitions between nearby vibrational levels. For the first
time the more complex non-BOA effects are taken into account in Reinhold et al.
(2006).

Ubachs et al. (2007) further improved the accuracy of sensitivity coefficients with
laboratory measurements of the level energies of molecular hydrogen via XUV-
laser experiments allowed for a reliable enhancement of the BOA approximation.
The Dunham coefficients Ykl for the lower states were fitted via experimental data.
In general the sensitivity coefficients are largest at the shortest wavelengths (see
Figure 2.2), for both the Lyman and Werner systems. This is explained from the
high vibrational quantum numbers associated with those lines. Further it can
be noted that for each band system at the long wavelength side the Ki values
become negative. This is due to the larger zero-point vibrational energy in the
ground state than in the excited states.

Assessing the accuracy of these sensitivities proves to be very difficult. Ubachs
et al. (2007) estimate the overall uncertainty to be within 5 × 10−4, which cor-
responds to 1% of the full range of Ki values (between -0.01 and 0.05). A more
profund test can be accomplished though. Almost simultaneous to the efforts by
Reinhold et al. (2006), ab initio calculations of the sensitivity coefficients were
carried out by Meshkov et al. (2006). The differences between the coefficients
from the semi-empirical analysis (KSE), and the completely independent values
(KAI) from ab initio analysis are plotted is Figure 2.3. All deviations ∆K lie
within margins of −2×10−4 and +4×10−4, corresponding to less than 1% of the
range that the Ki values exhibit. In view of the entirely independent approaches
to the problem this comparison produces some confidence in the correctness of
the derived values. The plot however indicates systematic deviations for the
Werner band (open circles) and a general increase in disagreement for the lower
vibrational levels. At the current situation the estimated errors in the sensitivity
coefficients have no impact on the final result as shown in section 5.3.

2.2.5 Status quo for ∆µ/µ

Varshalovich and Levshakov (1993) used the observations of a damped Lyman-
α system associated with the quasar PKS 0528-250 of redshift z = 2.811 and
deduced that

|∆µ/µ| < 4 × 10−3. (2.25)
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Figure 2.3: Differences ∆K = KSE - KAI between derived K coefficients of the semi-
empirical approach (Ubachs et al. 2007) and those of the ab initio calculation in
Meshkov et al. (2006) for the Lyman (solid) and Werner (open) band.

A similar analysis was first tried by Foltz et al. (1988) but their work did not take
into account the wavelength-to-mass sensitivity and their result hence seems not
very reliable. Nevertheless, they concluded that for z = 2.811:

|∆µ/µ| < 2 × 10−4. (2.26)

Cowie and Songaila (1995) observed the same quasar and deduced that

∆µ/µ = (−0.75 ± 6.25) × 10−4, (2.27)

at 95% C.L. from the data on 19 absorption lines.
Varshalovich and Potekhin (1995) calculated the coefficient Kij to a higher pre-
cision and deduced that

|∆µ/µ| < 2 × 10−4. (2.28)

Thereinafter, Varshalovich et al. (1996) used 59 transitions for H2 rotational levels
in PKS 0528-250 and got

∆µ/µ = (10 ± 12) × 10−5, (2.29)

at 2 σ level.
These results were confirmed by Potekhin et al. (1998) using 83 absorption lines
to get

∆µ/µ = (7.5 ± 9.5) × 10−5, (2.30)
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at a 2 σ level.
Later, Ivanchik et al. (2001) measured, with the VLT, the vibro-rotational lines of
molecular hydrogen for two quasars with damped Lyman-α systems respectively
at z = 2.3377 and z = 3.0249 and also argued for the detection of a time variation
of µ. Their most conservative result is (the observational data were compared to
two experimental data sets)

∆µ/µ = (5.7 ± 3.8) × 10−5, (2.31)

at 1.5 σ and the authors cautiously point out that additional measurements are
necessary to ascertain this conclusion. The result is also dependent on the lab-
oratory dataset of transition frequencies used for the comparison since it gave
∆µ/µ = (12.2 ± 7.3) × 10−5 with another dataset.
As in the case of Webb et al. (2001, 1999), indicating a detected variation in α

EM
,

this measurement is very important in the sense that it is a non-zero detection
that will have to be compared with other bounds. The measurements by Ivanchik
et al. (2001) is indeed much larger than one would expect from the electromagnetic
contributions. As seen in section 2.1 for any unified theory the changes in the
masses are expected to be larger than the change in α

EM
. Typically, we expect

∆µ/µ ∼ ∆Λ
QCD

/Λ
QCD

− ∆v/v ∼ (30 − 40)∆α
EM

/α
EM

, so that it seems that the
detection by Webb et al. (2001) is too large by an order of magnitude to be
compatible with it (Uzan 2003).
Levshakov et al. (2002) identified more than 80 H2 molecular lines in a damped
Lyα (DLA) system at zabs = 3.025 toward QSO 0347-383. Due to H i Lyα forest
contamination several were considered unsuitable for further analysis and a subset
of 15 lines were chosen to set an upper limit on possible changes of µ:

|∆µ/µ| < 5.7 × 10−5. (2.32)

Ivanchik et al. (2003) find for QSO 0347-383:

∆µ/µ = (5.02 ± 1.82) × 10−5. (2.33)

In general the given errors represent the statistical errors alone. Which becomes
evident in the follow up investigations of the same system:
Based on the wavelengths given by Abgrall et al. (1993a,b) Ivanchik et al. (2005)
find:

∆µ/µ = (3.05 ± 0.75) × 10−5, (2.34)

or, using new laboratory measurements by Philip et al. (2004) for wavelengths
data:

∆µ/µ = (1.65 ± 0.74) × 10−5, (2.35)

and eventually the result by Reinhold et al. (2006):

∆µ/µ = (2.4 ± 0.6) × 10−5. (2.36)
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For the sake of completeness it should be noted, that Pagel (1983) used another
method to constrain µ based on the measurement of the mass shift in the spectral
lines of heavy elements. In that case the mass of the nucleus can be considered
as infinite contrary to the case of hydrogen. A variation of µ will thus influence
the redshift determined from hydrogen. He compared the redshifts obtained from
spectrum of hydrogen atom and metal lines for quasars of redshift ranging from
2.1 to 2.7. Since

∆z ≡ z
H
− z

metal
= (1 + z)

∆µ

1 − µ0
, (2.37)

he obtained that
|∆µ/µ| < 4 × 10−1, (2.38)

at 3 σ level. This result is unfortunately not conclusive because usually heavy
elements and hydrogen belong to different interstellar clouds with different radial
velocity.
Apparently the laboratory measurements of µ itself were refined over the same
period as Figure 2.4 illustrates.
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Figure 2.4: Measurements of the proton-to-electron mass ratio, representing the values
for µ listed by the National Institute of Standards and Technology (NIST).



3 Analysis I

3.1 Data

3.1.1 QSO 0347-383

The source of the analysed spectrum is a bright quasi-stellar radio object (QSO)
with a visual magnitude of V = 17.3 mag at a redshift of z = 3.23 (Maoz et al.
1993), which shows a Damped Lyman α system (DLA) at zabs = 3.0245. The
hydrogen column density is N(H I)= 5 × 1020 cm−2 with a rich absorption-line
spectrum (Levshakov et al. 2002). The DLA exhibits a multicomponent velocity
structure. There are at least two gas components: warm gas seen in lines of
neutral atoms, H and low ions, and hot gas where the resonance doublets of
C IV and Si IV are formed. In the cooler component molecular hydrogen was
first detected by Levshakov et al. (2002) who identified 88 H2 lines. First High-
resolution spectra of the quasar QSO 0347-383 were obtained with the Ultraviolet-
Visual Echelle Spectrograph (UVES) during commissioning at the Very Large
Telescope (VLT) 8.2m ESO telescope by D’Odorico et al. (2001). QSO 0347-
383 is the identifier of the “Fundamental-Katalog 4.0” calibrated to 1950 but
still being widely used. The precise position dated to 2000 as stated in the fifth
fundamental catalogue is α = 03h 49m 43.68s, δ = -38◦10′ 31.3′′.
QSO 0347-383 itself was discovered by Osmer and Smith (1980). For the present
analysis two independent data sets are taken into account. This first one was
already described by Ivanchik et al. (2005) and Wendt and Reimers (2008). The
Quasar absorption line spectra were obtained with the UVES spectrograph at
the Very Large Telescope (VLT) of the European Southern Observatory (ESO)
in Paranal, Chile. The slit was 0.8 arcsec wide resulting in a spectral resolution
of R ∼ 53.000 over the wavelength range 3300 Å– 4500 Å.
The average seeing during observation was about 1.2 arcsec. Before and after
the exposures for each night, Thorium-Argon calibration data were taken. An
overall of 9 spectra were recorded with an exposure time of 4500 seconds each
between January 8th and January 10th 2002 for the ESO program 68.A-0106(A).
All spectra were taken with grating with a central wavelength of 4303 Å and
the blue “Pavarotti”-CCD with 2 × 2 binning. Later on the data were reduced
manually by Mirka Dessauges-Zavadsky from Geneva Observatory in Jan 2004 to
achieve maximum accuracy. The ESO Ambient Conditions Database1 includes

1http://archive.eso.org/eso/ambient-database.html
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measurements of the environmental parameters at the Paranal ESO observatory
and shows no significant changes in temperatures during or in between the ex-
posures that could lead to shifts between the separate observations. All works

Figure 3.1: Colour inverted and contrast enhanced photograph taken in the Blue-Band
(J) covering a 14′ × 14′ area. QSO 0347-383 is marked by a circle and arrow. Original
image from Space Telescope Science Institute (STScI).

on QSO 0347-383 are based on the same above mentioned UVES VLT observa-
tions2 in January 2002 (see Ivanchik et al. 2005). The data used by Ivanchik
were retrieved from the VLT archive along with the MIDAS based UVES pipline
reduction procedures.
Additional observational data of QSO 0347-383 acquired in 2002 at the same
telescope but not previously analyzed3 is taken into account here.
Paolo Molaro from the Osservatorio Astronomico di Trieste carefully reduced the
overlooked dataset again to meet present requirements and provided the data for
analysis.
The UVES observations comprised of 6 × 80 minutes-exposures of QSO 0347-383
on several nights, thus adding another 28.800 sec of exposure time. The journal
of these observations as well as additional information is reported in Table 3.1.
Three UVES spectra were taken with the DIC1 and setting 390+580 nm and
three spectra with DIC2 and setting 437+860, thus providing blue spectral ranges
between 320-450 and 373-500 nm respectively. The spectrum of QSO 0347-383
has no flux below 3700 Å due to the Lyman discontinuity of the zabs=3.023
absorption system. The slit width was set to 1′′ for all observations providing a

2Program ID 68.A-0106.
3Program ID 68.B-0115(A).
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Table 3.1: Journal of the observations

Date Time λ Exp(sec) Seeing (arcsec) airmass S/N (mean)

2002-01-13 03:42:54 390 4800 1.7 1.5 20
2002-01-14 02:13:24 390 4800 1.0 1.2 28
2002-01-15 00:43:32 437 4800 0.96 1.0 67
2002-01-18 03:25:04 437 4800 1.63 1.4 49
2002-01-24 02:20:14 437 4800 1.07 1.7 29
2002-02-02 01:33:58 390 4800 0.5 1.2 37

Resolving Power of ∼ 40.000. The seeing was varying in the range between 0.5′′

to 1.4′′ as measured by DIMM but normally seeing at the telescope is better than
the value given by DIMM. The CCD pixels were binned by 2×2 providing an
effective 0.027-0.030 Å pixel, or 2.25 kms−1 at 4000 Å along dispersion direction.
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Figure 3.2: Co-added data of all 15 spectra of QSO 0347-383 (CoAdd). For the final
analysis, however, the different spectra were not co-added but fitted simultaneously
after correction for individual velocity shifts.

3.1.2 Reduction

The standard UVES pipeline has been followed for data reduction. This includes
sky subtraction and optimal extraction of the spectrum. Typical residuals of the
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wavelength calibration were of ∼ 0.5 mÅ or ∼ 40 m s−1 at 4000 Å. The spectra
were reduced to barycentric coordinates and air wavelengths have been trans-
formed to vacuum by means of the dispersion formula given by Edlén (1966).
Proper calibration and data reduction will be the key to detailed analysis of po-
tential variations of fundamental constants. The influence of calibration issues
on the data quality is hard to measure and the magnitude of the resulting sys-
tematic error is under discussion. The measurements rely on detecting a pattern
of small relative wavelength shifts between different transitions spread through-
out the spectrum. Normally, quasar spectra are calibrated by comparison with
spectra of a hollow cathode thorium lamp rich in unresolved spectral lines. How-
ever several factors are affecting the quality of the wavelength scale. The paths
for ThAr light and quasar light through the spectrograph are not identical thus
introducing small distortions between ThAr and quasar wavelength scales. In
particular differences in the slit illuminations are not traced by the calibration
lamp. Since source centering into the slit is varying from one exposure to another
an offset in the zero point of the scales of different frames is induced which could
be up to few hundred of m s−1. In section 3.2.2 an estimate of these offsets which
result in a mean offset of 168 m s−1 are provided as well as a procedure to avoid
this problem. Laboratory wavelengths are known with limited precision which is
varying from line to line from about 15 m s−1 for the better known lines to more
than 100 m s−1 for the more poorly known lines (Murphy et al. 2008; Thomp-
son et al. 2009a). However, this is the error which is reflected in the size of the
residuals of the wavelength calibration.

Effects of this kind have been investigated at the Keck/HIRES spectrograph by
comparing the ThAr wavelength scale with one established from I2-cell observa-
tions of a bright quasar by Griest et al. (2010). They found both absolute and
relative wavelength offsets in the Keck data reduction pipeline which can be as
large as 500 - 1000 m s−1for the observed wavelength range. Such errors would
correspond to ∆λ ∼ 10− 20 mÅ and exceed by one order of magnitude presently
quoted errors (Thompson et al. 2009a). Examination of the UVES spectrograph
at the VLT carried out via solar spectra reflected on asteroids with known radial
velocity showed no such dramatic offsets being less than ∼ 100 m s−1(Molaro et al.
2008a) but systematic errors at the level of few hundred m s−1 have been revealed
also in the UVES data by comparison of relative shifts of lines with comparable
response to changes of fundamental constants (Centurión et al. 2009). These ex-
amples well show that current ∆µ/µ-analysis based on quasar absorption spectra
at the level of a few ppm enters the regime of calibration induced systematic
errors. While awaiting a new generation of laser-comb-frequency calibration, to-
day’s efforts to investigate potential variation of fundamental physical constants
require true consideration of the strong systematics.

The additional observations considered here were originally taken for other pur-
poses and the ThAr lamps are taken during daytime, which means several hours



24 CHAPTER 3. ANALYSIS I

before the science exposures and likely under different thermal and pressure con-
ditions. However, in this thesis the possibility of different zero points of the
individual images is bypassed via the rare case of independent observations. In-
stead of co-adding all the spectra, first the global velocity shifts between the
spectra is computed with the procedure described in the following section and
also the whole uncertainties coming from the wavelength accuracies are utilized
as part of the analysis procedure.

3.2 Preprocessing of data

3.2.1 Conditioning of flux

The UVES data reduction procedure delivers the error spectrum along the op-
timally extracted spectrum. The given error in flux of all 15 spectra was tested
against the zero level noise in saturated areas. A broad region of saturated ab-
sorption is available near 3906 Å in the observers frame. Figure 3.3 displays the
wavelength range in question for the co-added data. The underlying error was
of course derived from the 15 individual spectra. Statistical analysis revealed a
variance corresponding to ∼ 120% of the given error on average for the 15 spectra
(ErrMeter).

This means that normally errors that rely to the standard extracted routine are
probably underestimated by a comparable amount. In particular the standard
deviation of the flux between 3903.8 Å and 3908.7 Å (roughly 160 samples) was
compared with the average of the specified error for that range. In this analysis
for each of the spectra the calculated correction factor was applied to all samples.

3.2.2 Correction for individual shifts

Prior to further data processing the reduced spectra are reviewed in detail. Es
described in more detail in section 3.1.1, the first data set (henceforward referred
to as set A) consists of nine separate spectra observed between 7th and 9th of
January in 2002 (see Ivanchik et al. 2005). The second set of 6 spectra (B) was
obtained between January 13th and February 2nd in 2002 (see Table 3.1).

Due to slit illumination effects and grating motions the individual spectra are
subject to small shifts – commonly on sub-pixel level – in wavelength. These
shifts are particularly crucial in the process of co-addition of several exposures. To
estimate these shifts all spectra were interpolated by a polynomial using Neville’s
algorithm to conserve the local flux (see Fig. 3.4). Neville’s algorithm is based on
the Newton form of the interpolating polynomial and the recursion relation for
the divided differences. The interpolating polynomial of degree N − 1 through
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Figure 3.3: Range of saturated absorption in the spectrum of QSO 0347-383 that can
be utilized to determine the minimal present gaussian error of the data. Plotted for
the co-added data for illustration purposes.

the N points y0 = f(x0), y1 = f(x1), . . . , yN−1 = f(xN−1) is given by Lagrange’s
classical formula,

P (x) =
(x − x1)(x − x2) . . . (x − xN−1)

(x0 − x1)(x0 − x2) . . . (x0 − xN−1)
y0

+
(x − x1)(x − x2) . . . (x − xN−1)

(x1 − x0)(x1 − x2) . . . (x1 − xN−1)
y1 + . . .

+
(x − x1)(x − x2) . . . (x − xN−1)

(xN−1 − x0)(xN−1 − x1) . . . (xN−1 − xN−2)
yN−1.

(3.1)

There are N terms, each a polynomial of degree N − 1 and each constructed to
be zero at all of the xi except one, at which it is constructed to be yi. Instead of
implementing the Lagrange formula directly, Neville’s algorithm was used which
proceeds by first fitting a polynomial of degree 0 through the point (xk, yk) for
k = 1, . . . , n, e.g., Pk(x) = yk. A second iteration is then performed in which Pi

and Pi+1 are combined to fit through pairs of points, yielding P12, P23, . . . . The
procedure is repeated, generating a “pyramid” of approximations until the final
result is reached. For example, with N = 4:
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x1 : y1 = P1

P12

x2 : y2 = P2 P123

P23 P1234

x3 : y3 = P3 P234

P34

x4 : y4 = P4

Neville’s algorithm is a recursive way of filling the numbers in the tableau a
column at a time, from left to right. It is based on the relationship between a
“daughter” P and its two “parents”. The final result can then be expressed as:

Pi(i+1)...(i+m) =
(x − xi+m)Pi(i+1)...(i+m−1)

xi − xi+m

+
(xi − x)P(i+1)(i+2)...(i+m)

xi − xi+m

(3.2)

This recurrence works since the two parents already agree at points xi+1 . . . xi+m−1.
Equation 3.2 was implemented from scratch in the programming language C to
obtain a tolerable execution speed in comparison to interpreters such as IDL or
MIDAS (used in ShiftCheck).
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Figure 3.4: The original flux (dashed steps) is interpolated by a polynomial using
Neville’s algorithm (solid line) to conserve the local flux.

The resulting pixel step on average is 1/20 of the original data. Each spectrum
was compared to the remaining 14 spectra. For each data point in a spectrum
the pixel with the closest wavelength was taken from a second spectrum. Their
deviation in flux was divided by the quadratic mean of their given errors in flux.
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Figure 3.5: Exemplary plot of the sub-pixel cross-correlation. The resulting shift is
ascertained via parabolic fit. In this case the two spectra are in best agreement with a
relative shift of 6.2 mÅ or 0.465 kms−1, respectively.

This procedure was carried out for all pixels inside certain selected wavelength
intervals.

Only certain wavelength ranges are taken into account to avoid areas heavily
influenced by cosmic events or areas close to overlapping orders, resulting in a
mean deviation of two spectra. The second spectrum is then shifted against
the first one in steps of ∼ 1.5 mÅ, according to the binsize of the subsampled
spectrum. Since for each inspected shift, every data point can be compared
independently, this routine was implemented using C and OpenMP to parallelize
the process. The distribution of the considered wavelength intervals among the
contributing processors is very helpful since each data set is enlarged by the above
mentioned factor of 20 (ShiftCheck).

The run of the discrepancy of two spectra is of parabolic nature with a minimum
at the relative shift with the best agreement. Fig. 3.5 shows the resulting curve
with a parabolic fit. In this exemplary case the second spectrum shows a shift of
6.2 mÅ in relation to the reference spectrum. The clean parabolic shape verifies
the approach. Table 3.2 shows the corresponding offsets for the 15 spectra. The
offsets between the exposures are relevant with a peak to peak excursion up to
almost 800 m s−1. The average deviation is 2.3 mÅ or 170 m s−1 at 4000 Å. For
further analysis in this paper all the 15 spectra are shifted to their common mean,
which is taken as a reference position.

Section 5.4 illustrates its influence on the data analysis with respect to the pre-
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Table 3.2: Relative shifts of the observed spectra to their common mean. Spectra A1-
A9 correspond to the observations of Program ID 68.A-0106, spectra B1-B6 to Program
ID 68.B-0115(A), respectively.

Spectrum shift to mean [kms−1]

A1 -0.203
A2 -0.135
A3 0.116
A4 -0.061
A5 0.268
A6 -0.031
A7 -0.249
A8 0.065
A9 0.249
B1 -0.084
B2 0.496
B3 0.039
B4 -0.339
B5 0.030
B6 -0.158

average deviation 0.168

vious analysis of the data set A, which have not considered this effect.

3.2.3 Selection of H2 lines

The selection of suitable H2 features for the final analysis is rather subjective.
As a matter of course all research groups cross-checked their choice of lines for
unresolved blends or saturation effects. The decision whether a line was excluded
due to continuum contamination or not, however, relied mainly on the expert
knowledge of the researcher and was only partially reconfirmed by the estimated
uncertainty of the final fitting procedure. This thesis puts forward a more generic
approach adapted to the fact that two distinct observations of the same object are
available. Each H2 signature is fitted with a single component. The surrounding
flux is modelled by a polynomial and the continuum is rectified accordingly (see
section 3.3.2). A selection of 52 (in comparison with 68 lines for that system
by King et al. (2008) lines is fitted separately for each dataset of 9 (A) and 6
(B) exposures, respectively. In this selection merely blends readily identifiable
or emerging from equivalent width analysis are excluded. The visual impression
of the quality of the signature in terms of strength and environment is not the
decisive factor. See section 6.2.2 on page 70 for further details on the identification
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Figure 3.6: The 6 single spectra of set B (top), the 9 spectra of set A (below) separated
by the slashed line and (not to scale) the corresponding co-added data (bottom) are
plotted around the region of L4R1 (vertical line).

of H2 signatures.
Each rotational level is fitted with conjoined line parameters except for the red-
shift naturally. The data are not co-added but analyzed simultaneously via the
fitting procedure applied by Quast et al. (2005).

For each of the 52 lines there are two resulting fitted redshifts or observed wave-
lengths, respectively, with their error estimates. To avoid false confidence, the
single lines are not judged by their error estimate but by their difference in wave-
length between the two data sets in relation to the combined error estimate. The
absolute offset ∆λeffective to each other is expressed in relation to their combined
error given by the fit:

∆λσΣ1,2
=

∆λeffective
√

σ2
λ1

+ σ2
λ2

. (3.3)

Figure 3.7 reveals notable discrepancies between the two datasets, the disagree-
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ment is partially exceeding the 5σ level. Lines fitted with seemingly high precision
and thus a low error reach higher offsets than lines with a larger estimated error
at the same discrepancy in λobs. Clearly the lower error estimates merely reflects
the statistical quality of the fit, not the true value of the specific line position.
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Figure 3.7: Selection of 52 apparently reasonable lines to be fitted separately for each
dataset of 9 and 6 exposures, respectively. Their absolute offset ∆λeffective to each
other is expressed in relation to their combined error given by the fit (see Eq. 3.3).
The dashed lines border the 3σ domain.

Since the fitting routine is known to provide proper error estimates (Quast et al.
2005; Wendt and Reimers 2008; Wendt et al. 2009), the dominating source of
error in the determination of line positions is due to systematic errors. This
result indicates calibration issues of some significance at this level of precision.
The comparison of two independent observation runs reveals a source of error
that cannot be estimated by the statistical quality of the fit alone. For further
analysis only lines that differ by less than 3 σ are taken into account.

This criterion is met by 36 lines. Fig. 3.8 shows three exemplary H2 features
corresponding to the transitions L5R1, L5P1, L5R2. All have similar sensitivity
towards changes in µ. However, L5P1 fails the applied self consistency check
between the two data sets and is excluded in the further analysis. Table 3.3 lists
the excluded lines for the follow up analysis.

It is noteworthy that line selections of this absorption system by other groups
diverge from each other by a large amount. King et al. (2008) processed a total
of 68 lines. By reconstructing the continuum flux with additionally fitted lines
of atomic hydrogen they felt confident not to care about the relative position of
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Figure 3.8: Part of the co-added observed spectrum near 4176 Å. The data however,
were not co-added for the fit. L5R1 and L5R2 match the 3σ criterion, L5P1 does not
and was hence excluded (see Table 3.3).

the H2 features next to the Lyman-α forrest. Fitting H2 features as single lines,
however, is affected by the surrounding flux and its nature as simulations have
shown (Wendt and Reimers 2008).

Thompson et al. (2009a) selected 36 lines for analysis which differs from the semi-
automatic choice of lines presented here by almost 40%. Different approaches, line
selections and in the end applied methods contribute to a more solid constraint
on variation of fundamental constants. This variety is mandatory to understand
contradicting findings, not only in case of the proton-to-electron mass ratio. Table
4.1 reports the molecular line position and relative errors.

Figure 3.9 plots the observed redshifts of the lines with their estimated positioning
error versus their corresponding sensitivity towards changes in µ. The datapoints
with the given errorbars are from this analysis, the other points by Ubachs et al.
(2007) and Thompson et al. (2009a), who published the individual fit parameters
of their analysis.

The redshifts derived are of zabs = 3.0248969(56), 3.0248988(29) and 3.0248987(61)
for this analysis, Ubachs et al. (2007) and Thompson et al. (2009a) respectively,
which is not surprising being based at least partially on the same data. All three
analyses are based on the same source for sensitivity coefficients as well, allowing
the comparative plot.

The distribution of positioning errors for the mentioned works is illustrated in
Figure 3.10. The three sets of measure show a significant scatter around the mean
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Figure 3.9: Final results in redshift vs. sensitivity coefficient Ki for this analysis (cir-
cles), Ubachs et al. (2007) (squares) and Thompson et al. (2009a) (triangles).

quite in excess of the error in line position which is suggestive of the presence of
systematic errors.
The chosen ∆λ criterion for line selection permits evaluation of the self-consistency
of a line positioning via fit for the involved data. While the availability of two
independent observations on short time scale is rather special, it illustrates one
applicable modality to avoid relying on the fitting apparatus alone.
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Figure 3.10: Line positioning errors in kms−1 for this thesis (solid), Ubachs et al.
(2007) (dashed) and Thompson et al. (2009a) (dotted), binned to 50 m s−1.

Table 3.3: Excluded lines

Line ID K factor Lab. wavelength [Å]

L12P2 0.0434 966.2755
L11P1 0.0429 973.3345
L11P2 0.0409 975.3458
W0Q2 -0.0071 1010.9384
L7R1 0.0303 1013.4370
L6R2 0.0245 1026.5283
L6P2 0.0232 1028.1058
L5P1 0.0206 1038.1571
L5P2 0.0186 1040.3672
L4R2 0.0150 1051.4985
L4P2 0.0135 1053.2843
L3R2 0.0095 1064.9948
L2R1 0.0050 1077.6989
L2R3 0.0013 1081.7113
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3.3 Fitting

Since the methods for fitting a theoretical line profile to observed data is manifold
some possible procedures are described in more detail. As a first step an initial
set of parameters is evaluated. Most fitting procedures depend on a reasonable
manually selected set to bring the iterative algorithm on the right track so to
speak. The most naive approach is to fit a line feature by a model based on the
initial set and then vary each free parameter independently to find a minimum
in the objective function describing the discrepancy between observation and fit.

This approach is of course unpractical, since the number of necessary calculations
of the synthetic profile increases exponentially with each free parameter. Also the
parameter range and resolution must be set sufficiently large to ensure a global
minimum. Furthermore a reasonable range must be manually selected to assure
that the covered parameter space does include the best-fit parameters.

Only very recently some groups experiment with exploration of the whole param-
eter space. King et al. (2008) for example implemented a Monte Carlo method
to cover all possible combinations of fitting parameters. Unfortunately Monte
Carlo methos scale exponentially with increasing dimensionality and are hence
impractical for non-trivial situations. A slight improvement was achieved by
the utilization of Markov Chain Monte Carlo simulations. The combination of
Markov Chain methods and Monte Carlo simulation degrades merely polynomial
with higher dimensionality but also introduces non-trivial correlation between
samples and can in principle not be parallelized. Furthermore the underlying
probability distribution has to be preassigned. It is therefor not feasible for real-
istic fitting tasks with todays computer power.

Even though it proves to be an valuable technique to estimate the statistical
precision of a certain set of parameters, it cannot reveal anything about the
accuracy of the data modelling and further does not produce traceable results. It
should only be used as an supplemental method.

To avoid the need to inspect the whole parameter space, the common approach
is to collect information about the local topology of the objective function by
calculating its partial derivatives for each free parameter. This ensures a far
more rapid convergence to a nearby minimum. This method (as implemented in
the Levenberg-Marquardt algorithm for example) has the deficiency of relying on
the initial parameter set, since in a straight forward implementation of this algo-
rithm, possibly only a local minimum is found – depending on the situation not
necessarily the global minimum. The first iteration step is based on the initially
selected parameter set. Afterwards a second set of parameters is evaluated. The
Levenberg-Marquardt algorithm interpolates a gradient of χ2 in respect to the
free model parameters and thereby ascertains the “direction” in the parameter
space towards the local minimum. The second derivative of χ2, more generally
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the Hessian matrix4 delivers the appropriate stepsize for each parameter. De-
pending on the implementation, this stepsize is scaled additionally to match the
required needs. A new parameter set based on the information of the direction
and the selected stepsize is evaluated and in case of a smaller χ2 value used as
fulcrum for the next iterationstep. The additional scaling is used to increase
the resolution in the parameterspace with each iteration step. The iteration is
completed when the change between successive χ2 values falls below a certain
threshold value. The value of the minimal χ2 depends on the number of effective
degrees of freedom. A value independent on the number of data points or the
selected model is described by the normalized χ2:

χ2
norm =

χ2

r
. (3.4)

In the ideal case the final value of χ2
norm reaches unity. That would mean that

the total deviation between model and data equals the measurement errors of the
data. A value below 1 thus indicates an invalid model or overestimated individual
errors σi.
The approach applying evolutionary algorithms, such as the code implemented
by Quast et al. (2005) that is used here, is based on stochastics (see, e.g., Hansen
and Ostermeier 2001). The principle is similar to the one described above but
instead of a manual first guess of initial parameters, several sets of random initial
parameters are computed automatically over a parameter range that merely needs
rough preselection. The most successful of those build the centres of other groups
of random, yet less wide spread sets of parameters and so forth. This stochas-
tic approach can additionally be fine- tuned by adjusting the expansiveness of
each successive group of random parameters in both the parameter space and in
quantity. With a sufficiently widespread cluster of parameter sets, theoretically
the global minimum will always be reached. In practice a compromise must be
found between computing time and success in reaching the global minimum. Its
drawback is of course its inefficiency in terms of computing power and the need to
check up the final fit on physically reasonable parameters. However, the principle
of evaluating multiple groups of parametersets independently of each other allows
for consequent parallel computing.
The element of randomness requires a full completion of the iterative process.
Whilst the Levenberg-Marquardt algorithm usually converges rather soon towards
the final parameters the evolutionary procedure can only give reliable results
after all branches of parameter groups are evaluated. Some principle problems
of redundancy in parameter sets for complex models have yet to be overcome as
well. In praxis two or multiple line profiles whose parameter spaces significantly
overlap can cause the algorithm to lock up on rare occasions. The dynamical

4The Hessian matrix is the square matrix of second partial derivatives of a scalar-valued
function.
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scaling towards regions with small Hessian matrix to gain higher resolution is
implemented by an increasingly smaller scattering of random parameter sets for
successive child populations of parameter sets.

This fitting program uses a simplified pseudo-Voigt-function to generate the syn-
thetic line profiles. For weak lines a mere gaussian profile would suffice since
natural line broadening has no noticeable impact on the line shapes.

The program of Quast et al. (2005) was written in C++ under the application
of OpenMP to parallelize the fitting procedure and distribute the computation
of the individual parameter sets among the available CPU cores. The problem
scales very well and the accumulated time for a complete fit in a multitude of
spectra is justifiable.

Merely with minor adjustments mainly in the input/output interface, the fitting
procedure could be adjusted to the special requirements when probing a variation
in µ (RQFit).

The limitation of OpenMP, one single shared memory for all processes working
in parallel plays no major role since the computations though large in number
are comparably simple in detail and do not require notably large amounts of
memory.

3.3.1 Simultaneous fit vs. co-added fit

The fitting program as described in the preceding section has the ability to fit
several lines simultaneously to one subset of free parameters. Individual parame-
ters can be cross referenced to each other and the code is under the constraint to
find one best joint fit for these parameters. This feature is of great convenience
since several line parameters as broadening width or column density are usually
shared by a whole group of lines and do not differ among each other. This concept
has even been expanded to fit several separate spectra simultaneously. So even
for overlapping wavelength regions, the continuum and for example the redshift
are fitted locally but the line width is fitted to all participant spectra and lines.

This method appears to be superior to a rough prior co-adding of spectra. Many
errors coarse co-addition might introduce can be avoided by this way, since there
is no need to rebin the data. Usually, rebinning leads to even-spaced data points
and the flux is redistributed among the single bins. This degrades the original
alignment of the reduced data, which – for geometric reasons concerning the
projection onto the CCD chip and later reductions steps like the vacuum-air
correction – has a differential gradient of spacing. See, e.g., Levshakov et al.
(2002) for a discussion of this effect.

A rebin would introduce a stronger correlation of pixels. The impact of such
correlations on the results is not well-known (see, e.g., Aitken 1934). A χ2 min-
imization procedure does rely on independent data points though. The concept
of simultaneous fit has the advantage of taking physical conditions into account
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in form of further restrictions on the degrees of freedom.

3.3.2 Continuum handling

An accurate estimate of the true continuum of a spectrum is essential for a good
fit of an absorption line. Especially for optically thin lines the determined col-
umn density is very sensitive to variations in the continuum fit. Particularly in
damped Lyman-α systems (DLA) at large redshifts there hardly is any unblended
continuum detectable in the range of H2 absorption due to the Lyman-α forrest.
There are numerous techniques and strategies to gain a reliable estimation of the
true continuum despite its contamination.

A rather generic approach is specific to pure absorption spectra and assuming
that the data points with the highest photon count contribute to the continuum,
since there are no emission features. Therefore a polynomial function of low order
is fitted iteratively to a selected subset of data points above a certain threshold.
This threshold is increased or rather the range between Fluxmin and Fluxmax (if
there are some spikes or cosmics in the spectra) is narrowed with each iteration
step until a minimum variance or the predefined minimum number of selected
data points is reached. This method is only applicable though when a reasonable
amount of undisturbed continuum emission is present in the wavelength range of
interest and hence not applicable to the spectra at hand.

Another way of dealing with the continuum is to construct it manually. The curve
of the estimated continuum is drawn or based on some interpolation points. The
continuum level simply is set at the upper end of an absorption line feature to
disregard all influences of other lines nearby. Dealing with the continuum in
this manner yields a great uncertainty that only a curve of growth analysis can
reveal. Albeit this is one of the few options to deal with heavily contaminated
and partially blended lines at all and was carried out by Ivanchik et al. (2002)
for example.

A refinement of the latter approach is to not only fit the one line of interest
and border it by an artificial continuum but to fit a series of lines with free
parameters to match the disturbed measured flux. The actual line of interest
is then embedded into a group of lines that are used to fit the surrounding flux
level. The true continuum, however, needs to be estimated but for a larger less
alternating environment. In some cases the extra lines may disturb the shape of
the measured main component and this procedure needs special supervision.

In this work, the continuum is fitted by the code together with the lines. The fit
is based on the flux adjoining the line feature. The accuracy of the continuum
fit increases significantly by the option of simultaneous fitting. All molecular
hydrogen lines observed at the same rotational level should have identical physical
properties, as in column density and line width. This constrains the uncertainty
of the continuum since the resulting column density has to be consistent with
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the simultaneous fits of the more secure continuum regions and the identified
H2 absorption features are spread over the full range of the observed spectrum.
However, a mere χ2 consideration to evaluate the quality of the fit is invalid, since
the model of a single line does not describe the observed flux sufficiently.
In cases of a continuum flux with apparent influences of broad Lyman-α features
or general contamination, a parabolic or cubic function was used to fit the back-
ground to the observed flux. See Figure 3.11 of L3R3 and L6R3 for an exemplar
of a parabolic fit. These exemplary lines already represent the extreme end of
non-constant bordering continuum flux.
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Figure 3.11: Exemplary cases of continuum matching via parabolic fit to the observed
flux for the Lyman lines L3R3 and L6R3.

An additional issue not yet discussed in connection with varying µ are the oscilla-
tor strengths. Whereas the transition frequencies have been revised several times
over the last few years with improved instrumentation and numerical methods
(see section 2.2.3), the latest data for the oscillator strength of molecular hydro-
gen are still from tables by Abgrall et al. (1993a,b). UV-laser experiments are not
yet capable of arranging the required measurements: “The oscillator strengths
can only be derived by calculations based on coarse approximations. Verification
of the listed values of the oscillator strengths by experimental methods appears
impossible at laboratory conditions at the present state.” (Ubachs, private com-
munication).
Uncertainties in the oscillator strengths are not directly reflected in the mea-
sured line positions and hence the obtained redshift but they have influence on
the quality of fit and the determination of the continuum. In particular the ap-
proach to fit a designated number of arbitrary line components in the vicinity of
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H2 profiles is in particular error-prone to wrong oscillator strengths and therefore
wrong equivalent widths.
Groups that apply this multi-component fit (see, e.g., King et al. 2008), in general
add further components to a fit-region around a H2 signature, until the lowest
χ2 value is reached. Alternatively, the residuals are inspected for remaining flux
beyond the noise level.
This approach is vulnerable to wrong oscillator strengths and in the same way to
underestimated errors of the observed flux (see section 3.2.1 for more details).



4 Results I

4.1 Determination of ∆µ/µ

For the final analysis the selected 36 lines are fitted in all 15 shifted, error-scaled
spectra simultaneously (see section 3.2.3 for details on the line selection criteria).
The result of an unweighted linear fit corresponds to

∆µ/µ = (15 ± 16) × 10−6, (4.1)

at zabs = 3.025. The stated finding of Eq. 4.1 can be translated into a rate
of change. When imposing the assumptions of a linear cosmological expansion
model, the redshift z is related to the look-back time T via:

T = T0

[

1 − (1 + z)−3/2
]

, (4.2)

with T0 the age of the universe, which may be set at 13.7 Gyrs. For the quasar
under consideration this yields a look-back time of ∼ 12 Gyrs. With the further
assumption that µ has varied linearly over time this corresponds to a rate of
change of dlnµ/dt = −1.2 × 1015 yr−1. The negative sign must be interpreted as
a decrease in µ over time.
This conversion into a rate is merely exemplary, however. The findings of this
analysis yield no indication of variation with the current limit of accuracy.
Figure 4.1 shows the resulting plot. The complete list of lines is shown in Table
4.1.
The approach to apply an unweighted fit is a consequence of the unknown nature
of the prominent systematics. Uncertainties in wavelength calibration cannot be
expressed directly as an individual error per line. The graphed scatter in redshift
can not be explained by the given positioning errors alone. The likeliness of the
data with the attributed error being linearly correlated is practically zero. The
fit to the data is not self-consistent. For this work the calibration errors and
the influence of unresolved blends are assumed to be dominant in comparison to
individual fitting uncertainties per feature.
For the following analysis the same error is adopted for each line. With an
uncertainty in redshift of 1× 10−6 we obtain: ∆µ/µ = (15± 6)× 10−6. However
the goodness-of-fit is below 1 ppm and is not self consistent. Judging by that and
Fig. 4.1, a reasonable error in observed redshift should at least be in the order of
4 × 10−6. The weighted fit gives: ∆µ/µ = (15 ± 14) × 10−6.
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Figure 4.1: The unweighted fit to the measured redshifts of the H2 components in QSO
0347-383 corresponds to ∆µ/µ = (15 ± 16) × 10−6. The error bars represent merely to
the fitting uncertainty in the order of 180 m s−1 on average. Note, that at such a high
scatter zKi=0 differs from z̄ by less than 1 σz.

This approach is motivated by the goodness-of-fit test:
Q(χ2|ν) is the probability that the observed chi-square will exceed the value χ2

by chance even for a correct model, ν is the number of degrees of freedom. Given
in relation to the incomplete gamma function:

Q(χ2|ν) = Γ

(

ν

2
,
χ2

2

)

. (4.3)

Assuming a gaussian error distribution, Q gives a quantitative measure or the
goodness-of-fit of the model. If Q ist very small for some particular data set, then
the apparent discrepancies are unlikely to be chance fluctuations. More probable
is either that the model is wrong or the size of the measurement errors is larger
than stated. However, the chi-square probability Q does not directly measure
the credibility of the assumption that the measurement errors are normally dis-
tributed. In general, models with Q < 0.001 can be considered unacceptable. In
this case the model is given and hence the low probability is due to underesti-
mated errors in the data. Solely for given errors of ∼ 300 m s−1, corresponding to
∼ 4×10−6 in redshift for QSO 0347-383 the goodness-of-fit parameter Q exceeds
0.001. The scale of the error appears to be ∼ 300 m s−1 to achieve a self-consistent
fit to the data.
For the data on QSO 0347-383 this corresponds to an error in the observed
wavelength of roughly 4 mÅ, which is notably larger than the estimated errors
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for the individual line fits which ranges from 0.5 mÅ to 6.5 mÅ with an average of
2.5 mÅ (∼ 180 m s−1). The systematic error contributes an uncertainty of about
2 mÅ on average. The immediate calibration errors are in the order of 50 m s−1for
set B and presumably slightly larger for set A (see section 3.1.1). Figure 4.2 plots
the data with errorbars corresponding to 180 m s−1 and the total of 300 m s−1.
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Figure 4.2: The data points are identical to Fig. 4.1. Here, the error bars represent
the average positioning error (solid) and the additional systematic error (dotted) of
∼ 180 m s−1 and ∼ 120 m s−1, respectively.

The final result can be subdivided as:

∆µ/µ =
(

15 ± (9stat + 6sys)
)

× 10−6. (4.4)

The comparably high scatter in Figure 4.1 can partially be attributed to the ap-
proach to fit single H2 components with a polynomial fit to the continuum. In spe-
cial cases, contaminated flux bordering a H2 signature can introduce additional
uncertainty in positioning. Therefore checks for self-consistency and systematics
are of utmost importance.

The determination of the different errors involved is on a par with the actual
result. We believe that this result represents the limit of accuracy that can
be reached with the given data set and the applied methods for analysis. The
presented method yields a null result. The recent work by Thompson et al.
(2009a) stated ∆µ/µ = (−28 ± 16) × 10−6 for a weighted fit based on the same
system in QSO 0347-383. The stated errors in that work reflect the statistical
uncertainties alone.
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Note, that the given systematics of 2.7ppm for Keck/HIRES data given in Malec
et al. (2010) are in first approximation estimated by the observed ∼500m s−1

peak-to-peak intra-order value reduced according to the number of molecular
transitions observed, e.g. ∼ 500 m s−1/

√
93 ∼ 52 m s−1.

The approach in Malec et al. (2010) neglects the very nature of systematic errors
as they present an absolute limit to the achievable accuracy and thus – in contrast
to statistical errors – cannot be reduced by larger samples (see also section 5.2).
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Table 4.1: QSO 0347-383 Line List

Line ID Ki λobs [Å] σλobs
[Å] λlab [Å] σλobs

[kms−1] zabs

L14R1 0.0462 3811.5038 0.0031 946.9804 0.247 3.0249025
W3Q1 0.0215 3813.2825 0.0012 947.4219 0.091 3.0249043
W3P3 0.0210 3830.3795 0.0064 951.6719 0.499 3.0248950
L13R1 0.0482 3844.0442 0.0023 955.0658 0.181 3.0248999
L13P1 0.0477 3846.6271 0.0039 955.7083 0.306 3.0248966
W2Q1 0.0140 3888.4352 0.0017 966.0961 0.128 3.0248948
W2Q2 0.0127 3893.2050 0.0013 967.2811 0.099 3.0248951
L12R3 0.0368 3894.7939 0.0019 967.6770 0.149 3.0248904
W2Q3 0.0109 3900.3288 0.0013 969.0492 0.097 3.0249028
L10R1 0.0406 3952.7477 0.0015 982.0742 0.110 3.0248972
L10P1 0.0400 3955.8160 0.0020 982.8353 0.154 3.0249022
L10R3 0.0356 3968.3977 0.0040 985.9628 0.302 3.0248960
L10P3 0.0352 3975.6657 0.0055 987.7688 0.412 3.0248950
W1Q2 0.0037 3976.4877 0.0007 987.9745 0.054 3.0248890
L9R1 0.0375 3992.7546 0.0013 992.0164 0.098 3.0248877
L9P1 0.0369 3995.9594 0.0022 992.8096 0.167 3.0249000
L8R1 0.0341 4034.7699 0.0011 1002.4521 0.085 3.0249004
L8P3 0.0285 4058.6575 0.0034 1008.3860 0.255 3.0249046
W0R2 -0.0052 4061.2132 0.0006 1009.0249 0.047 3.0248890
L7P3 0.0246 4103.3836 0.0052 1019.5022 0.379 3.0248894
L6R3 0.0221 4141.5640 0.0023 1028.9866 0.168 3.0248960
L6P3 0.0203 4150.4349 0.0034 1031.1926 0.245 3.0248882
L5R1 0.0215 4174.4204 0.0019 1037.1498 0.139 3.0248963
L5R2 0.0200 4180.6152 0.0005 1038.6903 0.034 3.0248910
L5R3 0.0176 4190.5690 0.0031 1041.1588 0.218 3.0249086
L4R1 0.0165 4225.9822 0.0016 1049.9597 0.111 3.0248994
L4P1 0.0156 4230.2974 0.0021 1051.0325 0.151 3.0248969
L4R3 0.0126 4242.1531 0.0018 1053.9761 0.126 3.0249045
L4P3 0.0105 4252.1911 0.0030 1056.4714 0.211 3.0248994
L3R1 0.0110 4280.3234 0.0010 1063.4601 0.071 3.0249027
L3P1 0.0100 4284.9349 0.0014 1064.6054 0.097 3.0249043
L3R3 0.0072 4296.4822 0.0028 1067.4786 0.198 3.0248884
L3P3 0.0049 4307.2114 0.0040 1070.1409 0.276 3.0249012
L2P3 -0.0011 4365.2399 0.0046 1084.5603 0.318 3.0248937
L1R1 -0.0014 4398.1291 0.0015 1092.7324 0.100 3.0248913
L1P1 -0.0026 4403.4456 0.0042 1094.0520 0.283 3.0248961

average 0.0025 0.184
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4.2 Result via discrete line pairs

To accomplish a robust bound on the variation of µ, additional alternative ap-
proaches are advisable. ∆µ/µ can also be obtained by using merely two lines that
show different sensitivity towards changes in the proton-to-electron mass ratio.

The set of derived redshifts with their corresponding sensitivity coefficients is
sorted and pairs of two lines are selected via complete permutation. Line pairs
that differ in sensitivity below a certain threshold were rejected (ToPair).

Another criterion is their separation in the wavelength frame to avoid pairs of lines
from different ends of the spectrum and hence in particular error-prone (see, e.g.,
Griest et al. 2010). Several tests showed that a separation of ∆λ ≤ 110 Å and a
range of sensitivity coefficients K1-K2 ≥ 0.02 produces stable results that do not
change any further with more stringent criteria. Pairs that cross two neighboring
orders (∼ 50 Å) show no striking deviations either, which would have indicated
distinct problems in the wavelength calibration.
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Figure 4.3: ∆µ/µ derived from individual line pairs (52) which are separated by less
than 110 Å and show a difference in sensitivity of more then 0.02. The errorbars
reflect the combined positioning error of the two contributing lines. The weighted fit
corresponds to ∆µ/µ = (6 ± 12) × 10−6.
The filled squares graph 11 line pairs, selected to give the largest difference in sensitivity
(≥ 0.02) towards variation in µ (See Table 4.2).

Figure 4.3 graphs the different values for ∆µ/µ derived from 52 line pairs that
match the aforementioned criteria. Note, that a single observed line contributes
to multiple pairs. Fitting of n line pairs that are sensitive to µ should be more
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precise than that based on a single pair. However, the improvement is not as high
as 1/

√
n because the different pairs are partially correlated via the redshift (and

the sensitivity) of the same line that contributes to several pairs. If we consider
n redshift differences {z1 − z0, z2 − z0, . . ., zn − z0}, where z0 is the reference
redshift, then it is easy to show that the correlation coefficient κi,j between two
of them (i 6= j) is given by

κi,j =
1

√

(1 + s2
i )(1 + s2

j)
, (4.5)

where si = σzi
/σz0

and si = σzj
/σz0

. Taking into account that the computational
errors in determined redshifts, σzi

, are almost equal, we have κi,j = κ ≈ 1/2.
The covariance matrix Cov(zi − z0, zj − z0) contains n diagonal terms σ2 and
n(n − 1) non-diagonal terms κσ2, where σ2 represents the variance in a single
measurement. The error in the mean redshift caused by the positioning uncer-
tainties (referred to as εsys hereafter) can be calculated as described by, e.g.,
Stuart and Ord (1994):

εsys =

[

n
∑

i=1

n
∑

j=1

ωiωjCov(zi − z0, zj − z0)

]1/2

. (4.6)

In cases of equal accuracy, the weight ωi = 1/n for each i. Then εsys is approxi-
mately equal to

εsys =
σ

n

√

n + n(n − 1)κ ≈ σ
√

κ . (4.7)

Thus, the gain factor,
√

κ, is only about 0.7 for the line pairs in question. This
alternative approach is in general not suited to provide a more precise result but
it can verify the findings through an independent method. The discussed limit
in precision through large number statistics applies for all kind of samples that
hold some correlation.
The average value of the 52 redshifts-sensitivity ratios yields ∆µ/µ = 6±12×10−6.
The scatter is then related to uncertainties in the wavelength determination which
is mostly due to calibration errors. The standard error is 8 × 10−6.
The approach to use each observed line only once and thus avoid the mentioned
correlation in the analysis is plotted in Fig. 4.3 as filled squares. The pairs to
derive ∆µ/µ from were constructed by grouping the line with the highest sensi-
tivity value together with the line corresponding to the lowest value for Ki and so
on with the remaining lines. The distance in wavelength space between the two
lines was no criterion and it ranges from 20Å to 590Å (see Table 4.2). Without
reutilization of lines, 11 pairs with a coverage in sensitivity of ∆Ki ≥ 0.02 were
found.
Evidently the usage of lines with comparably large distances in the spectrum
has no influence on the results. This indicates that the contribution of global
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differential errors in the wavelength calibration appear to be small. Potential
sources of such deviations would be the vacuum-air correction for example.

Table 4.2: Grouping all observed lines into 17 pairs of maximum Ki sensitivity not
considering their separation in wavelength space (rightmost column).

Line 1 Line 2 ∆µ/µ ∆Ki ∆λ [Å]

W0R2 L13R1 50.5 ×10−6 0.0535 -217.2
L1P1 L13P1 2.7 ×10−6 0.0503 -556.8
L1R1 L14R1 58.6 ×10−6 0.0477 -586.6
L2P3 L10R1 20.9 ×10−6 0.0417 -412.5
W1Q2 L10P1 90.4 ×10−6 0.0364 -20.7
L3P3 L9R1 -103.0 ×10−6 0.0326 -314.5
L3R3 L9P1 97.6 ×10−6 0.0297 -300.5
L3P1 L12R3 -128.9 ×10−6 0.0268 -390.1
L4P3 L10R3 -33.9 ×10−6 0.0251 -283.8
W2Q3 L10P3 -79.4 ×10−6 0.0243 75.3
L3R1 L8R1 -24.0 ×10−6 0.0231 -245.6

L4R3 L8P3 3.1 ×10−6 0.0159 -183.5
W2Q2 L7P3 -120.0 ×10−6 0.0119 210.2
W2Q1 L6R3 34.0 ×10−6 0.0082 253.1
L4P1 W3Q1 312.7 ×10−6 0.0059 -417.0
L4R1 L5R1 -154.6 ×10−6 0.0050 -51.6
L5R3 W3P3 -996.4 ×10−6 0.0034 -360.2
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5.1 Quality of fit

A least-squares fit to the unweighted redshift versus sensitivity coefficient data
can only yield the best fit to the data. It is not trivial to ascertain the quality of
the fit (see chapter 4.1).
The uncertainties of the fit merely represent the certainty to which the found
parameters describe indeed the best possible fit. It is not directly correlated to
the distribution of the data itself and of course, it contains no information at all
on the systematics underlying the data.
The weighted fit in principle is more suited to represent the quality of the data
and its distribution but it is strongly biased by the uncertainty of the contributing
errors. This is obvious for the present data with estimated positioning errors per
line, that fail to reflect the scatter of the data.
A diverse approach to examine data is via the bootstrap method (see, e.g., Efron
and Tibshirani 1986).
Bootstrapping is the practice of estimating properties of an estimator (such as its
variance) by measuring those properties when sampling from an approximating
distribution. One standard choice for an approximating distribution is the empir-
ical distribution of the observed data. In the case where a set of observations can
be assumed to be from an independent and identically distributed population,
this can be implemented by constructing a number of resamples of the observed
dataset (and of equal size to the observed dataset), each of which is obtained by
random sampling with replacement from the original dataset.
For the data at hand this implies to select samples of 36 lines of the data set
of observed lines. The linear fit to the measured redshift against the sensitivity
data is applied to this new sample. This is redone for a large number of randomly
selected samples. For 36 lines there are evidently 3636 possible samples, including
all permutations of the same lines though. A few thousand samples are sufficient
in general and Figure 5.1 shows the histogram of ∆µ/µ derived from 10.000
bootstrap samples.
Again the algorithm to perform the resampling and this large amount of least-
square fits is implemented in C and OpenMP, since the individual fits are inde-
pendent of each other and can easily be parallelized (BootStrap). The histogram
is generated with a binning of 1 × 10−6 and Figure 5.1 also contains the fit of
a gaussian (solid line) to the data. The distribution of the ∆µ/µ is slightly
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asymmetric but this has no impact on the findings.
The result of the bootstrap analysis corresponds to:

∆µ/µ = (14.9 ± 12.0) × 10−6. (5.1)

This verifies the results and in particular the error estimation of section 4.1 that
yielded ∆µ/µ =

(

15 ± (9stat + 6sys)
)

× 10−6.
The FWHM of the bootstrap analysis incorporate the scatter of the data auto-
matically and is in good agreement with the estimation of the systematic errors
via goodness of fit tests. The FWHM of the Gaussian profile is:

FWHM = 2σ
√

2ln(2). (5.2)

The uncertainty corresponds to the inflection points of the gaussian curve and
can be derived from the width of a fitted gaussian via σ ∼ FWHM/2.35.
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Figure 5.1: ∆µ/µ and in particular its uncertainty derived via 10.000 bootstrap samples.
The gaussian fit yields a centroid at 14.9 and a FWHM of 28.2.
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5.2 Standard Error

The terms “standard error” and “standard deviation” are often confused. The
contrast between these two terms reflects the important distinction between data
description and inference.
The standard deviation is a measure of variability. When we calculate the stan-
dard deviation of a sample, we are using it as an estimate of the variability of
the population from which the sample was drawn. For data with a normal dis-
tribution, about 95% of individuals will have values within 2 standard deviations
of the mean, the other 5% being equally scattered above and below these limits.
Contrary to popular misconception, the standard deviation is a valid measure of
variability regardless of the distribution. About 95% of observations of any dis-
tribution usually fall within the 2 standard deviation limits, though those outside
may all be at one end.
When we calculate the sample mean we are usually interested not in the mean of
this particular sample, but in the mean for individuals of this type-in statistical
terms, of the population from which the sample comes. We usually collect data
in order to generalize from them and so use the sample mean as an estimate of
the mean for the whole population. Now the sample mean will vary from sample
to sample; the way this variation occurs is described by the “sampling distribu-
tion” of the mean. We can estimate how much sample means will vary from the
standard deviation of this sampling distribution, which we call the standard error
(SE) of the estimate of the mean. As the standard error is a type of standard
deviation, confusion is understandable. Another way of considering the standard
error is as a measure of the precision of the sample mean.
The standard error of the sample mean depends on both the standard deviation
and the sample size, by the simple relation SE = SD/

√
samplesize. The standard

error falls as the sample size increases, as the extent of chance variation is reduced.
By contrast the standard deviation will not tend to change with the size of our
sample.
If we want to state how widely scattered some measurements are, we use the
standard deviation. If we want to indicate the uncertainty around the estimate
of the mean measurement, we quote the standard error of the mean.
Hence, the standard error is not suited to describe the quality of a data set, it
merely represents the precision of a particular fit for example, not its accuracy.
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5.3 Uncertainties in the sensitivity coefficients

At the current level of precision, the influence of uncertainties in the sensitiv-
ity coefficients Ki is minimal. It will be of increasing importance though when
wavelength calibration can be improved by pedantic demands on future obser-
vations. Eventually Laser Frequency Comb calibration will allow for practically
arbitrary precision and uncertainties in the calculations of sensitivities will play
a role. The wavelength data for molecular hydrogen available is adequate even
for the next generation telescopes, like the European Extremely Large Telescope
(ELT) currently planned for 2018 (see, e.g., Molaro 2009). Higher resolution in
the data will hence directly influence the positioning errors (see Chapter Analysis
II). Commonly, the weighted fits neglects the error in Ki completely, which may
become inappropriate in the near future.
Effective analysis involves consideration of the error budget of the sensitivity
coefficients. The χ2 merit function for the generic case of a straight-line fit with
errors in both coordinates is given by:

χ2(a, b) =

N−1
∑

i=0

(yi − a − bxi)
2

σ2
yi + b2σ2

xi

(5.3)

where σxi and σyi are, respectively, the x and y standard deviations for the ith
point. The weighted sum of variances in the denominator of Equation 5.3 can be
understood as the variance in the direction of the smallest χ2 between each data
point and the with slope b, and also as the variance of the linear combination
yi − a − bxi of two random variables xi and yi,

Var (yi − a − bxi) = Var (yi) + b2Var (xi) = σ2
yi + b2σ2

xi ≡ 1/wi (5.4)

The sum of the square of N random variables, each normalized by its variance,
is thus χ2-distributed.
Minimizing Equation 5.3 with respect to a and b turns out to be difficult, since
the occurrence of b in the denominator makes the resulting equation for the slope
∂χ2/∂b = 0 nonlinear.
The corresponding condition for the intercept, ∂χ2/∂a = 0, is still linear and
yields:

a =

∑

i wi(yi − bxi)
∑

i wi

, (5.5)

where wi is defined by Equation 5.4. The procedure is now to minimize the
in general one-dimensional function to minimize with respect to b, while using
Equation 5.5 at each stage to ensure that the minimum with respect to b is also
minimized with respect to a.
If any datapoints have very small σy but moderate or large σx, then it’s also
possible to have a maximum in χ2 near zero slope. In that case, there can under
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certain conditions be two χ2 minima, one at positive slope and other at negative.
Only one of these is the correct global minimum. It is therefor important to have
a good starting guess for b. The strategy that is used, is to scale the yi’s so as to
have variance equal to the xi’s, then to do a conventional linear fit with weights
derived from the scaled sum σ2

yi + σ2
xi. This yields a good starting guess for b if

the data are even plausibly related to a straight-line model.
Finding the standard errors σa and σb on the parameters a and b is more com-
plicated. They can be expressed as the respective projections onto the a and b
axes of the “confidence boundary” where χ2 takes on a value one greater than its
minimum ∆χ2 = 1. These projections follow from the Taylor series expansion

∆χ2 ≈ 1

2

[

∂2χ2

∂a2
(∆a)2 +

∂2χ2

∂b2
(∆b)2

]

+
∂2χ2

∂a∂b
∆a∆b. (5.6)

The procedure was implemented in C (2DimErrFit).
This rather complex approach is not required for the current state of analysis,
since other sources of error outweigh the influence of erroneous Ki values by far.
At the current level even an error in Ki of about 10% merely has an impact on
the error estimate in the order of a few 10−6, as resulted from simulations.
The factual errors are expected to be in the order of merely a few percent (see
section 2.2.4), yet they might contribute to the precision of future analysis.
Alternatively to the actual fit with errors in both coordinates, the uncertainties in
Ki can be translated into an uncertainty in redshift via a previously fitted slope:

σzi total
= σzi

+ b × σKi
with b = (1 + zabs)

∆µ

µ
. (5.7)

The results of this ansatz are similar to the fit with errors in both coordinates
and in general this is simpler to implement. Due to its simplicity this feature was
added to 2DimErrFit.
Another possibility is to apply a gaussian error to each sensitivity coefficient and
redo the normal fit multiple times with alternating variations in Ki. Again, the
influence on the error-estimate for a gaussion distributed error of 10% is in the
order of 1 ppm.
The different approaches to the fit allow to estimate its overall robustness as well
since they all yield identical results.
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Figure 5.2: Variation in fitted positions for all lines with and without initial correction
for shifts in between the 15 spectra. The slope of the exemplary fit is dominated by
three lines.

5.4 Influence analysis of data preprocessing

Section 3.2.2 describes the initial shift to a common mean of all 15 spectra. The
complete analysis was redone with error-scaled but unshifted spectra and the
ascertained line positions of both runs compared. Figure 5.2 shows the difference
for each H2 line in mÅ over the corresponding sensitivity coefficients Ki. The
plotted line is a straight fit. Clearly the slope is dominated by three individual
lines whose fitted centroids shifted up to 5.5 mÅ due to the preprocessing. These
three lines in particular produce a trend towards variation in µ when grating shifts
and other effects are not taken into account. This single-sided trend probably
occurred by mere chance but at such low statistics it influences the final result.
Similar effects might have introduced trends of non-zero variation in former works
(see, e.g., Ivanchik et al. 2005; Reinhold et al. 2006).
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5.5 Rotational Levels - medium dependent

As for the systematic effects underlying the data, one might envision that the
absorbing H2 cloud is inhomogeneously distributed in cold and somewhat warmer
parts, located at slightly differing redshifts. Temperature plays a role through
the Boltzmann distribution over populated rotational states in the ground state
that take part in the absorption. Here the para-ortho distribution must be taken
into account; hence even at the lowest temperatures the J = 1 rotational state is
significantly populated. Therefore the data set is divided in two separate groups,
where the J = 0 and J = 1 states are referred to as cold, and the J ≥ 2 states
as warm. Figure 5.3 shows the result of the analysis with different symbols for
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Figure 5.3: Obtained redshift for the rotational states J=0,1 (open circles) and the
rotational states J ≥ 2 (filled circles) together with the corresponding average values
squares) for both groups with their standard error.

the states referred to as cold (open circles) and the higher rotational states (filled
circles). The corresponding square data points represent the average in redshift
and sensitivity of all lines of the rotational group. These results lead to the
conclusion that there is no significant temperature effect underlying the data,
since the average redshifts do not differ significantly.
However, taking into account that the average sensitivity of the lines in each group
differs, the combination of these two rotational groups does introduce a trend
towards positive variation. Not to a truly significant amount but yet mimicking a
tendency for a variation in µ. The bootstrap analysis with 50.000 samples of both
groups in Figure 5.4 shows that the groups for themselves, analysed separately
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give a notably lower value for ∆µ/µ with a larger error which can be attributed
to the smaller samples.
The individual analysis of the two rotational groups hence is in disagreement with
the assumption that an underlying variation in µ causes the different averages of
the measured redshifts. Both rotational groups cover a large range in sensitivity
(−0.003−0.048 for J = 0, 1 and −0.005−0.037 for J ≥ 2) and are hence sensitive
to variation in themselves.
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Figure 5.4: ∆µ/µ = 9.4 ± 13.3 × 10−6 via bootstrap analysis with 50.000 samples for
the 17 lines of rotational level J = 0, 1 (left) and for the rotational levels J ≥ 2 (right)
with 19 lines, the analysis yields ∆µ/µ = 8.3 ± 21.1 × 10−6
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5.6 Vibrational Levels - energy dependent

An important step is to investigate how the reduced redshifts correlate with
energy, e.g., photon energy or wavelength. Such an effect may hint at a possible
linear calibration error in either one of the spectra.
Alternatively an energy dependence might indicate a process by which the fre-
quency of the light traveling from high-z to Earth-bound telescopes is shifted in
a different amount for each frequency component. Such processes are difficult to
conceive. Gravitational redshift effects give rise to shifts by (1 + z) but these
phenomena are independent of frequency. The same holds for Rayleigh and Ra-
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Figure 5.5: Observed redshift vs. the observed vibrational states (left), and plotted
against the restframe wavelength directly (right).

man scattering processes, where the intensity of the scattered light scales with
λ−4; the scattering may induce frequency shifts corresponding to rotational and
vibrational quanta of the molecules present in the medium, but will not cause any
gradual shifts in a spectral distribution. Brillouin scattering is an effect known
to produce frequency shifts of the order:

ΩB =
4πn

λ
v sin

θ

2
(5.8)

with n the index of refraction, λ the wavelength of the propagating light beam,
v the speed of sound, and θ the scattering angle (see Boyd and Braun 1992).
This could produce a maximum frequency dependent shift of about 1 cm−1, for a
typical speed of sound for a gaseous medium of v = 300 ms−1 and a wavelength
of λ = 1000 Å, an amount that could well disturb the analysis of the quasar data.
However, in the forward scattering direction (θ = 0), in which the quasar light is
detected on Earth, the Brillouin shift is zero. Moreover, the density along the line
of sight is very low, so that it is difficult to conceive how Brillouin intensity could
be produced. If Brillouin scattering were to be a dominant process, the light
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would be scattered away over a 4π solid angle. Under the required conditions of
high density, absorption would dominate at wavelengths in the extreme ultraviolet
range, so that no light could be detected from the quasar systems.
Nevertheless a correlation analysis of the apparent redshifts z versus photon en-
ergy was performed for this data. Figure 5.5a plots the measured redshifts of
the Lyman transitions versus their corresponding vibrational level of the excited
state, whereas Figure 5.5b graphs the redshifts against the laboratory transition
energies directly. Evidently, there is no correlation between the apparent redshifts
and the photon energy.
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5.7 Electronic levels - Lyman, Werner bands

Figure 5.6 plots the result of the analysis indicating the observed Lyman (filled
circles) and Werner (open circles) lines. Additionally their average in redshift
and sensitivity towards ∆µ is plotted (squares).
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Figure 5.6: Obtained redshift for the Lyman lines (filled circles) and the Werner band
(open circles). The squares represent the corresponding average values with their stan-
dard error.

The average redshifts of the different electronic transitions do not differ signifi-
cantly. Together with their offset in the covered sensitivity region their discrep-
ancy introduces a trend towards positive variation though.
That is the expected behavior for the case of a true underlying variation in µ, but
an important issue is that the mere Lyman band shows no indication of variation
(see Fig. 5.7) even though it covers the whole range in sensitivity space from
Ki = −0.003 to Ki = 0.048 (see Fig. 5.6). The impression of a large scatter in
the measured redshifts of the Werner lines can be confirmed with the bootstrap
analysis. Figure 5.7 is based on a subset of 29 lines, excluding the 7 Werner band
lines. The best fit for ∆µ/µ is notably smaller while the width of the distribution
remained about the same despite the lower number of lines taken into account.
The corresponding best fit gives: ∆µ/µ = (5.4 ± 12) × 10−6.
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Figure 5.7: ∆µ/µ and in particular its uncertainty derived via 10.000 bootstrap samples
of the Lyman lines only. The gaussian fit yields a centroid at 5.4 and a σ of 11.99.
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Figure 5.8: The graph (dotted line) shows an exemplary case of the 10.000 runs with
the H2 component at an offset of -1 Å with regard to the Lyman-α component. The
filled circle indicates the resulting positioning error of a fit on the left axis.

5.8 Accuracy of line fits

To test the accuracy of fits without a clean continuum a code to generate synthetic
spectra was written and several simulations were performed (SpecSim).

For that purpose a synthesized molecular hydrogen line was placed in the region
of the wing of a broad almost saturated synthesized Lyman-α feature as illus-
trated in Figure 5.8. To meet the conditions of the combined observed quasar
spectra, a signal-to-noise of about 90 containing Gaussian and Poisson photon
noise were synthesized. The intention of this simulation is to reveal systematic
effects rather than statistical errors. The position of the synthesized H2 feature
was shifted through the broad Lyman-α line in 100 steps of 0.05Å. For each po-
sition a number of 100 synthesized spectra were generated and each time the
molecular hydrogen line along with the atomic component was fitted. For each
fit the absolute deviation of the fitted H2 position and its true position as was fed
into generation of the synthetic spectra is plotted against the true position. This
allows to determine the accuracy and stability of the fitting algorithm and its de-
pendency on the line environment. In the ideal case of a known and clean atomic
hydrogen component it is possible to fit the parameters of the DLA component
coevally.

This procedure, however, is not available for most DLA systems that show H2

absorption due to heavy contamination of the continuum.
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Figure 5.9 shows the resulting positioning errors of the simulations. On the
left the estimated errors in position for the two-component fit are plotted in
comparison with the true offset. The mean true error of 100 simulations per
set up can be easily derived by the known line position as incorporated into
the synthesized spectrum and the fitted parameter for the center of the line.
As can be seen the fits with the H2 component placed in a clean continuum
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Figure 5.9: Mean value of true error and outcome of the fitting procedure. Comparison
of two component fit (left) and single component fit (right).

result in an constant average error of a few mÅ. However, the amplitude of the
error distribution increases towards the center of the central component. As the
simulation shows, up to a certain point the fitting accuracy of the H2 line is not
affected by its position on the outer wing of the broad Lyman-α line.
For Figure 5.9 (right) the same method was used to generate the spectra but
instead of fitting both components and the continuum simultaneously, the con-
tinuum is fitted by a third grade polynomial to the flux enclosing the H2 line
without fitting the Lyman-α component explicitly.
The fits carried out in this thesis are based on single-component fits, meaning
that for each H2 absorption feature, parameters for a single H2 line are fitted.
This is a dramatic difference since for that approach no information on the en-
vironment of the fitted line is needed. The physical origin of the continuum
contamination is not taken into account here. As Figure 5.9 shows, the quality
of the fits obtained via polynomial fit (right) and the two component fit (left) is
quite similar in the clean continuum area and up to a certain point on the wing
of the broad Lyman-α feature. This is a beneficial result since in the observed
spectra it would be impossible to divide the continuum contamination into sin-
gle components that could be fitted simultaneously. However, the position of
the H2 lines is critical for the quality of the fit and they cannot easily be deter-
mined. Figure 5.9 also reveals the different behavior towards the center of the
main component. The comparatively low equivalent width of the H2 line makes
it practically indistinguishable from noise near the core for the one component
fit. In the core area the optically thin H2 feature is practically unobservable. The
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method of polynomial continuum fit is clearly inferior near the core of the main
component in this simulation
The accuracy of a fitted line position depends on the continuum contamination or
rather its position on a wing of a stronger, in DLA-systems saturated Lyman-α
component (see, e.g, Wendt and Reimers 2008). Near the center of such a Lyman-
α feature, the fitting method has a great influence on the error distribution.
The resultant influence on the fit is reviewed on the basis of the generated syn-
thetic spectra. Figure 5.9 already showed the mean true error of the simulation
runs as gained from exact comparison (bold) and the mean value of the calculated
error from the output of the fitting program (dotted).
The procedure of fitting a single component only and describing the continuum
by rectifying a third grade polynomial fit leads to significantly larger errors in the
core area. Also the mean error of line position fits for lines situated near the core
region is dramatically underestimated by the fitting program. In the case of the
two component fit the mean true error and the error given by the fitting routine
match quite well. Great caution was exercised in the selection of H2 lines to avoid
such critical cases. The approach presented here, avoids such problematic cases
since the positioning near saturated areas is in general not very stable however,
and these lines failed the 3-σ-criterion entirely. It is evidently difficult to evaluate
the relative position of a H2 feature, but in Ivanchik et al. (2005) and Thompson
et al. (2009a) such potentially problematic lines are excluded manually as well.
In Figure 5.10 the errors of the simulated fits were added up to reveal a possible
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Figure 5.10: Mean shifts of fitted position over a series of 10.000 fits for the two
component fit (left) and the single component fit (right).

net shift of the position fit. The results for the two methods differ notably. While
the two component fit on the left shows no significant overall shift despite the
greater uncertainties in the core region, the one component fit produces a net
shift of the fitted line position. A potential shift in the order of the average error
in clean continuum demonstrates the importance of avoiding lines in such critical
positions.
The apparent solution to use a multi component fit and thus to ‘recreate’ the
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continuum level is only applicable in few cases. The ideal conditions of a single
Lyman-α as simulated do not correspond to the observed data. Fitting an ar-
bitrary number of free Lyman-α components in the environment of each H2 line
could also easily result in an shift of the comparatively weak H2 lines and does
not represent the physical conditions of the absorber. The uncontrolled fit to an
alternating number of parameters for a complex region of absorption, confines
the fitting procedure to some sort of a black box and may produce unjustified
confidence in the outcome.
The only acceptable consequence is to avoid these critical lines, since even for the
simulated two component fit the individual error in position is unacceptable for
the aspired precision.
At these low statistical totalities systematicly induced shifts are unlikely to even
out. However, they would not mimic a variation of µ since this effect applies
equally to all transitions. In general the simulations show that the mean error as
estimated by the fitting procedure seems to be rather reasonable for unblended,
non-critical lines.



6 Analysis II

6.1 Data

6.1.1 2009 observations

The recent observations of QSO 0347-383 have been performed with UVES on
VLT on the nights of September 20-24 20091. The journal of these observations as
well as additional information on the detected relative shifts (see section 6.2.1) is
given in Table 6.1. The DIC 2 setting was used with blue setting at 437 nm grating
angle. The images preserved the original pixel size. of 0.013 − 0.015 Å, pixel,
or 1.12 kms−1 at 400 nm along dispersion direction. The UVES observations
comprised of 10 × 5400 second-exposures on four successive nights and 1 exposure
of 3812 seconds. Eight UVES spectra were taken with DIC2 and setting 437+760
and three with the 437+860, thus providing blue spectral ranges between 373-500
nm. QSO 0347-383 has no flux below 370 nm due to the Lyman discontinuity
of the zabs = 3.023 absorption system. The slit width was set to 0.7′′ for all

Table 6.1: Journal of the observations (2009 data). Before and after each spectrum, a
30 sec calibration frame was recorded

No. Date Time λ Exp[sec] shift to ◦1 [mÅ]

1 2009-09-20 05:05:46 437 5400 0.0
2 2009-09-20 08:28:48 437 3812 0.1
3 2009-09-21 04:45:51 437 5400 -0.9
4 2009-09-21 06:18:45 437 5400 1.1
5 2009-09-21 07:59:24 437 5400 8.3
6 2009-09-22 04:41:37 437 5400 -2.5
7 2009-09-22 06:14:25 437 5400 -1.4
8 2009-09-22 07:59:19 437 5400 -5.8
9 2009-09-23 04:24:05 437 5400 -6.9
10 2009-09-23 05:56:49 437 5400 1.9
11 2009-09-23 07:29:35 437 5400 6.0

observations providing a Resolving Power of ∼ 65554 ± 3868 in the blue frame.

1Program ID 083.A
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Figure 6.1: The region around the observed H2 absorption feature corresponding to the
L4R1 transition plotted in the co-added data of 2009 (solid) and the same region in
the 2002 data set (dots).

The seeing was varying in the range between 0.5′′ to 1′′ as measured by DIMM
but it normally is better at the telescope.
Figure 6.1 demonstrates increase in resolution in comparison to the 2002 data
of section 3.1.1. The 11 different spectra and the corresponding co-added data
(bottom) are shown in a region around L4R1 in Figure 6.2.
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Figure 6.2: The 11 single spectra and the corresponding co-added data (bottom) are
plotted around the region of L4R1 (vertical line). H2 features cannot be distinguished
in single spectra.
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6.1.2 Reduction

The last version of the UVES pipeline has been followed for the data reduction.
The pipeline first uses a set of 5 available bias to make a master bias that is
free of cosmic ray hits which is then subtracted to all frames. In our case the
two dimensional format images of the long-slit calibration lamp images and long-
slit flat-field images have been bias subtracted but not flat fielded. The pipeline
utilize a pinhole lamp for identifying the location of the orders. The order traces
are along the x direction but are curved and tilted upward.
Often the ThAr lamps exposures are taken during daytime, which means several
hours before the science exposures and likely under different thermal and pressure
conditions. The paths for ThAr light and quasar light through the spectrograph
are not identical thus introducing small distortions between ThAr and quasar
wavelength scales.
See section 3.1.2 for more details on the residuals.
Calibration distortions have been investigated at the Keck/HIRES spectrograph
by comparing the ThAr wavelength scale with one established from I2-cell ob-
servations of a bright quasar by Griest et al. (2010). In the wavelength range
∼ 5000− 6200 Å covered by the iodine cell absorption they found both absolute
offsets which can be as large as 500 − 1000 m s−1 and an additional saw-tooth
distortion pattern with an amplitude of about 300 m s−1. The distortions are
such that transitions at the order edges appear at different velocities with re-
spect to transitions at the order centers when calibrated with a ThAr exposure.
Whitmore et al. (2010) recently repeated the same test for UVES with similar
finding though the saw-tooth distortions show slightly reduced peak-to-peak ve-
locity variations of ∼ 200 m s−1. The physical explanation for those distortions
is not yet known, so it remains to be examined whether the deviations are the
same at other wavelengths or depend for the specific exposure. Indication that
these offsets do not appear to apply for the observations at hand can be found in
section 8.4.
Examination of the UVES spectrograph at the VLT carried out via solar spectra
reflected on asteroids with known radial velocity showed no such dramatic offsets,
being less than ∼ 100 m s−1 (Molaro et al. 2008b) but systematic errors at the
level of few hundred m s−1 have been revealed also in the UVES data by compari-
son of relative shifts of lines with comparable response to changes of fundamental
constants (Centurión et al. 2009).
If we assume that similar intra-order distortions apply to our spectra of at much
bluer wavelengths then, because the molecular transitions of interest lie at differ-
ent positions along different echelle orders, we should expect the effect to increase
the line position scatter of the lines around the mean redshift. A peak-to-peak
intra-order value of 200 m s−1 or a σ of 70 m s−1 corresponds to an additional
error in ∆µ/µ of approximately ± 4.7 × 10−6 .
The goal of the wavelength calibration is a proper vacuum wavelength at rest
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with respect to the barycenter of the earth sun system. For the data presented
in this thesis, Paolo Molaro carried out the extended procedure. First the pixel-
wavelength conversion is done by using the associated long slit calibration spec-
trum. Once determined from the ThAr exposures, the wavelength solutions are
simply applied to the corresponding quasar exposures. Murphy et al. (2008) and
Thompson et al. (2009a) have independently shown that the standard Th/Ar
line list used in the old UVES pipeline analysis was a primary limiting factor
in obtaining the accuracy required for a determination of µ at the 10−5 level.
Thompson et al. (2009b) recalibrated the wavelength solutions using the long slit
calibration line spectra taken during the observations of the two QSOs and ar-
gued that the new wavelength calibration was the primary reason for a null result
in their study. The new data UVES pipeline has solved some of these problems
and has been adopted in the calibrations in place.

The blue frame comprise 32 orders from absolute number 96 to 124 covering the
wavelength range 374-497 nm while the molecular lines are spread over only 18
UVES echelle orders (106-122) covering the wavelength range 380-440 nm. In this
One cannot assume possible shift caused by this to even out completely range
about 395 ThAr lines, more than the 55% of the lines in the region were used to
calibrate the lamp exposures. A polynomium of the 5th order was adopted and
typical residuals of the wavelength calibrations were of ∼ 0.34 mÅ or ∼ 24 m s−1

at 400 nm and are consistent with being symmetrically distributed around the
nal wavelength solution at all wavelengths. This is by far the most precise wave-
length calibration obtained. By comparison in Malec et al. (2010) the wavelength
calibration residuals are RMS ∼ 80 m s−1.

In our set of observations calibration spectra were taken before and after the ob-
ject spectra for each night. Observing the calibration lamp immediately before
and immediately after an object observation provides an accurate monitor of any
time variation in the wavelength calibration. Moreover, the calibration frames
were taken in the attach mode avoiding spectrograph resetting at the start of
every exposure. Since Dec 2001 UVES has implemented an automatic resetting
of the Cross Disperser encoder positions at the start of each exposure 4 . This
implementation has been done to have the possibility to use daytime ThAr cali-
bration frames for saving night time. If this is excellent for standard observations,
it is not for the measurement of fundamental constants which require the best
possible wavelength calibration. Thermal-pressure drifts move in different ways.
The different cross dispersers thus introduce relative shifts between the different
spectral ranges for different exposures. Only frames observed in a sequence avoid
automatic resets of grating positions. The reported encoder readings indicate
that there were no grating resets within each block of observations.

It should be emphasized that this effect has not been taken into account for all the
analysis performed so far on UVES data either for measuring α or µ variability.

Calibration frames taken immediately before and after the science frame mini-
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mize the inuence of changing ambient weather conditions which cause different
velocity offsets. In this way it is possible to track the shifts in the wavelength
positions between observations and between different observing nights. There
are no measurable temperature changes for the short exposures of the calibration
lamps but during the much longer science exposures the temperature drifts gen-
erally by 0.1 K, and in two cases the drift is of 0.2 K and in other two there is
no measurable change. Pressure values are surveyed at the beginning and end of
the exposures and changes range from 0.2 to 0.8 mbar. The estimates for UVES
are of 50 m s−1 for ∆T = 0.3 K or a ∆P = 1 mbar (see UVES manual, Kaufer
et al. 2004), thus assuring a radial velocity stability within ∼ 50 m s−1.
Individual spectra are corrected for the motion of the observatory about the
barycenter of the Earth-Sun system and then reduced to vacuum. The component
along the direction to the object of the barycentric velocity of the observatory
was calculated using the date and time of the midpoint of the integration. This
velocity is due to the earths orbit and rotation relative to the barycenter of the
earth-sun system. The wavelength scale was then corrected for this motion so
that the nal wavelengths are vacuum wavelengths as observed in a reference frame
at rest relative to the barycenter. The air wavelengths have been transformed
to vacuum by means of the dispersion formula by Edlén (1966). Drifts in the
refractive index of air inside the spectrograph between the ThAr and quasar
exposures will therefore cause miscalibrations. The temperature and atmospheric
pressure drifts during our observations were < 1 K and < 1 mbar respectively.
According to the Edlén (1966) formula for the refractive index of air, this would
cause dierential velocity shifts between 370 nm and 440 nm of ∼ 10 m s−1, which
are negligible for today’s precision.
These corrections require a rebinning which introduces a certain degree of corre-
lations between the flux of neighbouring pixels. The effect on the fitted centroid
of spectral features has been tested with SpecSim and Malec et al. (2010) and
found to be small, namely lower than ± 0.8 × 10−6.
These requirements of high wavelength accuracy sets strong demands on the
conditions of the observation in general. Lines on the CCD od the spectrograph
are images of the slit and in UVES a 1 arcsec slit has a FWHM of about 7.5 kms−1.
Thus a shift in the centroid of image position of 10% already provides a shift of
750 m s−1.
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Figure 6.3: The original flux is interpolated by a polynomial using Neville’s algorithm

to conserve the local flux (see section 3.2.2). Panel a) shows an exemplary region in a
single spectrum of the recent data, panel b) corresponds to the identical region in one
of the 15 spectra of 2002.

6.2 Preprocessing of data

6.2.1 Correction for individual shifts

The data recorded in 2009 was checked for relative shifts analogous to section
3.2.2. Again, each spectrum was subsampled via Neville’s algorithm and the
shift with the best conformity was ascertained (ShiftCheck). Figure 6.3 displays
a sample region of the new data (6.3a) and the data described in section 3 (6.3b).
The resulting corrections comprise an average deviation of about 0.232 kms−1

and are listed in Table 6.2.

6.2.2 Selection of H2 lines

The selection of suitable H2 features for the final analysis is rather subjective.
Figure 6.5 plots a region with 3 H2 components in the dataset of 2002 and in the
2009 observations. The doubling in the effective resolution reveals an potential
blend with another line in the absorption wings in the case of L5P1, which might
have caused this particular line to be excluded by the robustness-of-fit criterion
in section 3.2.3.

For the analysis the line selection based on visual inspection of the data. At the
individual signal-to-noise ratio of about 8 the H2 features are hardly detectable
in the single spectra. Figure 6.2 illustrates that. For the purpose of line selection
and identification the 11 spectra were rebinned and co-added (CoAdd) after the
procedure described in the previous section was applied.

To identify the observed H2 transitions and distinguish them from the Lyman-α
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Table 6.2: Relative shifts of the observed spectra in 2009 to their common mean.

Spectrum shift to mean [kms−1]

1 -0.0101
2 -0.0032
3 -0.0730
4 0.0699
5 0.5963
6 -0.1943
7 -0.1129
8 -0.4358
9 -0.5174
10 0.1315
11 0.4279

average deviation 0.2324

forest a huge database format for all eligible H2 lines was created. It was based
on tables of more than 1.000 transitions that Abgrall et al. (2000) made available
in electronic form at the CDS. The data were converted into wavelength and
the corresponding latest sensitivity coefficients by Varshalovich and Levshakov
(1993); Reinhold et al. (2006); Meshkov et al. (2006) and Ubachs et al. (2007) were
incorporated. The rest frame wavelength were updated via the data presented
in Hollenstein et al. (2006); Ubachs et al. (2007) and very recently Bailly et al.
(2010). Today, this database includes all transition wavelengths including their
oscillation strengths up to the 17th vibrational level and the 15th rotational
quantum number in Lyman and Werner bands. By now, sensitivity coefficients for
all observed H2 lines in quasar absorption spectra are included as well. To locate
all possible H2 features in a data set a graphical data examination tool (GRADE)
was written that displays all lines up to a given vibro-rotational state with a
preassigned redshift along with the co-added data. Figure 6.4 is a monochrome
screenshot of that program. It shows the region centered at line L4R1. The
expected observed position is shown as a vertical line and in numbers for L4P1
and l4R2. This example illustrates the small differences for rotational energies
as well. The energies for electronic, vibrational and rotational transitions differ
roughly by a factor of 1.000 to smaller values. In the plotted case 3 lines from
4th vibrational state in that region are selected and the corresponding sensitivity
coefficients are shown in the top. L4R0 is not suited for µ analysis at all for its
location on a wing of Ly-α absorption and L5R5 cannot be detected.

The lower left of Figure 6.4 shows additional info of the selected line, such as its
listed laboratory wavelength, the oscillator strength as well as the deviation of a
previous fit from the expected position in mÅ and the corresponding fitting error.
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Figure 6.4: GRAaphical Data Examination tool for line selection (GRADE).

For this purpose the resulting table of a fit can be read as reference. The selected
lines can be arranged in groups to differentiate between different selections or
to fit test groups and the region of appendant continuum along with the suited
grade for a polynomial fit can be defined for each line separately. The line data
is read from the aforementioned own database and the selection can be exported
into tables suitable to generate input data for RQFit.

The information on the lines selected for fitting and further details about contin-
uum modeling are used to prepare detailed scripts for the final fit (ScriptGen).
Lines of the same rotational level share one fit parameter for the broadening
width and the column density along the line of sight for all simultaneously fit-
ted spectra. The observed redshift is of course handled as free parameter per
line, but fixed for the separate spectra. The high resolution data allows for a
comparison with former multi-component fits carried out by King et al. (2008).
They fit numerous additional components in a region of H2 absorption to narrow
down the χ2 of the fit to the data. In fact the evolution of χ2 with an increasing
number of additional free lines is their only criterion to fix the total number of
components. Some of the resulting issues are described in section 3.3.2 on page
37. A higher resolution may verify or falsify some of the decisions on additional
components and help to distinguish between apparent precision (lower χ2) and
reached accuracy (better description of the physical conditions of the absorber).
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Figure 6.5: Plot of the 15 co-added and rebinned spectra of 2002 (see Fig. 3.8 and,
with an offset, the recent data of 2009 (solid), composed of 11 rebinned and co-added
spectra for illustration.

Figure 6.6 plots the data mentioned in section 3.1.1 and used in the analyses
by Ivanchik et al. (2005); King et al. (2008) and King et al. (2008). The solid
vertical line marks the H2 component L4R1 and the dotted lines indicate the 13
additional components in that region. The upper plot corresponds to the data of
2009 and reveals that some of the extra components evidently recreate the flux
observed in 2002 but do not correspond to factual properties of the absorber.
The parameters of the additional components as well as the obtained redshifts of
the H2 components are undisclosed and hence cannot be reviewed further. The
positions of the addition components were extracted from a plot in King et al.
(2008) at pixel-accuracy.

6.2.3 Resolution

The new observations in 2009 and its careful reduction in 2009/10 provides the
best data available for QSO 0347-383. Apparent features revealed by the higher
resolution had to be tested for significance since the signal-to-noise ratio is com-
parably low as a trade-off to 1 × 1 binning and its associated gain in resolution.
A region near 4227 Å qualifies as exemplary case. Figure 6.7 shows the corre-
sponding co-added spectrum at top. The vertical dashed lines border the region
of particular interest. A couple of absorption signatures could likely be attributed
to noise. To verify this assumption, the flux of that region was fitted with a linear
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Figure 6.6: Comparison between the 2009 data (top graph) and, with an offset, the
original single observation run data of 2002 (9 frames, bottom) as used by Ivanchik
et al. (2005); King et al. (2008); Thompson et al. (2009a). The vertical lines indicate
the positions of the H2 component (solid) and the 13 additional components fitted in
King et al. (2008).

function which provided an average flux Favg per pixel. The same was done for
the estimated error of flux for the given wavelength interval yielding σ̄F. The
significance of Flux per pixel i is then given by:

Fi − Favg

σ̄F

. (6.1)

The resulting value per pixel for that region is plotted in Figure 6.7 (bottom).
The dotted lines above and below the zero level mark the 3 σ region of signif-
icance. In the graphed example the occurring fluctuations in the flux bear no
distinct significance. Analogous steps were carried out for several parts of the
data (SigTest).
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Figure 6.7: Significance test for absorption features in the co-added high resolution
spectrum of QSO 0347-383. The top plot represents the observed flux with the region
of interest marked between the vertical lines. The bottom part reflects the difference
to the average flux of that region divided by its average error. The dotted lines above
and below the zero level mark the 3σ divergence.



7 Results II

7.1 Determination of ∆µ/µ

Figure 7.1 shows the resulting plot of the measured redshifts of the selected
37 lines with their corresponding sensitivity coefficients Ki. The unweighted fit
yields:

∆µ/µ = (7.3 ± 9) × 10−6. (7.1)

Taking into account the individual positioning error as estimated by RQFit, the
weighted fit gives:

∆µ/µ = (2.8 ± 8.3) × 10−6. (7.2)

The analysis with regard to the estimated uncertainties in the sensitivity coeffi-
cients (see section 5.3 on page 51) shows no noteworthy deviation from the results
in Eq. 7.2 as is expected for the current ratio of positioning errors to ∆Ki.
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Figure 7.1: The applied unweighted fit to the QSO 0347-383 data corresponds to
∆µ/µ = (7.3 ± 9) × 10−6. The error bars reflect the positioning error as estimated
by the fitting procedure.

Figure 7.2 shows the presented results in comparison with those from chapter
4.1. The scatter of the measured redshifts is significantly lower for the recent
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Figure 7.2: Final results in redshift vs. sensitivity coefficient Ki for the analysis of the
2009 data (filled circles) in comparison with the 2002 data (crosses). The dotted line
represents the weighted fit of the 2009 data (see Eq. 7.2).

data (solid circles). The gain quality can be attributed to the higher resolution,
which implicated a lower signal-to-noise ratio though, and to the greater care with
which the observations were carried out as to their specific use and the detailed
reduction by Paolo Molaro. The impact of these conditions is examined in the
following. The bootstrap analysis of the linear fit to the redshifts is plotted
in Figure 7.3. The gaussian fit attests a perfect gaussian distribution of the
bootstrap samples and yields:

∆µ/µ = (7.4 ± 7.3) × 10−6, (7.3)

and is in good agreement with the unweighted fit and confirms its error estimate
based on the actual scatter in the data now. The plot also shows the correspond-
ing gaussian fit of the 2002 data (see Figure 5.1 on page 49). The current data
evidently provides a more stringent null result.
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Table 7.1: QSO 0347-383 Line List (2009 data)

Line ID Ki λobs [Å] σλobs
[Å] λlab [Å] σλobs

[kms−1] zabs

W3Q1 0.0215 3813.2761 0.0025 947.4219 0.194 3.0248976
L13R1 0.0482 3844.0411 0.0035 955.0658 0.274 3.0248966
L13P1 0.0477 3846.6280 0.0045 955.7083 0.352 3.0248976
W2Q1 0.0140 3888.4355 0.0022 966.0961 0.166 3.0248951
L12R3 0.0368 3894.7963 0.0028 967.6770 0.217 3.0248929
W2Q3 0.0109 3900.3250 0.0023 969.0492 0.174 3.0248988
L10R1 0.0406 3952.7519 0.0024 982.0742 0.185 3.0249015
L10P1 0.0400 3955.8151 0.0027 982.8353 0.202 3.0249013
W1Q2 0.0037 3976.4911 0.0035 987.9745 0.262 3.0248924
L9R1 0.0375 3992.7594 0.0021 992.0164 0.158 3.0248925
L9P1 0.0369 3995.9599 0.0027 992.8096 0.205 3.0249005
L8R1 0.0341 4034.7647 0.0025 1002.4521 0.187 3.0248953
L8P3 0.0285 4058.6548 0.0030 1008.3860 0.225 3.0249020
W0R2 -0.0052 4061.2214 0.0053 1009.0249 0.390 3.0248971
L7R1 0.0303 4078.9787 0.0021 1013.4370 0.152 3.0248962
L6P2 0.0232 4138.0250 0.0037 1028.1058 0.266 3.0249019
L6R3 0.0221 4141.5632 0.0030 1028.9866 0.216 3.0248952
L6P3 0.0203 4150.4436 0.0038 1031.1926 0.271 3.0248966
L5R1 0.0215 4174.4222 0.0027 1037.1498 0.193 3.0248980
L5P1 0.0206 4178.4763 0.0023 1038.1571 0.162 3.0248979
L5R2 0.0200 4180.6209 0.0039 1038.6903 0.280 3.0248964
L5R3 0.0176 4190.5599 0.0026 1041.1588 0.187 3.0248999
L4R1 0.0165 4225.9829 0.0023 1049.9597 0.161 3.0249001
L4P1 0.0156 4230.3015 0.0026 1051.0325 0.181 3.0249008
L4R2 0.0150 4232.1689 0.0041 1051.4985 0.290 3.0248929
L4P2 0.0135 4239.3642 0.0045 1053.2843 0.320 3.0249002
L4R3 0.0126 4242.1519 0.0017 1053.9761 0.123 3.0249033
L4P3 0.0105 4252.1852 0.0034 1056.4714 0.241 3.0248938
L3R1 0.0110 4280.3166 0.0014 1063.4601 0.099 3.0248963
L3P1 0.0100 4284.9321 0.0017 1064.6054 0.122 3.0249017
L3R2 0.0095 4286.4914 0.0044 1064.9948 0.310 3.0248942
L3R3 0.0072 4296.4886 0.0030 1067.4786 0.208 3.0248944
L3P3 0.0049 4307.2086 0.0027 1070.1409 0.190 3.0248986
L2R1 0.0050 4337.6244 0.0023 1077.6989 0.161 3.0248945
L2R3 0.0013 4353.7742 0.0030 1081.7113 0.205 3.0248948
L2P3 -0.0011 4365.2462 0.0041 1084.5603 0.282 3.0248995
L1R1 -0.0014 4398.1336 0.0021 1092.7324 0.146 3.0248954



7.1. DETERMINATION OF ∆µ/µ 79

 0

 0.2

 0.4

 0.6

 0.8

 1

−40 −20  0  20  40  60

∆µ/µ×106

2002 data

Figure 7.3: ∆µ/µ and in particular its uncertainty derived via 50.000 bootstrap samples.
The gaussian fit yields a centroid at 7.4 and a FWHM of 17.2. The dotted gaussian
corresponds to the accordant bootstrap analysis of the 2002 data (see Fig. 5.1).
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Figure 7.4: The filled circles show ∆µ/µ derived from individual line pairs (12) which
were selected to give the largest difference in sensitivity (∆Ki ≥ 0.018) towards vari-
ation in µ (See Table 7.2). The small crosses plot the measurements of 2002. (see
Fig. 4.3 in section 4.2).

7.2 Result via discrete line pairs

To obtain a robust value for ∆µ/µ, all observed lines are re-sorted by their intrin-
sic sensitivity towards changes in µ and grouped up in pairs that show the largest
separation in Ki (ToPair). ∆µ/µ can then be derived from the gradient of ∆zabs

to ∆Ki for each pair individually. The selected pairs are the most sensitive to
variation and are listed in Table 7.2. The pairs were selected regardless of their
separation in the observed spectrum which is a crucial point. Their spread in
wavelength is listed in Table 7.2 as well.
The resulting measurements of the 12 formed pairs are plotted in Figure 7.4 (cir-
cles), along with the data of the corresponding analysis in section 4.2 (crosses).
The 12 line pairs yield via direct fit:

∆µ/µ = (2.8 ± 8.1) × 10−6. (7.4)
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Table 7.2: Grouping all observed lines into 12 pairs of maximum Ki sensitivity not
considering their separation in wavelength space (rightmost column).

Line 1 Line 2 ∆µ/µ ∆Ki ∆λ [Å]

W0Q2 L13R1 11.5×10−6 0.0553 -224.9
W0R2 L13P1 -2.2×10−6 0.0529 -214.6
L1P1 L10R1 -17.2×10−6 0.0431 -450.7
L1R1 L10P1 33.2×10−6 0.0414 -442.3
L2P3 L9R1 -43.5×10−6 0.0386 -372.5
L2R3 L9P1 41.3×10−6 0.0355 -357.8
W1Q2 L12R3 -0.3×10−6 0.0331 -81.7
L3P3 L10R3 28.9×10−6 0.0306 -338.8
L2R1 L10P3 -49.6×10−6 0.0301 -362.0
L3R3 L8R1 10.0×10−6 0.0268 -261.7
L3R2 L7R1 16.7×10−6 0.0207 -207.5
L3P1 L8P3 4.7×10−6 0.0184 -226.3



8 Error Analysis II

8.1 Impact of wavelength calibration issues

The analysis of the line pairs in the previous section can be confirmed via boot-
strap analysis fort these 12 individual ∆µ measurements. The corresponding
histogram plot is shown in Figure 8.1. The gaussian fit to the histogram gives:

∆µ/µ = (3.1 ± 7.9) × 10−6, (8.1)

and is in very good agreement of the results of the weighted linear fit carried
out on the whole sample of lines at once (see Eq. 7.2) and naturally the fit to
the line pairs directly (see Eq. 7.4). This further supports the confidence in the
result. Furthermore it provides an indirect test for the wavelength calibration of
the data.
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Figure 8.1: The plot shows the result of 50.000 bootstrap samples based on the average
value for ∆µ/µ derived from the 12 lines pairs in Table 7.2. The gaussian fit yields
∆µ/µ = (3.1± 7.9)× 10−6 which matches the weighted fit of the measured redshifts in
Equation 7.2.
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The positioning error of the fit as plotted in Figure 7.1 on page 76 is not influenced
by possible calibration errors since it is of statistical nature alone. The bootstrap
analysis of that data delivers the same uncertainty as the unweighted fit which
implies that the goodness-of-fit is reasonable and that the scatter in the data
can be attributed to the positioning errors for the most part. The individual line
pairs, however, are very error-prone to wavelength calibration. They cover ranges
of 80− 450 Å. Their scatter as shown in Figure 7.4 and determined via bootstrap
(Figure 8.1) yield the same error estimation for µ as the weighted fit. This implies
that the statistical positioning error is the dominant source of uncertainties and
that no systematics due to wavelength calibration are prominent in the data.
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8.2 Test for correlation of redshift and photon

energy

The results are tested for correlations of the observed redshifts to the photon en-
ergy or the excitation levels of the molecular hydrogen as described in section 5.6.
Figure 8.2a reveals no present correlation between the measured redshift or the
radial velocity, respectively, and the vibrational excitation of the observed tran-
sition. A detected gradient would indicate either problems with the laboratory
wavelength which in fact are known to become less precise for high vibrational
excitation, or some inhomogeneity in temperature or velocity of the different ex-
citation states of the absorber along the line of sight. There is also no relation
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Figure 8.2: Observed redshift vs. the observed vibrational states (left), and plotted
against the rest frame wavelength directly (right).

to the photon energy directly as can be seen in Figure 8.2b. The shown plots
have the same scale as the correlation-tests of the 2002 data. The more stringent
confinement of possible correlations is evident. The absence of any such gradient
support the assumption that the observed transitions of H2 occur from the same
absorber.
This is an important advantage of measuring µ compared to α for example, that
-depending on the methods involved- often rely on transitions of different species
that can be spatially separated or bear differential intrinsic radial velocities.
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8.3 Variability of QSO 0347-383

Even though the stand-alone analysis of the data is not dependent on poten-
tial variability of the spectrum of QSO 0347-383, the constancy of observed
flux should be verified before comparisons between the data of 2002 and 2009
are made. Numercial simulations of H2 in damped Ly-α systems indicated that
molecular clouds are distributed very inhomogeneously and compact in size. Hi-
rashita et al. (2003) mention typical clump-sizes of molecule-rich regions of merely
a few parsecs. Transversal velocities of these H2 clouds may lead to different ab-
sorption features in the space of time of seven years between the data of chapter
Analysis I and Analysis II.
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Figure 8.3: Test for variance between the recorded spectra in 2002 and 2009. The top

solid plot graphs the 11 co-added frames of the 2009 data, whereas the dotted histeps
represent the corresponding data of 2002 with an vertical offset for illustration. The
bottom solid graph is a convoluted version of the top graph that matches the earlier
data perfectly.

The two data sets that were conjointly analyzed in chapter 5 were recorded during
an interval of a few weeks. The new data were recorded 7 years later, however,
and the possibility of variation in the flux of QSO 0347-383 has to be taken
into account. To test the data of 2002 and 2009 for consistency, the latter was
convolved by a gaussian that corresponds to the resolution of the 2002 data (∼ 6
kms−1). The resulting flux curve was then merely scaled to give the best match
(ConvFit). Figure 8.3 shows an exemplary region of the recent data (top) and
with an vertical offset the co-added frames of the 2002 data (dashed histeps)
together with the convolved data of 2009 (solid line).
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The convolved spectrum represent a perfect match to the 2002 data. There is
no variation of flux detected between the data of 2002 and 2009. The statement
refers to all regions of detected H2 absorption utilized for µ measurements and
does not consider metal absorption lines.
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8.4 Calibration and positioning errors

The positioning errors for the ascertained line parameters as estimated by RQFit

is illustrated in Figure 8.4. The gaussian gives a central value of 180 m s−1, which
corresponds to ∼ 3 × 10−6 in redshift or 2.5 mÅ on average which is about 1/6
of the pixel size for the 2009 data.
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Figure 8.4: Line positioning errors in kms−1 for this thesis and the new data in 2009
(solid) and Thompson et al. (2009a) (dotted) based on the data of 2002, binned to
50 m s−1.

A paper by Griest et al. (2010) on the wavelength accuracy of the Keck HIRES
spectrograph finds inter-order offsets of up to 1000 m s−1. The spectra for their
analysis were taken through the Keck iodine cell which contains thousands of well
calibrated iodine lines. Using these iodine exposures to calibrate the normal Th-
Ar Keck data pipeline output, they found absolute wavelength offsets of 500 m s−1

to 1000 m s−1 with drifts of more than 500 m s−1 over a single night, and drifts
of nearly 2000 m s−1 over several nights. These offsets correspond to an absolute
redshift of uncertainty of about ∆λ ∼ 2 mÅ, with daily drifts of around ∆λ ∼ 1
mÅ and multi day drifts of nearly ∆λ ∼ 4 mÅ. Calibration uncertainties of
this magnitude have an enormous impact on the measurement of fundamental
constants via absorption spectra and led for example Murphy et al. (2009) to
re-evaluate formerly claimed constraints.

Very recently Whitmore et al. (2010) performed a similar re-calibration of the
standard UVES Th/Ar wavelength calibration pipeline using the VLT iodine cell.
They find similar, but smaller, wavelength calibration errors. Offsets between
successive spectra are found of the order of 100 − 400 m s−1 which corresponds
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to up to ∼ 5 mÅ which is consistent with the detected shifts in section 3.2.2 for
the 2002 data and section 6.2.1 for 2009. Constant velocity offsets have no direct
impact on the evaluation of ∆µ/µ. Absolute calibration is not required. Offsets
from spectrum to spectrum influence the quality of co-addition or in this case of
the simultaneous fit. In particular line-widths tend to be underestimated which
may lead to false error estimations. These shifts are not negligible and handled
at this level of detail for the first time in this work. Properly detected, these
shifts can be corrected effectively (see section 3.2.2).

Additionally, Whitmore et al. (2010) find shifts of up to 100 ms−1 inside the
echelle orders, roughly following a saw-tooth path with its maximum near the
center of each order. The error-distribution of the UVES pipeline data appar-
ently cannot be modeled very well (see Whitmore et al. 2010). The data used
in this thesis was manually reduced (see section 6.1.2 and Wendt and Molaro
(2010)), and the mentioned, periodic inter-order offsets cannot be observed. The
statistical positioning error of the data explains the scatter in the data points al-
most completely. Figure 8.5 illustrates that the error bars of the 2009 data (filled
circles) leave little room for systematic offsets as plotted in the solid saw-tooth
shaped graph. The open circles correspond to the measured redshifts in the 2002
data and are given for completeness.
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Figure 8.5: Line deviations from average redshift zabs in m s−1 for the analysis of 2009
data (filled circles), the 2002 data (open circles) and the inter-order offsets for the
VLT/UVES predicted by Whitmore et al. (2010)

.

The data as plotted in Figure 8.5 revealed no strong systematics or any conspic-
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uous correlation to the saw-tooth pattern. To further assess these proclaimed
inter-order calibration issues, the solar spectrum was recorded with the UVES
spectrograph. To achieve such a spectrum it was required to observe Iris, a faint
asteroid with an apparent magnitude of 10.1 during the observation on September
22nd, 2009.
Figure 8.6 shows the comparison of a solar spectrum taken with UVES and solar
line positions as measured with HARPS. The region of about 100 Å corresponds
to about 3 echelle orders for which accurate solar line positions were obtained
with the HARPS spectrograph. The gap in lines around 4040 Å is due to the
presence of strong Balmer lines in the solar spectrum so absorption lines are on
top of large wings. The comparison does not show the Whitmore et al. (2010)
modulation which is sketched in the plot. The errors in the solar lines are of
< 0.6 mÅ or 45 m s−1, ThAr residuals are of 35 m s−1 and the new measurements
in the UVES spectrum are estimated to be ∼ 50 m s−1, but likely less. The total
error of both measurements is shown as errorbars. It seems rather unlikely that
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Figure 8.6: Comparison of the solar spectrum recorded with HARPS and off the Iris-
Asteroid via the UVES spectrograph. The offsets show no correlation to the inter-order
saw-tooth pattern (solid lines) described by Whitmore et al. (2010). The errorbars
correspond to the total error of both measurements.

HARPS has a similar behaviour so that the two spectra cancel out the saw-tooth
modulation. This is because the HARPS spectrograph has been tested with a
high-precision lasercomb setup at least in one order (Wilken et al. 2010) and it
does not show similar behavior with comparison to the FTS spectrum (Kurucz
2005), as confirmed by Paolo Molaro.
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9.1 Inference on cosmology

The robust analysis of Chapter 3 yields

∆µ/µ =
(

15 ± (9stat + 6sys)
)

× 10−6. (9.1)

The systematic contribution to the total uncertainty was deduced from the as-
sessment of wavelength calibration and the data distribution itself as described
in chapter 5. The systematic component that in large parts contributes to the
overall error-budget of aged data was widely underestimated in several previous
works and likely led to premature positive detections of variation in µ.
The analysis of data that was taken directly for the purpose of determination
of changes in fundamental physical constants shows a very different quota of
systematics. The details of data analysis and reduction are elucidated in chapter
6 and section 6.1.2, respectively.
The different methods to determine ∆µ yield:

∆µ/µ = (7.3 ± 9) × 10−6, (9.2)

and
∆µ/µ = (7.4 ± 7.3) × 10−6, (9.3)

for the unweighted fits, that neglect the error estimates of the fitting procedure
and merely consider the final distribution of obtained data.
The results for the weighted fit and the analysis based on single line pairs and a
bootstrap analysis of the latter translate to:

∆µ/µ = (2.8 ± 8.3) × 10−6, (9.4)

∆µ/µ = (2.8 ± 8.1) × 10−6, (9.5)

∆µ/µ = (3.1 ± 7.9) × 10−6, (9.6)

respectively.
Considering the uncertainties in the line positioning of statistical nature that
are in the order of 180 m s−1, and the wavelength calibration residuals that are
conservatively estimated to be ∼ 50 m s−1, the final result can be given as:

∆µ/µ =
(

2.9 ± (6stat + 2sys)
)

× 10−6. (9.7)
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The conclusion, based on the combination of two data sets from QSO 0347-383
in 2002 and recent data of 2009, is that there has been no change in the value of
µ to less than 1 part in 105 over a time span of 11.5 Gyr. This is approximately
80% of the age of the universe. The accuracy of the limit on ∆µ/µ is mainly
set by both the spectral resolution and the signal-to-noise ratio of the flux. This
conclusion is consistent with the results of King et al. (2008) and Wendt and
Reimers (2008) but inconsistent with the results of Reinhold et al. (2006). The
systematic errors induced by wavelength calibration does not seem to influence
the results of analysis for the 2009 data. Section 8.4 and 8.1 on page 82 show
no indication of dominating systematics. For the analysis of the 2009 data, the
estimated errors are consistent with the distribution of the data points. Even
though systematics contributed to about 50% of the given error for the 2002
data, the dedicated observations in 2009 and their careful reduction lower the
influence of systematics considerably and render the statistical portion dominant
again for the current level of resolution and signal-to-noise.

What implications does a limit of ∆µ/µ < 10−5 have on theories of dark energy
that invoke a rolling scalar field potential as the source of the dark energy? Chong-
chitnan and Efstathiou (2007) had quite some difficulties distinguishing between
a universe with a cosmological constant relative to a universe with a quintessence
rolling scalar field, however, the former predicts no change in µ while the latter
predicts a change even though the magnitude or even the sign of the change is
not presently calculable. Detection of a change in µ or its companion the fine
structure constant α would be strong evidence for quintessence as opposed to a
cosmological constant.

The results do, however, rule out Model A by Avelino et al. (2006) which predicts
a value of ∆µ/µ = 3 × 10−5 at a redshift of 3. This means that even at the
current level of accuracy significant bounds on the quintessence models are being
established. It must be pointed out though, that the theory was partially designed
to match the findings of Reinhold et al. (2006), according to the main author.

Varshalovich and Potekhin (1996) note that an increase in proton mass mp by
only 0.08% would already lead to a merger of protons and electrons to form
neutrons and neutrinos, whereas the reverse process –neutron beta-decay– would
become energetically unfavored. By comparing the predictions of the standard
model of primordial nucleosynthesis with observational data on the relative 4He
abundance at the current epoch, Kolb et al. (1986) concluded that the mass
difference (mn-mp) at the nucleosynthesis epoch corresponding to z ∼ 109 did
not differ from the present value by more than a few percent. However, this
consideration depends both on the assumptions underlying the cosmological and
primordial-nucleosynthesis models and on the values of a number of physical
parameters that are not known very well. In general it should also be noted that
since the law of possible variations in the fundamental constants is not known in
advance, and different relations are theoretically possible (Marciano 1984), it is
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desirable to obtain similar constraints for different z.
In a hypothetical model by Flambaum (2006), the variations of quark mass mq

and electron masses me (related to variation of the Higgs vacuum field which
generates fundamental masses) are given by δm/m ∼ 70 δα/α, giving an estimate
of the variation for the dimensionless ratio

δ(m/ΛQCD)

(m/ΛQCD)
∼ 35

δα

α
(9.8)

The coefficient here is model dependent but large values are generic for grand
unification models in which modifications come from high energy scales; they
appear because the running strong-coupling constant and Higgs constants (related
to mass) run faster than α. If these models are correct, the variation in electron
or quark masses and the strong interaction scale may be easier to detect than a
variation in α.
According to that and further models (see chapter 2.1), a null-result in ∆µ puts
an even tighter constraint on α. This renders the estimation of the remaining
uncertainty all the more important.
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9.2 Outlook

A significant positive result cannot be verified by the analysis in this thesis. In
the near future laboratory experiments of extraordinary precision are expected
by the use of frequency comb lasers. For this new principle the 2005 Nobel Prize
was awarded to John Hall and Ted Hansch. A team at the Laser Centre Vrije
Universite (LCVU) is currently involved in a project that among other things,
aims for ∆µ/µ measurements that may soon reach the disputed precision.

Kajita and Moriwaki (2009) proposed to measure possible variations in µ by
measuring a pure vibrational transition frequency of a cold CaH+ ion. The shifts
of these transitions are dominated by the Stark effect induced by the probe laser
light. The uncertainty of this frequency were carefully estimated to be of the order
of 10−16, because the uncertainties of the Zeeman and Stark shifts are lower than
that and the electric quadrupole shift is zero. The antiproton-to-electron mass
is already measured by Barna et al. (2009) to mp̄/me = 1836.152674(5), with
follow-up experiments announced. The modernity of the question of variation in
fundamental physical constants motivated several comparable proposals.

New data of DLAs with H2 absorption features could be used to better determine
different effects and systematic errors. In general a higher resolution is desirable
to achieve a larger degree of confidence of the fitted parameters, mainly the
broadening parameter. A better knowledge of the line shapes and more possible
blends with lines that are possibly too weak to be tracked down via curve of
growth analysis would increase the accuracy of the fitted line positions.

As the comparison of the 15 separate spectra in chapter 4 and of the new data in
2009 illustrates, the scatter in derived positions decreases significantly with higher
resolution and in particular assiduous wavelength calibration with regard to the
problem at hand. The need for data with high S/N-ratios and high resolution
for the task of detection of possible µ variation, or rather finding more stringent
constraints is abundantly clear. High precision in the reduction of the data is
essential and probably a worthwhile subject for further studies. Recent concerns
about data reduction pipelines at the KECK/Hires and VLT/UVES telescope
(see section 6.1.2) and deviations from one manual reduction to another need to
be faced and examined.

The majority of theories behind variations of fundamental constants is still non-
specific. Possible variations of the fine structure constant ∆α/α and ∆µ/µ cannot
be pulled together and must be observed independently, despite recent tendencies
to define certain correlations. A variation of the order of 2 × 10−15 yr−1 is in the
range of modern experiments in quantum optics. However, the results obtained
under local conditions of laboratory experiments cannot be simply adopted to
the universe even in case of a linear behavior of variations in time. The so far
conducted experiments are not directly aimed at ∆µ/µ measurements, since the
methods require either the proton or electron mass to remain constant. Calmet
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and Fritzsch (2006) investigated possible scenarios of a change in proton mass
without a variation of the electron mass, thus making ∆α/α and ∆µ/µ indepen-
dent of each other. Despite the common belief of some yet unspecified correlation
of α and µ this is remains a possibility.

Barrow (2005) points out that the local observations are based on a gross cos-
mological over-density on the order of 1030 times denser than the mean density
of the background universe and therefore cannot substitute observations on cos-
mological scales. Other constraints are gained from linearly extrapolating possi-
ble variations in for example proton mass towards the big bang nucleosynthesis.
Among the most popular scenarios of decreasing asymptotic change in nuclear
masses some neglect the drastic influence this would have on timescales close to
the recombination phase (Barshay and Kreyerhoff 2006). A theory formulated
by Barrow and Magueijo (2005) predicts ∆µ/µ ≤ 10−9 in case of mere change in
proton mass and thus expects a strong correlation between ∆µ/µ and ∆α/α via
the electron mass.

It is evident that further observational results and constraints are required. The
application of quasar absorption spectroscopy appears to be the most promising
approach. A direct increase of precision is to be expected from further state-
of-the-art observational data and larger telescopes, like the European Extremely
Large Telescope (E-ELT) that will open up a wider range of H2 detection with
sufficient resolution (see, e.g., Molaro 2009; Pasquini et al. 2008; Petitjean et al.
2009b).

The search for suitable molecular systems in distant DLAs is continued (Petitjean
et al. 2009a) and known systems are re-investigated with diligence. The analysis
on hand is based on data recorded during a preparative observation run whose
early findings led to the largest observation program dedicated to variation of fun-
damental constants, sheduled June 20101. The observations target DLA systems
for improved α and µ analysis. The program shows an unparalleled collaboration
of all leading groups involved in the subject.

The data expected from these observations has the potential to set a new cor-
nerstone in the assessment of variability of fundamental physical constants. Con-
cerning the different approaches to analysis and contradictory findings, there is
no Rosetta stone yet, though QSO 0347-383 brought several deficits to light.

Future observations featuring foreseeable instrumentation will provide further
insights and allow to bring cosmological measurements of intergalactic absorbers
into a new era. Spectra recorded via laser-comb calibrated spectrographs (such
as CODEX or EXPRESSO) at large telescopes (E-ELT oder VLT, respectively)
implicate new methods of data analysis as well. High resolution spectroscopy
gains in imnportance for several fields. The Potsdam Echelle Polarimetric and
Spectroscopic Instrument (PEPSI) designed for the Large Binocular Telescope

1“The UVES Large Program For Testing Fundamental Physics”, ESO Program ID 185.A-
0745(A)
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(LBT) features resolutions uf up to 310.000 (Strassmeier et al. 2008).
An important point is the enhancement of absorption line modeling from simple
symmetric Voigt-profiles to an more physical model incorporating radial velocity
structures and inhomogeneities of the absorber.



Programs

KiComp is a simple script written in Python that computed sensitivity coeffi-
cients via comparison of transitions in molecular hydrogen and deuterium.

ErrMeter is a small Python code that performs statistical analysis of a selected
wavelength interval and optionally scales the given errors accordingly.

ShiftCheck interpolates the flux of a given number of spectra and tests them
for subpixel shifts between each other. Due to high CPU demands it was imple-
mented in C/OpenMP2.

SigTest performs simple computations to evaluate the significance of signals in
the observed flux (Python).

CoAdd rebins an arbitrary number of spectral data sets and adds the flux
weighted by the corresponding error. Written in C and used for illustrational
purposes or line selection but not for final analysis.

GRADE is a Graphical Data Examination Tool written in C. It allows visual
inspection of spectral data particularly with regard to the identifcation and fitting
of H2 absorption lines.

ScriptGen generates the input data scripts for the modified RQFit with regard
to different spectra and common fitting parameters.

RQFit is basically identical to the program presented in Quast et al. (2005) with
only minor adjustments to the problem at hand (C++/OpenMP).

ToPair re-sorts any table of obtained redshifts by the corresponding sensitivity
towards changes in µ and computes ∆µ/µ via pairs of maximum diversity in
sensitivity (Python).

BootStrap resamples an arbitrary number of data points for boostrap analysis
and applies a gaussian fit to the resulting histogram. Written in C/OpenMP to
allow for large samples.

2OpenMP (Open Multi-Processing) is an application programming interface (API) that sup-
ports multi-platform shared memory multiprocessing programming in C, C++ and Fortran
on many architectures, including Unix and Microsoft Windows platforms. It consists of a set
of compiler directives, library routines, and environment variables that influence run-time
behavior (see, e.g., Müller et al. 2009).
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2DimErrFit performs a linear fit to data with errors in both dimensions. For
the problem at hand, it takes into account ∆Ki in addition to ∆z (C).

SpecSim generates synthetic spectra with H2 and H i features including gaussian
and poisson noise as well as pixel-to-pixel correlations (C).

ConvFit convolves a spectrum with a given gaussian to compare two spectra
of different resolution with each other. The scaling factor for the best match is
fitted as well to evaluate the consistency of the two data sets.
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