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Inhaltsangabe

Spinpolarisierte Rastertunnelmikroskopie und Spektrpgkasind leistungsfahige
Werkzeuge zur Untersuchung magnetischer Nanostruktureatomarer Auflésung.
Eine wesentliche Schwache beider Messmethoden liegt leitoder nicht bzw. nur
eingeschrankt gegebenen Moglichkeit winkelaufgelostesdtingen. Im Rahmen der
vorliegenden Arbeit wird demonstriert, dass sich die getsm Methoden um das
Element der Winkelauflosung erweitern lassen indem die Mg im externen Feld
eines Drei-Achsen-Vektormagneten durchgefihrt werden.

Der im Rahmen der vorliegenden Arbeit entwickelte experiteliésn Aufbau wird
verwendet um erstmalig die magnetische Struktur einer f3lclienspinspirale direkt
im Realraum zu messen. Es wird gezeigt, dass der magnetistimel£Zeistand der
Eisendoppellage auf der (110)-Oberflache eines Wolframksistalls durch eine
inhomogene rechtsdrehende zykloidale Spinspirale gegetie Zur detaillierten
Untersuchung der beteiligten magnetischen Wechselwggnmwird ein umfassendes
mikromagnetisches Modell vorgeschlagen, das neben maghein Austausch und
Kristallanisotropie insbesondere die DzyaloshinskiiriMa-Wechselwirkung, dipolare
Wechselwirkungen sowie die Inhomogenitét der Spiralpeddédricksichtigt.

Im Unterschied zu allen zuvor diskutierten Modellen reprmdrt das hier vorgeschla-
gene Modell alle derzeit bekannten experimentellen Bedbagen bezuglich der
Eisendoppellage auf Wolfram(110) widerspruchsfrei undmjativ korrekt. Aus den
Modellrechnungen ergibt sich insbesondere, dass der betata Spiralzustand durch
das Zusammenwirken der Dzyaloshinskii-Moriya-Wechsddwig und dipolarer
Effekte induziert wird. Daruber hinaus liefert das Modell elr&larung der exper-
imentell beobachteten Temperaturabhéngigkeit des Spatapstands sowie dessen
Verschwinden in schmalen Eisendoppellagenstreifen.

Im letzten Teil der Arbeit wird ein neuartiger bislang unbehkter zweidimension-
aler magnetischer Grundzustand des kombinierten Systesi&igenmonolage und
Eisendoppellage vorgestellt. Der Zustand unterscheidbt aufgrund seiner nicht-
trivialen topologischen Struktur fundamental von der zudiskutierten Spinspirale.
Es werden Ahnlichkeiten mit den kiirzlich beobachteten matigohen Skyrmiongit-
tern diskutiert und weiterfihrende Experimente vorgesgpéih.
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Abstract

Spin-polarized scanning tunneling microscopy (SP-STM) sppectroscopy (SP-STS)
are powerful tools to investigate magnetic nanostructdieesn to the atomic scale.
However, it appears as a fundamental limitation of thedertigies that in the existing
SP-STM setups the spatial orientation of the probed magmetiments cannot be
determined with full angular resolution. In this thesis stdemonstrated that this
experimental limitation can be overcome and that angulsologion can be achieved
in SP-STM and SP-STS experiments by operating the micresicajhe magnetic field

of a triple axes vector magnet.

The instrumental setup developed in the framework of thesithis used to directly
measure the magnetic structure of a surface spin spirabirspace, for the first time.
It is shown that the magnetic ground state of the iron doubter on the (110)-surface
of a tungsten single crystal is an inhomogeneous rightingfacycloidal spin spiral.
For the detailed investigation of the relevant magnetiermttions a comprehensive
micromagnetic model is suggested. Besides magnetic exehand crystalline
anisotropy this model accounts for the Dzyaloshinskii-Marinteraction, dipolar
interactions and the inhomogeneity of the spin spiral prsfil

In contrast to all previously discussed models the micramtig model suggested in
this thesis reproduces all hitherto existing experimeataervations concerning the
iron double layer on the (110)-surface of a tungsten singtstal in a consistent and
guantitatively correct way. In particular, the calculasamply that the observed spin
spiral state is induced by the joint action of the DzyaloskinMoriya interaction
and dipolar fects. In addition, the model explains the experimentallgenzed
temperature dependence of the spin spiral state as we#l waritshing in narrow iron
double layer stripes.

In the last part of this thesis a hitherto unknown two-diniemal magnetic ground state
is presented for the combined system of iron mono layer antlddayer areas. Due to
its non-trivial topological structure this novel state imflamentally dierent from the
previously discussed spin spiral state. Similarities whirecently observed magnetic
skyrmion lattices are discussed and possible subsequeetieents are suggested.
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The history of magnetism dates back to around 600 B.C. wirestotelesand Thales
discussed the phenomenon that lodestone attracts otheaspod the same material
as well as iron. At about the same time the ancient IndianesurgSushrutaused
magnets for surgical purposes and the first reference to etigagnin Chinese literature
is the Book of the Devil Valley Masteadated to the 4th century B.C. Since then the
understanding of magnetic phenomena improved consideaall numerous technical
applications of magnetism have become part of our everyidey For about 2500
years the world of magnetism seemed to be relatively simpgonly two magnetic
states could be observed in nature: magnetic and non-megnet

It was only in 1907 when the French physicRierre-Ernest Weissliscovered that
magnetic materials are not necessarily magnetically hemegus but can have an
internal microscopic structure. Weiss found that thisdtrite consists of small homo-
geneously magnetized so callééeiss domainshat can collectively form a complex
magnetic domain structure. The transition areas betwegtwanneighboring domains
are called domain walls. Under the influence of an externgmatc field the size of
those domains being magnetized parallel to the field tendgae at the expense of
those domains being magnetized along other directiongdditian, the magnetization
direction of individual domains may eventually be rotatetbithe direction of the
external field. If the external magnetic field increases almuritical value, individual
domain walls can annihilate, with neighboring domains beirerged. The described
process was first observed by the German physkdatrich Barkhausernn 1910.
It is irreversible if the external magnetic field is switchefl and thus explains the
existence of magnetic remanence, the key property of mgmetterials during the
2500 year old history of magnetism. Although the existentenagnetic domains
could explain many properties of magnetic materials thesyay origin of magnetic
order within the individual domains remained puzzling iasdical physics. It could
only be explained by introducing the concept of magneticharge interaction as a
consequence of the quantum mechanical exclusion prinégpléermionic particles
first discussed by\Volfgang Paulin 1925. Based on the described concept the relative
orientations and typical sizes of magnetic domains couldllfinbe explained as a
consequence of competing magnetic exchange interactibmigolar coupling. The
magnetically easy axis was ascribed to the so-called maga@sotropy, that depends
on the crystal structure, the macroscopic shape of a magnedy, surface properties
and various other factors.

With the development of modern spin sensitive imaging tephes, such as neutron
scattering, x-ray absorption spectroscopy, magnet@aiptechniques like magneto-
optical Kerr microscopy, and scanning electron microsoeftli polarization analysis
the magnetic properties of various materials could be tya®d with an ever
increasing spatial resolution that finally reached themdte atomic limit with the
advent of spin-polarized scanning tunneling microscody-§88'M) and spectroscopy



(SP-STS). In recent years SP-STM and SP-STS turned out tatherely valuable
tools for the experimental investigation of atomic scalegn&dic surface structures.
However, it comes as a major drawback of the technique the,ta the underlying
contrast mechanism, the local magnetization directiohatsample surface can only
be measured relative to the magnetization direction atiph&pex, which in general is
an unknown experimental parameter. Luckily, the problem loa overcome at least
partially by applying SP-STM and SP-STS in an external magrield being strong
enough to align the tip magnetization. However, up to nowehg no SP-STM setup
where the external field can be applied along arbitrary apdirections. Thus, in all
previous experiments the direction of the tip magnetizatiould only be controlled
partially. Consequently, the measurement of magnetic sigéructures was hitherto
not feasible with full angular resolution.

Part | of this thesis describes the design of a novel scanning timgnmicroscope
for SP-STM experiments in the external field of a triple axestor magnet at a
base temperature of 4K. For the first time, the instrument allows SP-STM exper-
iments in external magnetic fields of arbitrary direction. n€equently, the setup
gives rise to a complete control of the magnetization dioacof ferromagnetically
coated probe tips. This extends the capabilities of SP-Sigviifscantly since for
the first time the local magnetization of the sample can berdebhed with respect
to an external coordinate system and with full angular rggmt along all spatial
directions. In addition to the extended experimental c#ipiab the novel setup of-
fers various options for automated substrate cleaning,atajuisition and data logging.

Part Il addresses the detailed investigation of the magnetictateiof the iron (Fe)

double layer (DL) on the (110)-surface of a tungsten (W) sragystal. Although this

sample system was the subject of numerous experimentaéstsithce the invention
of SP-STM, many details of its magnetic ground state couldb®odetermined due
to the limitations of the technique as discussed above. dJ$ia unique capabilities
of the novel experimental setup described in Part I, thesn @uestions can now
be addressed. In particular, it is shown that the magnetictsire of the Fe DL on

W(110) is a flat, inhomogeneous, and right-rotating cyclioggén spiral with a spiral

period of about 50 nm.

Before the advent of SP-STM there was consensus that theatygnmain size in Fe
DL films on W(110) can be expected to be on the order of severaliea nanometers
or even micrometers, whereas smaller domain sizes canredi@ned by competing
exchange interaction and dipolar stray fields. Thus, afieekperimental discovery of
the nanoscale magnetic domain structure the discussi@mnigecontroversial. On the
one hand, it was shown that a dipolar origin of the experimlgnbbserved magnetic
structure can be ruled out unambiguously on the basis ofliserged magnetic field
dependence of domain wall pairs, so-called 360° wdlls [On the other hand, it



was claimed that the observed domain structure is very welbaeéed by competing
magnetic dipolar interaction and magnetic exchange, asdsrthe magnetic exchange
stiffness is smallg]. Unfortunately, the assumed weakness of the exchanijeests is
in contradiction to the previously measured magnetic fieljdeshdence. Nevertheless,
even the domain wall direction was reproduced in Monte-Cantoulations, with
the additional assumption that the weak magnetic exchatiffeess is anisotropic.
In order to account for the deficiency that none of the comsilanicromagnetic
models could explain the observed unique rotational semse,thus the spin spiral
character of the magnetic ground state in the Fe DL on W(11®as$ suggested to
extend the considered micromagnetic models by the soecBliyaloshinskii-Moriya
(DM) interaction, an antisymmetric magnetic interactiargimating from spin-orbit
coupling in the presence of the broken inversion symmetrhatsample’s surface.
The relevant micromagnetic parameter describing thigacten, the so called DM
vector, was calculated using density functional theoryTPfethods. Although, the
respective calculations could indeed predict a righttiogaspiral type, the observed
domain size in the nanometer regime could neither be repestlunor ruled out
due to numerical limitations3]. In addition, the results of the DFT calculations
are limited by the assumption of sinusoidal magnetic prefded vanishing long-
range dipolar interaction and the disregard of edigces in Fe DL stripes of finite size.

In this thesis the previously discussed micromagnetic rsodee combined and
extended in order to explicitly account for all potentiaigtevant interactions, arbitrary
spiral profiles, and sample geometries of finite size. A uaisget of all relevant model
parameters (exchange fitiess, crystalline anisotropy, DM vector, and saturation
magnetization) is determined by comparison to the experiahelata. On the basis of
the suggested micromagnetic model and the determined ptgaset all experimental
observations can for the first time be explained quantegtivn a mathematically
consistent way. In particular, the model explains the erpemtally observed vanishing
of the spin spiral ground state at elevated temperatureselssvin narrow magnetic
stripes.

Part lll extends the discussion by considering the magnetic steiofuhe first atomic
Fe layer on W(110) in addition to the previously investigatedDL areas. Using the
experimental setup described in Part |, the magnetic gretatd of the combined sys-
tem of Fe monolayer (ML) and Fe DL on W(110) is measured. It mashthat for
certain Fe coverages the magnetic structure in the Fe Mlosgly correlated to the
spin spiral structure in the Fe DL. The observed correlatgine rise to a complex two-
dimensional spin configuration that is topologically norial and can be described
by the same skyrmion number as the recently observed magigtimion lattices in
chiral bulk ferromagnets#-6] and in the Fe ML on Ir(111)7]. Two alternative mech-
anisms are suggested in order to explain the stabilizafitimeoobserved topologically
non-trivial state. Finally, the topological stability df¢ observed two-dimensional spin
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configuration is discussed along with several experimeort#$ experimental confir-
mation. In addition, it is argued that, due to its topologmamplexity, the magnetic
field resulting from the observed spin configuration may cela topological Hall ef-
fect that may be measured in electronic transport expetsnen
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Chapter 1

Scanning tunneling microscopy

Scanning tunneling microscopy (STM) and spectroscopy [$F8vide insight into
the structural and electronic properties of surfaces andstauctures on surfaces with
a resolution down to the atomic scale. For both techniqued@mnically sharp metallic
tip is brought into the proximity of an electrically condivet sample surface and a bias
voltage is applied between sample and tip. At a distance ofita®5 — 1.5 nm, i.e.
without physical contact of sample and tip, one observes asarable current due to
the quantum mechanical tunnelinffext that can be exploited for the investigation of
the structural and electronic properties of the sample &ad the tip electrode.

1.1 The tunnel dfect

In the framework of a one dimensional model classical ebastican be described as
particles moving in a potential landscapdz), with z being their spatial position. The
total energy of the electron is given by the sum of its kinatidl its potential energy.
Fig. 1.1 shows the one dimensional model case of an electron moviag@gion of
zero potential energy and approaching a potential barfieeightU, and widthd.

I: z<0, U@=0
Il 0<z<d, U(2=Ug (1.1)
l: z>d, U@=0

Since the movement of classical particles is restrictedeasawithE > U (2) an elec-
tron moving in area | of the model potential can overcome #eiér only if its kinetic
energy exceedd,. Otherwise it is reflected as illustrated in Figl (a). In quantum
mechanics the situation is veryfidirent and the electron has a non-vanishing probabil-
ity of tunneling through the potential barrierlf, < o , as depicted in Figl.1 (b).
This counter-intuitive behavior is a consequence of thetfat quantum mechanical
objects, such as electrons, do not have a well defined spasdlon as long as they are

9
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Figure 1.1: Behavior of a particle (blue) when hitting the box shaped potential bargeflEL)
(red). (a) In classical theory the particle is reflected if its energy is |dkgm the height of the
barrier. (b) In quantum mechanics there is a finite probabilitgr the particle to tunnel through
the barrier. The probability for the reflection is givenRy= 1 — T. (c) The probability of the
particle to be measured in the regions (I, I, 1) is given by the squétiesowave functions (2),
as visualized in the lower part of the panel.

not measured. Instead, their position is given by a protglistributionP (2) = v (2)°
that can be calculated as a solution of 8@hrdodingerequation:

2 &
(‘ﬁ@ +U (z))w(z) =Ey (2, (1.2)

Herem is the electron mass,is Planck’s constant divided byrandU (2) is the indi-
vidual potential landscape where the electron is movindror.a particle approaching
the potential barrier from the left the solution of Ef}.4) is given by

L Yy =€eX4r.elk

2 _ 2meE
I: lﬁz = e +ﬁe_Kz k2 B zﬁi(u -E) (13)
. K- = le\Vo7E)
M ys=t-ek 2

In particular, the parametersndt can now be related to the reflection and transmission
probabilitiesR = r? andT = t?, respectively. Since the total number of particles is
conservedR andT are related quantities:

R+T=1 (1.4)
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Starting from Eq. 1.2)-(1.4), the transmission probabilify is given by:

B 1 d>1 168° oy
- =" .

1+ % sint? (xd) (K2 + k2)°
Here,k and« are defined according to EdL.8). The approximation is valid in the
limit of large tunnel barriers. In the classical lin{it — 0) the transmission cdki-
cient reduces t@ = 0, in agreement with the classical particle behavior itasd
in Fig. 1.1 (a). According to Eq.1.5 and the definition ok and« in Eq. (1.3), the
transmission probabilitf depends exponentially on the product of the barrier wetlith
and the square root of thétective barrier heightly — E. In STM experiments, where
the tunnel barrier is given by the vacuum gap between sampléip, this exponential
behavior results in a very high, i.e. exponential, sengjtiof the tunnel current to the
tip-sample distance.

(1.5)

1.2 Experimental realization

In a scanning tunneling microscope (STM) a sharp condudimg approached to a
conducting sample surface. At distances on the order of @festroms electrons can
tunnel between sample and tip. With an applied bias voltagerésults in a small net
current. In the previous section it was shown on the basisveia simple model that
the tunnel current depends exponentially on the width ofttimmel barrier and thus
the tip-sample distance. As a major consequence of thisnexpial dependence the
tunnel current essentially flows between the frontmost atbthe tip and the sample
atom right underneath, i.e the tunnel current is very mudalieed. This explains
the high spatial resolution of an STM down to the ultimateitiof atomic resolution.
The detection of variations in the tip-sample distance W@ measurement of the
tunnel current is relatively simple. However, the precissifioning of the tip based
on the obtained information is very challenging. Experitaéiy, this highly nontrivial
task of adjusting the lateral and vertical position of the dan be accomplished by
an appropriate combination of piezoelectric actuatorsiclwvitan be elongated and
contracted by the application of suitable high-voltagdswds first accomplished by
Gerd Binnigand Heinrich Rohrerin 1981 B], a technological milestone, for which
they were awarded the Nobel Prize in 1986.

Fig. 1.2 visualizes the set-up of a complete STM system schematic@lh the left
hand side the piezoelectric tube scanner with the tip anddheple are shown. The
outer side of the tube scanner is covered by four electrogmeets(x*, x",y*,y),
whereas the inner side of the tube is contacted by a singitret=(z). By applying
identical high voltages between the inner electrode andoater electrodes the
piezoelectric tube can be elongated and contracted depgwdi the polarity of the
voltage. This allows for a precisepositioning of the tip above the sample surface.
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STM-image control panel
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Figure 1.2: Principle of an STM experiment in constant current mode, as used foih#ésss.
The tip laterally scans across the sample surface controlled by the soliiassee scan generator.
During the scanning process the tunnel current is kept at a consiaet y;s using the feedback
loop of the control software. At the interface between the microscop¢hencbntrol software
all currents and voltages are converted from analog to digital signalg@mdersa using digital
analog converters (DAC) and analog digital converters (ADC), ts@dy. In addition, the
analog scanning voltages are amplified before they are applied to the pféhesube scanner.
Finally, the sample surface is visualized by plottlngas a function ofJ, andUy.

Additionally, the tube can be bent along tkelirection by superimposing voltages of
opposite polarity betweenand x* andz and x~, respectively. In an analogous way
the tube can be bent along theaxis. Consequently, the tip can be scanned laterally
across the surface while adjusting the tip-sample distandee right hand side of
Fig. 1.2 visualizes the software concept for the data acquisitiahtha controlling of
the tube scanner. The central modules of this software aigitaldeedback-loop for
the control of thez-voltage, a digital scan generator for the scanning voiagplied
to the outer electrode segments of the tube scanner, a tpatrel for user inputs, and
an imaging software. Since the control software is workingaaigital basis and the
STM s a purely analog device, an appropriate conversioreamalification electronics
is needed as shown in the center of the figure. The abbrevsaddC and ADC stand
for digital analog converter and analog digital conventespectively.

Based on the measurement of the tunnel current during theniscaprocess, topo-
graphic image recording can be realized in twfiedent data acquisition modeson-
stant heighimode anctonstant curreniode.
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Constant height mode: In constant height mode ttzevoltage is kept constant while
the tip is being scanned across the sample surface, i.eadbdek-loop in the control
software is switchedfdduring scanning. The measured quantity is the tunnel curren
I (x,y). Itis usually visualized as a function of the tip positioonrag the sample surface
using two dimensional intensity maps.

Constant current mode: In constant current mode the tunnel current is kept constant
by adjusting the tip-sample distance using the feedbaog-tf the control software.
Consequently, now the available information about the sarsiplcture is contained in
the z-coordinatez(x, y) of the tip. Like the tunnel current in the constant height mod

it can be visualized as a function of the tip coordinates give sample surface using
two dimensional intensity maps.

From a very general point of view both modes are equivalemesiney are both based
on the measurement of the tunnel current. However, from @erearental point of
view the concept of constant-current imaging is preferaimee tip crashes into the
sample surface ardtectively avoided due to the perpetual adjustment of theaimyple
distance.

1.3 The extended Tersfi-Hamann model

The simple textbook example of the quantum mechanical {ueffect, as introduced

in sectionl.1, nicely explains the exponential dependence of the turumeént on the
tip-sample distance. However, it does not consider anyentte of the electronic band
structure at the sample and tip electrode. To account ferdéficiency Bardeerd]
investigated the tunneling of electrons between two weeklypled electrodes using
first-order time-dependent perturbation theory. FollayBardeen’s approach Terf§o
and Hamann]0, 11] describe the tunnel process in an STM. Their model is based o
four approximations:

e The tip wave function is spherically symmetric, i.e. it issatype.
e The tip’s local density of states is a constant function argmy.
¢ The limit of small bias voltage and low temperature is coaesad.

e The work function of the tip and sample electrode are assumbd equal.

The following discussion refers to the extension of the défslamann model by
Lang [12], where the third and fourth approximations have been dedpp
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L > —>
LDOS LDOS LDOS LDOS

Figure 1.3: Vacuum tunneling in the extension to the Teéfddamann-model by Langlp].

(a) Schematic drawing of the tunnel geometry, wRtbeing the &ective tip radiusfg the
center of curvature of the tip, arilis the tip-sample distance. (b-d) Energy level diagrams
for Upias = 0, Upias < 0, andUpjas > O, respectively. The red arrows in (b,d) visualize the
tunneling electrons, with their length indicating the probability of tunneling, fiset by the
transmission cd@écientT.

Tunnel current and total density of states

According to the Terdt-Hamann model and its extension by Ladg]| the tunnel cur-
rent can be calculated based on the geometry of the tunratigargiven in Fig.1.3(a)
and the energy level diagrams shown in (b-d) for threéedBnt bias voltage regimes.
According to the given model assumptions, the local derfitstates (LDOS) at the
tip is constant while the LDOS at the sample varies with enexg illustrated by
the half spheres. AU,,s = 0 the Fermi energies of sample and tip become equal
due to electron tunneling through the vacuum barrier in lbthctions (b). With
positive sample bias the sample’s LDOS is rigidly shiftetbithe direction of lower
energies (c). Consequently, electrons can tunnel from aedufp states into empty
sample states as indicated by the red arrows. For negatmplsdias the sample’s
LDOS is rigidly shifted into the direction of higher energiéd). Thus the direction
of the tunnel current is reversed with respect to (c), i.ev tiee electrons tunnel from
occupied sample states into empty tip states.
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Under the given model assumptions the tunnel current isigiye

Er+eU
I (U) o N f nS(E’) . T(d,R) (E’, eU) dE’

Er

Tur (E,eV) = eg2RIXE) (1.6)
%(E.el) = \/ﬁ( ’ +7+EF—E)

Here, n; is the LDOS of the tip andhs is the LDOS of the sample. As mentioned
beforen; is assumed to be constant whilgis a function of energy, i.ens reflects the
electronic band structure of the sample while the band sstre®f the tip is assumed
to be featureless. Since electronic states are spatiatiyead entities the LDOS is in
general a spatially varying quantity. In EG..§) n; is defined at the center of curvature
of the tip (o, in Fig. 1.3 (a)), whereas indicates the sample’s LDOS at the sample
surface right underneath the tip apekr denotes the Fermi energy of the sample,
¢s and ¢; are the work functions of the sample and tip electrode, cs@dy. U is
the applied bias voltage. The parameterandd describe the geometry of the tunnel
junction as visualized in Fidl.3(a).

According to Eq. {.6) the Ters&*-Hamann model extends the previously discussed
simplified textbook example of the tunnel process (EgL)¢(1.4)) into two directions.
First of all, it considers the energy dependence of the LDO®esample electrode
ns(E) and second it accounts for the energy dependence of theltbamger and
thus the energy dependence of the transmission probalbilitizike the dependence
on the width of the tunnel barrier the energy dependence thiee dependence on
the barrier height, shows an exponential behavior. Thuestdkal tunnel current is
dominated by the tunneling electrons of highest energy andoe interpreted as sum
of partial currents at dierent energies weighted by the respective energy dependent
transmission probabilities. These partial tunnel cugearte illustrated by the red
arrows in Fig.1.3(c, d). The exponential damping is indicated by the variddagth

of the arrows.

In addition to the sample’s LDOS\) one can define its total density of statgsn the
energy interval betweelsr andEg + eU:

s (el) := fEF+eU ns(E") dE’ a.7)

Er

Using the transmission probabilify, as defined in Eq.1(6), both ng andris can be
calculated at the center of curvature of thergp
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Ns(ro, E.eU) = ns(E)- Twur (E,eV)
Er+eU (1.8)
fAs(ro,el) := f ns(E’) - Tur (E’,eU) dE’
Er
Using these definitions, the tunnel current (Eg6)) can be rewritten:
| (U) oy - fig (Fo, eU) “oc” ny - Ns (Fo, E, €U = 0) (1.9)

From Eg. (.6)-(1.9 it follows that the tunnel current, and thus tkeosition of
the tip in constant current mode, is a direct measura @f,€U) that on its part
depends on both the tip-sample distance, and the energyndiepestructure ohs.
Thus the interpretation of STM images as topographic images be misleading,
since inhomogeneities ing may be superimposed to the purely topographic height
information. Only in a scenario wherrg is spatially homogeneous(fy, eU) is a
direct measure for the tip-sample distance and thus thegtapby of the sample
surface.

Differential conductivity and local density of states

In the previous section it was shown that the tunnel curteegsentially probes the
sample’s total density of states) at the center of curvature of the tig). In the limit
of low bias voltage] is proportional to the sample’s LDO®J at the Fermi energy.
However, in order to investigate the electronic structuréhe sample in more detail,
it is crucial to determines even in the regime of finite energy, i.e. Bt# Eg. This
can be achieved by measuring thé&@lential conductivity 8/dU (U) instead of the
total tunnel current. A mathematical expression of thefféirential conductivity can
be derived by dterentiation of EQ.1.6):

di
w (U) « ne-ng(Eg+el)- T(d,R) (EF + eU, el)

EF+eU d (110)
+1 - f ns(E) - mT(d’R) (E,eU)dE

Er
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Since%T (E,eU) is usually small, the second summand in Efl1Q can often be
neglected. Consequently, using Ef.8], the diferential conductivity can be rewritten:

C(:l—llJ(U) o N - Ng (ro, EF + €U, el) (1.112)

In contrast to the tunnel current, theffdrential conductivity is proportional to
ns (ro, E, eU) instead ofng (ro, eU), thusng(ro, E, eU) can be determined as a function
of energy by measuringlddU as a function of the applied bias voltage. Experimen-
tally this can in principle be achieved by measuring the &iimirrentl as a function

of the applied bias voltage while keeping the tip-samplé¢adise fixed. Finally, the
differential conductivity ti/dU (U) can be calculated by numericalfi@irentiation.
However, in order to improve the signal to noise ratio thedential conductivity

is usually measured directly using a lock-in technique. eien alternating (ac)
modulation voltage is superimposed to the direct (dc) baage and the response in
the tunnel current at the modulation frequency is analyzdgua lock-in amplifier.
By repeating this procedure for various values of the dc batage the dierential
conductivity, and thus (ro, E, eU), can be determined as a function of energy. The
described measurement technique is known as scanningitumapectroscopy. Since
in the framework of this thesis spectroscopic measuremaataot play a role, a
more detailed discussion of the technique is omitted heoe fufther reading see for
instance 13] and references therein.

The measurements to be discussed in the following chaptne done using a related
technique, that also relies on E4.10 and Eq. {.11). For this type of measurement
the d /dUsignal is measured using the lock-in technique discussedeabHowever,
now the measurement is only done at one specific value of theadcvoltage. This
allows to scan the sample surface with the feedback-loopgbswvitched on while
measuring d/dU (x,y) as well asz(x,y). As a result one obtains a topographic
image as well as a two-dimensional map of the spatially vesbt /dU-signal, a so
called d/dU-map. Since, according to EqL.01), the d/dU-signal is proportional
to ns(ro, E, eU), a d /dU-map visualizes the spatially resolved LDOS at the specific
energy corresponding to the acquisition voltage. In paldic the LDOS information
can be related to the topography of the sample due to the tsinedus acquisition of
di/dU (x,y) andz(X,Y).
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Although the Tersfi-Hamann model is a powerful tool for the understanding of STM
experiments, it is limited due to the discussed model assanmg In particular the
model only applies to the case of constapntConsequently, the derived equations are
not useful when it comes to the interpretation fieets resulting from tunnel processes
involving specific tip states. In addition, the model is lthea the assumption that
the energy of the tunneling electrons is conserved duriegtuhnel process. It can
therefore not be applied for the description of inelastitnel processes, as reported
recently [L4-20]. However, in the framework of this thesis both the eledecatructure

of the tip and inelastic tunnel processes are negligibleisTthe discussed model gives
a good description of the tunnel experiments to be discussbé subsequent chapters.

1.4 Spin-polarized scanning tunneling microscopy

Thus far, the tunneling electrons were considered as clangeers while their spin
was neglected. However, it turns out that in electron tungeéxperiments with
magnetic tip and sample electrodes the spin degree of freedast be taken into
account for a proper description of the tunnel process. ttiquéar the consideration
of the electron spin in STM-experiments allows to experitaly investigate the
magnetic properties of nanostructures at surfaces dowretatbmic limit p1-25)].

In the limit of vanishing bias voltage and under the assuomptif a free-electron be-
havior of the conduction electrons, the tunnel current betwtwo magnetic electrodes
was first derived for planar tunnel junctior?g] 27]. The following discussion refers
to a more recent study where the tunnel current was investgar a tunnel junc-
tion in an STM by extending the TerSeHamann model in an appropriate we38].
The approach is based on the previously discussed apprioaitedl0-12] plus three
additional assumptions:

e During the tunnel process the spin of the tunneling eleas@onserved.
e The transmission cdkcientT (Eq. (1.6)), is independent of the spin direction.

e Both the spin-up and the spin-down contribution to the ti@¥QS are constant
as a function of energy.

If the electron spin is taken into account the LDOS of the darapd tip electrode splits
up into a spin-up and a spin-down contribution:
ns(E) = Nl (E)+nis(E) (1.12)

In generaln] andn; are not necessarily equal, resulting in a non-vanishingllspin
density of states:
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LDOS LDOS LDOS LDOS

Figure 1.4: Spin-polarized scanning tunneling microscopy with spin and energy o@iss
for the case of positive sample bias. (a) Energy level diagram for the afa parallel mag-
netization of the sample and tip electrode. The spin-polarization of both tefewttodes is
reflected by the unequal LDOS of spin up (green) and spin down &tatgs. Due to spin-
conservation the total tunnel current is split into a spin-up and a spim-adowtribution. The
strength of the respective spin currents is indicated by the length of ttedegreen horizontal
arrows. The black arrow illustrates the total tunnel current. (b) Analegoergy level diagram
for the case of an antiparallel magnetization of the sample and tip electrode.

Ms(E) = nl (E) - nis(E) (1.13)

In particular, a finite value of the integrated local spin glgnof states in the energy
interval belowEr corresponds to a net magnetization at the respective tefeatode.

Er
Mis o ms(E") dE’ (1.14)
0

Fig. 1.4 illustrates the tunnel process between a magnetic samgdla amagnetic tip.
The spin-splitting ofng (E), i.e. the inequivalence ail andni, is illustrated by the
vertically displaced half spheres. The energy level diagraefer to a parallel and
antiparallel alignment of the magnetization at the samptktip electrode, as indicated
in the upper part of each panel.

As a consequence of the assumption, that during the tunoeegs the electron spin
is a conserved quantity, electrons can only tunnel betwésrssof the same spin-
orientation. Consequently, the tunnel current is split iatspin-up and a spin-down
contribution. Withn! andn! being constant both contributions can essentially be cal-
culated independently in formal analogy to the spin-avedacpse. Finally, the total
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spin-polarized tunnel current is givenlby

lsp=1T(U) + 1Y (U) ) - il (ro, €U) + n! - A (ro, eV)

Er+eU
ﬁl (ro,el) := f ng (E) TR (E,eU)dE’ (1.15)
Er
Er+eU
Al (ro,el) := f ni (E) Tur (E, eU) dE’.
Er

Eq. (1.19 is valid independent of the relative magnetization disetof sample and tip.
Nevertheless, the total tunnel current changes upon ilovecs the magnetization at
the sample electrode, since such an inversion essentaalgsponds to an exchange of
Al andri as indicated in Figl.4. Consequently, the total tunnel current for the parallel
and antiparallel configuration can be rewritten:

1TWU) o nf-Bl(ro,el)+nt - (ro, el
sp t " lis\'0 t s \'0 (1.16)

138(U) o nl AL (ro,eU) +nf - Al (ro,el)

In particular, the total spin-polarized tunnel current barexpressed by a single equa-
tion that reduces to the two cases of EQ16 for the (+) and (-) case, respectively:

1+ 15 14— 18
+
2 2
o - fig = my - (AL (ro, eU) — i (ro, eU)) (1.17)

|sp(U) x

In order to simplify this equation, one can define the sarspteal spin density of states
M in the energy interval betwedfr: andEr + eU in addition to its local spin density
of stateamn:

Er+eU
M (eV) := f ms (E’) dE’ (1.18)

EF

In analogy to Eqg.1.8) and Eq. {.15 bothms andifi can be calculated at the center of
curvature of the tipg

!Note, that here the transmission fiogent Ty g (E, eU) is defined according to Eql(). It is
assumed to be independent of the spin-direction in agretamitimthe additional assumptions extending
the Ters&-Hamann model to the spin-polarized case.



1.4. SPIN-POLARIZED SCANNING TUNNELING MICROSCOPY 21

ms (ro, E, eU) ms (E) - Twwr (E, eU)

Er+eU
s (r o, €V) f ms(E’) - Tar (E',eU) dE’ (1.19)

Er

= 0l (ro,eVU) — L (ro, eV)

By inserting Eq. 1.19 into Eq. (L.17) the spin-polarized tunnel current can be rewrit-
ten:

lsp(U) oc e - s (ro, €U) = m - Mg (ro, eV) (1.20)

According to Eq. {.20 the tunnel currentg,(U) is given by the sum of the spin-
averaged contribution Eq1(9) and an additional contribution that depends on the
tip’s local spin density of states, the sample’s integragpoh density of states, and
the relative magnetization directions at the sample anelgptrode. In Figl.4the
angular dependence &, (U) is illustrated by the size of the black horizontal arrow.
The contributions of the spin-up and spin-down electrong4@J) are visualized by
green and red arrows, respectively.

The preceding discussion was limited to the case of a phaaltbantiparallel alignment
of the sample and tip magnetization. This collinear spexaak can easily be general-
ized to configurations with an arbitrary angtebetween the magnetization directions
of sample and tipZ8].

lsp(U) o ng-fs(ro,el) + m - i (ro, eU) - cos(a) (1.21)

o - ﬁs (rOa eU) + My - rI:hS (rO, eU)

Here, the vectorial quantities; s andm, s are calculated as the productrafs (M s) and
the unit vector along the respective magnetization dioectDifferentiating Eq.1.21)
finally yields the spin-polarized fierential conductivity:

(1) (U) o« n-ns(Ee+eU) +m - ms(Er + eU) - cos(a)
sp

du (1.22)

o - Ns(Er +el) + my- mg(Er + el)
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In Eqg. (1.21) the spin-averaged contribution depends on the integlal¥dS of the
sample, i.e. it increases with the applied bias voltage.olmtrast, the spin-polarized
contribution to the tunnel current only varies moderatelyuad zero. Consequently,
with increasing bias-voltages, the spin-averaged cauttah becomes dominating and
the observation of a spin-polarized current signal becanweasingly dificult. In the
case of diferential conductivity measurements Ef.22 the situation is more favor-
able, since the spin-averaged contribution only dependsesample’s LDOS without
any integration. Consequently, the bias voltage can be g@tsuch that the spin-
polarized contribution is maximized over the spin-avecagee.

SP-STM in an external magnetic field

According to Eqg. {.21) and Eg. (.22 the experimentally observed spin-contrast for a
given magnetic structure of the sample essentially dependso factors:

e The spin densities of statess (ro, E, eU) andri s (ro, eU).

e The magnetization direction at the tip electrode.

Sincems(ro, E, eU) andmis(ro, eU) are functions of the applied bias voltage, they
can be adjusted in an STM-experiment at least to some ext€uncerning the
magnetization direction at the tip the experimental ogiare in general more limited.
While for bulk magnetic tips the magnetization direction @vgrned by the shape
anisotropy it can be adjusted for tips with a magnetic thim fdoating R4, 29]. It
can be chosen to be parallel or perpendicular to the samgecsy depending on the
coating material and its thickness, while the azimuthall@nge. the orientation of
the magnetization in the plane parallel to the sample seyfiamnot an experimentally
controllable parameter. In particular, once the magntetizadirection of the tip is
fixed after the tip preparation, it can in general not be @dpisluring the SP-STM
experiment. Consequently, the observed contrast levelsotde assigned to specific
spatial directions of the sample magnetization.

This lack of angular resolution can in principle be overcdmeapplying an external
magnetic field that aligns the tip magnetization along a ifigeaxis during the
measurementl]. However, in general it is not only the tip magnetizatiomitlis
affected but also the magnetic structure of the sample to betigagéed. There are
essentially two extreme cases of experiments that can be itloexternal magnetic
fields.
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SP-STM-tips with a hard magnetization compared to the sample:

If the magnetization of the tip is hard it is noffected by external magnetic fields of
moderate strength Consequently, all observed contrast changes can be &ttilol
changes of the magnetic structure at the sample electrauze the magnetic structure
of the sample changes into the direction of a parallel aligmnalong the external field
the observed contrast levels can be determined with regpdwt direction of the field.

SP-STM-tips with a soft magnetization compared to the sample:

If the magnetization of the tip is soft it can easily be align&ong the external
magnetic field without fiecting the magnetic structure of the sample. In contrasteo t
previously described type of measurements now the directiche tip magnetization
is a well defined parameter. Using this approach the obsespedcontrast can in
principle be maximized and minimized, while the magnetrccure of the sample
remains unfiected. However, the observed maxima and minima of the spariped
signal can not be unambiguously attributed to a parallelntiparallel alignment of
the tip and sample magnetization, since in general a pessiérsion of the observed
spin-contrast as a function of the applied bias voltage rbestaken into account.
Thus, the magnetization direction at the sample can only dierchined up to an
unknown phase factor af.

By combining both types of measurements the complete infbiomabout the mag-
netic structure of the sample can in principle be obtainedwéVer, for the existing
STM setups the direction of the external magnetic field is enegal limited to the
direction of the surface normaB]—41]. Consequently, the accessible angular resolu-
tion for SP-STM is limited to the polar angle, i.e the angléhwiespect to the surface
normal. In particular in the context of the investigatiorcofmplex non-collinear mag-
netic structures this puts a significant limitation to thentner of accessible scientific
guestions. To date, there are only two SP-STM setups wherentdgnetic field can
be rotated in a two dimensional plarg2] 43] and one where the microscope can be
rotated in a plane with respect to the external fidd][ Only two setups give access
to arbitrary field orientations in three-dimensional spawed thus allow for a measure-
ment of the azimuthal in addition to the polar angle. One e$thsetups was developed
as part of this thesis. The second one was placed into opestiortly afterwards4p).

2 The prototypical example for this type of STM-tip is the ca$a Cr-coated W-tip3Q].
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Chapter 2

Instrumental developments

2.1 Motivation and design concept

Spin-polarized scanning tunneling microscopy (SP-STM) sppectroscopy (SP-STS)
are powerful tools to investigate magnetic nanostructdiesn to the atomic scale.
After the first spin-polarized measuremen®4,[23] the method became a routinely
used technique with the integration of the microscope intovatemperature ultra-
high vacuum (UHV) system and the development of a reliabsitu tip exchange
mechanism 31] that allowed for the magnetic coating of the STM tips undéif\U
conditions. The additional integration of strong magn#élds paved the way towards
fascinating investigations of magnetism at the nanoseied8] and even at the level
of single atoms49-51].

Despite their dierences, all methods to achieve spin contrast in scannmgeling
experiments 21, 52, 53] rely on the idea that spin contrast depends on the relative
orientation of the magnetizations of sample and tip, asudsed in detail in the
previous chapter. However, the magnetization directiotheftip is in general not
known, thus detailed conclusions about the magnetizatioectibns in magnetic
nanostructures have remained a fundamental problem off8fPs&ce its beginnings.

A successful and relatively simple way to at least partialgrcome this problem
has been to apply an external magnetic field while using areagnetically coated
STM-tip. Thus the magnetization at the tip apex can be cantexven fully aligned
along the direction of the external field][ On the other hand, by using antiferro-
magnetic chromium tips the tip magnetization can be kefieta external magnetic
fields [30, 54] thus allowing to investigate the behavior of a sample sysie an
external field without any superimposed tiffeets [L, 46, 49, 54]. However, so far the
direction of the external field has been restricted to spespatial directions due to

25
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Preparation-Chamber Cryo-STM-Chamber
- e-beam heater - SP-STM + triple axes magnet

- sputter gun - growth of nanostructures
(10 - 150 K)

MBE-Chamber
- growth of nanostructures (110 - 1100 K)
- characterization (LEED/AES)

Figure 2.1: Top view of the three chamber UHV system schematics. The system besish re
on a solid foundation of concrete decoupled from the building. Additiomalaanping legs are
installed under the bench.

the limitations of the existing SP-STM setups.

In order to overcome these limitations a novel SP-STM seagplieen designed and
put into operation as part of this thesis. The STM is rigidlgunted inside the center
of a superconducting triple axes vector magnet. The dedigwsaan easy access to
the microscope from two sides, which guarantees a fast ayde@hange of samples
and tips in the STM as well as the option to deposit single dodde atoms directly

onto the cryogenic sample surface inside the microscope. itportant to note that

due to the requirement of a direct access to the microscepaégnet design is based
on three pairs of split coils instead of a configuration widokenoid as the central coil.

The design focus of the sample and tip preparation faalitietside the microscope
has been put on a maximum of flexibility for the self-assemljeowth of atomic
scale magnetic structures. To increase the throughpuedytbtem, a LabView based
software package was developed for monitoring and confrtiecomplete setup as
well as for the automation of substrate cleaning processgéseeasurements.



2.2. SUBSTRATE CLEANING AND MBE GROWTH FACILITIES 27

The UHV system was realized in a fully customized design amsists of three cham-
bers plus loadlock interconnected by gate valves to allowh®transfer of samples and
STM-tips (Fig.2.1). The design was developed in close collaboration with @omic
Nanotechnology GmbHBb] who manufactured the system according to the technical
drawings developed in the framework of this thesis. In thetatory the whole setup is
installed on a huge block of concrete, which is vibratiopdikcoupled from the build-
ing. Additionally, the UHV chambers are supported by a bemsting on pneumatic
damping legs. All vacuum chambers are pumped by ion getetitamium sublima-
tion pumps (TSP). In the cryostat chamber the cold surfatéseocryostat act as an
additional cryopump. To counterbalance the desorptionydfdgen during cryostat
warm-up the cryostat chamber is equipped with a non-evéipgrgetter (NEG) pump.
The base pressures are below 107° mbar for all vacuum chambers.

2.2 Substrate cleaning and MBE growth facilities

Cleaning Processes

For the investigation of magnetic nanostructures at the@tscale the cleanliness of
the underlying substrate is essential. Since all cleaniogguures inevitably lead to
high gas loads they are accomplished in the preparation lmdawhich is separated
from the other chambers by a gate valve. The preparation lokiais connected to a
load lock chamber where up to four substrates or STM tips eamdnsfered into the
system in a single step.

There are two cleaning procedures of major importance,raépg on the material of
the single crystals in use. An ion source in conjunction vaithanipulator equipped
with a resistive heating stage providing temperatures upl@0 K can be used for
repeated cycles of Arion sputtering and subsequent annealing. For the Ar gasanle
piezo motor controlled leak valve is used, which can be add@ by an appropriate
control electronics. Thus, the desired gas pressure cacdwgadely adjusted and is
stabilized by a feedback loop. This feature allows to runttenaled automated sputter
and annealing cycles.

In the second cleaning procedure a home-built electron laodnirent heating stage is
applied to achieve temperatures as high as 2@and more. This facility is designed
to enable not only a treatment of samples, but also of STMEjzs 2.2). An advanced
cleaning procedure for tungsten single crystals invohhigh temperatures has been
described previouslys]. In short, the tungsten substrate is repeatedly kept eatdd
temperatures in an oxygen atmosphere for a certain timewetl by a short flash to
high temperature after a recovery of the base pressure tmth&0-°mbar range.
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Figure 2.2: An empty sample tray being heated by electron bombardment. Grooves in two
tungsten rods receive the sample tray or the tip transporter. The elextitimg filament is
positioned right underneath the tray. With the tungsten rods held at higlivposltage, the
electrons get accelerated and release their kinetic energy upon impingamtbe tray’s back
side.

Similar procedures can be applied for other materials. #gby making use of a
piezo-driven leak valve and a suitable home-built contodtvgare the time consuming
cleaning cycles have been automated.

Nanostructure Growth and Characterization

The main purpose of the MBE-chamber is the growth of magnetiostructures on
the clean substrates using self-assembly. A process of egpartance is the deposi-
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cooling

Figure 2.3: The two stages of the manipulator head used for heating or cooling the sample o
the tip during evaporation. For illustration purposes both a sample and a tgptider have
been put on the manipulator head at the same time. The overall achievableaempenge is
110K to 1100K.

tion of thin magnetic films on the pre-cleaned STM-tips. Fontcolling the process
of self-assembly there are three major parameters, on viticgrowth result depends
crucially: (i) the choice of material combination of the adsat¢substrate system with
a particular surface crystallographic orientation, (ii¢ tsubstrate temperature during
growth, and (iii) the deposition rate.

The chamber is equipped with five Focus EFM3 e-beam evaperf&d for sub-
monolayer growth of various magnetic transition metals.eylbontain flux meters
enabling the growth to be controlled by well defined depositiates. One of the
evaporators is of the EFM3i typeb§|. As a special feature, this evaporator can
generate ions during evaporation. This can be useful tbelately create nucleation
centers at the sample surface. By virtue of this process, $niederoepitaxial films
can be grown on surfaces where otherwise \Vollmer-Web€ ¢growth would be
present $8]. In the context of the investigation of atomic scale nanagtres this ion
assisted deposition technique may be useful to nucleatei@trale clusters at high
areal densities on a substrate surface.

During evaporation sample or tip are held in an Omicron malaipr head, which
is mounted to a VG Scienta Omniax manipulator. Essentitily, manipulator head
is the standard Omicron design but with a few important modiions to meet the
geometry of our custom sample trays and tip transportegs 269). Instead of just one
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receptacle for the sample there is another one for the msp@rter at an angle of 90
Furthermore, this manipulator head consists of two stagesfor heating and another
one for cooling the sample. Both stages are thermally deedugdl elevated tempera-
ture by a sapphire plate. The heater stage is equipped wiliNaHeater enabling us to
heat both sample or tip to about 1100 K. At the cooling stagsrerature of 110K is
achieved using cold nitrogen gas that can be circulatedigfiréubes thereby cooling
a copper block at the cooling stage. At both stages the teahperis measured by a
thermocouple.

At the heater stage the temperature can be adjusted witltisiprebelow 1 K. For low

temperatures a precise temperature control is not posditdevever, the temperature
can be adjusted with some precision by adjusting the nitrdlyex and heating with

the PBN-heater. The travel of the manipulator was chosen éoragigh to allow the

transfer of the sample all the way into the cryostat whilengetooled. Since the
wobble stick for the sample transfer into the microscope lmampre-cooled by direct
thermal contact to the nitrogen reservoir the sample camsberted into the STM

without warming up significantly after evaporation.

In addition to the evaporation facilities, standard sugfaoalysis instruments for low
energy electron dliraction (LEED) and Auger electron spectroscopy (AES) agelav
able in the MBE chamber.

2.3 Magnet cryostat and scanning tunneling micro-
scope

Triple Axes Magnet Design

At the heart of the UHV system described here is a large vaacthamber hosting a
cryostat systemd0] with a superconducting triple axes magnét]j[and a home-built
scanning tunneling microscope. The inner diameter of tleeiwa chamber amounts
to 700mm and the UHV tight connection between the chamberthadcryostat
system is accomplished by a COF700 flange. A three dimensautaivay view of
the setup is given in Fig2.4 The vector magnet system consists of three pairs of
split coils allowing to apply magnetic fields of3LT along thex- andy-axis (red and
green coils) and 5T along theaxis (blue coil), respectively. These values can only be
achieved when any one of the three split coils is operatethgiesaxis mode. When
operated in cooperative mode the magnetic field vector tsictsd to values inside a
cylinder of radius 1 T and height3.5T, as illustrated in Fig2.4. The maximum sweep
rates for thex-, y- andz-coils are limited to 12 mT/s, 13 mT/s and 5 mTs, respectively.

There were three major constraints for the design of thisovenagnet. First of all, the
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Figure 2.4: Cutaway view of the cryostat chamber hosting the superconducting tripéenaag-
net with the STM. The split coils of the magnet are shown in red, green lard despectively.
The sample is inserted into the microscope using the wobble stick to the left. paretar for
single adsorbate deposition at very low temperatures is mounted oppositewtolibke stick.
Inset: Schematic drawing of the accessible magnetic field range.

inner bore of thez-coils was demanded to be large enough to mount the micrescop
In addition, an opening of 60wvas desired to allow an easy access to the microscope
for sample and tip exchange, which has proven to be highlefigal in terms of
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sample throughput3[l]. The third requirement was another, smaller direct actess
the microscope from the backside. Since the STM is equipp#davmechanism for
sample rotation (FigR.5), this second direct access allows to deposit single adszsb
directly onto the cold sample without removing it from thecneiscope.

A major task in building a superconducting triple axes mageeto construct a
solid mechanical structure preventing the coils from mgvdue to their pairwise
dipolar interaction. Movements on the order of micrometsas already cause the
superconducting magnet to quench. To accomplish the twoioge mentioned above
a design with a solenoid as the central coil is not approp@aid three pairs of split
coils must be used. All split coils must be larger and theeefstronger than in a
solenoid geometry resulting in a tendency towards redutaiic sstability. Thus,
building a magnet with the given constraints poses a greallesige to the magnet
design. The key issue to meet all the required specificat®adirm steel frame. In
combination with the large diameters of the split coils tl@sults in the big overall
size of the magnet.

The magnet is mounted inside“fle bath cryostat, which is shielded by a liquid
nitrogen (LN reservoir against thermal radiation. In order to prevenegcessive
heat load through the large openings two double-walledtstsuare employed, to be
operated by vertical linear feedthroughs. The two wallsagtheshutter are thermally
decoupled, with the outer one anchored to,Ltie inner one to the He bath, by means
of copper braids. This shutter system, in conjunction wlhi dfficient cooling of the
microscope itself, as discussed below, results in a baseetetture of the microscope
of 4.7 K. The magnet can only be energized when totally coveredduyd helium,
thus the active volume of the He reservoir above the magags@ key role in terms
of hold time. With an active volume of 801 of liquid helium alddime of 36 hours
is achieved. The cryostat remains at base temperature dtinem20 hours. However,
during that time the magnet cannot be operated.

To obtain proper UHV conditions the magnet is designed telgafndure bakeout at
90 °C. During bakeout the surrounding chamber and the nitrogegrveir are heated
up to 130°C for 60 hours. Due to its large thermal mass the magnet’s eemtyre
follows slowly with a delay of about 24 hours. As a conseqeetice temperature of
the magnet never exceeds . The magnet temperature is measured by two temper-
ature sensors close to the central bore and one on top of ttpeethd he microscope’s
temperature is measured by a CERN@Z][temperature sensor mounted to the sam-
ple receptacle, as shown in Fi8.5. The signal of either of these sensors can be fed
into a control unit that supplies a flow of cold nitrogen gasoas the magnet if the
temperature is about to surpass a critical value due to sorficeaseen event. Thus, a
safe bakeout operation is guaranteed. After bakeout aimdietcryostat cooled down,

a base pressure belowk11071° mbar is achieved.
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To avoid vibrations due to boiling nitrogen the LMeservoir is pumped to below
5mbar. As a consequence the nitrogen undergoes a trantititmsolid phase. The
pumping is done by a rotary vane pump with a nominal pumpiregdpf 65 niyh,
which is necessary to cope with the very high initial gas lodtie pump is located
in an adjacent room, which is acoustically isolated from 1M laboratory. Once
the gas flow through the pumping line isfciently low the acoustic coupling of
the cryostat system to the pump isfistiently suppressed. Besides the significant
reduction of vibrations a positive siddéfect is the reduced temperature of the solid
nitrogen compared to the liquid phase. The temperaturesdiimm 77 K down to
63 K, which is of considerable advantage in terms of heliumhdf.

Due to the large area of the cold surfaces exposed to UHV flestat itself acts as a
very dficient cryo-pump. While this is very advantageous in termswgiroving the
vacuum, it can be quite problematic during warm-up. In thtigagion, without any
precautions, a pressure rise to the*li@bar range may be observed, which is mainly
due to hydrogen desorbing from the cryo-surfaces. To avugl éxtreme pressure
rise an additional NEG-pump, which is verffieient in pumping hydrogen, has been
mounted to the chamber. As a result the described pressedsrilimited to the
108 mbar range.

STM Design

Fig. 2.5 shows a sketch of the STM, which is operated in the center eftiiple
axes magnet, as illustrated in F@&4. While the overall design follows the general
ideas described previousI8]], here the focus is put on some significant modifications.

Instead of the ceramics MACOR, phosphorous bronze (gR)Swas chosen for the
microscope body. This material is easy to machine, UHV cdiblgeand nonmagnetic.
The body is gold-plated to reduce the emissivity of the sif&Compared to MACOR,
the metallic body has a much higher thermal conductivity. usihafter a sample
exchange at low temperatures, the microscope reachesahequilibrium within a
few minutes, while a typical waiting time with a MACOR body anmts to about
45 minutes. The microscope is rigidly mounted on top of angexyfree highly
conductive (OFHC) copper column resting on a flange of the sanaierial. This
allows to mount the microscope inside the magnet by inggitirirom the bottom
where the microscope’s flange is firmly screwed to the liquatium (LHe) reservoir.
All wirings necessary to operate the STM are also fed fronbibteom side. The leads
are custom made twisted pairs afil@m stainless steel inside a braided shield, with
Kapton insulation §3]. The overall diameter of these very rugged cables is 1 mm.
The wires are thermally decoupled from the LMservoir. Instead, following6H],
they are anchored to the LHe bath. They run inside straighdwgs in the copper
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Figure 2.5: (a) Microscope body with the tip approaching from the bottom. b) Adsorbate
deposition inside the microscope using the sample rotation mechanism. c) Ekplieaeng
of the approach mechanism. d) Exploded drawing of the mechanism folesemtgtion

column, firmly pressed by screwed-on plates, on a length 0hif®. As a result, the
temperature dierence between the wire and the copper column is reducedso le
than 1 mK at the wire ends close to the microscope. For cosgaria similar wire
made of Cu, would require a length of 670 mm for the same restte cold wire
ends are fixed to a Teflon ring where plug and socket connectadiaow to proceed
using copper wires to finally contact the microscope. In gogjion with the earlier
mentioned double-walled radiation shields, which close dlecess openings to the
microscope, the heat load on the microscopeflisctively reduced. The equilibrium
temperature, as measured by a calibrated Ceré2xsensor mounted directly to the
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sample receptacle, is below/&.

For the coarse approach a stepper motor based on the skppstnciple is used,
similar to the one described i8]], with six shear piezo stacks clamping a sapphire
prism, which carries the tube scanner with the tip, as showfig. 2.5. In contrast to
the previously described microscope the sample surfacaciag downward, the tip
points upward. For the scanner/@’IEBL #4 piezo tube 5] with 0.02’ wall thickness
and an fective length of 1% mm is used. For a maximum applied voltage:G60 V

the scan range amounts t@4m at room temperature andb:im at 47 K, respectively.

A key requirement for SP-STM experiments is a reliable tiph@nge mechanism,
allowing anin situ preparation of tips with magnetic sensitivity. The scarnmauses a
tip exchange mechanism, as describe®ij.[ Taking this additional load into account,
the lowest resonance frequency of the tube scanner has béritated to 444 kHz
following [66], well above typical cutfi frequencies occurring during scanning.

A special feature of the microscope is its rotatable samggesmade of sapphire
(Fig. 2.90)). Such a stage was already described3ij.[ By virtue of this device
the sample surface can be reoriented by t®Wards an evaporator, which is mounted
on the back side of the cryo-chamber. The radiation shieddjispped with a shutter,
which gives access to a bore in the magnet structure prayliohe-of-sight between the
sample surface and the evaporator. With the shutter opercamsupply an atom beam
directly onto the cold sample surface while the temperatioes not rise above 10K.
On the cold surface, the impinging atoms have no mobilityictvis a prerequisite for
the preparation of individual magnetic adatoms. To inaehs versatility of the STM,
a resistive heating was integrated into the sample stageZFb). The key to do this
was to drill two holes 1 mm in diameter through the sapphiagestight underneath the
sample receptacle. A tungsten filament of 0.1 mm diameterbondt 40 mm length,
guided by appropriate alumina tubings, is fixed into the borelocal temperature of
150 K is easily achieved, allowing to induce a controlledate dffusion of the ad-
sorbates if desired. Summarizing, together with the végitdmperature equipment of
the manipulator in the MBE chamber (sect@®:2) the temperature range available for
sample preparation extends from about 1100 K down to 10 K.

2.4 Software control and automation

The low-temperature STM described above has been installadaboratory in the
basement of the building. The refill of cryogenic liquids d@hd operation of the STM
and magnet system is done from a second laboratory room omedltmve. There-
fore, it is essential to have an appropriate software to teljanonitor and control
the microscope, the triple axes magnet, the cryostat an@ soortant UHV-related
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Figure 2.6: (a) Schematics of the software concept. All applications are based anpfe
lars with LabView as the programming language. b) Overview of the subdfitamned in the
programming interface of the Magnet Control VI. The programming inteddor the other
software modules follow the same concept.
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devices. In addition, it is desirable to have an automataftware to control routine
processes such as substrate cleaning. To meet these neguisea monitoring and
control software package has been developed, which is lzas#tee software com-
ponents each realized as a LabViesV|[virtual instrument (VI), as illustrated by the
pillars in Fig.2.6 (a):

e LabControl software for control and monitoring of the UHV ®me and the cryo-
stat.

e MagnetControl software for control and monitoring of th@liiaxes magnet.

e Nanonis data acquisition software for the control and nmwimg of the
STM [68].

Each software component provides a programming interfacéghe communication
with other VIs. In that sense the home-built Vis are formaliyivalent to the LabView
based commercial Nanonis software. A programming interf@ansists of a set of
subVls, as shown in Fig.ab) for the case of the MagnetControl VI. They can be used
in LabView block diagrams just as any other subVI. Every suitMa programming
interface establishes a well defined communication acaesgt; modify, or read a
specific parameter or set of parameters in the respective VI.

Based on these subVIs, customized VIs for various purposebedeveloped. Appli-
cations that have been accomplished already are shownyrcglars in Fig.2.6a).

Automated Measurements

Using the Nanonis programming interface one can easilyouge STM measurement
series and run them in a computer controlled way. In comimnatith the Magnet-
Control and LabControl software and their programming iiess this @flers numer-
ous new options for measurements that would not be possittlestandard software
alone. As a first application our new software package is @sed tool to conduct
automated field dependent STM measurement series. Thigstated in the block
diagram shown in Fig2.7. A sequence of four STM images is taken using the Nanonis
programming interface. Prior to each individual scan thgmedic field is ramped to
a new value, i.e. by performing an in-plane rotation of th&dfieector by 90. This
is accomplished by using the MagnetControl programmingfiate. After pausing 5
seconds scanning is started. This type of measurementtisysarly interesting as it
offers a tool to save all relevant parameters of the experimentagnetic field values,
temperatures, etc. in a single file together with the image. da
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Figure 2.7: Block diagram of a LabView VI controlling an automated cycle of STM mea-
surements. Four images are taken at fotiiedent orientations of the external magnetic field.
Between two image scans the field is rotated in-plane Byu8thg the programming interface
of the magnet control VI.

Automated Substrate Cleaning

To be able to operate the experimental setup at maxinthoescy it is valuable to run
routine processes such as substrate cleaning at night otheveveekend. To increase
efficiency the substrate cleaning processes in the prepactamber were automated
as a second application of the software package describmaallhe CleaningAu-
tomation software is capable of ramping the power of the hbwik e-beam heater
power supply and thereby stabilizing the substrate tentyerat elevated values, as
shown in Fig.2.2 In addition, it contains a PID control loop, which is usedtabilize
the oxygen pressure in the preparation chamber at a desiheel. T his is achieved by
applying an appropriate voltage to a piezo-controlled led¥e [69] using the EVC 300
power supply of the Focus evaporato®§][ The software allows to define complete
cycles of substrate cleaning, as described previo@&lygnd run them in an automated
fashion. During these cleaning cycles the input data nacg$sr the pressure control
as well as for the operation of TSP and ion getter pump is dea/by the programming
interface based communication with the LabControl softwasedescribed above.

Data Logging

Due to the MagnetControl and LabControl software all impdrsaatus parameters of
the laboratory are available on the computer at any time s;Tihwas straightforward
to implement the option to log the data continuously to a filée log files acquired
so far turned out to be very useful for the analysis of unetgqzbevents and problems.
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Figure 2.8: (a) STM image of the Fe ML on Ru(0001) demonstrating the atomic resolution
capability of the microscopd) = 10 mV, | = 7 nA. The inset shows an overview of the sample
with ruthenium (Ru), Fe ML, and Fe DL areas. The atomically resolved imagdaken on the

Fe island marked by the green arrow. (b) Spin-polarizedd-map of 17 AL Fe on W(110)
measured with an in-plane sensitive Fe coated W-tip. Domain walls show upithe black

and white lines along the [D] axis. Tunneling parameters= 500 pA, Upias = 550 mV.

By saving the log file directly to a network drive the curremttgs of the whole experi-
mental setup can be supervised from any remote computandhexgb access. This is
a very convenient feature in particular during system bakeo

2.5 Demonstration of functionality

Atomic resolution

Fig. 2.8 (a) shows an STM image of an Fe ML on Ru(0001) with atomic resmiy
as recorded on the island marked by the green arrow in the. inEee measured
lattice constant corresponds to the lattice constant o@ititeerlying Ru(0001) surface
confirming pseudomorphic growth in agreement wit0][ The inset shows an
overview of the sample where the ruthenium substrate (RuyJlFand Fe DL regions
can be identified. As for all other STM images shown in thisthieimage processing
has been done using the WSxM softwaré][
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Figure 2.9: Right- and left-rotating helical and cycloidal spin spiral configurationse i the
limitation to external magnetic fields along only one or at maximum two spatial diresdbiothn
the spiral type and the rotational sense cannot be measured in traditf»EAN8 setups.

Spin contrast

Fig. 2.8 (b) presents a spin-polarized/dlU map recorded on.71 atomic layers of Fe
on W(110) using an Fe coated W-tip being sensitive to the amgimagnetization of
the sample. The image shows the well known domain strucB0ewith the bright
and dark in-plane magnetized domain wall areas being predmtty aligned along
the [110] direction of the underlying W(110) crystal. It was shownprevious stud-
ies [29, 30] that the observed domain structure has a unique rotatgerae that does
not depend on the position on the sample surface. In theawitpthis type of mag-
netic spiral state is referred to as a unirotational spirespHowever, both from previ-
ous studies and from the measurement in panel (b) it remaiclsar if this spin spiral
state is of cycloidal or helical type or if it is even a compmbination of both. In
addition, it remains unclear if the spiral is right-rotafiar left-rotating (cf. Fig2.9).
Except for local distortions due to surface inhomogengittee observed spin spiral
structure in the Fe DL on W(110) can essentially be descrilsea ane-dimensional
structure where along D] all magnetic moments are aligned parallel. In particula
the observed spiral configuration can be described as a ppal propagating along
[001]. The system will be discussed in much detail in the render of this thesis.
By making use of the now available rotatable magnetic fieldilitve shown that the
observed magnetic structure is an inhomogeneous righingteycloidal spin spiral
whereas the other configurations in F2y9 can be ruled out.
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The magnetic structure of the Fe DL on W(110) has been the dutfji@umerous ex-
perimental and theoretical studies during the past decitmesertheless, the structural
details of the observed magnetic configurations could ndtlbhedetermined and the
magnetic interactions driving these configurations reedipuzzling. In some studies
the observed magnetic structures were discussed in terplassical domain patterns
driven by the reduction of dipolar stray field ener@y. [ Other studies discussed the
observations in terms of spin spirals being driven by theadled DM interaction that
results from the broken inversion symmetry at crystal @$a3, 72, 73]. However,
none of the proposed models gives a consistent descriptioall eexperimental
observations.

In the following five chapters the magnetic structure of thee BL on W(110) is
discussed in detail. After introducing some general cotecépr the description
of magnetic thin films Chapter 3), the results of previous studies on the sample
system are summarize€lapter4). By making use of the unique capabilities of
the experimental setup discussed in Part I, some hithettaguessible experimental
guestions will be answeredhapter5). In particular, it will be shown that the spin
spiral in the Fe DL on W(110) is flat right-rotating cycloid. niily, the previously
suggested micromagnetic models for the description of #taeDE on W(110) are
combined and extended significantly. It is shown that thelteg model gives the first
theoretical description that consistently reproduces>glerimental observations. The
model is applied to closed Fe DL film€lapter6) as well as to Fe DL stripe systems,
as measured in previous studi@8][(Chapter7)
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Chapter 3

Spin spirals and classical domains

The following discussion gives an overview of the magnatieractions that play a
role in ultrathin metallic films at crystal surfaces. The gext concepts of spin spirals
and classical domain structures are introduced. It is ds@dl how these structures
can be quantitatively described using a micromagnetic mextatz. In particular, the
previously suggested micromagnetic models are summarmoedbined and extended
by the additional consideration of dipolar energy. The ubsed model equations are
important prerequisites for the understanding of the previstudies on the Fe DL on
W(110), as summarized iDhapter4 and the subsequent analysis of closed Fe DL films
and finite Fe DL stripe systems in tihapterss-7.

3.1 Magnetic interactions in metallic thin films

In general, the magnetic structure of magnetic thin flmesyst, such as the Fe DL on
W(110), is determined by two types of interactions:

e Local interactions that result from the overlap of quantuethanical wave func-
tions, the Pauli exclusion principle, Coulomb interactiand local spin-orbit
coupling dfects.

e Long-range dipolar interactions that depend on the magsétay field of the
individual magnetic moments.

In the following both types of interactions will be discudse detail.

45
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Local interactions

Around the Fermi energy the band structure of the Fe DL on Wj(id@ominated

by spin-polarized 3d band34-76] and the magnetic properties are governed by the
itinerant nature of the delocalized electrons that occuygsé bands. The simplest
model describing the magnetism of itinerant magnetic systesuch as the Fe DL on
W(110), is the Hubbard moder7]:

H=-t- Z a aj,+u- Z aana ay (3.1)
(i) i

The model is described in the framework of second quantizatiith a' = and a;,
being the creation and annihilation operators of an eladimea non-degenerate state
being localized at the atomic lattice site The spin of this state is denoted The
first sum describes the hopping of electrons between nergithtattice sites and
j, as defined by the transition matrix eleméntThe second sum defines the on-site
Coulomb interaction of electrons at the same latticeisigth u indicating the strength
of the Coulomb repulsion. In the atomic limit = 0) the hopping of electrons is
effectively suppressed, and the system is in an insulating.statthe opposite limit
the hopping dominates and the system is characterized byrteeant electrons in the
delocalized electronic bands.

All magnetic properties of an itinerant magnetic systemlmadescribed in terms of the
spatially dependent spin density of stateéx, y) that can be calculated using spin den-
sity functional theory T8, 79] and measured by SP-STM, as discussed in the context
of Eq. (L.2D)-(1.22. In generalm (x,y) is relatively homogeneous around the atomic
lattice sites and varies mainly along the bonds betweenttimasa as could be shown
both experimentally25, 80-82] and theoretically 83, 84] for a number of materials.
Consequently, it seems to be well justified to integraté, y) over the homogeneous
areas around each lattice site and consider the resultiogonspins as localized mag-
netic moments. In particular, such an approach is equivateconsidering the limit

T < U where the hopping term in Eq3.Q) is treated as a perturbation with respect to
the interaction term. Taking spin-orbit coupling into aeog in this limit the Hubbard
model can be mapped on afiextive Heisenberg HamiltoniaB8%-88]:

H= ZSJiij + ZSK,S]

i#] i

SX SX ‘]XX ny ‘]XZ
S= Sy > Sj = Sy > Jij = Jyx Jyy Jyz
i SZ J ‘]ZX ‘]Zy ‘JZZ I]

(3.2)
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The first term of the Hamiltonian describes the energy of tieipteractions between
individual macro spinsJ;; determines the magnetic coupling energy of one single pair
of spins §, S;) being localized at the lattice positionand j. S andS; are described

as vectors and thus refer to classical magnetic momenty. areenormalized such that
IS| = |S,-| = 1. The second term of the Hamiltonian describes the on-gj&ailine
anisotropy energy. It is given as the sum of the anisotrogygees of the individual
magnetic moments at the lattice siiesAt each lattice site the anisotropy energy is
fully described by the anisotropy tendr and the respective magnetic momént

Like every quadratic matrid can be decomposed:

J=J1+J5+J°

(3.3)

J:%ﬁu),\P:%@+f}Jn, ﬁ:%@—ﬁ)

Here, J° and J* describe the traceless symmetric and the antisymmetricabal,
respectively. In the following the coordinate system issgosuch thal® is diagonal.

Based on the definition of the so-called DM vector
D, ?zy

D=| Dy |:=| &= (3.4)
D, e

the matrixJ* can be simplified:

O ny_ J)’X Jxz—Jzx
JA _ ny_ Jyx 6 ‘])/Zg Jzy
= ——5 e T4
_ Jxz—Jzx _ Jyz=Jzy 0
2 2
(3.5)
O DZ - Dy
= - DZ O D X
Dy - D X 0

Finally, the spin Hamiltonian Eq3(2) can be rewritten using EqB3(3)-(3.5):
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H:ZS~Ki-S+ZJijSSj+ZSJﬁ’Sj+ZDu'(Sixsj) (3.6)

i#] i#] i#]

In this form the Hamiltonian is more illustrative, since thh@nmands on the right hand
side can now be identified with the physical interactionsigeliscussed in this thesis.
It was already mentioned that the first term describes theggreontribution of the
crystalline anisotropy. The second term corresponds tdidrailtonian of a classical
Heisenberg model and describes the contribution of isanmg@agnetic exchange. The
third term extends the model by the contribution of anigatonagnetic exchange. The
last term finally represents the so called DM interact@®-p2] that will be discussed
in more detail in the following section. It is fully deterneid by the DM vector®;;.

In analogy to Eq.3.2) the summations go over magnetic moments at the latticgisite
andj, respectively.

Dzyaloshinskii-Moriya interaction

More than 50 years ago, Dzyakloshinskii derived on the baEfssgmmetry arguments,
that in the presence of broken inversion symmetry spintaupling gives rise to
antisymmetric exchange interactions that can be exprasstmal equivalence to
the last term on the right hand side of E®.G) [89, 90]. Finally, Moriya showed
how to calculate this contribution for the special case oflzed magnetic moments
using a microscopic model relying on direct exchange ictesas between two
neighboring magnetic sites in the presence of on-site git-coupling P1, 92]. Both
Dzyaloshinskii and Moriya considered the discussed ioteya as the driving force
of the weak ferromagnetism observed in several antifergmagc insulators, such
asa — Fe0; and Crk. Finally, it was proposed that the DM interaction also plays
an important role for the observed magnetic order inQug0, and YBaCuwsOg-type
perovskite compound®8-97], as well as in the chiral bulk magnet Mn3i||

In this thesis the magnetic structure of the Fe DL on W(110)vusstigated. However,
in this context the microscopic model of Moriya is no longppkcable, since it does
not account for the indirect magnetic interactions in itaxg systems, i.e. it does not
account for interactions mediated by the W(110) surface.rdieroto account for this
deficiency the special case of two distinct magnetic atortesacting in a RKKY-like
manner via a nonmagnetic atom with strong spin orbit cogphas investigate®].

The scenario is illustrated in Fi§.1, where the orange circles represent the magnetic
atoms and the violet circle corresponds to the non-magagiin mediating the indirect
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Figure 3.1: Indirect asymmetric exchange interaction between two magnetic atoms (prange
mediated via a non-magnetic atom (violet) with strong spin-orbit coupling. Thymet&e mo-
ments of the magnetic atoms are illustrated for twiedént scenarios (green). (a) Rotation of
the magnetic moments via the out-of-plane direction. The cross producty&te S, and

r1 x rp are collinear. Their parallel or antiparallel alignment, and thus the sign cétpective
contribution to the DM energy, depends on the rotational sense of the timgrm@nents. In

(b) the rotation of the magnetic moments is confined to the surface plane, i.eoisgpcoduct
vectors have a perpendicular alignment. Consequently, the DM enangphes.

coupling. The figure visualizes twoftirent scenarios concerning the relative orienta-
tion of the magnetic moments. In (a) the magnetic momené&eota the out-of-plane
direction while in (b) the rotation is confined to the surfgtane. Like for the case of
direct exchange couplin@l, 92] the Hamiltonian can be written in formal equivalence
to the last term on the right hand side of E8.6). For the case of indirect interaction
between two magnetic atoms in spin glasses doped with hegwyrity atoms 99| the
Hamiltonian was shown to be of the following form:

Sin[Ke(ry+ra+rg) +nl-ry-rs
{1 Iz

Hom = =V (¢) (rixra)(S1xS) (3.7)

Here, the nomenclature refers to F&1, with rj = |rjj andrip = [ro—rq]. V(£) is a
prefactor depending on the spin orbit coupling constanf the nonmagnetic atom
(violet), ke is the Fermi vector, anglis a parameter indicating a phase shift induced by
the indirect interaction.

Eq. 3.7) results in a finite energy contribution only in the case ohgdaa) where
the cross product vectols; x S, andry x r, are collinear. The sign of the energy
depends on the parallel or antiparallel orientation of ttts€ product vectors, i.e. on
the rotational sense of the magnetic configuration. Thetemue of great value not
only for the description of spin glasses but also for itiménaagnetic systems such
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as metals and semiconductors. In particular, it can be lageusto the case of two
interacting magnetic atoms on a surface in the presenceasfgsspin orbit coupling
effects, i.e. it can be applied to the case of the Fe DL on W(11@\)goiie subject of
the following chapters.

Dipolar interaction

Eg. 3.2 and Eqg. 8.6) only contain magnetic interactions of local characternieeer,

a complete description of magnetism in thin films, such asFd®L on W(110), is
only possible if the long range dipolar coupling of magnetioments is additionally
taken into account. The respective Hamiltonian is given by:

Haip = DdipZ 55 - S(Si . rij)(Sj . rij) (3.8)

Here, the summation goes over all pairs of s@@n$; with their relative distance being
given by|rj;|. Dgjp is the dipolar coupling constant.

3.2 Micromagnetic continuum model

It was shown above that the interactions driving the ordeghmagnetic structures
can be described in terms of a discrete model based on singgmetic moments.
However, within this approach the calculation of the enengyimum can be extremely
complicated, in particular if the number of magnetic morsesitarge and if long-range
dipolar interactions are involved. Thus, in general the mesig ground state is only
accessible on the basis of approximation techniques suloate-Carlo simulations.

If a magnetic structure changes on a length scale being tamggpared to the lattice
period of the underlying crystal, it can alternatively bed&ed in terms of a micro-
magnetic model. Instead of a discrete set of unit vedigisthe magnetic structure is
described by the continuous vector fidtl(x, y, 2) indicating the spatial variation of
the magnetization vector. Like the magnitude of the discrehgnetic momentS the
magnetization vector is normalized|M| = 1.
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Local spin-spin interactions

For the special case of a magnetization profile varying oltlggaa unique propagation
directionx the micromagnetic analogon of E®.6) is given by: [72, 73]*

E[M (x)]:d-b-fM(x)-R-M(x)+A-M2(x)+f>-(M () x M (¥) dx. (3.9)

The calculation ofs, D andK depends on the lattice structure of the underlying crystal.
For the W(110) surface a detailed discussion is giver7#.[ The integrand denotes
the spatial variation of the local energy density per voluah@eng the propagation
directionx. The parameterd andb refer to the spatial extensions of the magnetic
structure along the directions perpendiculaxtoM indicates the derivative d¥l by

the spatial variablex. Since no time derivative is needed in the framework of this
thesis, this notation will be used as a standard abbrewiatithe following.

For a spatially periodic magnetic structure the local epelensity per volume is peri-
odic as well. Consequently, the average energy density caalbelated by integration
over one period and division by the period lengih

anisotropy exchange DM interaction
9l ~ —_—T ;
M) K-M)+A-M?()+D- (M (x) x M (x)) dx
e[M(X)] = 7 (3.10)
X

In formal analogy to Eq.3.6) the micromagnetic ansatz considers three types of
interactions: crystalline anisotropy, magnetic exchangied the DM interaction.
Compared to the discrete model, the exchange energy is nanilakss by the &ective
exchange sfinessA. In an analogous way, the DM vectoDs; are replaced by an
effective vectorD. Finally, the crystalline anisotropy tensét is replaced by its
micromagnetic counterpalkt, as well. In the following the tilde will be omitted since
all further discussions will be based on the micromagnetitiouum ansatz and thus a
confusion with the discrete model parameters can be exdluslecording to Eq.3.10

the micromagnetic energy density is essentially deterchibg the tensorial and
vectorial quantitief\, K andD. Consequently, the magnetic ground state depends on
the relative orientation of the easy, hard and intermediagnetic axis, the direction

of theD-vector and the directional dependence of the magneticagmgshinteraction.

According to the short discussion in the context of Rig.(b) and Fig2.9the magnetic
structure of the Fe DL on W(110) is essentially one-dimeraiand propagates along

1In the context of the Fe DL on W(110) this is a reasonable assamthat has been confirmed by
experimental observationg][ This issue will be discussed in more detail in Chajster
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Figure 3.2: Definition of the coordinate system for a magnetic surface structure gatipg
along one of the high symmetry directions of the underlying crystal surfdoex, y, andz-axis
are oriented along the propagation direction,Eheector, and the surface normal, respectively.

the crystallographic high symmetry directip@01]. In a previous study72, 73] this
special case was analyzed in detail. In particular, Bd.Jj was investigated, relying
on the idea that the observed spiral structure is inducetddéypiM interaction. This is
a reasonable assumption, since all other interactionsyanenstric and can therefore
not account for the observed unique rotational sense. Hewvéwvurns out that, for a
propagation direction along one of the high symmetry axes,00M interaction only
results in a non-vanishing energy contribution if the spira is of cycloidal type,
and if additionally the fectiveD-vector points in-plane and normal to the propagation
direction P1]. For the Fe DL on W(110) the required orientation of Dwwector is sup-
ported by DFT calculations] 72] that indeed suggest an orientation alongq]L The
cycloidal character of the spin spiral remains to be confitexgerimentally (cf. Chap-
ter 5). Starting from the required direction &f, the observed propagation direction,
and the direction of the surface normal, one can chose ahignded coordinate sys-
tem, as visualized in Fi8.2 With respect to this coordinate syst&@randK simplify

considerably.
0 Ky 0 O
D=|D| , K=| 0 Kp O |. (3.11)

0 0 0 K,

Finally, the magnetic structure can be described in termgotdr coordinate® (r),
¢ (r), as visualized in Fig3.2 The magnetizatioM is then given by:
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My (%) sin[6 (x)] - cos[¢ (¥)]
M= My(X |= [ cos[f (x)] ] (3.12)
Mz (X) sin[6 (X)] - sin[¢ ()]

Using this definition, Eq.3.10 can be rewritten in terms of polar coordinates as well:

Ax
el009.6(0)] = %fo A(# +sir? o o) + Dsir? o]

+K, sir? 6cos ¢ + Kp cos 6 + K, sirf 9 sir? ¢ dx

(3.13)

Now, the parameters, K,, Ky, andKp are of scalar type in contrast to the tensorial
guantitiesA andK used before. In an analogous way, the Dzyaloshinskii paerbe

is a scalar as well, in contrast to the previously used vedtquantityD. Note, that
by definition of the coordinate system (F2) D is positive. Thus, in Eq.3.13 the

+ (-) refers to a positive (negative) valuegfi.e. the parallel (antiparallel) orientation
of the cross product vectdd (x) x M (x) in Eq. (3.10 with respect to thg-axis of the
coordinate system.

There are essentially thredl@irent scenarios for the relative alignment of Bheector
and the hard, easy, and intermediate magnetic axis, regggct

¢ D pointing along the easy magnetic axis
¢ D pointing along the hard magnetic axis

¢ D pointing along the intermediate magnetic axis

In the context of the Fe DL on W(110) the first scenario can bedrwut from an
experimental point of view, since it could be shown that thgyeaxis is pointing along
the z-axis [29, 10(. Only in extremely narrow Fe DL islands and stripes an iangl
magnetization has been observ&@1, 102. However, instead of an in-plane magnetic
easy axis this observation was attributed to the magnetihazge coupling to the Fe
ML. In contrast to the direction of the easy magnetic axis,dmections of the hard and
intermediate axis remain unknown from an experimental fpgfiiview. Thus, the two
remaining scenarios will be discussed in the following.
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D pointing along the hard magnetic axis: K, < Ky < Kp

For this scenario the magnetization vector is confined tqx@eplane, since any de-
viation would increase the energy density contributionbath the anisotropy and the
DM interaction. Consequently, the magnetic structure caddseribed by only one
angle¢ (x), with 6 (x) being equal to zero. The energy density functional Bql3)
simplifies to:

fOAX A- |<;>|2 + D - |g| + K - cogg dx
+ constant
Ay (3.14)

gl (9] =

Kc:Kx_Kz

Eq. 3.19 was discussed in detail id03 104. It was shown that the magnetic ground
state is either a collinear single domain state or a spimbpwith the spiral profile being
given by:

¢ (X) = xam X, 8
A
O (3.15)
A T 4 T
=0\ F(30) . D=5 E(30)

Here, am denotes the Jacobi amplitude function. The paearfiet [0, 1] defines
the inhomogeneity of the profile, i.e. the deviation from afeet linear behavior of
¢ (X). Itis related to the spiral periogk via F, the incomplete elliptic integral of the
first kind [105. The +-sign determines the rotational sense of the spin spiralceSi
the spiral state is induced by the DM interaction, the sgeaiod A, depends orD.
Consequently, there is also a functional relationship betzzand the inhomogeneity
parameteb. It is mediated by E, the incomplete elliptic integral of gecond kind.
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Figure 3.3: (a) Spiral periodiy as a function of the Dzyaloshinskii paramelferThe value of
Ay diverges withD approachind) as defined in Eq3.16). (b) Inhomogeneity of the spin spiral
profile. The figure visualizes the functign(x) according to Eq.3.15 for various values obD.

In order to allow for a better comparison all lengths are given in unitsofWith increasing
D the spiral profile approaches the homogeneous limit, whéxebecomes a linear function
of x (red line) and the in-plane component of the magnetization is a sinusoidaidurof the
position along the propagation direction of the spiral (upper inset). Inghesite limitD \, D¢
the spiral profile converges to a periodic sequence of infinitely spdasdical domain walls,
as visualized in the lower inset.
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For the phase transition between the collinear and the gpialsegime (Eq.3.15
there is a critical value of the DM parameter:

T

For D < D, the magnetic ground state is collinear, the spin spiraéstabbserved for
D > D..

Fig. 3.3(a) visualizes the spiral periot} as a function oD. While A, is small for large
values ofD it diverges forD N\, D.. Fig. 3.3 (b) shows¢(x), as given by Eq.3.15,
for three diferent values oD (and thus three flierent values ob and 1,). For a
better comparison of the curves all lengths are given insumiitl,. With increasing
D the spiral profile approaches the homogeneous limit, whéx® becomes a linear
function ofx (red line) and the in-plane component of the magnetizas@sinusoidal
function of the position along the propagation directiontlod spiral (upper inset).
In the opposite limitD ~\, D, the spiral profile converges to a periodic sequence of
infinitely spaced classical domain walls, as visualizedhi fower inset. The shape
and energy of one single domain wall will be discussed be#dter considering the
second scenario wheEepoints along the intermediate magnetic axis.

D pointing along the intermediate magnetic axis: K; < Kp < Ky

For D pointing along the intermediate magnetic axis the DM intBoam continues to
favor a rotation oM in the xzplane. However, in contrast to the previously discussed
scenario, now the anisotropy energy is minimized by avgidine magnetically
hard x-direction and deviating from thezplane, while co® is large, i.e. while the
magnetization is aligned along the~plane (Fig.3.4). Consequently, the resulting
magnetic configuration must in general be described by tadepandent angles,(¢),
according to Eq.3.13. The values ob and¢ depend on the relative strength of the
involved magnetic interactions.

The discussed scenario was investigated in detail 2h [It was shown that for small
values ofD the magnetic ground state is a collinear single domain.statedd = D,
the system undergoes a phase transition to the spin spgiahee in analogy to the
previously discussed scenario. However, now the spiralggnean be further mini-
mized by deviating from the flat spin spiral configuration @sg as the value dD is
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flat spin spiral configuration (© = 90°)

w«bw«-bw«-o

(b) complex spin spiral configuration (O # 90°)

HN)N

Figure 3.4: (a) Flat spin spiral configuration as discussed for the cade pbinting along
the hard magnetic axis. (b) Complex spin spiral configuration as discss#te case oD
pointing along the intermediate magnetic axis. The complex spiral configuratlgrexists if
Eq. 3.17) is fulfilled. Otherwise, it reduces to the flat configuration shown in (a).

below a certain threshold. Note, that even below this tlolekstine deviation from the
flat configuration can only prevail if the anisotropy energffetence between the
andy-direction is large compared to the one betweenytrendz-direction. The exact
condition for the existence of the complex spiral phase veseld in [72]:

Ky — Ky > Ky = K,). (3.17)

008(

Otherwise, the spiral rotation remains confined toxelane for all values oD > D,
and the magnetic ground state can be described by Ei4){(3.16, as discussed
before.

It will be shown in Chapteb that for the Fe DL on W(110) the complex spin spiral
configuration can be ruled out on the basis of measuremeintg tiee experimental
setup discussed in Part I. Consequently, in Cha@{éthe theoretical analysis of the
experimental observations can be based on Eq4-(3.16 although the direction of
the intermediate magnetic axis remains unknown.
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Domain wall shape and energy

Even if the Dzyaloshinskii paramet& is too small to induce a spin spiral state, a
ferromagnetic structure of ficient size can decay into domains due to surface defects
and additional energy contributions such as the hithertocoasidered dipolar, i.e.
demagnetizing, energy that will be discussed in the folhggection. In analogy to the
previous scenario witD > D, the domain wall shape and energy can be calculated on
the basis of Eq.3.14) using variational techniques. In the following, the domaaall

is forced into the system by the choice of appropriate boyndanditions.

lim [¢(X)] = ig (3.18)

X—+00

Starting from Eq. 8.14) one gets

+00

Eval = Iw[A(}b2+cho§¢]dx+f [D(p]dx

—00

T
+32

IW[M2+KCCO§¢]dX+D- de

-z
2

= Iw |A$” + K. cos ¢| dx = Dr. (3.19)

Applying variational techniques to the integral remainorgthe right hand sidelp6
results in the domain wall enerd and the domain wall shapg(X):

Ewar = Zf A¢.52dX+iD-7r

2f Kccosp dx+D -7 (3.20)

0 : Bloch wall
4\’AK°i{ D7 ; Neelwall

: X . [A
¢ (X) = arcsn-(tanh(m)), Wo = 2\/;. (3.21)

Here, wy is a measure of the domain wall width, as used in the remaioti¢his
thesis. In analogy to Eq3(14 the +-sign denotes right and left rotating domain
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walls, respectively. Consequently, in the presence of the ib#raction right- and
left-rotating Néel-type domain walls are not energeticditgenerate. For large values
of D the energy split can become large, such that for one sensgation the domain
wall energy may eventually become negative Bor- D.. Note, that herd, has the
same value as in Eq3(16. Thus, a transition from positive to negative domain wall
energies corresponds to a transition from the classicahdgota the spin spiral regime.

In the presence of an external magnetic fiBldlong the surface normal domains being
magnetized parallel to the field are larger than those withrdiparallel magnetization.
For high enough fields, pairs of domain walls are formed. Titodilp of such a wall
pair, sometimes denoted as a 3@@&ll, can be calculated analyticall§Q7]:

?360 (X) = ; arCSir(tanh()\(N—i/_zc))

C'—Warcsir( ZKC) wi=2 A
S 2 VM;-B) » 77 T\ K.+ %8B

Here,+c denote the centers of the two X80alls andw indicates their individual wall
width that difers from the one given in EqB(21) due to interactions between the walls.

(3.22)

According to Eq. 8.21)-(3.22), both the domain wall shape of a single domain wall and
the profile of a domain wall pair are independentofi.e. they are notféected by the
DM interaction. In Chapte® this property will turn out to be of highest significance, as
it allows to generalize the results of a previous stutjyt¢ the case of a non-vanishing
energy contribution of the DM interaction although it has heen considered in the
original work.

Demagnetizing energy

Thus far, for the calculation of the energy density only lonteractions were consid-
ered while the long-range dipolar interactions were omitie order to overcome this
deficiency it is crucial to incorporate the contribution gé@ar energy (Eq.3.8)) into
the micromagnetic model ansatz discussed before E4)].

The dipolar energy of a magnetic body is equivalent to theggnef the demagnetizing
field Hq since, according to Maxwell's equatioHy and the magnetizatiokl of the
body are related quantities:
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div[B] = —div [0 (Hq + M)] = O. (3.23)

Based on this relationship the demagnetizing energy, caalbelated in two diferent
ways [108]:

Eo= 2. f Hgdvz-‘g-fHd-Mdv. (3.24)

all space sample

Here, the first integral extends over all space. The secdedria is mathematically
equivalent and refers to the finite sample volume. This nmatttieal equivalence may
be illustrated by the following handwaving argument: Thergy of the fieldHy can

be calculated by considering the complete field (first idBgiHowever, the source of
the field, i.e. the magnetizatiod inside the magnetic body, necessarily contains the
same information as the complete field. Thus it must be plesgilcalculate the field
energy on the basis of the magnetization inside the maghetig (second integral).

In analogy to Eq.3.10 the averaged demagnetizing energy density can be cadulat
inside the sample volume V starting from Eg8.24):

1 Ho
Ed = V 2HdM dV (325)
\%

Fig. 3.5shows the demagnetizing fielttly and the respective magnetizatighfor three
different scenarios: an infinitely extended homogeneously etegul plate (a), a finite
plate with identical magnetization (b), and two magnelycaiteracting finite plates
with magnetizations identical to the ones in (a) and (b).alfHy is homogeneous, i.e
one hadHy = =M. In contrastH, is inhomogeneous in (b) due to the finite plate size.
In (c) the inhomogeneity dfly is further increased with respect to (b) due to magnetic
interactions with the second plate. Since in the framewdrkis thesis finite size ef-
fects on the demagnetizing field will turn out to be of majoportance, itis elucidating
to conceptually spliHy into its homogeneous and its inhomogeneous contribution:

Hg = HO™ 4 HOMom — _pp 4 p{ohom) (3.26)

The demagnetizing energy density E8.25 can be split accordingly:

_ 1 Moy .2 1f/~‘0 (inhom)
sd—vf 2M dv v 2Hd M dV. (3.27)
\Y

\%

Eshape ai[';hom
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I: Demagnetizing field [l: Magnetization
(a) (b) @) (b)
(© (©)
1
K./

Figure 3.5: I: Dependence of the demagnetizing field on the magnetic charge distrib(dion.
Demagnetizing field of a homogeneously magnetized infinite plate. (b) Field injemadies
due to finite size fects. (c) Modification of the demagnetizing field due to interactions with a
neighboring plate. The corresponding homogeneous magnetizationis@atzed in (I1).

Here, the first integral describes the so called shape aopoenergy density, while
the second one refers to the energy density contributiortademain formation and
finite sample geometries. In previous studi®@s4g, 72, 73, 109 it was argued that in
ultrathin magnetic films the second integral can be negledteChapte6 the validity
of this approximation will be confirmed for extended Fe DL #lon W(110). However,
in Chapter7 it is shown that in the case of finite stripe geometries theedexrd of the
second integral is no longer justified.

Shape anisotropy

With Ms being the saturation magnetization af(k) describing a periodic one dimen-
sional magnetic configuration with period length the first integral in Eq.3.27) can
be rewrittes:

Ax Ax
1 . 1
X X
. J (3.28)

._ Ho
Kshape.: E MSZ.

2For the definition ofp cf. Fig.3.2
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The shape anisotropy energy density.peiS minimized for¢ (x) = 90, i.e for all
magnetic moments being aligned along the sample plane. Ay&qal origin of this
behavior is the reduced number of magnetic charges in ataimepmagnetized thin
film as compared to an out-of-plane configuration. Consetyye¢he demagnetizing
field, and thus the demagnetizing energy, is reduced byimgtahe magnetization
direction into the sample plane. However, if the crystallanisotropy is out-of-plane
andK_ is larger tharKsnape the shape anisotropy only reduces tfteive anisotropy
without changing the direction of the magnetic easy axis.is Betenario has been
observed for the Fe DL on W(110), where the experimentallyeolesl éfective
anisotropy is out-of-plane2p, 101, 102, although, according to Eg3(28), the shape
anisotropy prefers an in-plane configuration.

According to Eq. 8.28 the shape anisotropy is formally equivalent to the criistal
anisotropy energy density in EQ.(4), with the parameteK. being replaced bikshape
Consequently, both equations can be merged:

“A- +D- Kei - COS0 d
el (X)] = fo |¢| . |¢|+ o 0059 X+constant
Ax (3.29)

Kest = K¢ — Kshape

Starting from this equation, Eg3(19-(3.22 can be recalculated in formal analogy to
the previous discussion based on Ej14). In all equations the crystalline anisotropy
K. must be replaced by thdfective anisotropWKeg.

Domain formation and finite size dfects

In contrast to the calculation of the first integral in E.2X7), the calculation of the
second integral is highly non-trivial. It can only be detered by calculating:y and
subtracting the previously calculated shape anisotropyritition (Eq. 8.28). In
general,gq can be separated into the energy density contribution oinetagsurface
charges £5') and the energy density contribution of magnetic volumergﬂem(sg"').

In the following the calculation oéf,“” andsgo' is discussed independently. Since all
calculations in this thesis refer to magnetic thin films, ¢basiderations are restricted
to two-dimensional magnetic structures, where the mazgugtn M (X, y) varies only
along thexy-plane.
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The magnetic surface charge distributiofx, y) in a magnetic thin film is proportional
to the projection of the magnetizatiavi(x,y) on the surface normak-direction in
Fig. 3.2). Consequently, the corresponding contribution to the dgrazing energy
density €5"™) can be calculated as a functional®fx, y). In general, it can only be
calculated numerically. However, if the analysis is res&d to periodic magnetic
charge distributions, the mathematical complexity redwmmnsiderably. In particular,
for this special casey (X, y) can be expanded into a Fourier series, ag*’lﬂ is given as
an analytical function of the respective Fourier fiméentsc,s [110:3

o , 1-— e—Zﬂgrs
g(sjurf [O’ (X, y)] = EM? -d- {C(Z)O + ; [Crs -Cr_s- 27T—grs]}

Ay i O
. f yf o (XY) ) e—2n|(rﬂ+s%) dx dy (3.30)
0 0 /lx . /ly

2 2
r S
o= +(3)

The period ofo (x,y) along thex- andy-direction is given by, and2y, respectively.
Ms is the saturation magnetizatioth denotes the film thickness. The summatn,

is defined for integers and s from —oco to co, omittingr = s= 0. If the projection
of M(x,y) on the surface normal is replaced by a projection onxaérection (cf.
Fig. 3.2), the functiony(x,y) and the corresponding energy density contribuﬁgﬂﬁ
can be calculated in analogy & x, y) andgz“”‘:4

rs

Ay Ay .
G = f yf |:')/’1(X,/i/) ) e—Zﬂl(rE+S%):| dx dy (331)
0 0 x " Ay

2 2
r S
g =4 (ﬂ_) +(ﬁ_y)

3In order to assure correct unitss:ﬂ“”, o (X, y) must be given in units qgipMs.
“Here, the calculation o:f‘éo' is restricted to the special case of a vanishing projectiol @n the
y-direction (cf. Fig.3.2), in agreement with the novel experimental results to beudised in Chaptes.

] , /1)2( 1-— e—zﬂ'grs
SdoI [y (xy)] = %Mg'd'{c(z)o + Z [Crs FCors 2+2 (1 - 27t0rs )]}
X y
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Demagnetizing energy of a spin spiral in a closed magnetic ffil

In the context of the previously discussed local interandithe spin spiral profile was
assumed to vary only along tixedirection while it is constant along thedirection. If,
in addition, the rotation of the spiral is confined to a plafie-(0, Eq. 3.14-(3.19),
M can be expressed in terms of the spiral prafiig) (cf. Eq. 3.28). Consequently,
botho(x,y) andy(X,y) can be rewritten:

o (X,y) = ox (X) = sin[¢ (X)]
(3.32)

v (%Y) = vx(X) = cos[¢ (X)]

For this one-dimensional special case the demagnetiziagygmensities (Eq.3(30)-
(3.32) simplify considerably:

ﬂx

surf [6(X)] = Ho MZ {CO i Z G -C.,

S o

1 x 2r
C = —f sin[¢ (x)] - €' x*dx
/lx 0

e [6 (] = 22 -{c§+2 cr-cr-[l—£

i
% (3.34)

1
C =— f cos|¢ (X)] - € e TXdx
Ax Jo

X
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Like the local contribution to the total energy density (E8.14), the demagnetizing
energy densitiesf;”f ands‘éo' are given as functionals gf(x). Consequently, all energy
density contributions can be easily combified

Al¢l® + D - |¢| + K. - cog ¢ dx
el 9] = L2101 ’

% +&d[¢ (X)] (3.35)

ea[o (X)] = &3 [¢ ()] + £ [¢ ()]

Demagnetizing energy of a spin spiral in a magnetic stripe aay

For the more complex scenario of finite magnetic stripesnesstigated experimen-
tally in previous studiesZ9, 111], Eq. (3.33-(3.395 are no longer applicable, since
the one-dimensional approach does not account for inhonemyes topographic struc-
tures. However, this deficiency can be overcome by refogusinthe two-dimensional
functionso (x,y) andy (x,y), as defined in Eq.3(32. Botho (x,y) andy (X, y) can
always be written as the product of the previously definedtionsoy (X) andyy (X)
(Eq. 3.32), defining the spin spiral profile, and an additional fuontt (X, y), describ-
ing the topography of the sample.

o (XY) =ox(X) - 7(XYy) =sin[¢ (X)] - 7(X,y)
(3.36)

y(xY) =y (¥) - 7(Xy) = cos[¢ (¥)] - T(xy)
For the special case of a closed magnetic film onertfasy) = 1 and Eq. 8.36 reduces

to Eq. 3.32. In the general case of a magnetic film that covers only ditse sample
surfacer (x,y) is defined as:

1 |inside areas covered by the magnetic film
T (%) = (3.37)

0 |inside areas not covered by the magnetic film

Note, that hereq implicitly contains the energy density contribution of #teape anisotropy. Thus,
the first summand in Eq3(35 refers toK. instead oK.
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Using Eq. 8.36), 3" and & (Eq. 3.30-(3.31), and thus the total demagnetizing
energy densityy, can be rewritten as functionals ¢{x) and (x, y):

ealo (), T(xY)] = e[, T(xY] + e [p(¥),7(%Y)] (3.38)

In this form the demagnetizing energy density can be conaiéh the local contri-
bution to the energy density E@.(4) in analogy to Eq.3.35):

fA|<}>|ZiD-|<}5|+KC-co§¢dx 1

8[¢ (X) sT(Xs y)] = A, +B'8d [¢ (X) ,T(X, y)] (339)

Here p denotes the surface fraction covered by magnetic mateftahccounts for
the fact that the demagnetizing energy of E330) refers to the volume of a closed
magnetic film while the local energy density contributionpimitly refers to the
magnetic volume that corresponds to the partial coverageaitticular the prefactor
1/p converts the demagnetizing energy density such that itgédethe true magnetic
volume as well.

While in the case of shape anisotropy (E8.29 the spiral profile and energy of the
magnetic ground state can be calculated using variatiecahiques this is no longer
possible in the case of Eq3.895 and Eq. 8.39. Instead numerical methods must
be applied. Consequently, the computational complexityeiaees significantly if, in
addition to the shape anisotropy, the influence of inhomeujiess in the demagnetizing
field is taken into account. It will be shown in this thesistttiee efects of such field
inhomogeneities can be neglected in closed Fe DL films on W(dplay a decisive
role in the case of finite Fe DL stripe geometries.



Chapter 4

Fe double layer on W(110): previous
studies

With the theoretical background of the previous chaptes imow possible to give an
overview of the experimental and theoretical studies orfrthBL on W(110). With the
advent of the SP-STMZ[1-24, 53] the Fe DL on W(110) became one of the first mag-
netic systems that was investigated with nanoscale magrestolution and remained
the subject of various experimental and theoretical stueler since. In this chapter the
results of these studies are compared and existing coctiath are discussed. Finally,
the remaining experimental and theoretical challengeswarenarized.

4.1 Topographic structure

The lattice structure of W crystals is body centered cubic)lwith a lattice parameter
aw = 3.165 A [112. The surface unit cell of the (110)-surface has a rectaardoit
atomic structure, as illustrated by the filled blue circles-ig. 4.1 (a). Fe also has a
bce lattice structure, with a lattice parameteg = 2.866 A [112. When combining
both materials by evaporating Fe on a clean W(110) surfacebserves that the first
atomic layer (AL) of Fe grows pseudomorphically, i.e. itlfo¥s the lattice structure
of the underlying W(110) crystalll3 (orange dots). In the second layer the growth
continues to be pseudomorphic (b). However, in order tocedhbe strain due to the
lattice mismatch ofay — are) /aw = 9.4%, dislocation lines, where the growth deviates
from the pseudomorphic structure, are induced. The distmténes are aligned along
the crystallographi¢001] direction and thus form the characteristic pattern shown in
Fig. 4.1 (d) [114-116. In panel (c) the dislocation lines are not visible due te th
narrow Fe DL stripe width and the relatively poor resolutibor an Fe coverage above
2.0 AL more sophisticated two-dimensional dislocation neksaan be observed (cf.
panel (d)) L15 116.
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Figure 4.1: Pseudomorphic growth of Fe on a W(110) substrate. (a) surface elhitfadhe
W(110) substrate (blue). For comparison the undistorted surface elhibfcFe was added
(orange). (b) Atomic coordination of Fe ML and DL regions (orange)\110) (blue). (c)
Spin-averagedigddU map of about B AL of Fe on W(110). The step edges are roughly aligned
along[00]]. The DL areas form a well defined stripe pattern. (d) Spin-averagatUdmap

of 1.6 AL of Fe on W(110). Now, the step edges are roughly aligned a[(bilg]. Due to the
prevailing preferential growth direction alofi@0]] the stripe geometry is ragged. Regions with
ML and DL coverage coexist with patches of the third and fourth AL. ff@n [29]).

The topographic structure of the Fe DL on W(110) mainly degendthree parameters:
Fe coverage, growth temperature and miscut of the W(110aseurfFor a nominal
coverage below.D AL one observes the growth of ML islands at room temperature
addition, the Fe decorates the step edges of the W(110) atéosht elevated substrate
temperature extended ML stripes are forme&ti]. With increasing coverage the stripe
width increases until the ML film is completed for a nominatemge of 10 AL. In the
coverage regime betweerD1AL and 20 AL, DL islands grow at room temperature.
The islands are preferentially elongated along [®@1] direction [L16. At elevated
temperature extended DL areas are formed. With the stepsdugeg aligned along
[00]] one observes a step flow growth of well defined stripes beigged along the
step edges (Figh.1(c)) [118 119. For step edges being oriented alofig0| the
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Figure 4.2: Spin-polarized t/dU maps visualizing the magnetic structure of Fe DL stripes on
W(110) [29]: (a) stripe width: 10- 15 nm. The image was recorded using a Gd coated W
tip being sensitive to the out-of-plane magnetization of the Fe DL stripes. Theetization
within each individual stripe is essentially single domain with few exceptionsademain
wall pinning at surface imperfections (green mark). Neighboring stigbesv an antiparallel
magnetization. (b) stripe width: 2025 nm. The image was recorded using an Fe coated W
tip, being sensitive to both the in-plane and the out-of-plane componené ahdignetization

in the stripes. The magnetic pattern within each individual stripe is given hyratational
spiral structure. As for the narrow stripes neighboring stripes shdveekerboard-like antipar-
allel magnetization. For closed Fe DL films the checkerboard pattern is nerletgible and
neighboring stripes couple ferromagnetically (inset). ((a,b) fragh inset from [L]).

stripe edges become frayed due to the prevailing prefalegribwth direction along
[00]] (Fig. 4.1(d)).

4.2 Geometry dependence of the magnetic ground state

Fig. 4.2shows spin-polarizedlddU maps visualizing the magnetic structure of Fe DL
stripes on W(110). In (a) and (b) the stripe width amounts tell®nm and 2625 nm,
respectively. Both images were taken at a measurement tatapeof 14 K.



70 CHAPTER 4. FE DOUBLE LAYER ON W(110): PREVIOUS STUDIES

Narrow Fe DL stripes The image in (a) was recorded using an out-of plane sensi-
tive Gd-coated W-tip. Thus, from the image one can conclhdé¢ @long individual
stripes the magnetization is characterized by long oyilafie magnetized domains.
Only rarely, one observes a magnetic contrast change wotienindividual stripe, in-
dicating the existence of more than one domain (green ma&jween neighboring
stripes there is a general tendency towards an antipaadiigiment of the magnetiza-
tion direction. This stripewise antiparallel structureswetermined before the advent
of SP-STM using the magneto-optical Keffext (MOKE) [119 and served as a first
reliable reference to establish the technique of SP-STNkiearly days. At that time
the magnetic structure was discussed as a rowwise antifagoetic state. There is full
agreement in the literature that the antiparallel ordendsiced by dipolar inter-stripe
coupling L19.

Wide Fe DL stripes and extended Fe DL films The image in (b) was recorded
using an Fe-coated W-tip being sensitive to both the ingland the out-of-plane
component of the magnetization. Thus both an out-of-plaagmatic contrast between
neighboring domains and an in-plane magnetic contrastendttimain wall areas is
observed. In contrast to the narrow Fe DL stripes (a), nowntagnetic structure of
one individual stripe can no longer be described in termsnfldomains. Instead
one observes a regular pattern of very short domains withpiedl/ length of only
20— 25 nm. The critical stripe width for the transition betweeattbregimes amounts
to 10— 20 nm. Following one single stripe from the bottom to the tope observes
a unique sequence of domains and domain walls, i.e. brightadg bright wall,
dark domain, dark wall. This unique sequence is observedIf@tripes independent
of the position on the crystal. It was concluded that abowedtitical stripe width
the Fe DL on W(110) has a spiral-like magnetic structure withnagjue rotational
sense 29, 30]. In Fig. 4.2 (b) the spiral structure of neighboring stripes is phase
shifted byx. Consequently, one observes a characteristic checkerpattein being
slightly distorted due to magnetic pinning centers indubgdsurface defects. As
for the magnetic coupling between narrow stripes the foilonatf the checkerboard
pattern can be ascribed to dipolar inter-stripe coupliny. éxtended Fe DL films the
checkerboard pattern does no longer exist. Instead onevalssene single magnetic
spiral structure extending all over the sample (inset irepén)) [30].

Despite all the knowledge about the magnetic structure dDE&Ims and stripes on
W(110) there are essentially two properties of the spirééstat could not be measured
so far due to experimental limitatichsThus it is yet unknown whether the observed

1Both questions could not be tackled in previous studiesesin all available experimental setups
the in-plane magnetization direction at the tip apex amzbas an unknown parameter that could not be
controlled during the measurement. With the experimergalpsdiscussed in Part | this experimental
limitation has been overcome. Consequently, the magnetifiguration of the observed spiral state can
be investigated in detail (cf. Chaptgy.
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spiral state is of cycloidal or helical type, as visualizadrig. 2.9 (c), or if it is even
non-planar as discussed in the context of Big. Furthermore the rotational sense of
the spiral-structure remains puzzling.

4.3 Field dependence of the spiral profile

According to Fig4.2(b), the unirotational spin spiral in the Fe DL on W(110) cetsi

of a regular sequence of up and down magnetized out-of-pll@neains separated
by in-plane magnetized domain walls. While in zero magneétldfthe size of the

domains is independent of their magnetization directiaa tihanges if an external
magnetic field is applied along the surface normal, i.e.@khe magnetization axis in
the domains. In particular, one observes that domains beagnetized parallel to the
field grow in size, while domains with an antiparallel maggeagion shrink.

Fig. 4.3 shows the in-plane component of the magnetic profile in thie fiange
between zero and 800 mT as measured by SP-SIM [The gray shaded area
corresponds to a non-vanishing magnetization compondigaaallel to the external
field. As discussed before, the domain size decreases wdtiedasing field. For
B = 800 mT it essentially reduces to zero, thus the profile dessra continuous
rotation of the magnetization by 360 By even larger external fields this 3680-
main wall can annihilate, resulting in one single domain neged parallel to the field.

It was shown in 1] that the experimentally observed 3afbmain wall profile is nicely
reproduced by Eq3(22 for B > 50 mT and the fitting parametefs= 1.8 - 101! J/m
andKer = 1.25- 10° J/m® (white solid curves in Fig4.3). However, the model fails
completely in explaining the experimentally observed urigotational sense. More-
over, in the limitB — 0, Eq. B8.22 predicts a single domain ground state{ o),

in contradiction to the experimental results. In conclasidespite the convincing ac-
cordance foB > 50 mT, the micromagnetic model underlying E8.22) is obviously
incomplete. Consequently, the validity of the determinddes of A andKs, as well
as their general applicability within the framework of ma@mprehensive micromag-
netic models, such as E@.89-(3.39, remains disputable.

4.4 Temperature dependence of the spiral state

The previously discussed SP-STM experiments were doneatsiant temperature of
14 K. At this temperature one observes a characteristiotational spin spiral ground
state that vanishes for stripe widths below-120 nm. However, according to a recent
experimental SP-STM studyL 20, this behavior is not universal with the existence of
the spiral state depending on temperature in addition tettiiyge width. In particular,
the spin spiral disappears at elevated temperatures evka gase of wide stripes and
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Figure 4.3: Line sections (circles) across a single 360° wall measured in an exteaugiletic
field applied along the surface normal in the field range between zeroGhcth8. The solid

curves represent the calculated wall profiles as fitted to the data on isebgs). 3.22. The
shaded areas correspond to the wall’s inner §n rotation. (from 1]).
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Figure 4.4: (a) Temperature and coverage dependent vanishing of the spinisdir@lAL Fe

on W(110). The experimentally determined critical temperature is indicatedebyr#ty curve.

An estimate of the error is indicated for one data point. The gray rectarfgles e MOKE
measurements of the magnetic remanerd@$)[ (b) Temperature and coverage dependence
of the observed spiral period. While the period is independent of tertyperdt increases
moderately with decreasing Fe coverage. (frd2(q).

closed Fe DL films. It was claimed that the critical temperatis a function of the
nominal Fe coverage.

The major results concerning these issues are summariz€iyird.4 (a). Here,
filled dots indicate the highest temperature, for which tleendin structure could
still be identified. Empty dots correspond to the lowest terafure, for which the
domain structure is still absent before it reappears. Timesgray solid line illustrates
the transition boundary between the unirotational dom&atesand some other, yet
unknown, magnetic state. Irl2( it was claimed that the observed transition is
due to a spin reorientation transition from an out-of-planagnetic easy axis at
low temperatures to an in-plane anisotropy at elevated ¢emtpre. Although the
argumentation in 12Q is based on previous MOKE measuremerit8(, it turns
out that in fact the drawn conclusions are contradictoryhi® MOKE results that
confirm an out-of-plane anisotropy in the full coverage megjibetween one and two
AL even at a temperature as high as 165 K contrast to the interpretation i120
the gray rectangle in Figl.4 (a) indicates an area of vanishing hysteresis rather than
vanishing out-of-plane anisotropg@Q. Using torsion oscillation magnetometry the
out-of-plane anisotropy in the Fe DL on W(110) was measurechtjiatively with an
anisotropy parameta¢ = 1.0 - 10° J/m3[119 121].

2¢f. [100], page 3212, line 29-33: "We conclude, that the perpendicmagnetization in the range
1 < ® < 2 must result from a perpendicular anisotropy of this DL ealBy its 10% in-plane strain
previously inferred from DL island data, but now clearly iomed for the case of the DL stripes.” Note
that here® denotes the Fe coverage. The measurement temperati@jmfas 165 K.
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Only in the regime of ultra-narrow Fe DL stripes, i.e. forig#r widths below 2 nm,

the preferential magnetization direction is in-pladé9, 121]). However, even in this
case the observed behavior is not the result of a reorientati the magnetic easy
axis. Instead it can be ascribed to the exchange couplivgeleet the Fe DL and the
surrounding ML sea with its in-plane anisotrodOp]. Below a critical stripe width

the exchange coupling overcomes the out-of-plane angptod the DL, resulting

in a reorientation of the magnetic moments into the surfdeegy This coupling

mechanism could be confirmed by SP-STM experiments on srealIFislands on

W(110) [101].

Fig. 4.4 (b) shows the period of the magnetic domain structure (defasethe average
distance between two neighboring bright domain walls in Big (a), as a function
of temperature and Fe coverage. While the period is indeperadeéemperature one
observes a weak coverage dependence, i.e the period iesnedh decreasing cover-
age [L20. However, on the basis of the available experimental dataibterpretation
is speculative, since the varying period could just as wek$cribed to the variation of
the stripe width instead of the Fe coverage.

4.5 The physical origin of the spiral state

Before the advent of SP-STM there was a broad consensus ityise&cpl community
that domain sizes in the nanometer regime do not exist in etagthin films, since
the gain of dipolar energy can only compensate for the coshajnetic exchange
and crystalline anisotropy energy for domain sizes on tlkeroof several hundred
nanometers. After the experimental discovery of the namemscale magnetic
structure in the Fe DL on W(110) the discussion became coerts@/.

According to Eq. 8.27), the demagnetizing energy of a ferromagnetic film can be
reduced by the formation of domains. However, with an insirganumber of domains
the magnetic exchange and the crystalline anisotropy gnexgease, due to the
growing number of domain walls. For typical bulk values of #xchange dtinessA,

the crystalline anisotropi{., and the saturation magnetization densditythe typical
domain size is on the order of at least several microns. i&gafftom this scenario, the
observed nanometer scale domain sizes in the Fe DL on W(1h®@ndga be explained
by a significantly increased value M, a significantly decreased domain wall energy
4+/AKg (cf. Eq. B.20 and Eq. 8.29) or an additional energy contribution, such as
the DM interaction discussed in Chap&(cf. Eq. 3.29, Eq. 3.39, Eq. 3.39). In
the following the various proposed explanations for theeobsd magnetic ground
state configuration will be summarized and mutually comgare
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Magnetic domains induced by demagnetizing fields

In some of the previous studies on the subject the DM intenaetas considered to be
negligible [1, 2]. Based on this assumption two very much contradictory aichs
were drawn. In 2], it was claimed that the experimentally observed domaressi
can be explained as a consequence of long-range demaggefigids. Starting
from the assumption that the value bfs is well known, the values oA and K
were varied until the observed domain size and domain walttwin zero field could
be reproducedA = 0.7 - 107 J/m,Kep = 0.4 - 10° J/m®) [127. On the basis of
these parameters the direction of the domain walls washestto the anisotropy of
magnetic exchange, i.e. toffirent values ofA along the propagation direction and
perpendicular to it. However, the determined micromagngdérameter set had been
ruled out before by investigations of the magnetic field deleace 1] of the observed
magnetic structure. On the other hand, as discussed befmegeneral validity of
the alternative parameter set determinedljng disputable, since the micromagnetic
model used for its calculation is incomplete and fails catgdly to explain the
observed spiral state in zero field. In addition to the cahetary values ofA and
Ker, In both studies the observed unique rotational sense nedainexplained. It was
speculated that it may be a consequence of the hithertoatedlBM interaction123.

Dzyaloshinskii-Moriya driven spiral structures

In order to account for the discussed deficiencies the DMact®n was addressed
in recent theoretical studie8,[72, 73]. Based on DFT calculations and the micro-
magnetic model Eq.3(29 the magnetic ground state of the Fe DL on W(110) was
calculated numerically using a one-dimensional model znsa’he homogeneous
contribution to the demagnetizing energsntpe first term on the right hand side
of Eq. 3.27)) was considered via anffective anisotropy parametdd.;, whereas
the inhomogeneous contributiorxg‘(‘om, second term on the right hand side of
Eq. 3.27) was neglected. In contrast to the experimentally obskespral state,
the magnetic ground state of the Fe DL on W(110) was deterntimdxt collinear.
However, within the numerical accuracy of the calculatianmson-collinear spin spiral
ground state could not be ruled out either. The relevantamagnetic parameters
were determined a®s = 1.9:101 J/m, Kgg = 0.4-10° J/m?3, andD = 2.85-10°° J/n?.

According to Eqg. 8.2]) these parameters correspond to a domain wall width of 13 nm,
which is about twice the value measured in SP-STM experisngdit Thus, like for
the previously discussed studiels ], the determined parameter set does not give a

3According to Fig. 2 in 2], the experimentally observed domain size was reproduaiough
the simulations exclusively considered the energy coutidbs of magnetic exchange, anisotropy and
demagnetizing fields.
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consistent description of the experimental data. Howewan, the unirotational char-
acter of the magnetic ground state can be explained as aquarsee of the DM in-
teraction. Thus for the case of two domains of opposite magat®n induced by
appropriate boundary conditions the separating domaihwesl predicted to be a right-
rotating ¢~ —\.1), in contrast to a left rotating {. — .~ 1), Néel-type wall. In contrast to
[2] the domain wall alignment along the@] direction of the underlying crystal was
ascribed to the direction of theéfectiveD-vector, instead of anisotropic exchange.

4.6 Open questions

Experimental challenges Although the Fe DL on W(110) was the subject of intense
studies during the past decades a couple of questions habeewm answered, yet. To
date, the certainly most important experimental challsrage the direct measurement
of the spiral type (helical or cycloidal), and the rotatibeense in an SP-STM exper-
iment. In particular, it is of great importance to measurthé rotation of the spiral

is confined to a plane or if it is more complex and must be desdriaccording to
Eq. @.13 with 8 # 0.

Fe Double Layer on W(110): Micromagnetic Parameters

Publication ALM] | Ke[I/m?] | Keg [Jym®| | D[J/m?] | Mg[A/m]
Vedmedenko et al|, 07.1041 | 17.10° 04. 10 0 7

[2, 122 . M . M . * H
Kubetzka et al.

[1] 1.8-101| 26-10° 1.3-10° 0 20-10°
Heide et al.

3] 19.-101 | 1.7-10° 04-10° | 29.-10%| 14-10°
Weber et al. 3. 10F

[121] ) " ) ) )

Table 4.1: Micromagnetic parameters determined for the Fe DL on W(110) accordirgyito v
ous studies.



4.6. OPEN QUESTIONS 77

Theoretical challenges Besides the experimental issues discussed before it is of
high relevance to develop a consistent physical model axptathe observed spin
spiral ground state with all its properties. Due to the nearésoscopic spiral period a
micromagnetic model seems to be a good starting point teeaehhis goal. However,
all previous approaches into this direction failed and dauily partially explain the
experimental observations while in the context of othereexpents they produced
contradictory predictions. Thus, from a theoretical panfitview it is of major
importance to develop a micromagnetic model being powerfough to reproduce all
experimental observations on the basis of a unique set abmignetic parameters
(A, K¢, D, Mg). A summary of previously determined parameter valuesAfd, and
Keg IS given in Tab4.1

Table4.2 summarizes the previously discussed properties of the et@gground state
in the Fe DL on W(110). Agreement and disagreement with theamiagnetic models
discussed in the literatur@,[3, 101] is indicated by+ and -, respectively.

Kubetzka et al| Vedmedenko et. al. Heide et al.

[1] [2] [3]

spiral period - + -
rotational sense - - +
domain wall width + + -
domain wall direction - + +

magnetic field
dependence

vanishing spiral
in narrow stripes

vanishing spin contrast
at elevated temperature

coverage dependence
of the spiral period

Table 4.2: Agreement {£) and disagreement (-) of current micromagnetic models with the
previously discussed experimental observations.
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Chapter 5

Real-space measurement of spiral type
and rotational sense

In order to investigate if the spin spiral in the Fe DL on W(119)f cycloidal or
helical type (cf. Fig.2.9), or if it must be described as a more complex non-planar
configuration # O, cf. Fig.3.4) a series of SP-STM experiments was performed in the
triple axes vector magnet system described in Part I. In@ngkseries of measurements
the rotational sense of the spin spiral was measured. Arxgnts were done under
ultra-high vacuum conditions d@t = 4.7 K. The tungsten tip used in the experiment was
flashed to remove surface oxides and coated with about 3®AEe resulting in an in-
plane magnetic sensitivity. During the acquisition of ti&STM images the external
magnetic field was used to align the tip magnetization alowgeh defined spatial
direction as described in Part I. With the direction of the iagnetization being a
well defined and controllable parameter, it is now possiblgraw detailed conclusions
concerning the local magnetization direction of the samyile respect to a well known
external coordinate system.

5.1 Topography

The W(110) crystal being used in the experiments has a misogldiferent com-
pared to the crystals used in most previous studies. Howigvemvell known [2] that
the magnetic spiral state being the subject of this thesisdispendent of the crystal
miscut, although the Fe DL grows in afidirent morphology. The W(110) substrate
was cleaned according t6g|. After cleaning, 1.7 atomic layers (AL) of Fe were evap-
orated at a deposition rate of60AL per minute, with subsequent annealing at 500 K

1The film thickness was chosen based on previous measurefdi@4fs where it was shown that
for a film thickness of about 50 AL the system undergoes ratat®n transition of the magnetic easy
axis between the crystallographic [001] and (] direction. It can therefore be assumed that in this
coverage regime the energy barrier for the alignment of ifhenagnetization in the external in-plane
field is relatively small.

79
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Figure 5.1: 1.7 atomic layers of Fe on W(110) with a local Fe coverage of 1-4 atomicdageer
Constant-current STM image showing the topography. (ld map showing the details of the
varying local coverage with dislocation lines in the double layer areasnéluny parameters:
| = 500 pA,Upjas = 550 mV.

for five minutes. Fig5.1 shows the morphology of the sample with various local Fe
coverages. Regions of pseudomorphic ML and DL coverage soeiih patches of
the third and fourth AL. To relief the strain resulting frommet9 % lattice mismatch
between W and Fe, dislocation lines along the [001] axis adeided in the DL ar-
eas [L14-116. While in Fig. 4.2 the direction of the step edges was roughly along
the crystallographi¢001] direction, their direction is now almost perpendiculartto i
Since[007] is the preferred growth direction of the Fe DL on W(110) thestedges

in Fig. 5.1are frayed as compared to the stripes in Big.

5.2 The cycloidal character of the spin spiral

Fig. 5.2 presents a first field-dependent series of spin-polarizédld maps showing
the in-plane domain wall contrast in the DL areas. An extemagnetic field was
applied along dterent in-plane directions, as indicated, to align the tignadization
m; accordingly. This is a well established procedure for SRA®Kperiments in fields
oriented along the surface normdl,[ which is generalized here to arbitrary field
directions. The magnetic fielB = 150 mT was chosen such that it is weak enough
not to dfect the magnetic structure of the sample but strong enougihdécalignment
of m. For m; pointing along the [001] axis (a,c) we observe a strong domaill
contrast (black and white lines along thel(l] axis). By comparison of (a) and (c)
one observes a contrast reversal due to the reversal.olfhe domain wall contrast
vanishes withm, being rotated by 90(b,d) along the [10] axis. Instead, one observes
a weak stripe-like pattern in the areas of the out-of-plaagmetized domains due to a
residual perpendicular componentrof.
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Figure 5.2: Spin-polarized 8/dU maps measured for fiierent in-plane orientations of the
external magnetic field = 150 mT and the tip magnetization, respectively. (a, ¢) Domain
walls showing up in the DL as black and white lines along tH®]%xis with contrast inversion
from (a) to (c). (b, d) Vanishing domain wall contrast. This behavior eratteristic for Néel-
type walls (cycloidal spin spirals). Tunneling parametérs: 500 pA, Upias = 550 mV. Inset:
illustration of the cycloidal spiral type and the yet unknown rotationalsens

In conclusion, the magnetization in the domain walls ratdkeough the [001] rather
than any other direction, proving that the domain walls didéel-type, i.e. the spiral
is a flat cycloid with the rotation of the magnetic momentsigesonfined to the (x,y)-
plane, as defined in Fi@.2

5.3 The rotational sense of the spin spiral
Fig. 5.3 displays a second series of field dependent measurementgestigate the

sense of rotation of the spin spiral. The measurements ware dn the same sam-
ple and using the same tip, bias voltage and tunneling cuasefor the series shown in
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Figure 5.3: Spin-polarized 8/dU maps of the Fe DL on W(110) measured for variable field
values applied normal to the surface plane. The domain size$taotea by the external field.
In addition, the tip magnetization is increasingly rotated from parallel to normtaktsample
plane due to the field, resulting in a gradual change from in-plane to epienE magnetic
sensitivity. Tunneling parameterk:= 500 pA, Upias = 550 mV. Inset: illustration of the right-
rotating cycloidal spiral type.

Fig.5.2 Now, the field was applied normal to the sample surface amgsiv the range
B, = 0— 350 mT. In contrast to the measurement series shown in5E2giow both
m; and the magnetic structure of the sample dfected by the external field. Domains
with the magnetizatiomg being parallel (antiparallel) to the field grow (shrink). udh
the direction ofmg can be identified for all domains. On the tip side, sweepimg th
field causesn, to increasingly rotate into the perpendicular direction.n§€smuently,
the in-plane domain wall contrast gradually disappearsiamyentually replaced by
an out-of-plane contrast, allowing to image the domainisenathan the domain walls
(Fig. 5.3 (c, d)). The large domains witing being parallel to the field appear bright
whereas residual domains, being shrunken to mere lines @&hdmwy being antipar-
allel to the field, appear dark. This observation can be gdized such that for the
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tip-sample combination in our experiment, at the given b@tage, bright colors (high
dl /dU signal) indicate a parallel alignmentwi andm, while dark (low d /dU signal)
corresponds to an antiparallel alignment. Applying th&iieto the magnetic structure
as visualized in Fig5.2(a) one can conclude thats in the bright (dark) domain walls
is pointing to the right (left), i.e. parallel (antipard)léo the external field. Combining
this knowledge with that of the spin orientation in the donsaallows the conclusion
that the observed magnetic ground state is a right-rotatetpidal spin spiral propa-
gating along the [001] axis, with the spin rotation beingfowed to thexy-plane (cf.
Fig. 3.2.

5.4 Homochirality

The following considerations are based on the notion ofatityy as it is most widely
accepted in science. In particular the argumentation gdtethe definition proposed
by Barron [L25:

A chiral object and its mirror image are called enantiomersue chirality
is exhibited by systems that exist in two distinct enanti@rstates that
are interconverted by space inversion, but not by time alecombined
with any proper spatial rotation.

Starting from this definition the terimomochiralitydescribes the phenomenon that in
nature one enantiomeric state is favored with respect tottine.

Homochirality is not just a strange peculiarity of nature.isl rather an ubiquitous
phenomenon influencing wide areas of our everyday live. htiqudar, the complex
biomolecules, such as DNA, amino acids, sugars, and psoéegahomochiral objects.
One observes that their biomolecular chirality is unique & known organisms
with the respective mirror symmetric molecules playing oterin biology. To date
the physical origin of this biological homochirality is umbwn and remains one of
the most fundamental questions of life science. Besidesurtdgmental importance
homochirality is also of great industrial relevance, intjgatar for the pharmaceutical
industry. Thus it is well known that drugs must necessarigtah the chirality of the
biomolecules in the organism to be treated. The terribleseguences of non matching
chiralities became evident in 1961 when several thousahdsildren were born with
physical abnormalities as an adverse reaction of the tilneuCONTERGAN 126
being consumed by their mothers during pregnancy.

It was shown above that the spin spiral in the Fe DL on W(110ghasique rotational
sense. This raises the important question if the observedsgiral is an example
of homochirality in physics thus being an ideal system teestigate the underlying
physical mechanisms governing its existence. &ig(c) shows right- and left-rotating
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spin spirals of helical and cycloidal type. While the rightidaleft-rotating helical
spirals are enentiomeric according to the definition giveova, the cycloidal spirals are
not, since the right- and left-rotating version are notricoaverted by space inversion
Consequently, the spin spiral, as observed in the Fe DL on W(Hb@s not have a
chirality, i.e it is not homochiral although it has a unigease of rotation. With respect
to the fundamental importance of homochirality this distion is of highest relevance
and the synonymous use of the terms unirotational and hanabchinappropriate and
misleading in the context of cycloidal spin spirals.

2Note, that space inversion is equivalent to the consecafiication of a mirror symmetry opera-
tion and a proper rotation.



Chapter 6

Infinitely extended Fe double layer
films

It was discussed in Chapt8rthat within the framework of a micromagnetic model
ansatz the magnetic ground state of closed Fe DL films on W(dd®pe discussed on
the basis of the micromagnetic model described by 885. Compared to the models
used in previous studies on the subjett 2, 48, 109, 127], Eq. (3.35 represents
a significant extension, since both the DM interaction arubldir interactions are
considered as potential driving forces towards a non+oedli spin spiral ground state.
However, a priori the values of the micromagnetic paranse&grK., D, and Mg are
not known. In several previous studies they were determaseflt parameters that
best reproduce (i) the experimentally observed spiralslaao period], 2] or (ii) the
energy density dispersions calculated by DB, [L09, 127].

The first approach (i) is conceptually correct as long asmdéractions, that deter-
mine the measured spiral profiles, are adequately considetiee used micromagnetic
model. For the best fit the calculated spiral profile coinsidih the experimental one
and all micromagnetic parameters have unigue values thateaelated to physically
meaningful quantities. If certain relevant magnetic iat¢ions are neglected in the mi-
cromagnetic model the fitting procedure can still be appigecthally. However, then
the micromagnetic parameters are mere fitting parametatrsam no longer be related
to physically meaningful quantities. Instead, they mustbesidered asffectivepa-
rameters of argffectivemicromagnetic model. In particular, the values obtained fo
these &ective parameters are not necessarily unique, i.e. theydifi@y if the fitting
procedure is applied to spiral profiles measured undierént experimental conditions
such as variable external magnetic fields or variable teatpess.

85
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If a DFT-model describes the experimental observationgecty, the second approach
(i1) is equivalent to the first one and the fitting procedursutts in the same values of
the micromagnetic parameters. If the predictions of a Débeh are contradictory
to the experimental results, the obtained fitting paramsedee diferent and describe
the DFT-model rather than the experiment. Therefore, ttaditgjuof the DFT-results
must always be checked for consistency with existing measents before the fitting
procedure is applied.

The following discussion is based on the first approach disedi above. All con-
siderations are initially restricted to the case of extehBe DL films. In Chapte
the results will be extended to the case of finite Fe DL stripésllowing previous
studies ¥2, 73, 127] the analysis is initially restricted to a simplified micragnetic
model where the demagnetizing energy is approximated bghliape anisotropy (cf.
Eg. 3.29). In a subsequent step it is investigated how the detechmiadues ofA,
K¢, Mg, andD must be modified if the micromagnetic model additionallyacus for
the energy contribution of inhomogeneities in the demagimgt field (Eg. 8.39). In
particular, it is shown that for extended Fe DL films on W(11® initial approxima-
tion of the demagnetizing energy by the shape anisotroptlaus the application of
Eq. 3.29 instead of Eq.3.35), is well justified.

6.1 Exchange sffhess and #ective anisotropy

The approach underlying the micromagnetic analysis inGhigpter was applied to the
magnetic structure of the Fe DL on W(110) already befar]. However, according

to the discussion in Chaptdrthe conclusions of these studies are contradictory and
can only partly explain the experimental observationsTable4.2). In particular, the
contradictory conclusions ofl] and [2] can be attributed to two issues:

¢ In both studies the DM interaction was omitted, i.e. E2129 was applied for
the special casb = 0.

¢ In [1] the micromagnetic parameters were determined by dataitiilsr@spect to
the spiralshape while in [2] they were obtained by fits to the spigariod

The influence of these aspects on the validity of the detexdwalues of the exchange
stiffness f), the magnetic anisotropK(, Ket), the Dzyaloshinskii paramet& and
the saturation magnetizatidvis is discussed in the following.
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Data fits with respect to the shape of the spiral profile I] According to the dis-
cussion in Chapte3.2the DM interaction can destabilize collinear magnetic oedel
induce a spin spiral ground state that is described by E45( In the spiral regime
the Dzyaloshinskii parametd only affects the spiral period, while the shape of the
spiral profile is independent d. It is fully determined by the exchange fitiessA
and the &ective anisotropKet. However, according to Eq3(15, A andKe; cannot
be considered as independent fit parameters, since thé [gufie only depends on
the quotientA/Kes. This changes in the presence of an external magnetic fiefdyal
the surface normal that modifies EQ.15 according to Eq.3.22. ConsequentlyA
and K¢ can be determined independently by fitting E82@) to the experimentally
observed spiral profiles in the external magnetic field, asedno [1]. Since the spiral
profile is independent dD this fitting procedure remains applicable even in the pres-
ence of a significantly strong DM interaction. Thus, althiotige DM interaction was
not considered inl]] the drawn conclusions remain valid even in the case of fiDite

Data fits with respect to the spiral period [2] While the shape of a spin spiral
profile essentially depends on the quotiénKe; but not onD, its period is related to
the domain wall energy (Eg3(20, i.e. the productA - Kz and the Dzyaloshinskii
parameterD. The spiral period increases with increasing value®&nd K and
decreases with increasing valuesxf Thus, the spiral period can be reproduced on
the basis of infinitely many micromagnetic parameter safKg;, D). In [2] one of
these parameter set® (= 0) was chosen arbitrarily by omitting the DM interaction.
However, according to recent experimental result8 [L09 the assumption of a
vanishingD is problematic in the context of ultrathin magnetic films.

In summary, the values & andKg;, as determined inl], remain conceptually correct
even in the presence of a finite DM interaction, while the galof 2] rely on the
arbitrary assumption of a vanishing DM interaction. Thig following analysis will
be based on the parameters determined|in |

A = 18-10% Jm
Kg = 1.25-10° J/m® (6.1)
Mg = 20-10° A/m

1The spiral profile is determined ¢ instead oK. because of the non-vanishing shape anisotropy
contribution in the Fe DL on W(110). In addition to the shapesaimopy, the spiral profile may also be
affected by the energy contribution related to inhomogerseitiehe demagnetizing field (cf. E§.7)).
However, this &ect is negligible, as discussed in Cha@es:
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Note, that the value dis, as determined inlj, differs from the values used in other
studies B] by about 30%. This discrepancy is mainly due to the probleat the
boundary between the Fe and the vacuum, and thus the theckihélse Fe DL film,
is not well defined. Consequently, the determination of thHeme that refers to the
calculation ofMs is difficult, resulting in a large error bar &fls. It is therefore not
possible to decide which value is more appropriate.

6.2 The Dzyaloshinskii-Moriya vector

Using the micromagnetic parameter values of Bdl)(the shape of the experimentally
observed spiral profile and its magnetic field dependenc®&for 50 mT can be re-
produced using a micromagnetic model that does not congidddM interaction {].
However, in zero-field such a model fails completely and tedan infinitely long
spiral period. In addition, the observed unique rotaticesse cannot be explained and
must be induced by appropriate boundary conditions. Indgheving it will be shown
that this deficiency can be overcome by including the DM Bat&on according to
Eq 3.29. According to the discussion in Chapt&the DM vectorD must point along
the crystallographic [10] direction in order to be consistent with the experimiyta
observed propagation direction, i.e. the alignment of thmain walls (cf. Fig5.2),
while the magnitude oD, i.e. the Dzyaloshinskii paramet&, remains unknown. In
the following, D is determined by reproducing the measured zero-field spaabd in
addition to the spiral shape and its magnetic field depereddrallowing previous stud-
ies [72, 73, 127] the analysis is initially restricted to sinusoidal (horeogous) spiral
profiles. In a subsequent step the analysis is generalizedntsinusoidal (inhomoge-
neous) spiral profiles. By comparison of both cases the iafdios of inhomogeneity
in the spiral profile are discussed in detalil.

Homogeneous spiral profiles

In analogy to the theoretical analysis of other spin spidaiscribed previously3] 48,
109, the discussion is initially restricted to homogeneoles,to continuously rotating,
magnetization profilés

2n
$a(X) = X (6.2)
Here, the sign op (x) determines the rotational sense of the spin spiraliH)@¢counts
for right-rotating and (-) for left-rotating spirals. UgirEq. 6.2), Eq. 3.29 can be
rewritten:

°Note, that according to Eq3(15 the ground state spiral profile resulting from Eg.29 is inho-
mogeneous. It approaches the homogeneous case only imiheflsmall spiral periods.
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glpa] = ealda] + eom [@a] + e, [da] + Eshape[#4]
A-lp, I d
enla] f |¢;(X)| X = 47°A- 172
+D - g
eom [¢a] = I |(il (X)| = = +27D- A7t (6.3)
 [KecoS[n( dx K.
EKe [¢/1] - 1 - E
Kshape: COS x)] dx
83hape[¢/l] = f hap 1 [¢/l( )] = %MSZ

Fig. 6.1 shows all contributions to the energy density dispersiangcalculated for
the Fe DL on W(110) on the basis of the parameter set deternmin#dte previous
section (Eq.§.1)). Here, the energy density dispersions of right-rotafiafj-rotating)
spin spiral profiles are displayed in the right (left) haldape of the graph. For the
energy density contribution of magnetic exchange one @bsea parabolic behavior
(solid black curve). The energy density dispersion of tlfieative anisotropy is
independent of the spiral period (dashed green line) eXoe@ discontinuous jump
at 17! = 0 (green dot). This discontinuity is an artifact of the ad-mestriction to
homogeneous spiral profiles that implies a finite spiralqzbtiand does not allow for
a continuous transition between the spiral regime and thieear ferromagnetic state.
The energy density dispersion of thi@eetive anisotropy can be separated into the two
contributions of the crystalline (solid green line) and@hanisotropy (solid blue line)
according to Eq.q.3). Finally, the DM interaction results in a linear dispersrelation
with the slope being given by the Dzyaloshinskii paramétéyellow line). The figure
displays three scenarios that correspond to thréerdnt values of the Dzyaloshinskii
parameteD. In each case the energy density of the collinear single dostate is
given by the dot at the origin of the coordinate system.

For D = O the total energy density is described by a parabola witimitimum at
(Ol%). For finite D the parabola undergoes an additional linear displacemiémtine
minimum of the parabola being shifted to

5-5%)

“mA| AT 2 (64
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Figure 6.1: Energy density dispersions, as calculated for the special case of oemgg. i.e.
sinusoidal, spiral profiles and various values of the DzyaloshinsldipateD. The solid green
dot at the origin indicates the total energy density of the collinear single dosteti|n Energy
density dispersions of right-rotating (left-rotating) spin spiral profilesdisplayed in the right
(left) half-plane of the graph;: maximum spiral period in the spiral regime.
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Figure 6.2: Spiral periodl as a function of the Dzyaloshinskii paramelerThe red curve was
calculated on the basis of E&.4), i.e. using a micromagnetic model being restricted to homo-
geneous spiral profiles. For comparison the dashed curve visualzesate general case of
inhomogeneous spiral profiles (cf. F&3(a)). In contrast to the inhomogeneous case the spiral
period does not converge if the model is restricted to homogeneous spirpkticular, spiral

periods above a critical valuig (blue horizontal line) cannot be described in the framework of
homogeneous spiral profiles. In addition, the value ofhés slightly increased.

The spin spiral state becomes favorable with respect teetinerhagnetic single domain
state if the minimum of the parabola is shifted to energy diessbelow the one of

the ferromagnetic configuration, i.e if the DzyaloshinglarameteD is larger than a

certain critical valueD, that can be determined on the basis of B)([48]:

D> De= V2- /AKer. (6.5)

HereD, deviates from the previously determined valudgf= 3 - VAKg (EQ. 3.16)
due to the restriction to homogeneous spiral profilesDAt D, the magnetic ground
state undergoes a phase transition between the colliregar(siot in Fig.6.1) and the
spin spiral regime. The transition is accompanied by a disecoous jump of the spiral
period, as visualized in Fig.1(b). The corresponding critical spiral periad can be
determined from the minimum of the energy dispersion Bgl){

Qo= — . |22 (6.6)
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With further increasing values d@ the spiral period decreases continuously starting
from A, as visualized in Fig6.2 (red curvej. For comparison, the functional depen-
dence, as obtained for the more general inhomogeneousatabey(3.3), is displayed
additionally (black dashed curve). For large value®ahe homogeneous model re-
sults in essentially the same spiral period, as obtainedh®inhomogeneous case.
However, forD approachingd. the models are contradictory. Whikediverges in the
inhomogeneous case, it remains finite and approathesthe case of homogeneous
spiral profiles. This behavior implies that large spiralipgs can only be reproduced
by simultaneously increasing the value K However, according to Eq6(6) and
Eq. B.2)), A is directly related to the domain wall widtk:

L= 2w, (6.7)

V2
Consequently, within the framework of a homogeneous spialspodel, large spiral
periods and narrow domain wall profiles cannot be reprodsceditaneously, i.e. on
the basis of a single unique set of micromagnetic paramdteparticular this problem
applies to the spin spiral in the Fe DL on W(11@)%€ 45 nm,wp = 7.6 nm).

In the case of long spiral periods and narrow domain wall fg®fihe homogeneous
spiral model cannot be considered as an appropriate appati®n that describes the
magnetic properties in a consistent way. Neverthelessmibiel can be fitted to the
experimental observations or the results of DFT-calcoieti However, using such an
approach, the micromagnetic parameters are mere fittiragpeters. In particular, the
spiral period and the domain wall shape is reproduced by iferdnt parameter sets,
as discussed above. The obtained parameter values cafotheret be considered as
physically meaningful quantities such as exchanginsss, magnetic anisotropy or the
Dzyaloshinskii parameter. They are mere fitting parameterisdepend on the applied
fitting procedure. In the context of the Fe DL on W(110) thislexys the deviation of
the micromagnetic parameters of bl and theeffectiveparameters determined i8][
(cf. Tab.4.1) that result in a domain wall width of about twice the expeittal value.

Inhomogeneous spiral profiles

In order to overcome the discussed deficiencies the follgwansiderations refer to the
general case of inhomogeneous spin spiral profiles. It isvshtbat the domain wall
width and the spiral period are independent quantitiespimrast to the homogeneous
spiral model discussed before. This allows for the calautabf a unique set of mi-
cromagnetic parameters by fitting the model to the experiateiata. In particular, the
Dzyaloshinskii parametdd is determined in addition to the parameters of EBqL)(

3Note, that Eq. §.4) indicates a linear dependence. bf on D, i.e. 7™t = —D/4xA. This linear
dependence is reflected in the hyperbolic dependeng¢@nD according to Fig6.2
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Figure 6.3: Energy density dispersions, as calculated for the general case ohagemeous
spiral profiles according to Eg6{8). For comparison the respective solutions for the homoge-
neous scenario, as displayed in FadL, are given as dashed curves. The collinear single domain
state is indicated by the solid dot at the origin. Energy density dispersigighbfotating (left-
rotating) spin spiral profiles are displayed in the right (left) half-planghefgraph.

For the generalized scenario of inhomogeneous spin spivéilgs the analysis of the
various contributions to the energy density dispersion(B®9 can be performed in
formal analogy to the homogeneous case (BE@)). However, now the spiral profile is
given by Eq. 8.15 instead of Eq.§.2):

1 A T
¢ (X) = xam ‘X0 A:M-,/@-F(E,é). (6.8)

A
oK

In contrast to the homogeneous spiral profile (BoR)), ¢ (X) can no longer be written
as a direct function of, since the second expression in E&}8( cannot be resolved for
6. However, for a given value df, bothA and¢ (x) can be determined. Consequently,
the spiral profile and the energy density dispersions caralelated pointwise.

As discussed before, the DM energy only depends on the s@radd but is indepen-
dent of the spiral shape (cf. Chap8r Consequently it is notfected by the discussed
transition to inhomogeneous spin spiral profiles. The retspgeenergy density disper-
sionepm (A7) remains unchanged with respect to the homogeneous scermralized
in Fig. 6.1 All other energy density contributions change signifibarfig. 6.3 shows
ea(171) (solid black),ex (171) (solid green) and@snapd A1) (solid blue). The respective
curves, as calculated under the assumption of homogeneoas [mofiles, are given
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as dashed curves of the same colors. All calculations wene da the basis of the
micromagnetic parameter set E§.1). The energy density dispersions of right-rotating
(left-rotating) spin spiral profiles are displayed in thght (left) half-plane of the
graph. With increasing values df’ the spiral profile approaches the homogeneous
limit. Thus, the solid curves converge towards the dashed.oin the opposite limit
the inhomogeneity of the spiral profile becomes dominat@gnsequently, the energy
density dispersions deviate significantly from the onesudated for the homogeneous
scenario discussed before. Even in the transition regirhedas the two limit cases,
i.e for intermediate values df, the inhomogeneity of the spiral profile can modify the
energy density dispersions significantly. The verticadimti~! = 0.2 nnT! visualize
the experimentally observed spiral period in the Fe DL on Wj11

In Fig. 6.4 all energy contributions are combined in analogy to the hgeneous
case. The total energy densiy; (red curve) is visualized for threeftirent values

of the Dzyaloshinskii parametd. For all three scenarios the energy density of the
collinear single domain state is given by the dot at the orafithe coordinate system.
In contrast to the homogeneous case the total energy dehsjtgrsion is now pinned
at the origin, i.e it is no longer shifted due to crystallimelsshape anisotropy. While
the total energy density dispersieg(11) is symmetric forD = 0 (a) it is deformed
towards an asymmetric shape r# 0 (b, ¢). AtD = D, the magnetic ground state
undergoes a phase transition between the collinear stdt¢éhanspin spiral reginfe

In particular, right-rotating spin spirals are favoredwiespect to left-rotating ones
due to the asymmetric character of the DM interactiearsign in Eq. 8.29). The
phase transition is continuous in contrast to the homogeneaenario discussed
before. Thus, even iA, K. and Mg are already determined by the spiral shape this
allows for arbitrary spin spiral periods depending on they@ashinskii parameter
D, as visualized by the black dashed curve in Big. Consequently, both the spiral
shape and the spiral period can be reproduced on the bagis shtne unique set of
micromagnetic parameters.

According to the discussion in the previous section the om@gnetic parametews,

K¢, andMs can be determined by fitting the calculated profile of a 360haio wall
(Eq. 3.22) to the experimentally observed spiral profiles, as messur an external
magnetic field. In contrast to the analytical function désng the spin spiral profile

in the caseD > D, (Eq. (3.19) the mathematical expression for the 360° domain wall
profile was determined for the caBe= 0. However, this does not impose any limita-
tion, since the spiral profile is independentfas discussed before. Consequently, the
fitting procedure on the basis of the 360° domain wall proftiesesponds to a fitting
procedure on the basis of inhomogeneous spin spiral prdiilesn by a non-vanishing
DM interaction. It is therefore meaningful to calculate #veergy density dispersions

“Note, that hereD, is given by Eq. 8.16) that was calculated for the general, i.e. inhomogeneous,
case. The value ffers from the value of Eq6(5), as calculated for the homogeneous case.
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Figure 6.4: Energy density dispersions, as calculated for the case of inhomogespival
profiles according to Eq6(8) and various values of the Dzyaloshinskii param&eil he total
energy density of the collinear single domain state is visualized by the dotatigire. Energy
density dispersions of right-rotating (left-rotating) spin spiral profilesdasplayed in the right

(left) half-plane of the graph.
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EAs Ek,, aNdeshapeOn the basis of the determined parameters (&4)) The DM param-
eterD can finally be determined such that the minimunzgfin Fig. 6.4 corresponds
to the experimentally observed spiral period of about 45 nm.

D=0.61- 4 VAK: = 1.05- 4 VAKg = 6.4-1072 J/m?. (6.9)
Vs Vs

This value is by a factor of.26 larger than the value determined by density functional
theory calculations with a subsequent fitting procedurehenbiasis of homogeneous
spin spiral profiles127). According to the previous discussion of the homogeneous
spiral model this deviation is due to the fact that the patamedetermined in127]
must be considered as mere fitting parameters @ffantivemicromagnetic model. In
particular, these fitting parameters are not unique andriepe the fitting procedure,
as discussed above. They can therefore not be related tacalysmeaningful
guantities, such as exchangeftstess, magnetic anisotropy, and the Dzyaloshinskii
parameter, in contrast to the unique set of parametersniigied in this thesfs

It was shown that the spin spiral ground state in the Fe DL onlW)&an be explained
within the framework of a micromagnetic model that conssdeur diferent magnetic
energy contributions (magnetic exchange, crystalline@ropy, shape anisotropy, and
the DM interaction) and allows for inhomogeneous spin $prafiles. In particular,
the model explains the observed spiral period, the unigiaional sense, the measured
domain wall width, the propagation direction, the direotad the domain walls and the
magnetic field dependence of the spiral profile in a condistaty. By comparison
to Tab.4.2 it becomes clear that this is a first major step towards a cehgsive
description of magnetism in the Fe DL on W(110). According tp 6.9) the observed
spin spiral state is induced, because the DM interactiotramg enough to dominate
the other interactions. However, this is only possible bseaf dipolar interaction that
reduces theféective anisotropy by means of the shape anisotropy. Wittihasitipolar
energy contribution the DM interaction would be too weak ¢éstdbilize the collinear
state. Thus, it is the jointfEect of both interactions that induces the spiral state.

5The micromagnetic model used in this thesis is based on niagixehange, crystalline anisotropy,
demagnetizing energy and the DM interaction. All other jptslsinteractions are neglected. Thus,
strictly speaking the model is afffective model as well. However, in contrast to the previossiygested
models, all major interactions are included.



6.3. INHOMOGENEITIES OF THE DEMAGNETIZING FIELD 97

6.3 Inhomogeneities of the demagnetizing field

All calculations in the previous section were done on thasbasthe micromagnetic
model of Eqg. 8.29. In addition to magnetic exchange, crystalline anisotrand
the DM energy, the model considers the energy contributibshape anisotropy
(&shape first term on the right hand side of E®.27)) while the energy contribution
of inhomogeneities of the demagnetizing fiehﬂ"(’m, second term on the right hand
side of Eq. 8.27) is neglected. It was shown that, besides the DM interactibe
shape anisotropy is an important driving force towards theeoved spin spiral ground
state. On the other hand, it is not a priori clear that the tathilemagnetizing energy
contribution is negligible, as assumed in E§29. In the following the analysis of the
previous section is repeated on the basis of B®3-(3.35 that extend the model of
Eq. 3.29 by the energy density contribution of inhomogeneitieshie lemagnetizing
field. By comparison of the results of both models it is showat the application of
Eq. 3.29, as done in the previous section, is well justified in exezhBe DL films on
W(110). From a methodical perspective, the following coesations are important as
well, since the following calculations are based on a nuca¢procedure that will turn
out to be of highest significance in Chapter

Numerical calculation of energy density dispersions

All micromagnetic model equations discussed in this théSs 3.29, Eq. 3.33,
Eq. 3.39, Eq. 3.39) are functionals of the spin spiral profilgx) and simultaneously
depend on the spiral period Thus, the energy density dispersiangir), sx (171),
shapdA~1), andex,,(47) can in principle be calculated pointwise, i. e. for a disere
set of spiral periods. For each spiral period the calcutdfiitiows a two-step process.
In a first step the spiral profilg(x) is determined such that it minimizes the total
energy. In a second step this spiral profile is used to cdketitee energy densities,,
£k, Eshape aNdek,,. In the previous section the spin spiral profiles were detegth
using standard variational techniques (E8.16). However, this procedure cannot
be applied in general, since in most cases an appropriatgigaal procedure is not
known. In particular, this is the case when inhomogeneitigke demagnetizing field
come into play. In the present context, it is therefore @uia replace the variational
calculus and pass on to a more versatile numerical procedure

The most fundamental idea behind the following considenatis the transition from
analytical to numerical integration in order to calculdte energy density dispersions.
In particular, this transition comes along with the disizaion of the integration inter-
val in the respective micromagnetic model equation, and@sponding discretization
of the spiral profilep (x). With n being the number of sampling points in the integration
interval, the transition can be summarized as:
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16 (] — (61,62 0) | 6= 0(1-5) (6.10)

The transition from analytical to numerical integratioretuivalent to the replacement
of the energy density functional ¢ (x)] by a multivariate functio® (¢4, ¢», ..., ¢n) that
can be minimized numerically instead of using variatiomahniques. As discussed
before, this minimization procedure can be applied poisgwin order to obtain
Emin = &(d1, 92, ..., #pn), the minimum of the total energy density, for all considered
values ofd. As a byproduct of the numerical procedure, the discretghl profile
Pmin = {P1, P2, ..., Pn} IS additionally obtained for all considered spiral perio8tarting
from these spiral profiles, all energy density dispersicas lse calculated point by
point. The discussed numerical process is visualized indy

The energy density dispersions to be discussed in the foitpwere calculated for
A1 €{0.005 nn1t,0.010 nnt?, .., 0.060 nnt'}. They are represented by lists of tu-
ples @~e(A71)). For every tuple the numerical calculation starts fronoenbgeneous
spiral profile with spiral period that is discretized according to E.10. The result-
ing multivariate functiore (¢1, ¢2, ..., ¢n) is minimized using the quasi-Newton formal-
ism [12§, as implemented in thEindMinimummethod of the commercially available
softwareMathematicg[129. The numerical reliability of the results depends on two
determinants:

e The number of sampling points for the discretizatiah (

e The numerical accuracy of theindMinimummethod, as implemented in the
Mathematica software. It is determined by the values of tlathldmatica spe-
cific parameterg\ccuracyGoahndPrecisionGoal

Software test: The software implementation of the discussed numericatgatore,
as developed in the framework of this thesis, was initigiplaed to the micromagnetic
model investigated in the previous section (E2120). For the parameter sat & 50,
AccuracyGoak 5, PrecisionGoal= 20) it was verified that the numerically calculated
dispersion relations coincide with the analytically cddted curves of Fig6.4 within
the error of the graphical representation.
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Figure 6.5: Structure diagram visualizing the numerical process for the pointwiselatéru

of the energy density dispersions. Each point of the energy dispessigiven by a tuple

(A lemin (1)). Starting from the homogeneous limit the spiral profile is modified until the gnerg
density minimum is reached. In this thesis the minimization is based on the quasifNewto
formalism [L2§, as implemented in thEindMinimummethod of the commercially available

softwareMathematicg 129,.
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Negligible influence of inhomogeneities of the demagnetizing field

In the previous section the calculation of the demagnagiznergy density was
simplified by neglecting the contribution of inhomogerestiof the demagnetizing
field ("™, second summand on the right hand side of Bc29). In the following,
this limitation is dropped, i.e. the previously used micegnetic model (Eq.3.29) is
replaced by the more general model of E13@)-(3.35) that considers all contributions
to the demagnetizing energy. As discussed in Chaptehis generalized model is
valid for the special case of a closed magnetic film and a maggeund state being
periodic along thex-direction, such as the spin spiral configuration obserndtie Fe
DL on W(110). While the functionalsa[¢ (X)], eom [¢ (X)], and ek, [¢ (X)] remain
unchanged compared to the previously used model, the &mattform ofeq[¢ (X)] is
considerably more complicated than the functionglpd¢ (X)] used in the simplified
model.

For the calculation of the energy density dispersions tlissiased complexity imposes
two complications:

e The spiral profile can no longer be determined in a mathemiticlosed func-
tional form by applying variational techniques.

e Even if the spiral profile is knownsgy, can in general not be calculated exactly
due to the infinite summation in Eq3.33+(3.34).

Using the numerical procedure discussed in the previousosecthe first limitation
can in principle be overcome. However, due to the seconddton the numerical
procedure cannot be applied. It is therefore necessary 9b dpproximatesy by
considering only a finite number of summands in B338+(3.34). In the following it
will be discussed how such an approximation can be done andHerespective error
can be quantified.

Approximation of the demagnetizing energy density

According to Eq. 8.35 the demagnetizing energy density can be split into the
contributions of magnetic surface and volume charg@‘éf @nd s§°'). The following
discussion initially refers to the approximation gj“” and the quantification of the
corresponding error. The energy density contribution efrtragnetic volume charges
(8‘(;0') can be treated in an analogous way.

A periodic surface charge distributiory (X) = sin[¢ (X)] (cf. Eq. 3.32), like the one
describing the spin spiral ground state of the Fe DL on W(1d#)),always be expanded
into a Fourier series:
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oy (X) = Z cd i
f=—e (6.11)

1 -
G = —f oy (X) - €T Xdx.
A Jo

In agreement with the experimental observations the gpicdile can be assumed to be
continuously diferentiable. Thus, the Fourier series converges at leastwyiee and
o«(X) can be approximated by a finite Fourier sum:

o (X) ~ Z c e Tx, (6.12)

r=—t

The quality of the approximation depends on the number ofiEpaosficients being
considered (B It can by quantified by the error of convergeriR€) that is defined
here using Parseval’s identity:

7 [ 1008 ax= Y 16 = Yl + RO, (6.13)
0 r=—co r=—F

The following considerations will be based on the relativ@eof convergenc® (7)
that can be derived fromR (F') according to:

R(F) __R®
Lo R dx 2ol

R(F) = (6.14)

The calculation of the demagnetizing energy densit{Eq. (3.33) is based on the
Fourier codicientsc,, as obtained from the Fourier expansion of the surface eharg
distribution (Eq. 6.11)). Each Fourier cd&cient corresponds to one of the summands
in (Eq. 3.33. Thus, the approximation aef, (x) by a finite number of Fourier cdie
cients can be directly related to a corresponding appradomaf &4:
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1 o ; 1 - g2l
surf it ¥ 2 2 . - =
e 02 (9] = 5 - 5 M2 {cwz[cr ol

r=—f

(6.15)

G = %fod ox(X) - s ox (X) :=sin[¢, (X)]

In particular, the errors ofry and g4 are related quantities. Thus, in both cases
the quality of the approximation is essentially describgdtie relative error of

convergenc® (), as defined in Eq6(14).

As discussed above, the energy density contribution of tagnetic volume charges
can be treated in an analogous way:

1 r 1 - e
B —"
A

r=—f

fz ¥y (X) - e x| vx (X) 1= cos[¢, (X)] (6.16)
0

R(F) 0]
Ly R dx IR lel

Numerical calculation of the energy density dispersions ahthe spin spiral profiles

As discussed before, the following calculations are based micromagnetic model
(Eq. 3.33-(3.3H) that extends the previously used model (B329) by the additional
consideration ofsg‘mm [#.]. In order to make the model applicable to the numerical
procedure discussed before, the functiandl (X)] (Eq. 3.34 must be approximated
according to Eq.€.15+(6.16. The complete model can be summarized as follows:
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e[g] = ealda] +om[6a] + e, [$a] + Esnapelda] + £ " [¢a]

A at fA' |61 (X)|2 dx
eom [¢a] = At fiD : |¢/1 (X)| dx

ek, [9.]

at. f Kc-cos ¢, (x) dx (6.17)

8shape[(ls/l] = At sthape' cos ba (X) dx

giglhom [¢/l] = Sfjurf [¢/l] - Sshape[(ﬁ/l]
eq gl = & [¢a]
&p)] : cf.Eq (615 , &°[g,] @ cf. Eq (6.1

According to Eq. 6.14+(6.16), the errors of5"[¢(X)], €§”[¢(X)], ef""$(x)], and
sidfl‘lhom[¢(x)] decrease with the number of considered Fouriefffaments (). For the
following calculations Was chosen such thR(F) < 0.001 %¢ in all four cases.

As discussed beforepy (171) is independent of the spiral shape (cf. Cha@er It

is therefore not fiected by inhomogeneities in the demagnetizing field and irsna
unchanged with respect to the previous calculations. Alepoenergy density disper-
sions, as calculated on the basis of E1{), are shown in Fig6.6 (a). Compared
to the simplified modelga(17), ex (171), &k (471), andeshapdd~*) remain unchanged
within the precision of the graphical representation. Tih@ittonal energy density dis-
persionss{"°™(17") ands"°"™(1"") are symmetric with respect zero energy density and
cancel out completely within the precision of the graphrepiresentation, i.@spapelS
the only significant energy density contribution of the dgntizing field. It is there-
fore well justified to neglect inhomogeneities of the deneging field right from the
beginning and describe the spin spiral ground state in thBlFen W(110) in terms

8In contrast to the previous discussion the denominator in(€44 can no longer be evaluated
exactly, since for non-vanishing valuesa'gfmm there is no analytical expression describing the magne-
tization profile¢ (x), and thusr (x) andy (x). Here, this problem is overcome by replacing the infinite
sum in the definition oR by a finite one. The summation boundaries=(%+250) are chosen such that
with a further increase of at every point of the numerically calculated energy dispesthe spiral
profile only changes within the precision of the graphicakesentation.
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Figure 6.6: (a) Energy density dispersions, as calculated for the case of a misir&y energy
density contribution of inhomogeneities in the demagnetizing field. The cufveg(d™),
ek (A7Y), ek (1Y), andesnapdd™t) coincide with the curves of Figs.4 (a) within the error
of the graphical representation. The curves@om(/l‘l) andsidrl‘lh"m(/l‘l) are symmetric with
respect to zero energy density within the resolution of the graphs.

of the simplified micromagnetic model (ER.R9), as discussed before. In particular,
the vanishing contribution off"™ = &]"™ + "™ also justifies the procedure that
was applied in ] to determine the exchange fétiessA and the &ective anisotropy
parameteKes (EQ. 6.2)).

Numerical accuracy: The energy density dispersions shown in g were calcu-
lated pointwise starting from the micromagnetic model dsfiby Eq. 6.19-(6.17).
According to the previous discussion, the correspondinigalsprofiles were approx-
imated by a finite Fourier sum at each point of the curve (BdLd), i.e. by a finite
number of Fourier cdécients. In the homogeneous limit the spin spiral profile is pe
fectly sinusoidal and can therefore be described by onlyFameier codficient. Con-
sequently, the error due to the application of the finite Fewisum vanishes. With in-
creasing inhomogeneity the size of the domain areas inesessile the size of the do-
main walls remains essentially constant. Due to this asytnyntiee number of Fourier
codficients needed in order to ke®mat a constant value increases with increasing in-
homogeneity. It is therefore necessary to investigate¢pendence d® on the number
of considered Fourier cdigcients at each point.
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Figure 6.7: Relative error of convergence as a function of the number of Fowesiicients ¢
being considered for the approximation of the spiral profile. The egorehses with increasing

f. For a spiral period oft = 200 nm the convergence of the real-space spiral profile is shown in
the inset.

Fig. 6.7 displays this dependence for the experimentally obserped| period @ =
45 nm) and the largest spiral period considered in &ig(1 = 200 nm). As discussed
before, in both caseR decreases with the number of considered Fouriefficients.

It is systematically larger in the case of the longer spietiqd due to the increased
asymmetry of the spiral shape. In both caseg ferI2 the error becomes very small.
Forf > 75, i.e. the value used for the calculation of the curves q1 &i6it is below
0.001 %0. The inset visualizes the dependence of the appro&drsin spiral profile
(out-of-plane magnetization) on the number of Fourierfiéoients for the casad =
200 nm. For"= 1 (red dashed curve) the approximated spiral profile is afsoidal
shape. The error of the approximation amount®te 13.6%, as shown in the main
panel. For™= 3 (green dashed curve) the profile deviates from the sinakslthpe
with R decreasing to 8%. The blue curve finally shows the profile£"75), as used
for the calculations shown in Fi.6. As mentioned before, the error of the discussed
approximation is below.001 %o
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Chapter 7

Finite Fe double layer stripes

In Chapter6 the focus was put on the analysis of the spin spiral in thenebete Fe DL
on W(110). It was shown that the spin spiral is induced by therplay of magnetic
exchange, anisotropy and the DM interaction. The demagingtenergy was consid-
ered in terms of anfiective anisotropy parameter. In particular, it was shovat the
observed spiral period, the unique rotational sense, theadowall width, the domain
wall orientation and the magnetic field dependence (firstlings in Tab.4.2) can be
reproduced consistently on the basis of an extended migoetie model and a unique
set of micromagnetic parameters. In this chapter the miagmmatic model is extended
to finite Fe DL stripes on W(110), as investigated in previoBsSS'M experiments
[29, 120, 130. The main focus is put on the investigation of the obsenaushing of
the spin spiral ground state in narrow stripes, the stripgtiwilependent vanishing of
the spin contrast at elevated temperatures, and the stitjple deependence of the spiral
period (last three lines in Ta®.2). In particular, it is shown that the observations can be
explained as a consequence of inhomogeneities of the detizgg field at the stripe
edges (cf. Fig3.51 (b)), in contrast to the previously discussed closed filmrgetry
where inhomogeneities of the demagnetizing field were shovine negligible.

7.1 Extended micromagnetic model calculations

Up to now, all micromagnetic calculations were restrictedhte case of extended Fe
DL films on W(110), i.e. the magnetization was assumed to beteah along the

direction perpendicular to the propagation direction @& #pin spiral. Consequently,
inhomogeneities of the demagnetizing field at the edgeseoFthDL areas could be
neglected. For an appropriate description of finite Fe Dipst these simplifications
must be dropped in the following. Thus, it is assumed thatlenthe Fe DL stripes the
magnetization remains constant along the direction pelipalar to the propagation

direction while it is assumed to be zero in the gaps betweerstiipes. Compared to

107
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W(110)

Figure 7.1: (a) Magnetic configuration of the Fe DL stripes on W(110) and the interreeB&
ML. In the ML areas the magnetic easy axis points perpendicular to thegatipa direction of
the spin spiral in the DL. (b) Magnetic configuration, as used for the tzlons in this chapter.
The ML areas are not considered, since the spiral profile in the DL éndaBy undfected by
the ML due to the perpendicular orientation of the magnetic easy axis.
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the experimentally investigated samples this assumptimstdutes a simplification,
since in real world systems the DL stripes are separated-pjaime magnetized ML
areas (cf. Fig.7.1). According to [L31] the ML is ferromagnetic below its Curie
temperatureT, = 225 K with an in-plane-anisotropy along1@]. Nevertheless,
neglecting the magnetic structure of the ML seems to be wslifjed, since due to the
in-plane anisotropy the Fe ML only has a weak stray field thatiented perpendicular
to the magnetization in the DL, and therefore should ffigch the magnetization of the
DL stripes significantly. The following calculations areskd on the micromagnetic
model described by Eq3(39, that extends the model used in the context of closed
Fe DL films (Eq. 8.39) to the case of non-trivial surface topographies. In paltér,
this is achieved by calculating the surface and volume @amntributions to the
demagnetizing energy densityg‘(’f ands‘éo') on the basis of Eq.3(30-(3.3)), instead

of the previously used Eg3(33-(3.34). Here, the micromagnetic model is repeated
for the sake of clarity;

e[p] = ealda] +com[ba] + e, [Ba] + Esnapelda] + €5 " [¢a]
ealgal = /l_l‘fA' |61 (X)|2 dx
eom [pa]l = At fiD : |¢/1 (X)| dx
ek, [01] = ﬂ‘l-ch~co§¢A(x) dx (7.1)
3shape[¢/l] = At sthape' cos ®a (X) dx
inhom _ E [ osurf vol _
e bl = (65 (g, 7] + &5 [64 T]) = Esnapel 61]
"¢,  cf.Eq (330 , &P[¢a] : cf. Eq (3.3)

1Eq. (7.1) was rewritten such that it becomes formally equivalent tp §.17). In contrast to
Eq. 6.17), herees"[4,, 7] and el [¢,, 7] are functionals of botip (X) and the topography of the DL
stripe array, as described by the functiofy) (cf. Eq.3.37).
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For an Fe DL stripe array, like the one shown in FiglL, the topography (x,y), as
introduced in Eq.3.37), reduces to a function varying only along the directiorpeer
dicular to the stripes:

3 1 o n-a=2y2n-A+b
T(x,y)—T(y)—{o n-Ay+b>y>(n+1)-24 nez (7:2)
In contrast, the spiral profile only varies along the propiagadirection of the spin
spiral. Thus, the two-dimensional functiomgx, y) andy (x,y), as needed for the cal-
culation ofaj“’f and s;"' can be written as product afly) and the one-dimensional
functionso(X) andyy(X), as introduced in Chaptér

axy) = ox(X)-7(y)
y(Xy) Yx(X) -7 (y)

(7.3)

Approximation of the demagnetizing energy density

In analogy to the case of closed Fe DL films on W(110), the maggetund state con-
figuration of Fe DL stripe arrays can be calculated by applyire numerical procedure
discussed in Chapt&to the micromagnetic model described by Ef1). However,
in a preceding step the model must be simplified by considesimy a finite num-
ber of summands for the calculation of the demagnetizinggsnéensity, i.e. for the
calculation ofej“” ande‘é"' (Eq. 3.30-(3.31). In analogy to the closed film scenario
(Eq. 6.12), the functionsr, (X), ¥« (X), andr (y) can be approximated by finite Fourier
series:

r

. 1 Ax ) .
Oy (X) = Z Cgo'x)elr%x , C[(P'x) — /I_L Sln[¢ (X)]-e_'r%xdx
X

r=—f

F y|
on 1 X _ip 2
Yy (X) = § Cp’x)érfix , CP/X) — A_L cos[¢ (X)]- € |r/2&xdx (7.4)
X

r=—f

S Ay isf—”d .
= (") lSHY @) — 1f —iszy Eq (1.3 € —I

T - c;'e v > C - T - e y d =
V) ;g ° ° o ») Y 2rS

_/ly

The corresponding relative errors of convergeRgg(f), R, (), andR, () can be cal-
culated according to Eg6(14). For the product functions (x, y) andy (x,y) the rela-
tive errors result from the summation of the errors of th@eesive factor functions:
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(7.5)

Like in the case of extended Fe DL films, the approximatioa-@f y) andy(x,y) by
finite Fourier sums is directly related to a correspondingraximation ofsgurf ands‘éo':

Moy |2 NN 1-e20
g = ?Ms *1Co0 + ZZ [Crs “Cor—s- W]
rs

r=—fs=-3§

Crs = CEUX) ’ C(ST)

2 2
r S
Os = (a—x) +(;y)

(7.6)

Fos 2 2
1 1-e&9s

2. 2 o
o A+ Ay 21tQrs

Cs .= CSYX) ’ C(ST)

2 2
r S
Os = (a—x) +(7y)

I

(7.7)

In analogy to the closed film scenario the errorsyﬂﬁndaju” (y ands‘éo') are related
guantities. Thus, the quality of the approximation in Eg.6(-(7.7) is essentially

described by the relative errors of convergence as giveniff/e).



112 CHAPTER 7. FINITE FE DOUBLE LAYER STRIPES

8.5 — 15 1T r————————
mg 84f
S| 10
g 82F
w SIf o0
80 1 1 E 5
0.026 0.027 0.028 0.029 £
471 [1/nm] >
[
g 0
£
> -5
(]
g
© 10 €4~ Eshape™ Eg’hom
0.026 0.027 0.028 0.029 0 0.1 02 03 04 05
7V [1/nm] 271 [1/nm]
—— b= 10nm —— b= 40nm b =200nm
— b= 20nm —— H»=100nm (d=0.45nm)

Figure 7.2: Magnetic exchangea, crystalline anisotropyk, and demagnetizing energy den-
sity &4 as a function of the inverse spiral perigd. The curves were calculated for an array of
Fe DL stripes with an inter-stripe distangg = 200 nm. All dispersion relations show a clear
stripe width dependence, as shown in the insets.

Numerical calculation of the energy density dispersions

Starting from the micromagnetic model E.1) and the discussed approximations
of sj“” and s‘é"' (Eq. (7.6-(7.7)) the spiral profile and the energy density dispersions
ea(d™), ek (171), eom(A7Y), &snapdd™h), andeM°™(171) can be calculated pointwise in
formal analogy to the one-dimensional case, i.e. using timemical procedure intro-
duced in Chapte8. Like in the closed film scenario the error due to the appraxiom

of 5" [¢ (X)] and &' [¢ (X)] decrease with the number of considered Fourieffcoe
cients, i.er"ands, respectively. For the following calculationsand s'were chosen
such that the error of convergence is below 1% for tfh[¢ ()] ands{ [¢ (X)]%

2The values ofR,, andR,, were chosen to be below@D1 %, in analogy to the calculations in
Chapter6. However, in contrast tR,X andﬁ,x, the value ofR, decreases much more slowly with an
increasing number of Fourier cieients. Therefore, in order to keep the number of Fourieffcdents,
and thus the computationatert, within reasonable limitdR, was chosen to be below 1%.
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The energy density dispersions in Fi§g2 were calculated for stripe widths between

b =10 nm andb = 200 nm, as indicated. The inter-stripe distancg,of 200 nm was
chosen such that, within the precision of the graphicalasgntation, the calculated
energy density dispersions do not change upon a furthegasarg value ofly. Thus,

it is guaranteed that the results refer to individual ssipleat are not féected by
dipolar coupling to neighboring stripes. Note, that theitioaseb = 200 nm does not
refer to a stripe geometry, but is geometrically equivaterthe closed film geometry
discussed in Chaptéd. The respective curves were checked for consistency. They
coincide within the precision of the graphical represeotat

The calculation of all curves in Figi.2 is based on the micromagnetic parameters
determined in Chapte6 (Eq. 6.1), i.e. it was assumed that the values of these
parameters are independent of the stripe width. In view ®fdlet that the parameters
describe local properties, and thus essentially depentieiotal lattice structure in
the Fe DL, a variation oA, K, D andMs can only be expected in very close proximity
to the stripe edges. Thus, it seems to be a reasonable assuthatt the stripe width
dependence of the parameters can be neglecteal f040 nm (more than 40 atomic
distances), as discussed in the present context.

Despite the discussed assumption of constant micromagpatametersga(1?),

ek, (171) and especially4(17) show an explicit stripe width dependence (cf. insets in
Fig. 7.2). The stripe width dependence gf(171), ek (171) only exists in the regime of
inhomogeneous spiral profiles and fully disappears in tmedyeneous limit{™* = 0).

In contrast, the stripe width dependencegfi!) (inset (c)) prevails for homogeneous
spiral profiles and decreases when approaching the inhareoge limit @~ = o).
This inverse behavior originates from twdfdrent mechanisms:

¢ In agreement with the calculations of Chapéahe total demagnetizing energy
densityeq decreases with increasing valuestof. For closed filmsl§ = 200 nm)
and in the homogeneous limit, it converges-t§ M2. According to Fig.7.2the
convergence limit increases with decreasing stripe wiashshown in inset (c).
This dtect originates from the demagnetizing field inhomogenreiethe stripe
edges thatféectively reduce the demagnetizing energy density. In qaetr, the
significance of this edgeffect increases with decreasing stripe width.

e As a second orderfiect the stripe width dependence of the demagnetizing en-
ergy density results in a stripe width dependence of the spiral profileg(x).
The dfect only plays a role in the regime of inhomogeneous spir@ifilps and
vanishes in the homogeneous limit, where the spiral prafierfectly sinusoidal
by definition. In narrow stripes, the variation ¢fx) reflects the reduced domain
wall width due to the reduced demagnetizing energy densitlyia particular
due to the reduced value &fy,pe As a consequence of this reduced domain wall
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width the exchange energy densifyincreases with decreasing stripe width (in-
set (a)), while the crystalline anisotropy energy densitydecreases (inset(b)).
In contrast,epy(471) is independent of the shape of the spiral profile and only
depends on the spiral period, as discussed in Ch&pt€onsequently, it is not
affected by the variation af(x) and remains unchanged with respect to bid.

Stripe width dependence of the spin spiral ground state

Starting from the energy density dispersions of Fig.t is straightforward to calculate
the total energy density dispersion and investigate iigestvidth dependence. Fig@.3
shows the result for various stripe widths. Again the Dzghioskii parameter§ =
6.4 - 102 J/m?, in agreement with Eq.6(9)) was chosen such that the position of
the global energy density minimum reflects the experimgntdiserved spiral period
A =45 nmin an infinitely extended closed Fe DL filim£ 200 nm, yellow curve). The
result was checked for consistency with the result of thedineensional calculation
in Chapter6. The curves coincide within the accuracy of the graphicatesentation.

Stripe width dependence of the spiral period With decreasing stripe width the
depth of the total energy density minimum gradually de@saand shifts towards
smaller values oft%, i.e. larger spiral periods (black dotted line in panel.(affor
stripe widths between 200 nm and 20 nm the spiral period ydréween 45 nm
and 588 nm, respectively. Below = 20 nm the spiral period increases dramatically
and eventually reaches values in the micrometer regimecaloellated dependence of
the energy density minimum on the geometrical stripe widlin ivery good agreement
with experimental observation29, 120. Thus, the model describes the hitherto unex-
plained vanishing of the spiral state for narrow stripe getrias (cf. Fig4.2(a)) [29].

In particular, the calculations are in good quantitativeeaghent with the experimental
finding of a critical stripe width of about 15 nm. In additiom the vanishing of the
spin spiral, the results of Fig..3 predict a continuous transition from the spiral state
to the ferromagnetic state. The calculated transition flatitk dotted line) is in good
guantitative agreement with previous measurements (gf.4H4 (b)) [120, where the
discussed variation of the spiral period was observed b BH: However, in 120

the varying period of the spiral state was attributed to taeéverage on the W(110)
substrate, i.e. to the ratio of stripe width and inter-grgistance. In contrast to this
interpretation, the calculations discussed in this chraipiicate that the variation is
related to the stripe width alone, with the inter-stripetati€e playing essentially no
role. Consequently, the spiral period does not depend onaverage. The observed
variation originates from inhomogeneities of the demaigimgj field due to the stripe
edges and can be identified as a property of free standing Fsripes on W(110).



7.1. EXTENDED MICROMAGNETIC MODEL CALCULATIONS

115

(a) 0.4
02}
|
g
&3
S 0.0 — e
O ..
£
@
02}
0.4 - e -
0.00 0.01 0.02 0.03 0.04
A [1/nm]
(b) 0.4
02}
o
:
= 0.0
Oé """"""" IAe
©
02}
0.4 . < TAe .
’ 0.00 0.01 0.02 0.03 0.04
A1 [1/nm]
— b= 10nm —— b= 40nm b =200 nm
— b= 20nm —— H=100nm

Figure 7.3: Stripe width dependence of the dispersion of the total energy densityyellogy
curves represent the closed Fe DL film and coincide with the respeotivitos, as calculated in
Chapter6. (a) With decreasing stripe width the energy density minimum shifts to highegyene
densities and larger spiral periods (black dotted curve). (b) At finite éeatpre, indicated by
Ag, the width of the energy density minimum depends on the stripe width, as indicatbe

dashed horizontal lines.
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Stripe width dependence of the ground state energy densityIn addition to the
stripe width dependence of the ground state spiral periedafculations visualized in
Fig. 7.3 also predict a stripe width dependence of the thermal #kabil the spin spi-
ral. The depth of the global energy density minimum decreasth decreasing stripe
width. Consequently, the energyfidirence between the spiral state and the ferromag-
netic state decreases as well and can eventually be ovetopthermal excitations at
finite temperatures. According to Fig.3 the spiral state in narrow stripes (red) can
be excited at lower temperature as compared to wider stfgresn, black) and closed
films (yellow). In addition, the energy minimum broadenshadecreasing stripe width
(dashed horizontal lines in panel (b)). Thus, even if thead@tate can not be ex-
cited to the ferromagnetic configuration, the range of aibésspiral periods at finite
temperature increases with decreasing stripe width. Colesely, the calculations in
this chapter are compatible with a temperature driven attait of the magnetic state
that results in the vanishing spin contrast observed in BM-&periments performed
at elevated temperature. In particular, the calculatiaeslipt a critical temperature
that increases with increasing stripe width, in good gatiié agreement with previous
SP-STM measurement3qq (cf. Fig. 4.4 (a)). While in [12( the vanishing of the
spin contrast was interpreted as a coverage-dependeneitatuge induced reorienta-
tion transition of the magnetic easy axis, the calculataissussed in this chapter, indi-
cate a stripe width dependent thermal excitation, withoytraecessity for a changing
anisotropy direction. In contrast to the previous intetgtion this is in full agreement
with all experimental observation&Q0, 120 (cf. discussion in Chaptet).

Numerical accuracy

The dependence &, andR,, on the number of Fourier céicients being considered
for the approximation ofr,(y) andvy(y) was discussed in detail in Chap&&r Thus
the following analysis can be restricted to the discussioR.0 Fig. 7.4 displaysR,

as a function of the number of Fourier d¢heients €) for four different values of
the stripe widthb. All calculations are based on the same inter-stripe drstasf

Ay = 200 nm. The inset shows the respective approximations dodttipge profiles, as
given by the finite Fourier series far="50. Independent of the stripe width the value
of R, decreases with an increasing number of Fourieffaments. In contrast to the
previously discussed smooth magnetization profile aloegtiirection (Fig.6.7) the
convergence is much worse due to the discontinuous jumpg/pét the stripe edges.
The critical number of Fourier céigcients &) to be considered in order to reach the
1% limit for R, is given in the figure. For a given number of Fourier fméents, R,
depends significantly on the stripe width, i.e. it increaséhk decreasing values di
This behaviour is a direct consequence of the increasinguatry of the profile due
to the decreasing ratib/4,. It is illustrated in the inset that the convergence in the
center of the stripes is much better than at the edges, dde tGibbs phenomenon.
With decreasing ratit/ 1y this efect becomes increasingly important. According to
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Figure 7.4: Relative error of convergence as a function of the number of Foungticents
being considered for the approximation of the profile of a stripe arrapdisated in the inset.
The calculations were done for an inter-stripe distance of 200 nm. Withagicig asymmetry
of the array profile, i.e. for stripes being narrow compared to the intgrestistance, the well
known Gibbs phenomenon becomes increasingly important. It can onlyppeessed by in-
creasing the number of Fourier dheients in the finite Fourier sum. The critical numbers of
codficientss; being necessary to keep the error below 1% (black horizontal line)iaea m
the box on the upper left. The indicated oscillations reflect the varying signife of diferent
Fourier codicients.

Fig. 7.4, the decay ofR, as a function of the number of Fourier ¢beients is not
uniform. Instead one observes more or less pronouncedatisis. The phenomenon

is most clearly visible for the most narrow stripes, as iathd. The oscillations reflect
the fact that the Fourier components are not equally impartghis property became
most evident in Chapteés where it was discussed that sinusoidal spiral profiles can be
perfectly described by only two Fourier dtieients with all other ca@cients playing

no role. Here, the situation is more complicated than fonusbidal profiles, but
nevertheless some dieients have a higher significance for the approximation than
others. Consequently, the consideration of one additiooati€r codficient reduces

R. depending on its significance, thus explaining the osiletin Fig.7.4.
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Figure 7.5: Side-view (a) and top-view (b) of the simplified spiral profile. Domains and d
main walls are represented by homogeneously magnetized cuboid blosks/e”and negative
magnetic surface charges are visualized by red and green colorpafidraetersy, A, d, andb
denote domain wall width, spiral period, film thickness, and stripe widtipecs/ely.

7.2 A simplified box model

Up to now, the stripe width dependence was investigated®badbis of a sophisticated
two-dimensional micromagnetic model, where the full coemly of the spin spiral
profile was taken into account. However, it is a major drawlzcahis technique that
some physical details of the calculated stripe width depaod remain hidden behind
the mathematical complexity of the model. In order to actdanthis deficiency a
very much simplified model was developed in the frameworkhdaf thesis. Although
the model is less precise than the one applied before, i tbuhto be valuable for the
conceptual understanding of the physical mechanisms lymigthe observed finite
size dependence. The model is based on three assumptions:

e Domains and walls are represented by homogeneously magdetiboids.
e Atthe edges of each cuboid block the demagnetizing fieldhenmogeneous.
e Dipolar interactions between the blocks are negletted

The resulting modified spiral profile is visualized in Fig5. The magnetization is
indicated by magnetic surface charges, as illustrateddyame green colors.

3For symmetry reasons the demagnetizing energy due to tlieation of neighboring blocks van-
ishes, i.e. it is independent of the domain lengtind the domain widtlv. Only the relatively weak
interactions between spatially separated blocks of theedgpe contribute to the demagnetizing energy.
Thus, it seems to be justified to neglect these interactiérighe end of this chapter the assumption
is supported by direct quantitative comparison of the boxlahand the more sophisticated model dis-
cussed before.
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Demagnetizing energy density of a single cuboid block

Fig. 7.6 illustrates the demagnetizing field of the domain and thealorwall blocks
in Fig. 7.5 for various block geometries. At the edges of the blocks talg fis in-
homogeneous. Due to these inhomogeneities the demagigetimergy densities of
domain-like blocks4p) and domain-wall-like blockss(y) are reduced compared to the
case of infinitely extended blocks. With decreasing blocigta ( for domain blocks,
w for wall blocks) and block widthlj) the efect becomes increasingly significant.

Domain-like blocks: In the limit of infinitely extended magnetic films the inhomo-
geneities of the demagnetizing field are localized at therfates to the neighboring
blocks (black(:) signs and arrows). Their influence ep is negligible in the limit
of infinitely long domains, whereas for finite domain lengthsy reduce the value of
&p, as indicated in Fig7.6 (a). With decreasing stripe width, additional field inhomo-
geneities at the stripe edges (blie signs and arrows) come into play. In the limit of
narrow stripes these edge inhomogeneities become dongndthus gp reduces with
decreasing stripe width.

Domain-wall-like blocks: In the limit of infinitely extended magnetic films the field
inhomogeneities in the interface regions to the neighlgobilocks are negligible also

in the case of the domain wall blocks. Only the field inhomagges at the upper and
lower surface of the thin film (brown arrows in the side viewFig 7.6 (b)) reduce the
demagnetizing energy density significantly. With incragsiomain wall width their
influence increases arngl, decreases. As for the domain case, the stripe edges induce
additional inhomogeneities of the demagnetizing field €bdurows). With decreasing
stripe width these additional inhomogeneities becomeeemsingly significant and
reduce the value ofyy.

The quantitative dependencesf andey on the geometry of the block, as calculated
using the method of three-dimensional finite element catmns 110, 132%, is
shown in Fig.7.7. Bothep andey are displayed as a functions of the block length
along the propagation direction of the spin spira | for domain blocksx = w for
wall blocks (cf. insets)). For each set of curves the depecelen the block widtlp

is indicated by the color coding defined in the lower part @& figure. Both for the
domain blocks and the domain wall blocks the demagnetizimeggy density decreases
with decreasing values &f as discussed before (cf. zoom-ins). Thdependence of
&p IS more than one order of magnitude larger thandtuependence afy.

“Note, that this method should not be confused with the metfidihite element calculations, as
used for engineering purposes.
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Figure 7.6: Geometry dependence of the demagnetizing field in domain blocks (a) anindoma

wall blocks (b). In the domain case, there are two types of field inhomdgesiethose at

the interfaces to neigboring blocks (bla¢k-signs and arrows) and those at the stripe edges

(blue (-)-signs). With decreasing domain lendtlap decreases due to the first type of inhomo-

geneities. With decreasing stripe widiht decreases due to the edge inhomogeneities. In the

domain wall blocks, there are also two types of inhomogeneities: those airfaeesand the
FeW interface (brown arrows), and those at the stripe edges (blue gtrdwanalogy to the
domain casey increases with decreasing domain wall widtlklue to the first type of inhomo-
geneities. With decreasing stripe width it decreases due to the increasuenc#lof the edge

inhomogeneities.
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Figure 7.7: Geometry dependence of the demagnetizing energy density in the dasgain (
and domain wall blockss(y). In agreement with FigZ.6 ep increases with increasing domain
lengthl, ey decreases with increasing domain width In addition, bothep andep decrease
with decreasing stripe width (zoom-ins). Note, that thie-dependence ofp is about one order

of magnitude larger than tHedependence afy.
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Demagnetizing energy density of homogeneous spin spirals

The spiral profile of Fig7.5 can now be modeled on the basis of the homogeneously
magnetized cuboid blocks discussed before. For the spagalof homogeneous spiral
profiles the domain blocks and the domain wall blocks in Fi§.are of equal length.
This length is directly related to the spiral period

A

X=l=w-= ) (7.8)
The demagnetizing energy density of the domain-like blocks is closely related to
the demagnetizing energy density of the surface chargesasssed in the context of
the more sophisticated micromagnetic model discusseddditkewise ey, is related
to the demagnetizing energy density of the volume chargBsus, the corresponding
energy density dispersions can be calculated starting tharcurves in Fig7.7. In
particular,&ff*"(47!, b) andg"°™(1"%, b) (cf. Eq. (6.17)) result as spatial averages of
ep(1/4) andey(1/4) over the magnetic volume of one spiral period, respelgtive

(7.9)
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Here, the prefactor/R refers to the spatial averaging. The additive tern ep(co, b)
normalizes!!"°™(0, b) to zero.

The energy density dispersion§™™(4~*, b) andel/*"(47*, b), as calculated for vari-
ous values of the stripe widtty are shown in Fig7.8 (a). In analogy to Fig7.7 the
b-dependence is indicated by the color coding defined in tverd@art of the figure.
Forb = oo the energy densities vanish for the collinear configura¢itnn = 0) and
converge to+% M2 in the homogeneous limiti{* = ). This behavior is in good
agreement with the previously calculated energy dens#iyatsions shown in Fig.6.
The energy density dispersions are reproduced despitedfor simplifications of the
box model. It therefore appears to be well justified to déscthe spin spiral as a
sequence of independent blocks without any interactionsns€guently, the under-
standing of the stripe width dependencesgfi~?, b) reduces to the understanding of

the shape dependenceagfandey, as discussed before (cf. Figo).

SNote, thatsy, does not originate from magnetic volume charges, sincesifbttx model the volume
charges are essentially replaced by rotated surface chiartiee wall regions. Neverthelegsy is closely
related to the volume charges. It is therefore used in orﬂmdalculates‘éo' in the framework of the box
model.
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Figure 7.8: (a) Demagnetizing energy density contributions originating from surface
charges¢""°™(1~1, b)) and volume charges;‘&'lhom(/l‘l, b)), as calculated on the basis &f
andew, respectively. The stripe width dependence is indicated by the colorgaodenalogy

to Fig.7.7. (b) Schematic illustration of the transition from Fig7 to the curves shown in (a).

I — 1l represents recalibration of the horizontal axis fremo the inverted spiral period?.

Il = Il — 1V reflect the renormalization ojg‘fom(/l‘l, b) such that all curves coincide at the
origin of the coordinate system.
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According to Fig.7.8 (a), sg;lhom(/l‘l, b) decreases with decreasing valuesbofin
agreement with the behavior &f;,(x, b) in Fig. 7.7. In contrastgll"™(1°1, b) decreases
with decreasing values dj, and thus shows the inverse behavioregfx,b). The
discussed inversion originates from the fact that in bothrég the energy density
dispersions are normalized such that they coincide at tiggnoof the coordinate
system. However, in Figl.7 the origin represents the case of infinitely short domain
and domain wall blocks, while in Fig..8 it represents the inhomogeneous limit, i.e.
the case of infinitely long domains and domain wall blockseofjthwy. The transition
from Fig.7.7to Fig 7.8 (a) is schematically illustrated in panel (b).

Starting froms{"°™(1*, b) and s{°"(1°*, b) the total demagnetizing energy density
dispersione; (171, b) can be calculated:

e (1b) = dom(atb) + (1 b) P2 o (7.10)

Here, the asterisk indicates that the energy density digperefers to the special case
of homogeneous spiral profiles. In agreement with Bi§, £;(1°*, b) vanishes in the
limit of closed film geometriesh(— ). However, for finite stripe geometries this is
no longer the case due to the asymmetric stripe width demxeeota‘sglmm(/l‘l, b) and
z-:‘d”fom(/l‘l, b) discussed before. Thus, for# oo the total energy density is positive
and increases with increasing valuesiof. In particular, this means that in narrow
stripese; may not be negligible, in contrast to the extended film geoyrdiscussed in
Chapter6. This issue will be discussed in more detail, after the aaltktl considera-
tion of inhomogeneous spin spiral shapes and the shaperapga@ontribution to the
demagnetizing energy density.

Demagnetizing energy density of inhomogeneous spin spirals

In order to account for inhomogeneity in the spiral profilde length of the domain
and domain wall blocks must be varied as a function dfin an appropriate way (cf.
Chapter 6)). In particular, the box model allows to distinguish twgiraes:

6In the previously discussed more sophisticated micronmtagnedel the strict separation of a ho-
mogeneous and an inhomogeneous regime was not possibleadnghe discussion was based on the
continuous transition from the inhomogeneous limit @t = 0 to the homogeneous limit at* = .
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Homogeneous regimed < 4wp): The variation of1 is related to the joint variation
of the domain length and the domain wall widtlw, with | = w, as discussed in
the previous section. Consequently, the demagnetizingygrmnsity dispersions are

given by Eq. 7.9-(7.10.

Inhomogeneous regime{ > 4wp): The variation of1 is exclusively related to the
variation of the domain length The domain wall widthw = wg is given by magnetic
exchange and anisotropy (cf. E§.21)), i.e. itis independent of. Consequently, the
demagnetizing energy density dispersions are given by:

2w,
TO cEW (WO’ b)

Si(?”hom (/1—1, b)
(7.11)

ghhom (/1_1, b) =

A —2Wo A — 2Wp 1
- ED ,b >

/l 2 __'SD(OO’b)

In contrast to Eq.4.9) the domain length and the domain wall width are no longer
equal { # w). Consequently, the spatial averaging is more complicat€his is
reflected by the weighting céiicients 2vp/A and @ — 2wp)/A. The additive normal-
ization term—% - ep(o0, b) was chosen such that the demagnetizing energy density is a
continuous function oft ™! even at the transition line between the homogeneous and
the inhomogeneous regime € 4wp).

By combining the expressions for the demagnetizing energgitiein the homoge-
neous and inhomogeneous regime (EgE)¢(7.11)), e4(171, b) can be written as:

gy, b) A < 4w
&d (/l_l’ b) = % - ew (WO, b) (712)
A > 4w
+ 420 . g (422 b) - 1 - £p (0, b)
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Using the expression for the energy density dispersjgn) of the purely homo-
geneous case (Eq7.0.0), s4(171,b) can be split into the homogeneous contribution
&4(A!) and an additional summarghap{A~*, b) that purely originates from the transi-
tion from inhomogeneous to homogeneous spin spiral préfiles

&4 (/l_l, b) = & (/l_l, b) + sshape(/l_l, b)

0 | A< 4wy

2Wo

=L ew (Wo, b
8shape(/1_1a b) — 2 ew (Wo, b)

+ /l—fwo - &p (/l—gwo’ b) _ % - €D (oo, b) A> 4W0 (713)

- #(1b)

1
5 ep (00, b)

g5(1b) : cf. Eq(7.10

Fig. 7.9 showsesnapd A, b) for various values of the stripe width In addition, the
figure shows:lj ™ ands°™ (dashed curves), as copied from FIg8. In analogy to
Fig. 7.7-7.8 the b-dependence is indicated by the color coding defined in tiverdo
part of the figure. In the inhomogeneous regime-(4wy, blue shaded area) the value
of esnapedecreases almost linearly for all valuestof This decrease originates from
the fact that, upon increasing the ratio of in-plane mageetidomain wall areas to
out-of-plane magnetized domain areaglj, the system can gain shape anisotropy
energy, as already discussed in Chafierin the homogeneous regima « 4wy,
white area) the ratio of in-plane to out-of-plane magnetiaeeas amounts i@/l = 0.5
and does not change with varying valuesAof Thus, espape femains constant in the
homogeneous regime. For closed film geometres (), this constant value in the
homogeneous regime amountstupe= 0.5uoM2, in agreement with the results of the
more complicated micromagnetic model discussed befonmecrikases with decreasing

stripe width, as visualized in the inset.

"The gray shaded additive tem% - &p(0, b) assures the normalizatiosspapd0, b) = 0.
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Figure 7.9: (a) Geometry dependence of the shape anisotropy contribtg;ig;n(/l‘l, b) to the
demagnetizing energy density. In the homogeneous regime (blue shadgesgy,edecreases
almost linearly and takes a constant value in the regime of homogeneouspspfilals (white
area). With decreasing stripe widthhapd A2, b) increases, as shown in the inset. For compari-
son,s‘é?lhom(ﬂ‘l, b) and&!""°™M(171, b) were copied from Fig7.8(a) (dashed curves).

According to Fig.7.9 the stripe width dependence of the total demagnetizingggner
density is essentially determined by the stripe width depene ofg}(417*,b) and
eshapdA ™1, b).  In the homogeneous limit theffect is comparable for both energy
density contributions. With decreasing valuestof the stripe width dependence of
&4(A7, b) reduces whereas it remains initially unchangedsfagp,{4~*, b). Only in the
inhomogeneous regime (blue shaded area) the stripe wigéndence ofsnapd1™2, b)
decreases as well. For the experimentally observed sparadgin the Fe DL on
W(100), 11% of the stripe width dependence can be attribudethe stripe width
dependence of;(1°%, b) whereas 89% are related to the stripe width dependence of
3shap<{/l_1’ b).

Fig. 7.10shows the stripe width dependence of the total demagnegteziergy density
dispersionsy(171, b), i.e. the sum of the energy density dispersions shown i@y
For comparison the respective dispersions, as calculaied the more sophisticated
micromagnetic model, were copied from Fig2 (dashed curves). For all values of
b the results of the two models converge both in the homogengoli = «) and in
the inhomogeneous limiti(! = 0). In the intermediate regime the solutions of the
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Figure 7.10: (a) Stripe width dependence of the total demagnetizing energy densiigicas c
lated by the box model (solid curves). For comparison, the respectiv@ss of the previously
discussed more sophisticated micromagnetic model were copied froA EiGhe solutions of
both models converge both in the inhomogeneous (b) and in the homogeineib(s). In the
transition regime the solutions of the box model are systematically below the btiesrore
sophisticated model. For the experimentally observed spiral period in thé Ba B/(110) the
deviation varies between 7% in closed films and 13% for a stripe width=0£® nm.
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box model are systematically below the ones of the more stipaied model. For the
experimentally observed spiral period in the Fe DL on W(11@®) deviation varies
between 7% in the case of closed films and 13% for a stripe vatith = 10 nm.
Consequently, the discussed box model essentially repesdhe results of the more
sophisticated micromagnetic model discussed before, andtleerefore be applied
alternatively in order to investigate the stripe width degence of the demagnetizing
energy density, and thus the stripe width dependence opihespiral ground state.

As already discussed in the context of the more sophistcatieromagnetic model,
the stripe width dependence of the demagnetizing energsitgeesults in a variation
of the spin spiral period as a function of the stripe widthught explains the observed
vanishing of the spiral state in narrow stripes, the meakstrgpe width dependence of
the spiral period and the disappearing spin contrast aatddwemperature (last three
lines in Tab.4.2), as already discussed in the context of the more sopHhisticaicro-
magnetic model. According to the previous consideratidhskeservations can also
be explained in the framework of the very much simplified boodel discussed be-
fore. Due to the reduced complexity of the model it could benshthat the observed
stripe width dependence originates from twieets: the stripe width dependence of the
shape anisotropy (89%), and the asymmetric geometry depeedf the demagnetiz-
ing energy density inside the domains and domain wallstheesasymmetric geometry
dependence of the surface and volume charge contribuiiotietdemagnetizing en-
ergy density (11%).
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In the preceding chapters the discussion was restrictdtetexperimentally observed
spin spiral in the Fe DL on W(110). The magnetic structure effle ML, as well as
magnetic interaction between the ML and DL areas, were rkainténto account. As
discussed before, such an approach is well justified for ibeudsion of the DL. In
particular, it was shown that the spiral structure in the Blnot dfected significantly
by dipolar interactions between the ML and DL regions, sith@emagnetic easy axis
in the ML is perpendicular to the magnetization in the DL hk tway along the spin
spiral. Only for very narrow DL stripe widths below 2 nm thegnatic structure of the
Fe DL is significantly &ected by the underlying ML due to the magnetic inter-layer
exchange interactiori[9, 121

On the other hand, the magnetic structure in the ML can baglyaorrelated to the

magnetization in the DL. In the framework of this thesis thesagnetic correlations
were addressed in more detail using the experimental sesqus$ed in Part I.

In particular a complex two-dimensional magnetic struetaould be observed. It
is the subject of the following chapter. After a short sunmynaf some relevant

previous observations the following discussion refersh description of the novel
experimental results and the discussion of the non-tri@pblogical structure of the

observed spin configuration. Two alternative mechanisrasdescussed in order to
give an explanation of the experimental observations.|kirsbme experiments based
on the discussed spin configuration are suggested.
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Chapter 8

Skyrmion-lattice-like spin textures

8.1 Previous studies

According to previous measurements of the magneto-oieal effect (MOKE), the
magnetic easy axis of the Fe ML on W(110) is oriented in-pldonagthe crystallo-
graphic [110] direction [LOQ, 102, 119. Due to the almost vanishing dipolar stray field
in in-plane magnetized films of only one AL thickness the n&grstructure of the Fe
ML is essentially single-domain. However, it turns out tdamains can be induced
by additional second layer Fe islands on top of the closed Edilm, as visualized in
Fig.8.1(a) [123. The image was recorded using a Gd coated W-tip with a canteg
netization direction and a magnetic sensitivity to bothithplane and the out-of-plane
component of the magnetization at the sample surface. By ioomgbthe observed
magnetic contrast and the previously determined magnas$ig axis, it was concluded
that the spin rotation in the area of the Fe DL island must beyoloidal type, as in-
dicated by the arrows and the crossed circle. However, atitha the rotational sense
of this cycloidal spin configuration could not be determimie to the lack of exter-
nal magnetic fields of arbitrary direction. The indicateghtirotating spiral type was
chosen arbitrarily in order to allow for an intuitive illuation. Panel (b) shows an Fe
ML /DL stripe array, as prepared by evaporation of 1.4 AL Fe amdeguent anneal-
ing [29]. Again a canted tip magnetization provides contrast inDheas well as in
the ML areas. The observed magnetic structure shows a ¢bastic and unique se-
guence of contrast levels (from left to right: dark DL, dark Mbright DL, bright ML)
that is independent of the position on the sample. As in tise cd (a) the observed
magnetic structure was identified as a cycloidal spin spirahknown rotational sense
by combining the observed spin contrast with the previoosdasured direction of the
magnetic easy axis in the Fe ML.

135
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Figure 8.1: (a) Spin-polarized d/dU-map of 14 AL Fe on W(110). The image was recorded
using a Gd-coated W-tip with a canted magnetization direction and a combin&h@gnd out-

of plane magnetic sensitivity. The U-map shows an out-of-plane magnetized Fe DL island
(black) that is fully surrounded by the Fe ML film, that shows a magnetic asttindicating the
formation of a magnetic domain pattern induced by the DL island. Note, thatrthesssuggest

a left-rotating cycloidal spin-rotation, although the rotational sense cailendeduced from
the experimental data due to the lack of external magnetic fields of arbitnagtidn. (b)
Spin-polarized 8/dU-map of 14 AL Fe on W(110). The image shows in-plane and out-of-
plane magnetic contrast in the ML and DL areas, respectively. Due to igeeisequence
of magnetic contrast levels (from left to right: dark DL, dark ML, bright,bright ML) and

the previously observed ML easy axis alond (] the magnetic structure can be identified as a
spin spiral of cycloidal type. Like in the case of (a) the rotational seaslmot be measured.
((@) from [123, (b) from [29]).

8.2 SP-STM experiments in the triple axes magnet

The following SP-STM measurements give the first experialetibcumentation of
a coexistence of the spin spiral in the Fe DL on W(110), as dsadiin Part I, and
the spin spiral propagating along the perpendicular imgldirection, as shown in
Fig. 8.1 In particular, this coexistence implies a complex magnetinfiguration that
is topologically equivalent to the recently discussed skgn lattices £, 5, 133-135
and goes beyond other types of magnetic whirls, as obsetvedeafaces between
magnetic domains in ferromagnets or specially tailoredmetig nanosystem4.86.

Fig. 8.2 (a) shows the topographic STM-image of 1.6 atomic layerseobiir W(110).
As for the previously discussed measurements, ML and Dloreggcan be identified.
The second atomic layer grows on top of the closed ML with depred growth
direction along [001]. The panels (b)-(d) show a series of-gplarized d/dU-maps
in the same sample area, using an in-plane sensitive Fedc@éte. In zero field
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Figure 8.2: Spin-polarized t/dU-maps of 16 atomic layers of Fe on W(110) using an in-plane
sensitive Fe coated W-tip. ML and DL regions can be identified (a). la #zeld the domain
walls in the Fe double layer can be observed (b). Upon applying an ekteagnetic field along
[110] the domain wall contrast in the DL disappears (c). Instead domains withgaetization
direction along [10] become visible in the ML due to the rotation of the tip magnetization in
the external field. The contrast of this pattern is inverted upon revefrtlad tip magnetization

in the external magnetic field (d). Tunnel parametéls: 550 mV,| = 500 pA. The green box
indicates the reference area for the zoom-in shown in&Rg).

(b) one observes the well known domain wall contrast in thedbdas, in agreement
with Fig. 5.2-5.3. The magnetic structure of the ML appears almost featuseldpon
switching on an in-plane magnetic field alondlf] (c) the domain wall contrast in
the DL vanishes, in agreement with the discussions in Paimdtead, a clear domain
contrast appears in the ML areas. It almost vanishes wheslsng af the field (not
shown) and inverts upon the reversal of the field directign (d
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The shown measurement series, as done using the triple ageetof the experimen-
tal setup described in Part I, constitutes the first dirdetSS'M measurement of the
magnetic easy axis alongl@]. In addition, the images show that the domain structure
in the ML areas is closely related to the spiral state in the THus, following the [10]
direction from the bottom to the top of Fi§.2 (c) one observes a regular and unique
sequence of ML and DL domain contrast (bright ML, bright DiaykiML, dark DL).
Since a weak residual ML domain contrast can be observed iaveero-field (b) it
can be excluded that the observed domain structure is idducthe external field. As
for the measurement series shown in FH@, the observed contrast variations can be
attributed to the rotation of the magnetization at the tipxague to the external field.
In conclusion, the magnetic structure of the combinedMLsystem is interpreted as
a coexistence of the previously discussed DL spiral projagalong [001] and an
additional unirotational spiral structure of cycloidapg/propagating along D].

The observed close relationship of the magnetization ifré#IL and DL on W(110) is
not observed in all samples. It seems as if the observed imersional checkerboard-
like structure can only develop for certain ratios of the Hediripe width and inter-
stripe distance. However, on the basis of the existing datatailed analysis of this
issue is not possible. The detailed conditions for the fdionaof the observed structure
remain puzzling and should be the subject of further ingesions.

8.3 The complex topology of the observed spin texture

The topology of the observed magnetic structure, as reguftiom the discussed
coexistence of spiral-like spin rotations along [001] ahtid], is illustrated in Fig8.3.
The d /dU-map on the left-hand side is a zoom-in to tHg¢dlU-map in Fig.8.2 (c).
The corresponding image sections are marked by a green b@zdom-in visualizes
a characteristic area of the sample that serves as a stgaing for the schematic
illustration on the right-hand side of Fi®.3 From the measurements discussed
in Chapter5 it is known that the DL spiral along [001] is a right-rotatigcloid.
However, for the spiral along the perpendicular [001] digat only the cycloidal
character of the spiral could be measured (Fdg), whereas the rotational sense
remains unknowh Thus, the observed gdU-contrast is consistent with two magnetic
configurations, as illustrated on the right-hand side of &ig§

Compared to the one-dimensional spin spiral configuratisoudised before, the ob-
served two-dimensional spin configuration is topologicdifterent. Mathematically,
the topological structure can be expressed in terms of toaked skyrmion number:

1The rotational sense of the spiral alond @] can in principle be determined using the experimental
setup described in Part I. However, due to technical problidm necessary measurements could not be
done for the sample under discussion. Nevertheless, sdaresting conclusions can be drawn.
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Figure 8.3: Topology of the magnetic ground state in the combined system of Fe ML and DL
on W(110). (a) Zoom-in to the area marked by the green box in&R)(c). (b) Schematic
illustration of the magnetization directions in the sample area shown in (a). Theetag
structure shows a unique spiral-like rotation along both the [001] and @] firection. On
the basis of the measurement series in 8igthe configurations on the right and left-hand side
cannot be distinguished. The configurations are topologically equivielenskyrmion lattice
(S = +1), and an anti-skyrmion lattic&(= —1), respectively.

1 oM (x,y) M (X, y)
S—EIM(x,y)-( I X ay )dxdy (8.1)

Here,M(x,y) is the normalized vector field that indicates the magnetimadirection
as a function of the spatial position in the, ¥)-plane (cf. ChapteB.2 Eq. 3.9)-
(3.10). The integral is taken over one unit cell as visualizedh®/ green lozenges in
Fig. 8.3 For a collinear spin configuration the skyrmion number shes, due to the
vanishing partial derivatives in the integrand of E8}1J. For the previously discussed
one-dimensional spin spiral configurations one can choseoadmate system with
the x-direction being defined as the propagation directiah® spiral. Consequently,
one obtains finite values fofAXY, whereas%;’y) is again identical to zero. The
integrand vanishes and the skyrmion number becomes eqeeidpas for the collinear
case. In contrast, for the spin configurations in @ both partial derivatives are
finite and the skyrmion number achieves valuesSof +1, as indicated in Fig8.3.
Consequently, the observed spin configuration is topoldygiahfferent from the
ferromagnetic state and the discussed spin spiral configaosa In particular, it cannot
be described as a simple superposition of spin-spirals;caked multi-q state, which
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would have a skyrmion numb& = 0. Instead, the observed two-dimensional spin
configuration is topologically comparable to the recenthg@rved skyrmion§ = +1)
and anti-skyrmion$ = —1) lattices f, 5, 133-135|.

Despite the discussed topological similarities of the cimeh Fe ML/DL system on
W(110) and the recently discussed skyrmion and anti-skywratiices there are three
major diferences between these systems:

e Due to the combination of ML and DL areas thg\F§110) system is structurally
and electronically inhomogeneous. As a consequence, thaetia easy axis is
a function of the spatial position on the sample, i.e. it poalong [110] in the
ML and along [110] in the double DL areas. This is in contrasthe recently
discussed concept of skyrmion-lattices that was origynatroduced, in order to
describe stable excitations in homogeneous fiel83][

e The observed topologically non-trivial magnetic configima is closely related
to the topography of the arrangement of Fe DL patches argkston top of the
ML film. In particular, the magnetic configuration cannot bgpthced along the
crystallographic [10] direction and any variation of the structure is resttcto
the [001] direction, where domain walls can move freely.sTikiin contradiction
to the free-patrticle-like behavior of skyrmionic excitats along all directions,
as discussed in the literatur&d7].

e The two-dimensional spin configuration in the/\R€110) system is restricted
to the sample surface. Like the surface spin spiral discuss@art Il it is of
non-chiral type (cf. Chaptes.4)2. This is in contrast to the recently observed
skyrmion and antiskyrmion latticed,[5, 133-135 that were observed in bulk
magnetic systems with a chiral lattice structure that imdua chirality in the
skyrmion lattices.

8.4 Driving forces of the complex spin topology

In view of the previously discussed similarities betweendbserved two-dimensional
spin configuration in the combined system of Fe ML and Fe DL ol 3} and the
recently observed magnetic skyrmion lattices, it is tengptd describe the P¢/(110)
system in terms of skyrmion lattices. On the other hand sudd#saription may be mis-
leading due to the discussedfdrences. Thus, in the following the essential require-
ments for the existence of stable skyrmion lattices will besarized. Afterwards, it

is discussed to what extent the requirements are met in ge afathe combined Fe
ML/DL system. Finally, an alternative model is suggested ferdbscription of the

°Note, that both spin configurations in FB13 are mirror-symmetric with respect to the diagonal of
the unit cell. Consequently, the configurations are nonathi
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observed topologically non-trivial magnetic structurtes lbased on dipolar interaction
and the spatially varying crystalline anisotropy in th¢WgL10) system.

Skyrmion-like ground state formation

Recently the chiral ferromagnets MnSi and; R€o,Si (FeSi with a fractionx of
the Fe atoms being replaced by Co atoms) attracted a lot aksitbecause of the
magnetic spin spiral and skyrmion lattice configuratiorasg tould be observed in these
materials #—6]. Both in MnSi and in Fe ,Co,Si the chiral crystal structure results in
a broken inversion symmetry giving rise to a non-vanishingtebution of the DM
interaction that explains the formation of the observed@ermmagnetic structures. At
first sight, the observation of magnetic skyrmion latticethese materials is surprising,
since, according to a seminal result by Wright and Mernii8g], stable skyrmion
lattices cannot exist in chiral ferromagnets. Nevertreiesould be shown that, under
certain circumstances that had not been taken into accqui¥ripht and Mermin,
skyrmionic magnetic textures may be observed. In particitlavas shown that such
states can be induced by external magnetic fiel®9[ thermal fluctuations4], a
spatial variation of the magnetic momeni84], or appropriate values of the magnetic
anisotropy 140. Only very recently, it was shown by measurements in the ke M
on Ir(111) that even in non-chiral surface ferromagnetsrraign lattices can be
stabilized []. The stability was attributed to the joint action of the Diteraction
in the presence of the broken inversion symmetry at the alrgstrface and magnetic
four-spin interactions.

In closed Fe DL films as well as in Fe DL stripe systems on W(11€aM interaction
plays an important role as discussed in Part Il of this thésiEe ML films on W(110)
the interaction was also predicted to be of significant sa@#hough the spin spiral
formation is suppressed by the high magnetic anisotrdgy, [147. Consequently,
it appears to be a reasonable assumption that in the combysteim of Fe ML and
Fe DL on W(110) the DM interaction can account for the observaidue rotational
sense along both the [001] and thél(] direction. However, as for the case of the
recently discussed magnetic skyrmion lattices, it rempuezling why the observed
topologically non-trivial spin configuration is stabilieSince the spin configuration is
observed even in zero magnetic field (B (b)), a stabilization by external magnetic
fields can be ruled out. In contrast, thermal fluctuationfesed amplitude variations
of the magnetization and higher-order magnetic interastimay be present and might
be relevant driving forces towards the observed magnetiargt state, in analogy to
the skyrmion lattices discussed before. However, it remtirbe investigated in detail
if the mechanisms, as discussed in the context of skyrmithicda in homogeneous
solid state systems, can be generalized such that they capged even for the
observed spatially inhomogeneous Fe coverages and magarasiotropies in the
combined system of Fe ML and Fe DL on W(110).
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Figure 8.4: (a) Surface charge distribution and corresponding demagnetizing &@eltivd
neighboring out-of-plane magnetized magnetic domains. (b) Volume chatibution and
corresponding demagnetizing field for an in-plane magnetized domain waSuferposition

of surface and volume charges and their corresponding demagnetiiag fDue to the ge-
ometry of the demagnetizing fields in (a) and (b) the demagnetizing field coafiigu in the
combined system depends on the spiral’s sense of rotation. For left-gosaiial profiles the
fields add up at the P&/ interface, for right-rotating spiral profiles they compete. Consequently
the energetic degeneracy of right- and left-rotating spirals may be liftetbdoéuced magnetic
polarizations in the W layer closest to the/\€110) interface.

Alternative ground state formation

As an alternative to the previously discussed skyrmioa-kijround state formation
it is suggested to explain the observed topologically mosat spin configuration
on the basis of the DM interaction, spatially varying magnanisotropies, dipolar
interactions and polarizations of the W(110) substrate. dikeussion in this section
relies on the idea that the spiral structure in the Fe DL i$yfekplained by the
mechanisms discussed in Part I, whereas the additionedldiie behavior along
the perpendicular in-plane direction is explained by a sdamechanism, which is
introduced in the following143.
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Fig. 8.4 illustrates the magnetic charge distribution and the deratiging field of

a short piece of a cycloidal spin spiral that consists of twb-af-plane magnetized
domains separated by a€Bl-type domain wall. In (a) and (b) the contributions of
the surface and volume charges are visualized separatélg. cdmbination of both
contributions is shown in (c). It turns out that the supeijpms of both field contribu-
tions results in an asymmetry of the total demagnetizingl fidds a consequence of
this asymmetry the resulting field at the/8110) interface depends on the rotational
sense of the spin spiral. In the case of left-rotating spiraipthe fields originating
from the surface and volume charges add up, for right-ragagipin spirals the fields
are antiparallel and compete, as illustrated. Consequéhéyenergetic degeneracy of
right- and left-rotating spirals can be lifted due to inddiceagnetic polarizations in the
W layer closest to the P¢/(110) interface. According talj4 such a polarization is
most likely, since the topmost W layer acquires a small lrtiicantly large magnetic
moment of-0.1ug due to strong hybridization between the [3ands in the Fe and the
5d bands in the underlying W-substrate.

The lifting of the degeneracy of right- and left-rotatingrsgpirals at the surface of
magnetically polarizable substrates only exists in the cd<ycloidal spiral profiles.
In the case of helical profiles, this symmetry breaking doesatcur. Thus, the
discussed mechanism can explain the unique rotationaé s#rtycloidal spin spirals
on purely dipolar grounds, without considering the DM iation. However, it
does not explain why in the combined system of Fe ML and DL ssamaW(110)
the rotation along [10] is of cycloidal instead of helical type. As discussedobef
in the combined system of Fe ML and Fe DL there are twidedent directions of
the magnetic easy axis, i.e.1@] in the ML and [110] in the DL. Consequently, the
cycloidal character of the spin rotation alond @] may result as a direct consequence
of these diferent anisotropy directions. With the cycloidal structbeeng induced in
this way, the previously discussed mechanism may accourthéoobserved unique
rotational sense.

8.5 Measurement of the topological stability

As discussed before, one-dimensional spiral configurati®@art 1) have the same
skyrmion number $ = 0) as the ferromagnetic state. As a consequence of this
topological equivalence a spiral state can be transforrmelet ferromagnetic state in

a continuous fashion. For helical spin spiral configuratisnch a continuous trans-
formation was simulated within the framework of a two dimenal micromagnetic
model [123. The cycloidal case discussed in Part Il can be treated ianmhogous
way. In contrast to the spiral case, the observed skyrnatiicé-like spin configuration

(S = +1) is a topologically protected state, i.e. it cannot bedfarmed continuously
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to the ferromagnetic state. Thus, the magnetic ground stdtey. 8.2-8.3is expected
to be more stable with respect to perturbations than thaqursly discussed spin spiral
configurations. In the following, it will be discussed howeticreased topological
stability of the observed two-dimensional spin configunatmay be confirmed by
SP-STM measurements in external magnetic fields. It is esipddthat the discussion
is not intended as a detailed experimental descriptionasildity study and should be
considered as a preliminary collection of experimentalcegqts.

Lattice distortions in external magnetic fields

In order to confirm the topological stability of the two-dinseonal spin configuration
in FeW(110) it may be elucidating to compare its response to eatemmagnetic
fields with the response of the one-dimensional spin spaafigurations discussed in
Part 1l. Fig.8.5 illustrates the expected distortions for threéatient scenarios: zero
field (top), external field along [110] (center), and extéfiedd along [001] (bottom).

In perpendicular magnetic fields along[11Q the domains with a magnetization par-
allel to the external field grow in size while domains with autiparallel magnetization
shrink. When switching b the field both the spin spiral and the two-dimensional
lattice structure return to the symmetric zero-field contigions. In the spiral case
the distortions can be described in terms of a simple linkamcmodel, as introduced
in standard textbooks of solid state physics. For smalbdisins the restoring force
is dominated by dipolar interaction that favors equal donszes. Only for large
distortions, i.e. in the regime of small domain wall separgt magnetic exchange
comes into play and contributes significaitlin the lattice case the situation is slightly
more complex. In contrast to the spin spiral configuratidw distortion cannot be
described by a simple linear chain model, since the lattiv#ergoes an additional
shear distortion of the domain walls in neighboring Fe Dlipss. Consequently, in
addition to the previously discussed restoring forces,sysem experiences further
restoring forces due to the shearing, as indicated by thegspymbols in Fig8.5 (b).

In particular, these shearing forces are closely relatédestrength of the inter-stripe
coupling and thus the topological stability of the spin cgafation. Consequently, the
topological stability may be investigated in detail by caripg the field dependence
of the one-dimensional spin spirals and the two-dimensispen configuration. In
addition, it may be elucidating to measure the critical fi@ldove which domain walls
annihilate. Due to the topological stability the criticadlél for the two-dimensional
lattice configuration is expected to be enhanced with reégpebe spin spiral state.

3The strong restoring force due to magnetic exchange wasyoisly discussed in terms of a repelling
force between neighboring 180° walls in the regime of 360tsyja].
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(a) Spin spiral (1D) (b)| Skyrmionic lattice (2D)
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Figure 8.5: Field dependence of the one-dimensional spin spiral configuration daharnwo-
dimensional lattice configuration (b) in g(110). The upper panels show the spin configura-
tions in zero field. The panels in the center illustrate the response to anaxtexgnetic field
along the surface normal. The lower panels visualize the response toptammfield along
[001]. In the two-dimensional spin configuration additional restoringderoriginate from the
shear distortion and the topological coupling between neighboring Fe plestfspring sym-

bols).
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In external in-plane magnetic fields along 00]] the general mechanisms are compa-
rable to the previously discussed case of perpendicularmadtfields. However, now
the field acts on the in-plane magnetized domain walls ratiar on the out-of-plane
magnetized domains. Thus, in order to create a significapaat) the field must be
strong enough toféect the domain wall width. Compared to the previous case, avher
the restoring force was (at least initially) dominated bg telatively weak dipolar
coupling, the field must be stronger by about one order of mhadg In particular,
due to the strong restoring forces the additiorféé@ due to the topological stability
may be too weak to be observed.

In external in-plane magnetic fields along[110] the one-dimensional spin spirals
remain unffected, since they have no magnetization component aldk@.[1In con-
trast, the two-dimensional lattice configuration exhilsiteh a magnetization compo-
nent along [10] in the ML areas. It may therefore be distorted by the mtgriield
and the field dependence of this distortion may be measur8&i8TM experiments.
Although the topological stability of the two-dimensiosgin configuration cannot be
compared to the stability of the spin spiral state, this tylimeasurements may provide
insight into the coupling between the ML and DL areas, inipalér when the external
field becomes strong enough to break the coupling.

Thermal and current-induced magnetic switching experiments

In addition, the stability of both magnetic configurationayrbe compared with re-
spect to their nanoscale thermal switching propertiesquSR-STM [145 144. In
an analogous way the current-induced magnetic switchioggsties may be inves-
tigated [L47, 148. As for the previously suggested type of experiments it rbay
instructive to investigate the switching properties asracfion of the direction of an
external magnetic field using the experimental setup dssalig Part 1.

8.6 Topological fields and topological Hall fect

In 1983 M. V. Berry discovered that quantum objects like et@td acquire a geo-
metrical phase if they are transported adiabatically oroaed path in the parameter
space spanned by the parameters in the system Hamiltd&h The acquired phase
depends on the topological structure of the parameter spatthe shape of the chosen
path. Thus, the concept of the Berry phase can give deep trsighthe topological
structure of quantum systems. It gives rise to various exytally observableféects

in diverse fields, such as quantum optics, elementary pagltysics, and condensed
matter physics150 151].
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Figure 8.6: Hall measurements in the combined system of Fe ML and Fe DL. (a) Setup for a
four probe measurement using four independent STM-tips. With ardutosving between B

and D the Hall voltage can be measured between A and C. (b) Cross s¢oimm of the Fe
coated W sample. The decay of the magnetic field with increasing distancetfeosarface is
indicated by the color gradient. Three characteristic current paths astealied by arrows: The
direct current path in the area where the magnetic field is strongest (seéd)ga current path
that is not significantly influenced by the magnetic field (red dotted), andtarmediate path
(green dotted).

In a magnetic field electrons experience a Lorentz force guefigular to both the
field and the electron’s direction of motion. One direct @mnsence of the Lorentz
force is the normal Hall féect that was first observed lydwin Hall in 1879. If in
a Hall measurement the magnetic field is topologically rmonal, the conduction
electrons can acquire a Berry phase when their spin folloeslifection of the field
in an adiabatic way. The acquired Berry phase gives rise toGaked topological
field that results in an additional force experienced by tleeteons 52 153. This
topological force is again of Lorentz-type and gives risethe so-called topolog-
ical Hall effect [154, 159. In contrast to the normal Hallfiect the topological
Hall effect can even be expected for a vanishing net magnetizatamnyg g&he cur-
rent path. Itis of purely topological origin and only reqgsra non-trivial field topology.

Recently, the topological Hallfiect could be observed in the geometrically frustrated
pyrochlore compound Ni10,0; [156, 157] and the magnetic skyrmion lattice in the
A-phase of the chiral ferromagnet Mn3iHg. In analogy to these experiments it ap-
pears promising to measure the topological H&ket by transport measurements on
the combined Fe MIDL system on W(110), as illustrated in Fi§.6 (a). Compared to
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the previous measurements of the topological Hei#at the localization of the mag-
netic moments in the Fe and the interfacial W-layiet4), as indicated by black arrows
in panel (b), may open novel experimental options. Thusptagnetic moments may
be manipulated intentionally by the artificial allocatiohaalditional magnetic atoms
or current-induced magnetic switching techniqub47 148. On the other hand, the
localization of the magnetic moments at the sample surfscei@poses experimental
challenges, since due to this localization the magnetid fiecays as a function of the
distance from the Fe coating as illustrated by the colorigradl59. Since the current
between B and D is given by the sum of the partial currentsgaédipossible paths be-
tween the probes, not all electrons will biéemted by the field. For electrons flowing
close to the surface the influence of the field is largestdsgpieen arrow in panel (b)).
It reduces for electrons flowing farther away from the swef@green dotted) and finally
becomes negligible for current paths that penetrate deetaythe W substrate. Since
the electrical resistance is essentially proportionah&léngth of the current path, the
electrons prefer paths close to the surface. Neverthedessitain amount of leakage
current in the area of small magnetic field cannot be avoidéuls, in contrast to the
bulk magnetic structures in No,O; and MnSi, a certain fraction of the electrons
may not be fected by the magnetic field and therefore may not contrilmtied topo-
logical Hall gfect. In order to deal with this problem, one should keep indhtivat the
average penetration depth depends significantly on tharaigt of the probes, i.e. it
reduces with decreasing inter-probe distance. It is tbeeeSuggested to perform the
discussed Hall measurements using a four probe SIIBY jnstead of using traditional
probing techniques based on lithographically etched Halgeometries and traditional
bonding methods. In addition, it might be helpful to repl#oe W single crystal by an
epitaxial W thin film on an insulating substrate, in order wid leakage currents in
the area where the magnetic field is weak.
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Instrumental developments

In the framework of this thesis a fully custom-designed SRASetup was developed.
The SP-STM can be operated in the external field of a triples aetor magnet at
a base temperature of24 K. The system was optimized to allow for a maximum
of flexibility with respect to the self-assembled growth dbraic-scale magnetic
structures in the temperature range between 10 K and 1100nKaddition to the
extended experimental capabilities the novel settgre various options for automated
substrate cleaning, data acquisition and data loggingathIRhe design concept was
described in detail and the functionality was demonstrated

The operation of an SP-STM in the external field of a triplesaxector magnet is an
important extension of the technique towards measurenvattisangular resolution.
In particular, the rotatable field allows for two novel typdsSP-STM experiments:

Characterization of non-collinear magnetic structures wth angular resolution

The instrument developed for this thesis allows to fully tconthe magnetization
direction of ferromagnetically coated probe tips along sghtial directions. This
extends the capabilities of SP-STM significantly since foe first time the local
magnetization of the sample can be determined with respeut external coordinate
system. This unique capability of the novel setup allowdlierreal-space observation
of atomic-scale magnetic structures with angular resmtutiThus, in particular in the
field of non-collinear magnetism, it opens up the door for aleltlass of experiments
not being accessible by traditional SP-STM setups.

Manipulation of magnetic structures by magnetic fields of arbtrary direction

While in the case of ferromagnetic probe tips the directiotheftip magnetization is
strongly dfected by the external field this is not the case for antifeagnetic tip coat-
ings. Thus, for the latter case, the magnetic structureeoffimple can be manipulated
by the external field without any superimposed ftifeets. Even for this class of exper-
iments the vector magnet setup gives rise to experimentedrgpnot being accessible
in traditional SP-STM setups, since now the response ofdhgte magnetization to
the external field can be investigated as a function of theadfmaientation of the field.
Since magnetic interactions are strongly determined byetttiee structure they are in
general not isotropic. Thus the discussed measurementgv@novel insight into the
origin of magnetism at crystal surfaces.
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The magnetic spin spiral ground state in the Fe DL on W(110)

The second part of the thesis was referring to the experahamnvestigation of the spin
spiral ground state of the Fe DL on W(110). Using the newly tbped experimental
setup the right-rotating cycloidal character of the spinadjgould be measured directly
for the first time. In addition, it was shown that the spiratatmn is confined to the
plane spanned by the crystallographic [001] and [110] aXésts, it can be ruled out
on the basis of real-space measurements that the spirtbrofallows a complex truly
three-dimensional path as suggested receifly [Compared to previous investigations
of other spin spirals, where the spiral configuration coulty tve deduced on the basis
of density functional theory calculations, the real-spaeasurement of the spin spiral
in the Fe DL on W(110) is a major progress. In particular, thasoneements allow
for the first time to directly compare experimental resuttd gheoretical predictions.
Thus, the presented results can serve as an experimerganeé for the validation of
the predictive power of the recently applied density fumaal theory models.

In order to bridge the gap between the results of densitytiomal theory and the
experimentally observed real space structure of the spralsgate in the Fe DL on
W(110), micromagnetic model calculations can be applie@urti®g from either side
the relevant micromagnetic parameters, i.e. the exchainjeessA, the crystalline
anisotropyK., the DM vectorD and the saturation magnetizatibh, can be calculated
and compared. However, the previous approaches along lihesgl, 2] were con-
tradictory to at least some experimental observationsT@ah.4.2). In the framework
of this thesis the discussed contradictions could be reddby the development of a
micromagnetic model explaining all experimental obseovest on the basis of a unique
set of micromagnetic parameters. In particular the preshosuggested micromagnetic
models were extended along two directions: (i) In additiomtagnetic exchange,
crystalline anisotropy, and shape anisotropy the modetldped in this thesis also
accounts for the DM interaction and the energy contribubbdemagnetizing fields.
(i) The restriction to homogeneous sinusoidal spiral pesfiwas dropped and the
considerations were extended to arbitrary, i.e. inhomegas, spiral profiles.

Based on this comprehensive micromagnetic model the migoete parametera,
K., D, and Mg were determined as fitting parameters to the experimentékberved
spin spiral profile in the Fe DL on W(110). In contrast to all\poais studies the
parameter set is unique and the calculations are consistiémtall experimental
observations known to date. However, the determined miagoratic parameters are
contradictory to the respective parameters recently tatledi on the basis of DFT
methods ]. It was discussed that this discrepancy may be explaingddoyestriction
to homogeneous spiral profiles in the DFT calculations. K slaown that, in the case
of the Fe DL on W(110), this restriction cannot be regarded m&ar simplification.
In particular, the disregard of inhomogeneity in the prasit@pe results in an artificial



8.6. TOPOLOGICAL FIELDS AND TOPOLOGICAL HALL EFFECT 153

coupling of the spiral period and the domain wall width, whis contradictory to the
experimental observations. This improper coupling finedigults in a coupling of the
micromagnetic parametesfs K., D, andMs and accounts for the discrepancy between
the recent DFT results and the results of this thesis thabrethe independence of the
parameters.

The spin spiral in closed Fe DL films on W(110) was shown to beded by the joint
action of the DM interaction and dipolar coupling, whereasa of these interactions
can explain the formation of the spin spiral on its own. TlsisSn contrast to the
previously observed antiferromagnetic spin spiral in the ML on W(110) @8] that
is purely induced by the DM interaction. In particular, it svahown that in the Fe
DL on W(110) the strength of the DM interaction is close to théaal limit where
a spin spiral state can be induced. As a consequence of this Mg interaction the
spin spiral profile is highly inhomogeneous in contrast tgedviously observed spin
spirals.

It is a major improvement compared to previous models thahtltromagnetic model
developed in this thesis is not only applicable to closed jgumetries but also to finite
size systems. In particular, this extended applicabilitywes to reproduce the hitherto
unexplained vanishing of the spin spiral ground state inSIR* measurements on
narrow Fe DL stripes on W(110R9]. It also gives a consistent explanation for the
observed stripe width dependence of the disappearing spinast in SP-STM experi-
ments at elevated temperatur&2(). In particular, it was shown that, with decreasing
stripe width the spiral state becomes energetically legg&ble while the ground state
spiral period diverges. This behavior was attributed todbereasing demagnetizing
energy due to the increasing significance of demagnetizéhgjihhomogeneities at the
stripe edges. Consequently, the joiffeet of dipolar coupling and the DM interaction,
that accounts for the spiral formation in closed films, reguwith decreasing stripe
width and finally results in the diverging spiral period, igreement with the experi-
mental observations. In order to analyze the origin of thipestwidth dependence in
more detail a very much simplified box model was developedspide all simplifica-
tions the model reproduces the experimental observatienyswvell. In addition, due to
its reduced complexity, the model allows to separate fisite-dfects originating from
magnetic surface charges, volume charges, and shaperapisddoth micromagnetic
models indicate a functional relationship between theasperiod and the stripe geom-
etry that originates from the reduced demagnetizing endemgity in narrow stripes.
Thus based on the discussed models it is in principle feasidailor the spiral period
by adjusting the geometry of the Fe DL stripes in an appréogpriay. This may be of
particular interest for future experiments and even teldgical applications such as
microwave sources, based on the spin rotation of spin-geldelectron currents along
the propagation direction of the spirdld].
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Skyrmion-lattice-like spin textures

In a certain range of Fe coverages, that remains to be detedrbly subsequent studies,
a topologically complex two-dimensional magnetic stroetappears in the combined
system of Fe ML and Fe DL on W(110). Using the novel experinesgiap described
in Part I1, it was shown experimentally that the structureogologically equivalent to
the recently observed skyrmion lattices in Mn&i158, Fe,_,Cao,Si [5, 6], and the Fe
ML on Ir(111) [7]. On the other hand it is topologically distinct from the lowdar state
and the spin spiral state discussed in Part Il. Thus, itslgyalith respect to external
perturbations is expected to be increased compared toghessied spin spirals.

In order to explain the origin of the observed spin configoratwo models were
considered. On the one hand it was discussed if the obsaruetise can be described
in terms of skyrmion lattices, in analogy to the previoushserved magnetic config-
urations in MnSi and Re,Co,Si. However, due to the complexity of the problem a
closing answer is beyond the scope of this thesis. As amalige to the skyrmion-like
ground state formation it was suggested to explain the wbdespin configuration
on the basis of the DM interaction, spatially varying magneanisotropies, dipolar
interactions and polarizations of the W(110) substrate. d$ whown that the unique
rotational sense of a spin spiral can be explained withduahgathe DM interaction
into account, if the cycloidal spiral type is induced by ctlmeteractions such as
spatially varying magnetic anisotropies, as observedgatbe [110] direction in the
combined system of Fe ML and Fe DL on W(110).

For the measurement of the increased topological stahiitghe reported two-
dimensional spin configuration several experiments weggested. It was discussed
how the new triple axes magnet system can be used for thiogeirpln particular,
it may be used to distort the observed magnetic lattice strec Compared to the
one-dimensional spin spiral configuration in closed Fe Dingil the two-dimensional
skyrmion-lattice-like configuration is expected to exparde a shear distortion between
the spiral structures in neighboring DL stripes. The cqroesling restoring forces
originate from the inter-stripe coupling, which is strongeklated to the non-trivial
topology of the observed spin configuration and thus itsltmpoal stability. In addi-
tion to the investigation of the topological stability byetfield dependent distortion
of the spin configuration it was suggested to compare itsrtakand current-induced
switching properties to the switching properties of thenspiral state.

Finally, it was proposed to exploit the non-trivial topojogf the two-dimensional
spin configuration in the FP&/(110) system for electronic transport experiments. It
was discussed that the spin configuration gives rise to aldgmally non-trivial
magnetic field that results in a non-vanishing Berry phasé®fbnduction electrons
moving along the field. The Berry phase is closely related &ttdpological Hall
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effect, that may be measured by appropriate electronic transpperiments using an
STM with four independent probe tips. In contrast to the neceeasurements of the
topological Hall éfect in chiral ferromagnets, the two-dimensional spin camégon
in F&W(110) is non-chiral. In addition, it is localized at the sdenpurface, thus
giving rise to the possibility of its manipulation by the entional agglomeration of
additional magnetic atoms or current induced magneticcenviyy techniques
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