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Abstract

In the North Sea, ship-related chronic oil pollatiss a serious problem which
endangers the marine and coastal environment.idnstbdy, wind-related spatial and
temporal variability in the exposures of the GermNarth Sea coast to this kind of oil
pollution is investigated. Using Lagrangian pasdiaeer transport simulations a drift-
climatology is established describing a manifold padssible oil spill drift paths
originating from the main shipping routes in theutbern North Sea. Detailed
meteorological-marine  reconstructions (www.coastidgt provide a realistic
representation of weather and weather-induced migrfer the years 1958 — 2003. The
resulting multi-decadal drift statistic is used fevaluating the exposure of different
regions along the German North Sea coast to hypo#thechronic oil pollution in
dependence of the location of oil spills, their tgpdadistribution and prevailing
atmospheric conditions. Multivariate statisticalalysis reveals that both spatial and
inter-annual variability in coastal oil pollutiora be linked to a large extent to varying
wind conditions. A comparison of simulated annuhlextion rates with corresponding
beached bird survey data suggests that changinthe@reeonditions may mislead the
interpretation of the data with regard to an estina changes in the general level of
chronic oil pollution. The oil spill drift reconstctions, however, allow for a
quantification of the wind influence and for norimation of the observation data so
that wind-related misinterpretations can be avaid®dlexible representation of the
threat analysis is achievable by representing batbel results and forcing data in the
form of conditional probabilities (Bayesian NetwpriBy this means, a convenient
examination of the oil spill drift statistics demlmg on variable external forcing is

possible, which facilitates the communication apgli@ation even for non-scientists.



Zusammenfassung

In der Nordsee sind illegale Ol-Einleitungen aus Sehifffahrt ein ernstzunehmendes
Problem, welches die marine Umwelt und die Kistefélgdet. In der vorliegenden
Arbeit werden die Gefahrdungspotentiale mdglichelve€chmutzungen an der
deutschen Nordseeklste hinsichtlich der windindteme rAumlichen und zeitlichen
Variabilitdt dargestellt. Mittels Lagrangeschen gp@asn Transportsimulationen ist eine
Driftklimatologie erstellt worden, die eine Vieldamoglicher Ol-Driftwege ausgehend
von den Hauptschifffahrtsrouten der stidlichen Needseschreiben. Dabei ermdglichen
detaillierte meteorologische und marine Rekonstonen (www.coastDat.de) eine
realistische Darstellung von Wetter- und Stromuegsaltnissen fur die Jahre
1958 - 2003. Basierend auf der multi-dekadischafidiatistik wird gezeigt, inwiefern
unterschiedliche Kiistenabschnitte in AbhangigkedmvOrt der Oleinleitung, der
raumlichen Verteilung von Oleinleitungen und dem@spharischen Gegebenheiten in
veranderlichem Umfang potentieller chronischer @ekmutzung ausgesetzt sind. Eine
multivariate statistische Analyse zeigt, dass diemliche und zeitliche Variabilitat
hinsichtlich der Kustengefahrdung zu einem grofReeil Tauf vorherrschende
Windverhéltnisse zurtickzufuhren ist. Der Verglembn den simulierten jahrlichen
Advektionsraten mit entsprechenden Aufzeichnunges &pulsaumkontrollen legt
nahe, dass Schwankungen in den Beobachtungsdai@tegieils Wetteranderungen
widerspiegeln. Basierend auf den Oldriftsimulatiorieann der Windeinfluss jedoch
abgeschatzt und die Datenreihe bereinigt werdendass Missinterpretationen im
Zusammenhang mit Wetterschwankungen vermeidbaremerline flexible Form der
Gefahrenanalyse kann durch die Darstellung der Nexdebnisse und deren zugrunde
liegenden Antriebsdaten als bedingte Wahrscheiaditén erreicht werden
(Bayes’sches Netz). Dies ermdglicht eine komfosdthhtersuchung der Driftstatistiken
in Abh&ngigkeit der beeinflussenden Faktoren, was #ommunikation und

Anwendung vor allem in einem nicht-wissenschaficltumfeld vereinfacht.
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1 Introduction

1.1 Motivation and aim of the study

A proper identification of significant environmehtahanges requires a detailed
knowledge about natural variability of dynamicastgms. Sufficient information about
their state and variations over multiple past desadire therefore essential.
Observational data, however, are often inappraprat that purpose. Such datasets
generally include incomplete or inhomogeneous icand are in many cases available
just in insufficient temporal and spatial resolatior coverage. Retrospective analyses
or reanalysis, on the other hand, reconstruct pastlitions by assimilating existing
observations into a ‘frozen’ state-of-the-art nuicedr model. In this way, a
homogeneous database can be established for eiexiffiong time-period. At the same
time, the conditions can be reproduced even focgslavhere no measurements are
available. On this account, reanalysis data gairremand more importance for
retrospective long-term investigations.

Based on global atmospheric reanalysis data, aistens set of meteorological and
marine reconstructions (hindcasts) for the North &dsts. Using a chain of dynamical
regional models, various parameters describing ldtmospheric (wind speed, wind
direction, etc.) and marine (u and v currents, ®g#ace height, etc.) conditions were
generated in physical agreement and in high spatdltemporal detail (Weisse et al.,
2009; cf. Appendix A). The North Sea high-resolati@constructions can be found in
the CoastDat database (www.coastDat.de). Initiallg, CoastDat hindcasts covered a
45-year period (1958 — 2002), but were later externo the years 1948 — 2006. Several
validation studies (cf. for example Feser, 2006;i38& et al. 2005; Weisse & PIUMR,
2006; Weisse & Gunther, 2007; Winterfeldt & Weis2009) demonstrate that the

CoastDat reconstructions generally represent anadée description of the North Sea
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past conditions. Usually, such detailed meteoraignarine hindcasts provide basis
for climate-related studies. The investigationafg-term changes in the storm activity
in the North Sea and northeastern Atlantic (Weessal., 2005) or the multi-decadal
analysis of extreme storm surges and ocean wawghtse(Weisse & PIlUR3, 2006;

Weisse & Ginther, 2007) are just a few examples.

In the present study, for the first time the dethitoastDat hindcasts are exploited to
treat an environmental problem: the examinationattiral variations in the exposure of
the German North Sea coast to (illegal) oily disgka from ordinary ship traffic -
which is referred to as “chronic oil pollution” (@g@huysen, 2007). Especially
prevailing weather conditions are influential whestla coastal section is affected by
chronic oil pollution or not. The description andagtification of natural wind-related
spatial and temporal variations regarding advecpoocesses towards the coast is
essential for a thorough threat assessment ordtwate interpretation of monitoring
data, for instance. Hence, driven by the coastl=ttiner and sea-state reconstructions,
a Lagrangian hydrodynamic tracer transport modeELETS — Program for the
Evaluation of Lagrangian Ensemble Transport Sinmuta) is utilized to simulate
possible drift paths of hypothetical oil spills. pothetical illegal oil spills from
shipping are thereby represented as ensemblesssfvpatracers that are initialized
along the main shipping routes in the Southern IN&ea every 28 hours within a
46-year period (1958 — 2003). The numbers of ailssghat reach the German North
Sea coast indicate the general threat for resultingoastal oil pollution. The drift-
climatology established in this way properly ddsesi the whole spectrum of natural
wind-driven variability in coastal chronic oil pation during the years 1958 — 2003
with a reasonable frequency of advection towardsgGerman North Sea coast.

The generated oil spill transports are a refinenwnthe rather physically oriented
information from the CoastDat dataset. Whether érspill actually affects coastal
regions, however, is influenced also by other pgses than winds and currents. Oil
weathering, for instance, decreases the probaliilday oil reaches the coast, but is not
considered in the model runs. Regarding chronipalution, important details that are
necessary for the assessment of weathering ingssit.e. the oil type or the presence
and activity of oil degrading bacteria - usuallyna@n unknown. Nevertheless, such
influencing parameters can be roughly taken intwoant by statistically lowering the

oil spills lifetime in hindsight. Since from eachift simulation hourly information
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about the time and location of each tracer parfiaiespill) is recorded, in offline post-
processing a re-weighting of the oil spill advextiaccording to their travel times and
specific half-lives is possible. Repeated comparteti and time-consuming model runs
for considering other substance characteristicsbmmvoided by this approach. The
lowered oil persistence truthfully gives more imjpoice to oil spills originating from
regions closer to the coast.

The rare data regarding both the amount of spoiednd resulted coastal oil pollution
leads to difficulties in the validation of the mddesults - especially when analyzing
multiple decades. Very often, beached, oil-contateid sea birds are utilized as
indirect indicators of chronic oil pollution andrforend assessment. For this study,
reliable data from Germany are available for thenten months of the years
1992 - 2003. Comparisons of inter-annual variatiohsthe simulated, re-weighted
advection rates with corresponding statistics fribiese beached bird surveys showed
good accordance. At the same time, however, tlgggesnent raises the question if the
wind has such a dominant impact on the occurrefdeeached oil-contaminated sea
birds that wind variations visible in the surveyalaould lead to misinterpretations.

For ship accidents, enough details are known fecipely forecasting the oil spill
behaviour and the accompanied risk for coastabreggiln contrast, there is usually no
or just lacking information about illegal oil s@gllfrom chronic oil pollution. For a
thorough threat analysis, the investigation ofvrdiial (observed) oil spill incidents is
not sufficient. Of interest is the assessment ofegad exposures in any (mean or rare)
weather conditions and, more importantly, how pbddasuch situations are. Exactly
this information is contained in the establisheift @timatology. A problem, however,
may be the integration of the simulations in pdtiapplications (i.e. planning of
monitoring strategies or of protective measures)e fGata representation using static
illustration methods such as tables or graphs amedan publications usually focus on
the authors’ research interests. Additional analysfethe data are generally very time-
consuming and require scientific programming. Herecenore flexible but compact
format becomes necessary, which summarizes thatedsef the exhaustive ensemble
drift simulations. In this thesis, the use of a Bsign Network is proposed to achieve

this goal.
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1.2 Thesis objectives and outline

The present thesis aims the reconstruction andsiimgation of weather-related
variability in German North Sea coast chronic aillption based on multi-decadal
ensemble tracer transport simulations. Spatialtangporal variations as well as their
connection to weather variations are investigatewl aheir relevance for the
interpretation of monitoring data (using the exaenpf German beached bird surveys)
discussed. In addition, a probabilistic data regméstion by means of a Bayesian
Network is proposed. These partial studies are ighddl in three publications
(Chrastansky & Callies, 2009a; Chrastansky et 2009; Chrastansky & Callies,
2009b), which can be found in the Chapters 3, 4@ndach of these sections can be
read independently. A content-related outline a thesis objectives is given in the

following.

a) Spatial and temporal weather-related variatiorsl pollution exposures

A proper assessment of spatial and temporal vanatin chronic oil pollution along the
German North Sea coast is necessary for a detditedt assessment. As the German
North Sea coast is situated against winds and rigria various ways, the position of
an oil release, its distance to the coast and tbeaging weather conditions are key
factors that influence the probability that a giveastal area will be affected by chronic
oil pollution. Hence, in Chrastansky and CallieBJQa; cf. chapter 3) a sensitivity-
study analyses how the relative impact of oil padln on coastal stretches varies
dependent on the oil spill location (cf. sectiod.B). Spatial variations of the mean
threat due to seasonally varying wind conditiorss tereby indicated by considering
the mean winter (October — March) and summer (Apfleptember) conditions. For a
thorough contingency analysis, uncertain factodsas unknown source-strengths are
also of importance. In an example study, it is shdnow such uncertain factors can be
considered by combining the simulated contributitmsoastal pollution with a spatial
inhomogeneous source-strength according to shiffictrdensity. In addition, the
influence of varying weather conditions on the adio® rates towards the German

North Sea coast is analysed on regional and imeua scale (cf. section 3.4.2). Using
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a multivariate statistical method (Canonical Catieh Analysis), it is investigated to
what extent variations in oil pollution exposures de attributed to changing weather
conditions. The relevance of governing weatherepast regarding the threat of oil
pollution along different coastal stretches is ¢fagrexamined for winter and summer.
Considering average annual transport rates, bathyéar-to-year variability and the
weather-related long-term changes become asses3&l@leconnection of inter-annual

variability to the North Atlantic Oscillation is ¢ineby also investigated.

b) Estimation of the wind impact on beached binyey data

As seabirds are very vulnerable to marine oil gmhy the numbers of beached oil-
contaminated bird corpses are assumed to reflecnich oil pollution levels. The
statistics of beached bird surveys, however, shodistinct year-to-year variability,
which hampers the interpretation of the monitomiaga. In Chrastansky et al. (2009; cf.
chapter 4), the simulated advection rates are dggdldo analyse and quantify the
impact of weather variations on the occurrenceeaiched, oil-contaminated seabirds on
the German North Sea coast (cf. section 4.3). Toexethe focus is laid on two
representative seabird species of different habithe Guillemot{ria aalge), which is

a seabird that lives predominantly in offshore oegi and the Common Scoter
(Melanitta nigra), a coastal bird species (cf. section 4.3.1). Basethe study results it
is further investigated if the simulated advectiates can be used for normalization of
the observation data in order to reduce wind edfecthe recordings and to relieve their
interpretation (cf. section 4.3.2). An additionaldy in Chrastansky and Callies (2009a;
cf. chapter 3) analyses whether the wind impadeifregarding various sections of the
coast (cf. section 3.4.3). For a comparing studyween advection rates and
corresponding monitoring statistics regarding tbhetheern (Schleswig-Holstein) and the
southern part (Lower Saxony) three coastal seabads utilized that appeared
numerously in beached bird survey data (Eider Di&oknateria mollissima), common
scoter Melanitta nigra) and the red-throated diveg4via stellata)).
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c) Probabilistic representation of the simulatiesuits using a Bayesian Network

The established long-term drift-climatology prowsda useful basis relevant for many
practical applications. Its utilization within imtdisciplinary projects, however, may be
hampered due to the requirement of sufficient ressmuand specific evaluation tools.
On this account, the final study of this thesisspreed in Chrastansky and Callies
(2009b; cf. chapter 5) proposes the use of a BageNietwork for summarizing the
essentials of the ensemble drift simulations. Basedhe causal relationships of the
integrated variables, the transport simulations described probabilistically in
dependence on variable external forcing (cf. sach@ and 5.3). The exhaustive drift
database is thereby exploited for determining theitional probability distributions of
the involved variables, so that reliable weathed egsulting sea-state conditions are
covered in agreement with the frequency of theicuoence. A problem is the
characterization of weather conditions in the BayesNetwork as winds are not
constant during an oil spill drift. In this studiifferent approaches are suggested for the
integration of weather conditions (cf. section %)2The study shows further, how the
network can be complemented with additional butentatn parameters that were not
objects of the original physically formulated diimulations (i.e. oil weathering using
various substances half-life or including estimagiofrom monitoring data) (cf.
section 5.3.1 and 5.3.2). Based on example stidiesection 5.4) the informative use
of Bayesian Networks for extensive threat analysesn under imprecise or uncertain
knowledge as well as its convenient and flexibladhag is illustrated. The presented
probabilistic network is easily modifiable or extable according to the target

applications.

This thesis is completed by an introducing chagtdapter 2) regarding marine oil
pollution in general (section 2.1) and North Seg-stlated chronic oil pollution in
particular (section 2.2) as well as a concludingptér (chapter 6), which summarizes
the main findings. A detailed description about @eastDat dataset and some examples

for further applications can be found in Appendix A



2 General overview

2.1 Marine oil pollution

Because of its physical and chemical charactesistit is a harmful substance that can
lead to far reaching damages in the marine enviesmmPhysically, in case of oll
contamination surfaces of flora and fauna are Wsuadvered with a sticky, air-
impermeable coating. The sticky oil film leads tswfocation of plants and disturbs
essential functions of mammal’s fur and bird’s lfesitcoats. Very often, outward oil
contamination leads to death. Direct and indirdttabsorption, on the other hand,
either through intake of food or during the aniral@ansing itself, can have a negative
impact on the reproduction rate and may lead t@mandfication of eggs and larvae,
malformations and abnormal behaviour of living tuees.

Experts estimate that globally more than one rmmllionnes of oil are entering the
marine environment every year (International Mardi Organization, 2006). The
sources of oil pollution are thereby diverse (cible 2.1). Naturally, oil seeps lead to
an annual input of approximately 600.000 tonnesoibf Nearly the same amount,
however, originates from human off- and onshorévitiets such as oil exploration and
production as well as shipping operations.

Spills from shipping take the major part (up to 3786 man-made oil pollution in
marine waters including both ship accidents andmabr shipping operations
(International Maritime Organization, 2006). Acaid@ discharges from ships
aggregate to approximately 163.000 tons per ygactacular but exceptional spills are
not being considered in this estimation. Forturyatédlemendous incidents like the
Exxon Valdez incident in 1989 near Alaska (Petersbral., 2003) or the Prestige
accident in 2002 close to the coast of Spain (AdeAlarez et al., 2007), in which
several thousand tons of oil had been releasedainerare. A larger amount of oll,
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however, originates from discharges during shipppgrations. Although these ship-
based discharges are usually on a small scalesthczlled “chronic oil pollution” is
estimated to amount to about 208.000 tonnes per. Yiéee majority of chronic oll
pollution results from illegal oil releases incladidischarges of fuel oil sludge (~89%)
and bilge oils (~0.9%), oily ballasts (~0.4%) asllwas tank washings (~9%)

(International Maritime Organization, 2006).

Table 2.1: Estimations of oil entering the worldigarine environment from sea-based

sources (after International Maritime Organizatid@06).

oil input in tons [oil input in percent
Ships 457.000 36,7%
Offshore exploration 20.000 1,6%
and production
coastal facilities 115.000 9,2%
small craft activities 53.000 4,3%
natural seeps 600.000 48,2%

2.2 North Sea chronic oil pollution

The North Sea hosts several important seaports ascthe harbours of Rotterdam,
Hamburg or Antwerp, and is a relevant connectiameen the Atlantic Ocean and the
Baltic Sea. Hence, this maritime area is amongstbilisiest waterways worldwide. In
the entire North Sea area nowadays round 420.0@0nsbvements are registered per
year (GAUSS, 2000; Volckaert et al., 2000); abot®.000 are recorded alone in the
German part of the North Sea (GAUSS, 2000). Duthéohigh volume of traffic, an
enormous potential for oil pollution is inherengcdmented by relatively frequent oil
spills that were observed along the North Sea nshipping routes (Reineking,
2005) and especially in the southern part of thiseaa (cf. i.e. map
on http://serac.jrc.it/midiv/imaps/northsea/aerigfoll_bonn_1998 2004.pdf [Nov.
2009)). In 1999, the North Sea became a “speced’ar a region that is considered
highly vulnerable to oil pollution (International aitime Organization, 2002).
Although ever since any discharge of oil is praoteidj chronic oil pollution - mainly
illegal oil discharges - is still prevailing. Bathand Dinwoodie (2004) estimated that
between 15.000 and 60.000 tons of oil is reledfiedly into the North Sea every year.

8



General overview

Aware of the serious problem of chronic oil poldutiin the North Sea region, the
adjacent countries cooperate to control and redigggl oil releases from ships in this
area. The Bonn Agreement from 1969 was establishdélp on the protection of the
North Sea marine environment from oil (Carpenté&dQ7). The contracting parties,
namely Belgium, Denmark, France, the Netherlandsiwidy, Sweden, the United
Kingdom and Germany, conduct since 1986 contrajhts over the North Sea
international waters. The aim is the detection ibfspillages and discharges of other
harmful substances. Aerial surveillances are peméaor irregularly and on varying
routes, with major emphasis on the predominanti¢reégions (von Viebahn, 2001). In
more recent time new techniques such as sateliisergations are additionally used
(Brekke & Solberg, 2004; Carpenter, 2007). In casenil spill has been observed, oil
response activities are immediately initialized thg responsible party whenever it is
possible (Bernem & Libbe, 1997). The difficultygombating oil pollution is that oil
can only be successfully removed during a shore timindow after discharge. Oil
spreading and the accomplished thinning of thdiloil make the cleaning efforts - i.e.
oil skimming or oil dispersion - ineffective. Anaing an oil sample taken from the
detected spill can give an indication on the aifgin and can thus help to convict the
offender (Bernem & Libbe, 1997; Theobald, 1993).

The aerial surveillance spill statistics serve @s@assessment basis to protocol temporal
changes in the level of chronic oil pollution. Thenitoring by aerial surveillances,
however, comes along with major uncertainties. dntiast to well-documented ship
accidents with according oil release, unauthorédischarges remain in 9 of 10 cases
unobserved (Schallier et al., 1996). The limitedtsph coverage of each flight as well as
the limited amount of flight hours makes it impddsi to observe every oil spill.
Admittedly, satellite based oil spill indication ha high spatial coverage. Natural
patterns on the water surface that look similapitospills in satellite images (called
look-alikes), however, may lead to false alarmsZiemer and H. Krasemann (GKSS),

personal communication).

Further, beached bird surveys are a method for tmamg chronic oil pollution levels.
Sea birds, especially species that dive for fowod, \eery vulnerable to oil pollution.
Even a small amount of oil that contaminates treelsed’s feather coat may result in

death of the particular bird. The oil reduces #atlier coat’s isolation ability as well as

9



Chapter 2

water-repellence. The seabirds have then diffiesllitn swimming and hunting and have
no protection against low temperatures any morea Assult, the bird freezes to death,
starves or is drowned (Bernem & Lubbe, 1996). Assamples taken from the bird’s
feather coat indicated that the majority of birdeddfrom ship-related chronic oil
pollution (Dahlmann et al., 1994), these bird fimgh can be used as measure to
protocol the effectiveness of implemented reducéind controlling efforts.

In Germany, first monitoring of beached oil-contaated seabirds started in the mid-
1980s. Since 1997, beached bird surveys were iedlud the common package of the
Trilateral Monitoring and Assessment Programme (TWlAor monitoring the Wadden
Sea region along the coasts of the Netherlandsn&wer and Denmark (Fleet, 2006) - a
program aiming in establishing a scientific basisthe status assessment of the North
Sea’s Wadden Sea ecosystem, enacted in 1994. Reaaldesurveys are conducted
twice per month in winter seasons. At this timethed year, oil persists longer due to
reduced evaporation rates and birds are physicaigkened because of the low

temperatures and strong winds.

Although oil-contaminated sea birds are an indicaib chronic oil pollution, the

beached bird survey statistics must be interpretétl caution. There are several
circumstances that may lead to in- or decreasedinfin rates. Bird’s habitation

variations, weakening of birds due to diseasesremd outdoor temperatures or
variations in the breeding rates are examplesdotofs that influence the number of
dead birds (Camphuysen et al., 2005, Fleet & RangeiR000, 2001). The usage of the
oiling rate - the percentage of oiled birds thatevéound during the beached bird
surveys - for chronic oil pollution level measuremeshould solve this problem
(Fleet & Reineking, 2001). Wind conditions, howeveray also lead to variations in
both the oil spill and the corpse drift (Fleet, 8DGand thus to problems in data

interpretation.
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3 Model-based long-term reconstruction of weather-dwen
variations in chronic oil pollution along the German North Sea

coast

Alena Chrastansky & Ulrich Callies
Marine Pollution Bulletin (2009), 58 (7): 967 — 975

Abstract

Lagrangian passive tracer transport simulationgiog the 46-year period 1958-2003
were utilized to compare the exposures of diffegants of the German North Sea coast
to ship-related chronic oil pollution. Assuming thgatial distribution of oil releases to
be proportional to estimated ship traffic densdgtailed drift reconstructions allowed
for the reconstruction of wind-induced inter-annuatiations in coastal pollution. For
the winter months, a statistical relationship betweimulated advective transports and
prevailing sea surface pressure fields was eshaalivia Canonical Correlation
Analysis. Wind effects were found to be more imanttfor the northern (Schleswig-
Holstein) than for the southern (Lower Saxony) ithe German North Sea coast. For
Schleswig-Holstein, simulations showed consenstis beached bird survey data from
this region. Proper identification of weather-dnvater-annual and spatial variations in
monitoring data helps to avert misjudgments witare to trends in the general level of

chronic oil pollution.
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3.1 Introduction

Chronic oll pollution in the North Sea is a serigusblem with consequences such as
bird die-offs occurring along the German coast. hereased awareness of the
distinctive effects of chronic oil pollution hasstdted great efforts to reduce the amount
of oil spilled into the sea (International Maritim®rganization, 1982, 2002;
Reineking & Vauk, 1982). Finally, in 1999 the NorSea was declared a so-called
“Special Area” (International Maritime Organizatija@002) resulting in the prohibition
of any oil discharge, including oil dumping fromigh Discoveries of oil-contaminated
sea birds that were not correlated with recordag abcidents (Fleet & Reineking,
2000) as well as oil spills observed by aerial sillance (Carpenter, 2007) provide
evidence that chronic oil pollution is a persistipgoblem. The quantification of
continuous oil pollution, however, is difficult. Ballier et al. (1996), for instance,
estimated that approximately 90% of chronic oillgidn in the North Sea has not been
detected by aerial surveillance (Schallier etl#96). On this account and in addition to
the statistics of observed oil spills, other intlica are used to estimate changes in the

general level of oil pollution, e.g. the resultsrfr beached bird surveys.

In the present paper we compare the exposuredfefatit coastal areas in the German
Bight to ship related oil pollution by simulatiniget drift of hypothetical oil spills from

various locations. A large sample of simulationssveerformed using model-based
reconstructions of realistic weather conditionst tbecurred within a 46-year period
(1958 - 2003). The assumption of traffic-relatepiatsglly inhomogeneous oil inputs
allowed for a quantitative estimate of wind-relatedhporal variability of coastal oil

pollution. Correlations between prevailing sea lepeessure (SLP) fields and the
advection of oil spills towards the coast were istigally analyzed with Canonical

Correlation Analysis. Finally, we employed survestad on beached, oil-contaminated
sea birds for a qualitative validation of our siatidns. The investigations presented
here contribute to a better understanding of tr#hare advection processes of oil

pollution and may provide useful information to irape monitoring strategies.

The paper is structured in the following way: Sact8.2 outlines our general approach

(Section 3.2.1). The hydrodynamic data upon whigh laagrangian simulations were
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based is described in more detail in Section 3.2 description of model aspects is
followed by a short summary of beached bird surdata (Section 3.3). Section 3.4
discusses the outcomes of our Lagrangian traceulaiions (Section 3.4.1) and their
dependence on the mean prevailing weather conditigaction3.4.2). In Section 3.4.3
the results of our simulations are contrasted withbeached bird survey data. Finally,

we summarize our conclusions in Section 3.5.

3.2 Drift reconstructions

3.2.1 Conceptual design

Variability of the exposure of German North Seastalaregions to chronic marine oil
pollution was estimated by means of hydrodynamift dimulations. Past research
involving the analyzes oil samples taken from beddbird corpses has ascertained that
heavy fuel oil (deliberately) discharged from shipsthe main pollutant in this area
(Dahlmann et al., 1994). Aerial observations revbalt the majority of illegal and
accidental oil spills in the North Sea are encowttealong the busy shipping routes
(Reineking, 2005). Hence, source regions for hygithl oil spills were defined to
contain the main shipping lanes in the southermh gfathe North Sea (cf. Figure 3.1a).
We confined ourselves to the investigation of ragladifferences and weather related
variations. The effects of possible changes inntfagynitude of oil discharge were not
the subject of our study.

Oil drifts were represented by simple Lagrangiaespee tracer transport calculations.
However, by re-weighting the tracer particle dens#ccording to an assumed
exponential particle decay time of 21 days (overakgration time was 60 days) we
approximately included the effects of oil weathgrprocesses. A realistic spectrum of
prevailing weather conditions was taken into actdoy performing the trajectory
calculations based on reconstructed atmospherid amd two-dimensional North Sea
current fields. High resolution simulated fieldsrsd on an hourly basis, for a 46-year
period (1958 — 2003), were taken from the coastiiza base (cf. section 3.2.2). In
addition to current-induced particle drift compotsgran extra wind drift factor was

introduced (for details see section 3.2.2).
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The relative extents to which different areas altimg German North Sea coast are
exposed to hypothetical oil spills (see section13.#ere assumed to be proportional to
the number of simulated particle trajectories tredch the different target regions
(cf. Figure 3.1b). The assumption of a limited jgdetlife time gives more importance

to particles that originate from source regionsefdo the coast.
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Figure 3.1: Particle source and target regionhefrodel set-up. The particle source regions athag
major shipping routes of the North Sea (grey shaaeds in panel a) show the assumed
weighting factors for modeling oil incidence rages proportional to the ship traffic density
(derived from ship occurrence estimations from Geit & Benshausen (1987)). Because of
the distance to the coast the bright regions of shipping lanes weren't included in the
simulations. Target regions (panel b) along thenteer North Sea coast are labeled 1-5 for
further reference. Panel ¢ provides the geograpludentation of the region of interest

(framed).

Initially (section 3.4.1.1), spatial variationstbe probability that an oil spill occurs are
not taken into account. In this case, model siniat describe the extent to which
coastal regions would be affected by a hypothetmhlspill as a function of their
locations, irrespective of the oil spill’'s incidencate. In a second step (section 3.4.1.2)
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we assume that the probability of an oil spill logrtional to the density of vessel
traffic, which leads to a re-weighting of the tmy drift calculations. From large
ensembles of detailed simulations we derived thmiahmean conditions for summer
(April — September) and winter (October — Marchgspectively. In section 3.4.2
multivariate statistics are used to describe tlhegiomship between spatial variations of
the potential endangerment of the German North Gestal areas and changing
weather conditions as represented by SLP fielder-ennual variations in advection
processes caused by changing weather conditioredsarénvestigated. For this analysis
we focused on the winter months because this isnwbeached bird surveys are

regularly taken (cf. section 3.3).

3.2.2 Lagrangian simulations and underlying data

Tracer transport simulations were based on stathesfirt detailed re-analysis of past
atmospheric and sea state conditions, stored in doastDat data base
(www.coastDat.de) on an hourly basis. Hindcastsaa-dimensional marine currents
on an unstructured triangular grid with a spagaialution varying between about 100 m
near the coast and a couple of kilometers in oftsihhegions (Plif3, 2004) were obtained
by running the finite element model TELEMAC-2D (Meuet & van Haren, 1996).
Regional atmospheric fields forcing the marine ni@dats upper boundary originated
from re-analyzed NCEP/NCAR data (Kistler et al.02Pafter dynamical downscaling
with the regional climate model SN-REMO (Meinke a&t, 2004). For the drift
calculations, an extra wind-induced drift componehtl.8% of the 10m wind was
superimposed to the current-induced drift, whicansg appropriate for both oil slicks
(Dick & Soetje, 1988) and bird corpses (Bibby & \uh 1977).

Simulations cover a period of 46 years. Within 1958003, drift simulations for
ensembles of 2.700 particles each were initialeeery 28 hours. At each time step a
random velocity component was used to represemctsffof horizontal diffusion.
Although we used 2D velocity fields for advecti@ayandom vertical particle motion
was included to allow for reduced wind forcing whganticles submerge.
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3.3 Beached bird survey data

The effects of marine oil pollution on sea birdsyalepending on the behavior and
distribution of the particular sea bird speciesrtauysen, 1998). Auks and divers, for
instance, are often found during beached bird ysres they are predominantly afloat
and dive for food. Species that are distributethevicinity of the busy shipping routes
are more endangered than coastal bird specieslalibe are at risk only when an oil
spill reaches the coast (Chrastansky et al., 2008%t sea birds prefer hunting in calm
water. As oil slicks cause such calm water surfases birds actively seek for oil spills
(Reineking & Vauk, 1982). This makes beached oiltaminated sea birds particularly
effective indicators of chronic oil pollution inghmarine environment (Camphuysen,
1995; Camphuysen & Heubeck, 2001; Fleet & Reingka®§0, 2001).

Beached bird surveys are part of the Trilateral Mwimg Program of Denmark,
Germany and the Netherlands (Fleet & Reineking 120MAP, 1997). In Germany,
beached bird surveys are performed regularly intavimonths (October — March)
when sea birds are more vulnerable to oil pollutioe to low temperatures and stormy
weather. In addition, the decomposition rate ofi@sglower (Fleet & Reineking, 2001,
Reineking & Vauk, 1982). Volunteers scan the mamtp areas twice per month, at
defined dates, and document bird corpse findingsording to given guidelines
(Fleet & Reineking, 2000). In this manner it is @msl that the resulting data is
homogeneous and suitable for trend assessments.

For this study, we used beached bird survey datiacttver winter months of the period
from 1992 to 2003. We concentrate on three seadpedies that live close to or at the
coast. Eider DuckSpmateria mollissima), Common Scote(Melanitta nigra) and the
Red-throated Diver Gavia stellata) are found relatively frequently at the German
coasts, which makes them suitable for statistinalyses. The beached bird survey data
were used to validate the simulated oil advectsattion 3.4.3).

16



Model-based long-term reconstruction of weathevadrivariations in chronic oil
pollution along the German North Sea coast

3.4 Results and Discussion

3.4.1 Spatial variations of the seasonal mean threat obastal oll

pollution

3.4.1.1Dependence on the location of an oil spill

The location of an oil spill, its distance to theast and the prevailing wind conditions
are key factors that influence the probability thagiven coastal area will suffer from
pollution. In this section we investigate how diffat target regions would be affected
by hypothetical oil spills at different location8Ve considered seasonal averages
(summer and winter, respectively) over detailedt cimulations with realistic time-
dependent forcing (cf. section 3.2).

Figure 3.2 shows results for hypothetical oil reksaat different locations along all
major shipping routes in the southern part of tloetiNSea. At all locations an identical
number of particles were released. The circle gae=as) provide information about the
relative overall potential of each assumed soueggon to pollute the German North
Sea coast, as estimated from the fraction of sitedl#racer particles that reach the
coast. Hence, circle sizes reflect the relativeartgmce of both differing travel times
(assuming an exponential particle decay time otl&jls) and differing probabilities of
hitting the German sector of the coast. As expedtes threat of the coast becoming
polluted with oil generally decreases for more atstoil spills. For each source region
the circles are partitioned with regard to the fvedor-coded target regions.

As a result of seasonal variations in wind condgiothe hypothetical oil spills in the
inner German Bight would, on average, tend to affeore southern coastal regions
during the summer as compared to during the wittewinter there are stronger and
more frequent westerly winds which imply a gengratlironger impact of hypothetical

oil spills in the most western regions, close ® $trait of Dover.
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Figure 3.2: A comparison of the mean potential ictp@f hypothetical oil spills at different locat® on

five different coastal regions (color-coded boxé&3iycle sizes represent the relative overall

amounts of mass that are advected to the Germast, gien oil spills of the same magnitude

and assuming tracer particles with an exponentglag time of 21 days. Colored wedges

indicate how advected material is distributed amdihg five target regions. The mean

conditions shown are based on particle drift sithofes started every 28 hours within the 46-
year period 1958 — 2003 for a) the winter half-y&ct. — Mar.) and b) the summer half-year

(Apr. — Sep.).

3.4.1.2Re-weighting simulations with estimated oil spillmcidence rates

In the previous section, we did not take into act¢@patial variations in the probability

that a hypothetical oil spill actually occurs. Thigidy does not aim for a quantitative

estimate of the total amount of oil pollution, bather confines itself to a consideration

of spatial variability. For this purpose, we assuthat the amount of chronic oil

pollution is proportional to the density of vesselffic, as estimated by Golchert &

Benshausen (1987), for instance (cf. Figure 3.Rapults of re-scaling the outcomes

presented in Figure 3.2 according to the weightatgors in Figure 3.1a are shown in

Figure 3.3.
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It should be noted that the relative exposure effiie target regions to a hypothetical
pollution at any given location remains unaffecteg the assumption of spatial
variations of source strengths. The same holdsdasonal differences. However, the
relative importance of western source regions niearStrait of Dover compared to
those in the northern German Bight, for instanselearly larger than it would be if oll
spills occurred everywhere with the same frequefrcyvinter, simulated contributions
from pollution in the distant westerly regions be@comparable even to those from

proximal areas in the inner German Bight.
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Figure 3.3: Mean relative contributions of oil épiat different locations to the pollution of fidiferent
coastal regions (color-coded boxes). The estimataoa based on the assumption that source
strengths are proportional to vessel traffic dgnsitircle sizes represent the overall amounts
of oil that are advected to the German coast, asguimacer particles with an exponential
decay time of 21 days. Colored wedges indicate hdvwected material is distributed among
the five target regions. The mean conditions shaw based on particle drift simulations
started every 28 hours within the 46 year perio88192003 for a) the winter half-year
(Oct. — Mar.) and b) the summer half-year (Apr.epS.

Contrasting Figure 3.2 with Figure 3.3 provides example of how weather-driven
tracer transport simulations may be combined wikuenptions about other more

uncertain aspects of the pollution problem to finarrive at an overall impact
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assessment. In light of the great uncertainty dimeged pollution source strengths,
different weighting factors may be attempted in esrdo explore the range of

uncertainty of the overall analysis.

3.4.2 Weather driven variability of simulated advection

3.4.2.1Analysis of governing weather patterns

The purpose of this section is to statisticallyiltite the regional variability of oll
advection towards the German coast to variable lveeatonditions. The outcomes of
particle cloud transport simulations for each sea@msinter and summer half year,
respectively) during the years 1958-2003 and cpaeding SLP fields from the
NCEP/NCAR re-analysis data set (Kistler et al., DO@ere subjected to Canonical
Correlation Analysis (CCA) (e.g. von Storch & Zwsed999). From the NCEP/NCAR
data set an area covering 30°W to 40°E and 70°40t& was selected. Tracer particles
from all source regions along the shipping routeewmoled into one simulation, again
assuming a decay time of 21 days for particle comagons (cf. section 3.2.1).

Three consecutive mean SLP patterns that weresepagive of the first three weeks of
each patrticle cloud’s drift time were combined iotte data set. This data set was then
contrasted with simulated particle advection tavithhial target regions. The outcomes
of subjecting the two data sets to CCA are chanatie triples of SLP anomaly
patterns, variations of which explain a certaincpatage of the variability of simulated
coastal pollution in a selected target region.

For the winter season, the relevance of weathecsffturns out to strongly depend on
the selected coastal area. While advection towbodls region 1 and 2 correlates well
with SLP (correlation 0.77 and 0.71, i.e. explaineatiances of 59.1% and 50%,
respectively), this correlation is weaker for trdvection towards regions 3, 4 and 5
(correlations 0.55, 0.51 and 0.55; explained vaaan29.8%, 26.0% and 30.0%). The
correlated SLP patterns for these two groups diffae SLP anomaly patterns that most
efficiently control advection processes towardgearegion 1, for instance, represent

changing pressure differences between Scandinadigha Bay of Biscay. The triple of
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Region 1 Region 4

— 0 +

Figure 3.4: Each of the two columns in the figuispthys a pair of correlated CCA patterns, obtained
from analyzing the connection between SLP and adsetransports towards target region 1
(left column) and target region 4 (right columnaniéls in the first row illustrate the locations
of the two selected target regions as well asite &f the advection anomaly (color coded as
being positive) that is connected with the tripétconsecutive weekly mean SLP anomalies
shown in the panels below them. Correlations atedoto be 0.77 (left column) and 0.51
(right column).
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SLP anomalies with north-south pressure gradiecits I€ft column of Figure 3.4)
implying stronger westerly winds (Holton, 2004)ggest increased advection towards
target region 1. The SLP patterns found to be taieé with advection towards target
region 2 (not shown) look similar.

The right column of Figure 3.4 shows the sequerfcEL& anomaly patterns that is
most strongly correlated with particle advectiowaods the more southern target
region 4. A high-pressure anomaly to the west efahlrd causes intensified northerly
winds in the German Bight and therefore strongeeetion towards the coast of Lower
Saxony.

All analyzed SLP patterns were remarkably stableinduthe three week period,
although the CCA seems to put a minor emphasis©i@rsécond week after the particle
simulation was started. This might indicate therabgeristic time scale of the overall
advection processes.

A generally lower correlation between SLP and atlwactowards the southern target
regions could possibly be attributed to the faet tifne major shipping routes are very
close to the coast of Lower Saxony. Oil slicks frdmse areas may hit the coastline
within a short period of time when winds blow frahe north. A CCA considering SLP
conditions just for the first seven days of eachigla cloud drift time gave a weekly
mean SLP anomaly field that explained 33.4% of dldgection variability towards
target region 4 (compared to 26.0% in the abovdysisya. In contrast, the explained
variance for target region 1 dropped to 41.0% (frmalue: 59.1%) when the same
CCA set-up was utilized. These results of the siatl analysis confirm that the

relevant time scales of advection to different @ecof the German coast may vary.

As opposed to the CCA for the winter season, th& &C the summer months suggests
no significant correlation between mean SLP fiedasl advective drifts. This might
reflect effects of either generally lower wind spe®r less persistent large-scale wind

patterns.
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3.4.2.2Regional differences in inter-annual variation

Changes in the mean wind conditions may affect litkedihood of oil pollution in
different coastal areas in various ways. On averagesing on the winter half-year, the
analysis of the simulated level of coastal oil potdn showed markedly higher
advection towards the northern target regions héh ttowards the southern regions
3-5 (overall ratio about 5:3). For all target raggiphowever, a substantial year to year
variability is noticeable. Figure 3.5 shows the(stardized) annual winter mean levels
of tracer particles that reach target regions 1 4n@olored lines in panel a and b,
respectively) and also the corresponding meanhi®fGCA time coefficients (black
lines) for the SLP anomaly patterns shown in Figtide Apparently, advection towards
region 1 is enhanced during the second half ofrthestigation periodExisting trend-
like variations of advection on the scale of desaa@y produce signals in proxy data
such as beached bird survey data (cf. section)3lich can easily be mistaken as

changes in the general level of chronic oil podiati
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Figure 3.5: Annual levels of simulated tracer mdes that arrived at target regions 1 and 4 (cdldirees
of panels a and b, respectively) along the GermamtiNSea coast during the period
1958 - 2003 (winter half year: Jan. - Mar. and Oddec.). Particles with an assumed decay
time of 21 days were initialized along the mairpgimg routes in the southern North Sea area
with an initial density according to the weightifagtors specified in Figure 3.1a. The black
lines in the panels show the corresponding CCA touefficients for the triplets of SLP

anomaly patterns shown in Figure 3.4 (cf. secti@n231).
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Figure 3.6 displays the time series of the winteam CCA time coefficients for the
SLP anomaly fields in comparison to the North AtikerOscillation (NAO) index. The
NAO index represents the SLP difference of (normeal) pressure data recorded in
Iceland (Stykkisholmur) and Portugal (Lisbon) (Haliir1995). For target region 1, the
correlation between the winter mean CCA coefficiamdl the NAO index is quite high
(correlation 0.72). Given the correlation of 0.7#&tieen the CCA time coefficients and
the advective transports to that area, it doesomie as a surprise that the probability of
coastal oil pollution along the northern partsted German North Sea coast follows the
value of the NAO index (correlation 0.59, not shdwhor the southern part of the
German North Sea coast, however, the situatiorery different. Amplitudes of the
SLP anomaly fields governing advection towardsegarggion 4 (correlation 0.51) are
virtually uncorrelated with the NAO index (corretat 0.13). Hence, the advection
processes towards the southern section of the caasbt be explained by variations of

the NAO index either (correlation 0.13, not visaad).
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Figure 3.6: Comparison of winter mean amplitudeshef SLP anomaly fields derived from CCA (cf.
Figure 3.4) and the NAO index. Results are showntdoget region 1 and target region 4

(panels a and b, respectively), all values arelayggl in standardized form.

3.4.3 Comparison of simulation results with monitoring daa

We compared the simulated inter-annual variatiorcadstal oil-pollution with data
from the German beached bird surveys (cf. secti@h Fhe numbers of collected oil-
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contaminated seabird corpses depend not only ofettet of oil pollution but also on

the advection rates of both oil slicks and birdpsas. Variability arising from the latter

aspect is reflected in our simulations, while teeel of pollution was supposed to be

constant in our study.
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Figure 3.7: The surveyed numbers of beached blticK, solid) and corresponding oil-rates (black,
dotted) in Schleswig-Holstein (left) and Lower Sayo(right) during 1992 - 2003 are

illustrated here. Data is shown for three differkintl species. Grey lines represent simulated

particle advection from the major shipping routasdrds the respective regions. Starting from

an initial particle density proportional to traffitensity (cf. Figure 3.1a), we assumed an

exponential particle decay constant of 21 daysvallies are displayed in standardized form.

Homogeneous and reliable beached bird data weravadable prior to 1992. For three

key coastal bird species, we considered the nuwmibenllected bird corpses as well as
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the oil-rates (percentages of collected beachedshinat were oiled). Oil-rates are
supposed to be largely unaffected by variationthépopulation size, for instance. For
the comparison with our simulations, we divided apea of interest into a northern
(targets 1 and 2, called Schleswig-Holstein) arsbathern part (targets 3 — 5, called
Lower Saxony; cf. Figure 3.1b). The choice of omlyo sub-areas ensured that
sufficiently high numbers of bird corpses were ediéd in these regions.

According to Figure 3.7, for each of the selectedstal bird species (Eider Duck,
Common Scoter and Red-throated Diver) the interzahwariability in corpses reported
in Schleswig-Holstein is similar and resembles ghmeulated inter-annual variations in
coastal oil pollution. The time series of oil-ra@so look similar (Chrastansky et al.,
2009).

In the southern region, Lower Saxony, we found lyagshy correlation between the
simulated strength of particle advection and beadbied survey data (right panels in
Figure 3.7). This discrepancy is consistent witl asult that wind effects are less
influential in Lower Saxony (cf. section 3.4.2). Wiheavy vessel traffic prevailing
close to the coast (Reineking, 2005) and majorpoilution documented by aerial
surveillance (von Viebahn, 2001), oil pollution prmal to the coast may be one reason

why oil victims are found independently of persigtereather conditions.

3.5 Conclusions

The chronic pollution along the German North Seast@aused by oil dumping from
ships depends on a) the locations of oil spillsthe)r frequency and strength and c)
prevailing weather conditions. Our tracer simulagsidbased on multi-decadal high-
resolution reconstructions of atmospheric winds amatine currents allowed for an
assessment of factors a) and c) and their comkafiedts. Due to a lack of precise data
concerning b), we assumed the spatial distributbrpollution was proportional to
vessel traffic density, not taking into accountdimependence of the general level of
pollution.

Ensemble transport simulations for particle clowgsre performed to compare the
exposures of different coastal areas to hypotHeitgollution at various locations in
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the southern part of the North Sea. Pollution fmimost any location along the major
shipping routes was found to potentially affect @erman coastline, if a decay time of
21 days is assumed for the pollutant. The mostredieeat results from oil spills in the
inner German Bight. Given a high level of oil pdiduin in connection with dense ship
traffic, however, the threat even from distant oegiin the east of the Dover Strait may
reach a comparable level if strong westerly windsvail, particularly in winter. Our
simulations showed also for other source locatmmsoderate seasonal dependence of
the risk that certain coastal regions would be caffé. Particularly in winter, for
instance, Lower Saxony is unlikely to be affectgdlb spills north of about 54.5°N.
According to our simulations, on average, the rarihpart of the German North Sea
coast is most exposed to ship-related oil pollutidvhile simulated inter-annual
variations and trend-like variations over sevemsrg are similar in each of the target
regions 2-5, the most northern part of Schleswidstémn (target region 1) behaves
differently in the sense that simulated particleeadion was enhanced within about the
second half of the period of our study.

Multivariate statistical data analysis (CCA) allaWi®r establishing a coupling between
simulated particle advection and the mean weatbeditons during the period of
particle integration. For the winter half year (Gmer — March), SLP anomaly patterns
could be identified, which explain between apprciefy 30% and 60% of the
variability of simulated advection, depending om ttpastal section considered. The
results suggest that in winter, changing weatheaditons are much more influential
for the coast of Schleswig-Holstein (targets 1 @hdhan for Lower-Saxony (target 3-
5). For the summer half-year (April — Septembenirailar relationship could not be
established. While winter seasons exhibited a tadroa between the NAO index and
advection processes towards the coast of Schlddaiigtein, no such relation holds for
the coast of Lower Saxony.

For the northern part of the German North Sea d&stleswig-Holstein), inter-annual
variations in beached bird survey data, availabletlie winter months of the years
1992 - 2003, were found to be in accordance withveeather-driven hydrodynamic
simulations. This was not the case, however, fersuthern part of the coast (Lower
Saxony). Our results suggest that a proper ideatibn of weather-related signals in
the monitoring data is a more immediate problem dorvey data from Schleswig-
Holstein than for those from Lower-Saxony, whergat@ns in the survey data seem to

be governed by factors other than changing weatbeditions. Reasons for these
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regional differences may comprise both differenemtations of the coastlines relative
to the main wind directions as well as the partidyl short distance between the coast

of Lower Saxony and the main shipping routes.
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4 Estimation of the impact of prevailing weather condions on the
occurrence of oil-contaminated dead birds on the Geman North

Sea coast

Alena Chrastansky, Ulrich Callies & David M. Fleet
Environmental Pollution (2009), 157: 194 — 198.

Abstract

Chronic oil pollution by illegal oil dumping in thBlorth Sea is difficult to quantify.
Beached, oil contaminated sea birds, however, neayded as an indirect indicator.
Reconstructing the drift of oil slicks and sea leatpses in the southern North Sea for
the period 1992 - 2003 by means of a two-dimensionanerical transport model
driven by re-analysed weather data, we show witexample of two common sea bird
species that the variability observed within thenber of corpses registered during
beached bird surveys for the German coast primegflgcts the inter-annual variability
of prevailing weather conditions. This should bketainto account when interpreting
the data. We propose normalization of beached dirdey data based on numerical
drift simulations to improve the recognition of rids in the level of chronic oil

pollution.
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4.1 Introduction

While oil spills resulting from ship accidents attt much public interest, less dramatic,
ongoing sources of oil pollution receive less dttan However, major oil pollution of
the marine environment is caused by accidentalhdiges that occur during normal
shipping operations or by illegal oil dumping, suahtank washing or the disposal of
bilge water (Dahlmann & Theobald, 1988; Dahlmanalgt1994). Shipping routes in
the North Sea are among the busiest worldwide hed/ast traffic in this area causes
damage to the marine biota (Bernem & Lubbe, 199fid@samt fur Seeschifffahrt und
Hydrographie, 2008; Lozan et al., 2003; Reineki2@)5). The amount of oil spilled
into the sea, however, is difficult to estimate, @dsonic oil pollution often goes
undetected (Schallier et al., 1996). To approxintegads in the magnitude of chronic
oil pollution, continuous surveys of oil contamiedtsea birds, typical victims of oil
pollution, are conducted. However, the number afcbed birds is also influenced by
other factors including, for instance, wind corawhg (Camphuysen etal., 2005;
Fleet & Reineking, 2000, 2001). This complicates thterpretation of beached bird
surveys.

In this study, we show that neglecting the impdathi@nging weather conditions could
for some species lead to a misinterpretation ofcthe@ bird survey data. For the
investigation, results from beached bird surveysea@ out on the German coast during
the period 1992 — 2003 are utilized. We focus om t@mmon sea bird species, namely
Guillemot Uria aalge) and Common ScoteMganitta nigra). Based on our results
presented herein, an approach for normalisatipnagosed. This efficiently reduces the
meteorological signal and allows for a better amsest of possible trends in the
number of corpses found during the surveys andéhenthe general level of chronic oil

pollution.

4.2 Data and Methods

4.2.1 Beached bird survey data

Beached, oil contaminated sea birds have been aseah indicator of chronic oil

pollution since the 1960’s (Fleet & Reineking, 2R0With the increasing recognition of
30



Estimation of the impact of prevailing weather citinds on the occurrence of oil-
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the problem of oil pollution in the marine enviroem, the monitoring area has been
enlarged and the beached bird surveys have beaoveth On the German North Sea
coast, surveys have been performed by volunteeie tevy month during the winter
season (October to March) since 1984. The restibteached bird surveys are used as
an indirect measurement of chronic oil pollutiomalyses of oil samples indicate that
the majority of birds are contaminated by heavyl faig from shipping (Fleet &
Reineking, 2001).
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Figure 4.1: (a) Number of beached, oiled Guillenalid line) and Common Scoter (dashed) at
Germany’s North Sea coast and (b) the percentageaifhed Guillemot (solid) and Common
Scoter (dashed) that were oiled within the peri882l— 2003 (Jan.—Mar., Oct.—Dec.).

Figure 4.1.a illustrates the annual number of otaminated GuillemotUria aalge,
solid line) and Common Scotdvi@lanitta nigra, dashed) beached on the German North
Sea coast for 1992 — 2003. These are relativelyenoms bird species that are
vulnerable to oil pollution (Fleet & Reineking, 2002004; Garthe, 2003). During the
winter, the Guillemot are distributed predominandiffshore in and around busy
shipping routes (Stefan Garthe, personal commuaigat~or this reason this species is
preferred for the indication of chronic oil polloti (Fleet & Reineking, 2000). Common
Scoters live at or near the coast.

Of note is the huge variability in the data preednin Figure 4.1. In addition to oil
pollution several other factors affect the numbkbiods recorded. For example, the
number of oiled birds depends on the distributiowl @he size of their population
(Camphuysen & Heubeck, 2001). To normalise theltgstine percentage of beached
sea birds that were oiled, denoted as the oil-nateysed as an indicator (Fleet &

Reineking, 2001) (Figure 4.1.b). However, circums&s such as mass mortality as a
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result of either extremely low temperatures, adaeases or nutrition deficiencies also
influence the oil-rate (Camphuysen et al., 200®eFI& Reineking, 2000, 2001). In
addition, wind conditions regulate the number ofhdied sea birds and in some
circumstances the oil-rate. To our knowledge, th@ngfication of the impact of

weather conditions on beached bird data has not ftedied systematically.

4.2.2 Modelling approach

Although aware that wind influenced the number offpses recorded on the German
North Sea coast, there was no attempt to staneards effect in the past
(Fleet & Reineking, 2004). In our study we exploiodel based high resolution
information about past atmospheric winds and N8&eh currents (www.coastdat.de) to
improve the quantitative handling of wind effectstieached bird survey data. Based on
Lagrangian drift simulations (cf. section 4.2.3) ateempt to produce a detailed picture
of weather related annual variability within theabked bird survey data.

Given oil pollution at a certain location, it is possible to say exactly when and where
contaminated birds will die. Therefore, as windtdactors happen to be similar for oil
slicks and bird corpses (Bibby & Lloyd, 1977; Di€&kSoetje, 1988), tracer particles are
considered to be representative for drift behavaiuyoth items.

In order to describe ship related chronic oil pitln, source regions for tracer particles
are defined that contain the major shipping routes the North Sea
(Golchert & Benshausen, 1987; Reineking, 2005)(fagt.2). For each source region
the number of simulated tracer particles reachimg German coast is re-weighted
according to a) the estimated density of shipitrafhd b) particle travel time, assuming
an exponentially decreasing particle weight. Th#etaemphasizes the particles
originating from regions closer to the coast.
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Figure 4.2: Particle source regions containingyajor shipping routes (different levels of greyadimg
represent different densities of shipping traffi@o{chert & Benshausen, 1987; Reineking,

2005)) and target regions along the German coastt{ad).

4.2.3 Numerical simulation of wind drift effects

The Lagrangian trajectories of passive tracers waleulated based on state-of-the-art
reanalyses of past atmospheric and sea state iomsdin the North Sea. Detailed
hindcasts of shelf sea currents with hourly resofutvere taken from the coastDat data
base (www.coastdat.de). They are the result frorming a two-dimensional finite
element model (TELEMAC-2D (Hervouet & van Haren969 on a triangular grid
with a variable spatial resolution between a cougldilometres offshore and about
100 meters near the coast (Pluf3, 2004). Hence,mbdel represents all relevant
transport processes including both tidal and weathgen residual currents. Regional
atmospheric fields stored in coastDat and empldgetbrce the marine model at its
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upper boundary were produced based on NCEP resawa(Kistler et al., 2001), using
the regional climate model SN-REMO (Meinke et a004) for dynamic downscaling.
Displacements of tracer particles contain a vdracal horizontal random component.
For particles at the water surface, an additiondt df 1.8% of the 10m wind was
superimposed (Bibby & Lloyd, 1977; Dick & Soetje98B). This additional drift
component was assumed to decrease with water depthrticles submerge. To
properly resolve the history of weather relatedtirocesses in 1958 — 2003 in the
German Bight, drift simulations for ensembles o0@7articles each were initialized
every 28 hours in the vicinity of the major shippimutes. Tracing particle travel times
allowed for a statistical re-weighting of the dsftnulations assuming particle weights
exponentially decrease with a time constant of @isdwhich is clearly smaller than the

maximum integration time of 60 days.

4.3 Results and Discussion

4.3.1 Wind signals in beached bird survey data

The weighted numbers of stranded tracer partidlescampared with the survey data
already pictured in Figure 4.1. The comparisonlistrated in Figure 4.3. Simulations

are restricted to the winter months when the suaeg conducted.

Inter-annual variations of the mean numbers of a@htaminated Guillemots and
Common Scoters recorded at the tideline in 199283Xeem to correlate with inter-
annual variations of the mean intensity and dicectof weather driven marine
transports. Similarly, an apparent moderate lomg tdecline in the number of both
oiled Guillemots and Common Scoters (cf. Figure) 4fpears to correspond with a
trend in the mean transport conditions. For Comraoters, the oil-rate shows a
similar behaviour. Fluctuations in the oil-rate@fiillemots, however, do not follow the

same pattern as the weighted numbers of strandeer tparticles.
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Figure 4.3: Black lines: Survey data re-displayedstandardised form from Figure 4.1.a (number of
beached, oiled birds; solid) and Figure 4.1.b (@fié; dashed) representing a) Guillemot and
b) Common Scoter. Grey line: standardised annuahbeu of simulated tracer particles
(selected months: Jan.—Mar., Oct.—Dec.) that retmh German North Sea coast (cf.

Figure 4.2) if exponential decay with a decay cansbf 21 days is assumed.

We propose the following explanation for this fingi Common Scoters live close to
the German North Sea coast (Garthe, 2003). Giveorstant level of chronic oll
pollution, an increasing (decreasing) advectiomibfrom the shipping lanes enhances
(reduces) the degree of oil contamination of ComnSuoters (and other coastal
species). This gives rise to a positive correlabetween the oil-rate and wind driven
advection. For Guillemots, the situation is diff@reGuillemots occur throughout the
southern North Sea area (Garthe, 2003) includimg Mikcinity of all busy shipping
routes. It is therefore plausible to assume thait throbability to become contaminated
is less dependent on weather situations. The limi&o between oil contaminated
corpses and the number of dead Guillemots due tioralacauses near the shipping
routes, this ratio will not change during advectioh bird corpses to the coast.
Accordingly, for Guillemots, the oil-rate behavaffetently from the absolute number
of surveyed oiled corpses. Only the latter is arcfanction of prevailing conditions.

Looking at model simulations that cover a longerique of 46 years (1958 — 2003)
suggests an existence of trend-like variationshendscale of decades (Figure 4.4). In
particular, an increasing trend in attained sinmdatracer particles precedes the
declining trend after 1994 that is suggested byeigl.1 and Figure 4.3. According to
Figure 4.4 changing strengths of particle advectmmards the German coast are in

close correspondence with variations of the Nortlamtic Oscillation (NAO) index
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representing sea-level pressure differences betweencelandic low and the Azores
high (Hurrell, 1995). High index values are acconipd with strong westerly winds so
that more tracer particles reach Germany’s coasfgibns. Particle advection is less
effective for low NAO index values. This is alsa@ognizable in the surveyed numbers
of oil contaminated sea birds. The very low NAOe&rdvalue in 1996, for instance,
comes along with dominating easterly winds, whields to a considerably lower
number of both collected Guillemots and Common &wsofcf. Figure 4.3 and Figure
4.4). In 1994 and 1998 on the other hand, high NA@ex values coincide with an

increased amount of recorded oil contaminated sdacbrpses.
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Figure 4.4: Black line: mean NAO index. Grey lirmminual numbers of simulated tracer particles that
reach the German coast assuming exponential deitfayecay constant of 21 days. All data
refer to the selected months (Jan.—Mar., Oct.—Daw)have been standardised. Grey shaded:

period of the investigated beached bird surveys.

As changing wind conditions affect the drift of baiil slicks and contaminated birds,

the close correspondence between variations andstri@ the survey data and weather
driven model results, respectively, does not cosa aurprise. Our study shows that
wind conditions may affect the results of beachied burveys especially the numbers
of corpses recorded and in some situations eveailtnate. When relating the results of

beached bird surveys of coastal species to changugds of chronic oil pollution it is

important to take this into consideration.
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4.3.2 Data normalisation

To improve the interpretation of the beached bud/sy data in terms of trends in the
level of oil pollution, we propose statistical nalisation based on the assumption of a
linear relationship between simulated passive transports and observations of

beached birds (Forsman et al., 2002). We use tleeviag linear regression model

y, =a+bx +¢&
where x is the percentage of simulated tracer particlas ibach the German coastline

in the year i (winter season) angiy the corresponding value of either the number of

contaminated birds or the oil-rate of the corresiog bird species. Residuaés with

zero mean represent inter-annual variations thanatabe (linearly) attributed to

variable meteorological conditions. Normalised syrdatay, may then be obtained

from

Y =y+& =y ~b(x -X%)
where X and y denote average values for the period and sea dpeties under

consideration.
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Figure 4.5: Standardised numbers of beached, ededbirds (solid) and oil-rates (dashed) after the

application of data normalisation for a) Guillenamid b) Common Scoter.

Results of subjecting the standardised survey fidata Figure 4.3 to normalisation are
shown in Figure 4.5. Lowering (raising) values @axs with strong (weak) onshore drift

conditions, produces a more uniform time serie® fitimber of oiled Common Scoters
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in 1994, however, remains on high level in both dhniginal data and the normalised
numbers as mass oiling was recorded in that ydeet(& Reineking, 2001). In October
1998 large numbers of mainly coastal sea birdsvietim to oil that was spilled after
the cargo vessel PALLAS grounded on the Germanh\®eia coast (Fleet et al., 1999).
The 1998 peak in Figure 4.3.b (Common Scoter) besomconspicuous after data
normalisation. Hence, if wind conditions had hamekto be different, less coastal sea
birds, such as Common Scoter, might have been mamased by oil.

It should be kept in mind that even if normalisatiwith regard to wind conditions
worked perfectly, the time series of beached bisdsild still remain influenced by
other factors (Camphuysen et al., 2005; Fleet & &&ang, 2000, 2001), especially
mortality and distribution.

4.4 Conclusions

We conclude from ensemble Lagrangian passive ttagesport simulations that inter-
annual variability of wind driven advection towarti® German coast is large and has a
high impact on the number of oil contaminated, bhedcGuillemots and Common
Scoters beached there. The corresponding oil-ratayvever, reacts differently
depending on the distribution of the birds involv@&tie oil-rate of the Common Scoter,
a coastal species, for instance, seems to be mulee by wind. In particular, a
pronounced negative trend in advective transpaihduhe last decade might lead one
to believe that the oil-rate for that species hedided steeply on the German North Sea
coast, reflecting a much reduced level of oil pdin in adjacent waters. Using
normalised values the decline is in fact not sestéodel simulations for the period
1958 — 2003 put the negative trend in wind drivemgports since about 1994 into the
context of a long-term variability that is connetteith variations of the NAO index. In
contrast, the results of the passive tracer tramsgimulations show that, for the
Guillemot, a species that is distributed predomilyaout at sea, the oil-rate supply a
true measure of chronic oil pollution levels. Gentlot oil-rates of beached birds in the
south eastern North Sea have declined significantgr the last decades and indicate

that chronic oil pollution has declined significgnin the region since the mid 1980s
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(Camphuysen et al., 2005). Normalisation of surdaya on oil contaminated birds
assuming a linear relationship with simulated pass$iacer advection is proposed to
improve interpretation and to avoid misinterpretatof the wind influenced beached
bird survey data.
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5 Using a Bayesian network to summarize variabilitym numerical
long-term simulations of a meteo-marine system: dft climatology

of assumed oil spills in the North Sea

Alena Chrastansky & Ulrich Callies
Environmental Modeling & Assessment (submitted aneJ1 7', 2009)

Abstract

Climate-related scientific analyses of meteo-marsystems are often based on
numerical long-term simulations at high spatial ameimporal detail. Such
comprehensive data sets require much resourcespauific evaluation tools, which
sometimes hampers their use within inter-discipyinarojects. In the present study we
propose the use of a Bayesian Network (BN) to meresimulated transports in the
North Sea depending on variable external forcingerms of conditional probabilities.
Eliciting probability tables from multi-decadal nenrcal simulations ensures that all
realistic weather and resulting sea state conditem@ covered in agreement with the
frequency of their occurrence. The probabilistipresentation conveniently allows for
conditioning numerical simulations on either ex#rforcing (weather conditions) or
resulting transports. In the latter case the Bayesiversion formula becomes involved
to transfer information in a direction oppositedausal dependencies encoded in the
underlying mechanistic model. We show that conditig on travel times even allows
for taking into account substances with specifi¢f-nges although these were not

objects of the original numerical simulations.
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of a meteo-marine system: drift climatology of ased oil spills in the North Sea

5.1 Introduction

Prevailing weather conditions are decisive for tlegree to which different coastal
stretches are exposed to pollution by oil and otmgtaminants released on the open
sea. For oil spill response planning, for instantce important to know characteristic
drift velocities and directions of oil slicks. Adfough contingency analysis, however,
needs more than a description of mean conditions.iifformation basis should include
details of variability, the frequency of extremeents, and the coincidence of adverse
conditions with regard to wind direction, seasommve heights, and drift times, for
instance. A state-of-the-art approach for the miowi of such consistent information is
the long-term (multi-decadal) reconstruction of tpesnditions based on numerical

model simulations.

Weisse et al. (2009; cf. Appendix A) describe thatad base coastDat
(www.coastdat.de), which compiles coastal and offshhindcasts of atmospheric and
oceanic parameters obtained by downscaling re-sisatiata of the global atmosphere
and using them as proper forcing for realistic marisimulations. The detailed
information encoded in a vast amount of model owtpfar exceeds an aggregate
statistical description in terms of means and steshdleviations, for instance. Chronic
oil pollution along the German North sea coasu& pne application example among
many other analyses of recent and possible futbe@ges the data have already been
used for (Weisse et al., 2009; cf. Appendix A).ay oil discharge in the North Sea is
prohibited (International Maritime Organization, G&), the control of marine oil
pollution gains more and more in importance (i.emphuysen & Heubeck, 2001;
Carpenter, 2007; International Maritime Organizatid982, 2002; von Viebahn, 2001).
Despite regular aerial surveillances, however, anyncases illegal washing of oil tanks
or discharge of bilge oil goes undetected (Schadieal., 1996). Chrastansky et al.
(2009) used the information from coastDat to suppo interpretation of the numbers
of beached oil-contaminated sea birds collectedgatbe coasts of Germany as a proxy

for the general level and most probable locatidnBemal oil spills.

To estimate weather-driven variations in chronicpoilution along the German North
Sea coast, Chrastansky and Callies (2009a) analgressgtmble tracer transport
simulations based on the re-constructed hydrodyndields from coastDat. Within a
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period of several decades, Lagrangian particlet dirhulations were started every
28 hours, each simulation comprising the movemehtlousands of particles starting
from different source regions. The resulting madifof drift trajectories covers the
whole spectrum of possible developments and reptedmth mean conditions and the
occurrence of rare events. For many practical epfiins, however, a time consuming
full analysis of the extensive data base usingnsifie programming is neither feasible
nor necessary. Instead, the essence of the delailgeterm data in terms of probability
distributions of events and related parametersluditg coincidences and causal
interactions, would be needed in a more compaabdiorUsers might also wish to link
information from the data base to information abauspecific pollutant’'s behavior.
External information may result from expert knowgedelicitation and be connected

with some range of uncertainty.

In this study we propose a probabilistic data dpson based on Bayesian Network
(BN) technology to conveniently summarize the essewf the ensemble drift
simulations investigated by Chrastansky and Ca(2&09a). In BNs, causal relations
are modeled based on the probabilistic relatiorsslaimong the variables of interest
(Jensen, 1996). Calculating probability tables lmé BN from the vast amount of
numerical simulation results, the graphical repmési@on of the BN encodes marginal
and conditional independence relations that refldet causal structure of the
deterministic simulations. Most published applicat of BNs in environmental studies
rather deal with a combination of expert knowledgeystly formalized in model
equations and empirical data. Examples are thaeqtiad of fish and wildlife response
to land management strategies (Marcot et al., 200iF) investigation of suspended
sediment concentrations in alpine catchments as@ibn of air temperature (Mount &
Stott, 2008) and the intensive analysis of eutrogion processes using diverse
judgment methods (Borsuk et al., 2004).

BNs offer several advantages, although the modestaaction is challenging and not
trivial (Kjaerulff & Madsen, 2008). A BN with itsntuitive graphical user interface fits
the needs of practical decision makers, but may lagsuseful for training and education
purposes. Among others, questions of the followipygge would be treatable semi-
quantitatively without access to the full origindhta base: Are there any offshore
regions in which pollutions are more likely to godetected than in other regions? In

which regions are hypothetical pollutions most ndaas for certain coastal stretches?
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How does a threat depend on the strength of evaporar other weathering processes
implying a shorter half-life of oil or other poling substances? Are there major
seasonal differences? What about the uncertaintyuoh a relationship? These and
other similar questions can be answered by comilitgpthe BN with regard to certain
variables. The BN with a graphical structure encode a set of (conditional)
probability tables can easily be stored on any ROnakes essential information
available without a link to the detailed originadtd sets the BN was derived from.
Different software packages, both commercial ard tf charge (a list of software may
be found i.e. in Korb and Nicholson (2003) allow fitne interactive and flexible

exploration of a BN’s information content and ingaliions.

The paper is structured in the following way: lality, Section 5.2 gives an illustration
of the hydrodynamic drift simulations (Section %)2.on which the variables’
probability elicitation is based. Section 5.2.2 atéses the atmospheric parameters
employed for representing atmospheric forcing mBN. A general description of BN
technology is given in Section 5.2.3. Constructadrour specific BN is explained in
Section 5.3, explaining model structure (Sectiof.lj. and elicitation of model
parameters (Section 5.3.2). Section 5.4 preserdsigtailed examples of how the BN
can be used for answering specific questions. Adtafiscussion of the BN and its

practical utilization in Section 5.5, conclusiome drawn in Section 5.6.

5.2 Material and Methods

5.2.1 Hydrodynamic drift simulations

The objective of our previous study (Chrastanskg@llies, 2009a) was to establish a
realistic drift climatology of assumed oil spills the southern North Sea, focusing on
chronic oil pollution in the German Bight. As shipg is considered to be the main
source of chronic oil pollution (Camphuysen, 192807; Dahlmann, 1985; Dahimann
et al., 1994; Reineking, 2005), source regiongrimrer particles were defined along the
main shipping lanes. Within each of these sourggons, 100 randomly distributed

tracer particles were initialized every 28 hourghwm the years 1958 - 2003 and
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integrated for 60 days. For the present study widined ourselves to the consideration
of 9 source regions (labeled S1 - S9 in Figure mdated within the German Bight.
The basic information borrowed from each numersiahulation consists of a) the
numbers of particles from each source region thaveaat different target regions
(labeled T1-T5 in Figure 5.1) and b) the mean dniftes they need. This information is

available for each individual simulation.

4’E S5°E 6°E TE 8°E 9°E

55N GERMAN BIGHT 55°N

54°N 54°N

53°N 53°N

Figure 5.1: Particle source and target regionsidensd in the study. Source regions along thepship
routes are labeled with S1-S9, target regions WihT5. Hypothetical pollutions that
originate from more remote sectors of the shippamgs (light grey shaded) are not taken into

account within the present study.

Drift simulations were based on pre-calculated lolydrodynamic fields stored in the
data base coastDat (www.coastdat.de). CoastDaaiognhigh resolution state-of-the-
art re-analyses of past atmospheric and sea statéitions, which have already been
employed in various case studies (Weisse et al09;2@f. Appendix A). Two-

dimensional hindcasts of marine currents on anrucisired triangular grid, with spatial

resolution varying between about 100 m near thestcaad a couple of kilometers in
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offshore regions (Pluf3, 2004), were produced byingthe finite element tide-surge
model TELEMAC-2D (Hervouet & van Haren, 1996). £g upper boundary the marine
model was forced by hourly NCEP/NCAR re-analyzeddsields (Kistler et al., 2001),

regionalized via dynamical downscaling with thetadsregional climate model SN-
REMO (Meinke et al., 2004). Spatial resolution lo¢ resulting atmospheric forcing is
50 km.

For the tracer drift simulations, wind-induced tdobmponents (1.8 % of the 10 m wind
velocity) were superimposed to the movements indiligecurrents. According to Dick
& Soetje (1988), this is a proper parameterizatmmoil slick movements on the water
surface. A random vertical particle motion was udgd to allow for reduced wind
forcing when the tracer particles submerge. Addélty, a random velocity component

was used to simulate effects of horizontal diffasio

5.2.2 Representation of atmospheric forcing

As simulations are started every 28 hours withim yiears 1958 — 2003, Lagrangian
tracer particles experience an exhaustive spectiurealistic time dependent weather
conditions. For a representation in a BN, howewer,need to reduce the degrees of
freedom in the space of atmospheric forcing. Intamdone must also take into account
that weather conditions are not constant duringréigbe cloud’s journey. We used two
different approaches.

First, we simply extracted from coastDat a houirtyet series of winds simulated for the
island Heligoland (54° TN, 7° 53 E) located in the center of the German Bight. Base
on this time series, for each drift simulation esponding distributions of both wind

direction and wind speed were specified, taking iatcount the first three weeks of
particle integration. We assumed the probabilityceftain wind conditions, which is

related with coastal pollution, to be proportiotalthe time span in which such wind
conditions prevailed during a particle cloud’s mioesnt.
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Figure 5.2: Pairs of correlated CCA-Patterns (caisjnobtained from analyzing the connection between
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SLP and advective transports towards the GermanhN&ea coast. Panels in the first row
depict the advection anomaly that is connected withtriplet of consecutive weekly mean
SLP anomalies shown in the panels below. Correiatane 0.73 and 0.52 for the left and right

column, respectively.
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Our second approach borrowed from Chrastansky aatie€ (2009a) is a bit more
involved. To identify weather patterns that are mo¥luential for the spatial
distribution of coastal pollution, we subjected aspheric forcing and the outcomes of
corresponding drift simulations to Canonical Catein Analysis (CCA) (von Storch &
Zwiers, 1999). In doing so, we represented the gpineric states during the first three
weeks of each particle cloud’s drift time by a gkthree consecutive weekly mean sea
level pressure (SLP) fields, taken from the NCEPARCre-analysis data set (Kistler
et al., 2001). From the subsequent CCA we obtaipads of correlated anomaly
patterns in a) the space of particle advection tdevéhe pre-defined target regions (cf.
top panels of Figure 5.2), and b) the space oktbhomsecutive SLP fields (cf. the three

lower panels in Figure 5.2).

Columns in Figure 5.2 represent the two most careel pairs of CCA patterns
(correlation coefficients 0.73 and 0.52, respetyiverhe first triplet of SLP patterns
(left column) describes a pressure anomaly assatiaith northwesterly winds that
prevails during the entire three weeks of a partatbud’s drift time. Accordingly, the
associated anomaly pattern of particle advectigmesents an increased particle drift
towards all parts of the German North Sea coaslik&Jthe first advection pattern, the
second (right column) represents anomalies of dmpasgn in the northern and
southern regions, respectively. The correspondih§ &nomaly is associated with

westerly (or diminished easterly) winds.

Variables used in the BN will be wind direction asygeed at Heligoland and the CCA
time coefficients that represent the time dependart/ance of corresponding anomaly
patterns. Variations of the CCA time coefficients able to explain 32% (first CCA
pattern) and 42% (second CCA pattern) of adveataiability.

5.2.3 BN technology

A BN is a probabilistic, directed acyclic graph (BA consisting of a set of random
variables and a set of directed links between th@naphically, nodes represent the

variables while directed edges encode causal deperes (Kjaerrulff & Madsen,

a7



Chapter 5

2008). In our study we employ nodes that deschbealegrees of freedom each variable
has in terms of a number of discrete states. Tsiages can be either numbered, labeled
or represent intervals. They must, however, alwhgs exhaustive and mutually
exclusive (Jensen, 1996). Unless any current eualeexists (e.g. observations),
generally the probability of a variable (node) loggin a given state will be smaller than
one. In case a variable (node) is influenced byemthariables, edges from the
influencing variables, which are called parent rdeoint to the dependent node.
Consequently, the latter is called child node (Kjalff & Madsen, 2008). The child
node’s state probabilities will then be affected ibformation on the parent nodes.
Relationships among parent and child node(s) acedsd in conditional probability
tables (CPTs) associated with the child node(s).

A most simple BN with only two variables might repent the relationship between the

time of the year (season SN) and prevailing winddittons (V). The graphical model

SN — W would correspond with the factorizatidnV: SN) = POW [ SN)P(SN) o the
joint probability distribution R(V,SN) (Pearl, 2000). Although the alternative graphical

model W — SN corresponding with the factorizatioRV: SN) = P(SN [W)P(W)
provides an equivalent description, the conditiopabbability P(W | SN) appears

preferable top(SN |W), as it properly describes the probability disttibn of wind
conditions as a function of the seasonal contexid@ling season as a function of wind

conditions would be a much less convincing approach

Given the CP‘F(W|SN), the marginal probability of wind conditions digegding

their seasonal variations can be obtained as

P(W) = PW SN =sn)P(SN = sn))

with s denoting discrete states of the variaBie Our simple example BN would be
made up by the two nod&8 andSN and the CPT associated wit#h In the context of
our study the CPT would represent likelihoods ected from the results of extensive

numerical simulations.

48



Using a Bayesian network to summarize variabilityhumerical long-term simulations
of a meteo-marine system: drift climatology of ased oil spills in the North Sea

Complete graphs of realistic BNs contain very langenbers of edges. As in the above
example, different orientations of edges can beseho The only constraint to be
satisfied is that the graph must not contain angatied cyclic path (Jensen, 1996). The
situation changes, however, when edges in the gaaphconsidered for elimination.
Full graphs are neither informative nor manageaiissing edges in a graph, however,
imply independence statements that need to agreeither causal reasoning or past
experience (Pearl, 1988). The kind of implied inglegence statements depends on the
orientations of remaining edges. We will illustrates point by the inclusion of the

atmospheric pressure fiel®)(as a third variable into our above example.

Figure 5.3a shows a complete graph with edge dwestin agreement with causal
reasoning. Two edges emanating from n&eindicate that pressure is expected to
change with the season as well as wind does. Oaotltex hand, large scale patterns of
air pressure are the physical drivers of windssThotivates the orientation of the edge
connecting the two atmospheric variables. Panelgdjbof Figure 5.3 show three
simplified graphs that arise from the complete prhg the omission of one edge at a

time. Implications of the three simplified graphe arofoundly different.

Graph (b) in Figure 5.3 states that, unless eviglesicwind conditions W) exists,
season $N) is not informative about air pressui®).(The situation changes when the
current state of variable W is known (conditionapdndence (Kjaerulff & Madsen,
2008)). In this case additional evidence on press®) would improve existing
knowledge about the current seas8N)( We conclude that the simplified graph (b) is

to be rejected.

In graph (c) in Figure 5.3 the physically based Ioetween air pressure and wind has
been discarded. The graph states that correlagomeen the physical variabl¥g and
P can be modeled by changing seasons alone. Givéan®e on the current season, any
correlation betweeP andW is neglected. Again this graph does not provigeagper

model of the natural system.

Graph (d) retains the aforementioned physical bekween the variable® andW. At
the same time it allows for a seasonal variatiorboth of the two variables. The

seasonal effect on windWj, however, is modeled as being channeled through
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pressurel), which means that wind variations being unrelatéith pressure show no
seasonal dependence. We conclude that graph (dbeamnsidered as a reasonable
model. Likewise one could choose graph (b) afteelision of the edge connecting P
andW. In either case information between seas\) and a physical variabl&\(or P)

at the end of a serial connection will be transdiths long as we do not have definite

knowledge about the state of the physical variaggpeesented by the middle node.

Pressure

Figure 5.3: Example of a three node BN: a) compigéph, b)-d) simplified graphs with one edge being

discarded.

Using the so-called chain rule (e.g. Pearl, 198Bg factorization of the trivariat

probability distributionPW: P, SN) i, agreement with the complete graph (a) reads

PW,P,3N) = PW |P,3N)P(P| SN)P(SN)

Replacement of graph (a) by graph (d) in Figurendeins replacement of this complete

factorization by the simplified expression

PW,P,SN) = PW [P)P(P| SN)P(SN)
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The effect of the graph simplification is that eetl of the three-dimensional CPT

PW P, SN) now only the two-dimensional cPRWIP) needs to be elicited. In our
study below, time coefficients of two characteastimospheric pressure patterns (cf.
section 5.2.2) will take the part of pressure igure 5.3.

The need for a BN structure that properly mirroeusal relationships has been
emphasized by Kjaerulff and Madsen (2008). Anotheample extracted from our full
study illustrates the implications of incorrect epééndence properties that may be

encountered when a BN contains arrows pointing fsgmptoms to causes.

The objective of our study is to represent the akkoastal oil pollution depending on
the locations of hypothetical oil spills and thetdbution of prevailing winds. Given
evidence on the past wind conditions, current piollu of some target region is a
symptom that allows for narrowing down the locatiehere an oil spill most probably
occurred. Hence, at first sight the structure apr (a) in Figure 5.4 is appealing. It
seems to be in line with the practical aim to idgntontaminators based on observed

pollution and known weather conditions.

GO GO G GO
Cis B>

Figure 5.4: Two BNs for the same variables thatlyndifferent conditional dependences.

The deficiency of graph (a) is, however, that padli observed in some target region
and knowledge about past wind conditions are asgutmebe mutually independent
pieces of information. This is obviously incorre@ffshore winds in the past would
lower our expectation of coastal pollution. Conedysprevailingness of offshore winds
would be disconfirmed by the observation of coaptalution. Posterior probabilities

derived from BN (a) in Figure 5.4 will therefore lmcorrect. For graph (b) with
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directions of arrows properly representing causecefrelations the situation is
different. It is obviously true that knowledge abdle location of an oil spill is non-
informative about wind conditions and vice versahalN, however, pollution in some
target region is reported, the situation becomésrdnt. In this case, knowing the past
wind conditions allows for narrowing down the saurcegion. Mathematically,
converging connections in graph (b) allow for angrission of information betweeh
and W whenever evidence on the middle variable Targetq available (Kjaerulff &
Madsen, 2008). Henc8,andW are conditionally dependent variables.

More examples about the functionality and constoacof BNs can be found in Jensen
(1996), Kjaerulff and Madsen (2008), Pearl (1988)@ and Shipley (2001).

5.3 Model construction

BN model construction always proceeds in two couatbee steps (e.g. Kjaerulff &

Madsen, 2008): Identification of the probabilistetwork’s structure and elicitation of
model parameters. We used the software tool HugiseRrcher TM (Madsen et al.,
2005) for model construction. Similar tools canftwend in Korb and Nicholson (2003),

for example.

5.3.1 Specification of model structure

The first step, structure specification, includas thoice of variables. Two variables are
central for our problem: the partition of total gibllution among specified source
regions (variable ‘Source’ @) and the percentages of simulated passive tracécles
that arrive in specified target regions (variablarget’ or T) when choosing initial
particle distributions according & Note that our prototypical network does not deal

with a changing level of total pollutant input. fead, the overall amount of pollutant
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discharge from all source regions is implicitly ws®d to stay on an unspecified

constant level.

Both of the nodesS and T are chance nodes that represent random or uncertai
variables. The uncertainty associated V@tarises from a lack of detailed observations.
The BN shown in Figure 5.5 offers two options feating with this situation. The user
may choose either a uniform distribution (prededine node ‘uniform Distribution’
(01)) or a distribution estimated from aerial sunagiltes (predefined in node ‘observed
Distribution’ (O2)). The user’'s choice is controlled by two states selector node
‘Switch’ (SW) may attain (Kjaerulff & Madsen, 2008).

Drift Time

Uniform
Distribution
(01)

Observed
Distribution

Direction
(WD)

Half-Life
(7)

Figure 5.5: A BN representing the climatology ofatieer driven transports of assumed oil spills.

Different shadings are used for grouping relatethtdes.

The drift model underlying our BN assumes that weder pollutant behaves like a
passive tracer. This is obviously not realistic.eT¢hance node ‘Drift Time'XT),

however, implemented as a child $fand T, provides a probability distribution of
particle travel times. This information allows theser to re-weight passive tracer
advection according to some specified half-life dim Assuming exponential decay
processes, more realistic estimates of the polistamrival in various target regions

(T*) can be achieved. Note that specification &f outside the scope of the underlying
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tracer simulations. Instead the corresponding rextablishes an interface for linking
the pre-calculated transport climatology to exteexpert knowledge in the context of a
more specific practical application.

Our BN’s structure should of course reflect the sedustructure inherent in the
generation of the underlying drift simulations. MWated by the study of Chrastansky
and Callies (2009a), we introduced time coefficgenit CCA patterns for SLP, obtained
from correlating SLP fields with simulated partieldvection rates (cf. Section 5.2.2), as
the primary representatives of atmospheric forcige nodesSLP 1 and SLP 2
correspond with the time coefficients of the twoPSanomaly patterns shown in Figure
5.2.

Additional nodes ‘Wind SpeedWS) and ‘Wind Direction’ (WD) corresponding with
local conditions at Helgoland are introduced. Adoog to the BN in Figure 5.5,
however, acquiring evidence on local winds does modify estimates of particle
advection or corresponding travel times (conditiondependence of and WS, for
instance) given that evidence for b@bP 1 andSLP 2 already exists. The situation is
different when evidence on CCA time coefficientsrissing. Another consequence of
the selected BN structure is th&B andWD are conditionally independent givéhP 1
and SLP 2. This assumption appears justified if the CCA tiooefficients are proper
surrogates for large scale wind fields and locaidvspeed components do not much

depend on wind direction.

Nodes in the BN'’s right hand side subdomain (whitdes in Figure 5.5) enable a user
to condition drift simulations on states of atmaat forcing. In this way both particle
advection and corresponding drift times can beistuds functions of prevailing wind
conditions, for instance. Alternatively, a user htige interested in seasonal variations
of coastal pollution (nod&N). In keeping with causal relationships, informatimn the
choice of a specific season is transmitted thratlggmging probability distributions of
CCA time coefficients for SLP.
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5.3.2 Definition of states and elicitation of model pararaters

Each node in Figure 5.5 needs the definition otrdie states the corresponding
variable may attain. For source ndélthese states are labeled according to the 9 source
regions (S1 - S9) tracer particles may be reledsed (cf. Figure 5.1). Probability
distributions inO1 andO2 refer to the same set of states. While the unifdistribution

in O1 is merely a matter of definition, the distributi®2 was elicited based on German
aerial surveillance data (Carpenter, 2007; von alel) 2001) from the years
2000 - 2005.

States of target nodel and T* refer to the five target regions (T1 to T5) shoiun
Figure 5.1. Additional states ‘none’ are introdudeddeal with the situation that oil
pollution does not affect parts of the German coaéstvel timeDT is resolved with

6 intervals of non-uniform lengths (0-5 days, 5dHYys, 10-15 days, 15-20 days, 20-30
days and 30-60 days). An additional state ‘infind@vers the case that no oil hits the
German coast within the maximum simulation times0fdays. This state corresponds
with the state ‘none’ in variabl€é. Possible values of half-lifewere chosen as 5, 10,
20, 30 and 50 days.

States of the node.P 1 andSLP 2 were defined in terms of multiples of the standard
deviation of the corresponding time series (note CA time coefficients are related
to SLP anomalies and therefore have zero meanafe &' comprises values within
+/- 0.5, state ‘+’ () values between 0.5 and 1:6.5 and -1.5), and state ‘++’ (*--)
values that exceed 1.5 (-1.5) standard deviatddfisd directionWD is resolved by the

8 states SW, W, NW, N, NE, E, SE and S. Stateso0-®ind speedWs follow the
Beaufort (bft) classification (World Meteorologic@lrganization, 2008). The season
nodeSN differentiates between four seasons ‘spring’ (W&y), ‘summer’ (Jun-Aug),
‘fall’ (Sep-Nov), and ‘winter’ (Dec-Feb).

For the chance nodds DT, SLP 1, SLP 2, WS, andWD, conditional probability tables
(CPTs) were elicited from pre-calculated drift slations and corresponding
atmospheric forcing. Extensive data tables with yrsamples containing values for the

node itself and each of the node’s parent node®asity be extracted from the outputs
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of these long-term simulations. Each line of sucHa#a table corresponds with the

results of one particular simulation.

For the data table combininyS andWD with SLP 1 andSLP 2, however, a slightly
modified approach to parameter elicitation was uség CCA time coefficients (nodes
S P 1 andSLP 2) refer to three consecutive weekly mean SLP fighds$ cover the first
three weeks of a given particle cloud’s journey fgure 5.2). For the wind variables
WS and WD, specification of corresponding characteristicueal for longer periods is
difficult due to problems with averaging wind ditens. We therefore extended the
data table by replicating each sample with replasdrof the wind related values. The
number of lines containing the same wind values gfaxsen according to the relative

frequency of their occurrence within the three wpekod.

Parameter elicitation for the re-scaled target nbdeeeds no recourse to the data base
of numerical simulations. Instead a simple datdetalas generated based on an

exponential decay formula.

For the three marginal nod&sV, SN, andz we chose a non-informative (i.e. uniform)

prior distribution.

5.4 Two example studies using the BN

Figure 5.6 shows the BN from Figure 5.5 togethahwrobability distributions for all
variables (excepOl and O2). Probabilities of variables to be in certain atatre
specified in terms of percentages and additiongiplayed by bar charts. Two initial
assumptions were made. The first assumption isaf@@1 of selector nodd®w) that oll
pollutions are equally probable for each sourcéoreggnoring information from aerial
surveillance data. In addition, we assume thatlialfof the hypothetical pollutant is
20 days (selected state of nagle
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Due to the above assumptions, all distributionsashm Figure 5.6 (except for*) are
marginal distributions of the underlying numericinulation results. According to
nodeT, about 46% of passive tracer particles from any@®region does not reach the
coast within the simulation period of 60 days. Dtimes of the remaining 54% of
passive tracer particles vary substantially. In huases the assumed half-lifes 20
days is exceeded. Hence, when the passive trasemasion is relaxed, even about
81% (instead of 46%) of the pollutant is estimat@demain undetected (node). All
percentages mentioned are averages over the wipdetrsm of possible wind
conditions represented by the nodd® 1, SLP 2, WS and WD. Also seasorN

remains unspecified.

DT

46 infinite WS
0 [00-05d[ 0 bfto
6 [05-10d[ 2 bitl
9 [10-15d[ SLP1 9 bit 2
8 [15-20d[ 8 - 20 bft 3
12 [20-30d[ 19 - 27 bt 4
3 17 [30-60d] 40 o 23 bft 5
2 i s
. 0 bt 8
0 bft 9
0 bft 10

25 spring
25 summer
25 fall

25 winter

L sw
e option 01 16 T2 15 NW
0 option 02 9 T3 19w
8 T4 SLP2 18 SW
4 TS 3 - 10 S
s i3 o
T G 73 g No
81 none 0 1= 5d 9 14 9N
6 T1 0 t=10d
5 T2 I t=20d
3713 0 1=30d
3 T4 0 t=50d
2 TS

Figure 5.6: The oil drift BN with evidence for tip®llutant’s half-lifez=20 days. Each source region is
assumed to be equally probable as the origin dilespill (option O1 in switctBW).

5.4.1 Effects of pollution from a specific source region

Assume now that we are interested in a comparisdheoconsequences of oil spills

within different source regions. Figure 5.7 showabability tables for those nodes from
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the BN that are affected by setting n@&l® state ‘S4’. Instantiation of no@&suspends
the choice (vicBW) of any prior spatial distribution of pollutantsgdharge. The fraction
of passive tracer particles hitting the coast ¢yeimcreases (only 24% of the particles
remain in stateT = none). Coastal stretches for which pollutionréases when
conditioning on source S4 are target regions T2wWHereas regions T1 and T5 are
found to be less threatened by source S4 than eragw by all source regions. The
distribution of particle travel times is shiftedwards substantially smaller values as
compared with the unconditional distribution. Ax@sequence, differences between

distributionsT andT* are expressed as a percentage shrink.

S T DT T
0 S1 24 none 24 infinite 66 none
0 S2 15 T1 3 [00-05d[ 6 T1
0 S3 26 T2 16 [05-10d[ 11 T2
oW s4 17 T3 18 [10-15d[ 8 T3
0 S5 14 T4 13 [15-20d[ 8 T4
0 S6 3 TS 14 [20-30d[ 1 TS
0 S7 12 [30-60d]
0 S8
0 S9

Figure 5.7: Probability tables of the Sour®, (Target T), Drift Time (DT), and Target* *) after
introducing evidenc&=S4 andr=20d. Only distributions that differ from those Figure 5.6

are shown.

The actual threat of the coast depends on how dapbllutant is degraded. This
degradation rate differs for different oil typesdais therefore an uncertain parameter
within a risk analysis. The BN in Figure 5.6, howgvallows for a quick overview of
the effects different half-lives would have. State ‘none’ in nodé& (i.e. no pollution)
has a probability of 92% for=5d and 47% for=50d (not shown). None of the other

variables is affected by the choicemf

By now we did not restrain the season in which asumed oil spill occurs. The

probability distributions for coastal pollution sing from hypothetical releases in
source S4 in different seasons are shown in Fi§uBe The overall threat of coastal
pollution along the German North Sea coast is rdaagerous in summer (about 88%).
Target regions T2, T3 and T4 are most exposed lotjpm from source S4 in both

spring and summer. In winter the overall probapitiift coastal pollution from a release
in source region S4 decreases to only 68%. Tagggdbm T1, however, experiences an
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opposite seasonal trend with a maximum risk in @int21%) and a minimum in

summer (~9%). Differences arise from different nt&ions of coastal stretches relative
to prevailing wind directions. In fall and in wimtevesterly and south-westerly wind
component preponderate. In spring and summer, erother hand, southerly winds

become less and northerly winds more frequent.

a) spring b) summer c) fall d) winter
T T
25 none 12 none 28 none 32 none
11 T1 9Tl 19 T1 21 T1
22 T2 29 T2 28 T2 26 T2
18 T3 25 T3 14 T3 11 73
19 T4 21 T4 10 T4 8 T4
5 TS 4 T5 2 TS5 2 T5

Figure 5.8: Changing probability distributions afllption in coastal target regions T1-T5, assuntimaf

a hypothetical oil spill in source region S4 takéece in different seasons (panels a-d).

This dependence is well illustrated by conditiontagget variabld on pressure pattern
S P 1 (instantiatingS_P 2 with ‘0’). According to Figure 5.9, the instani@t of SLP 1
with ‘+’ (panels a) makes summer the most probakelason (55%). Hence, similar to
Figure 5.8b, the threat much focuses on targebnsgi2, T3 and T4. The selected SLP
pattern corresponds with sometimes strong northeslgswinds that shield target
region T1 from pollution from the more southern ®@uregion S4. The overall
probability that under the assumed weather condtioll from region S4 reaches any
part of the German North Sea coast is, however, 888aming passive tracers (ndde
and 47% or 10% assuming a half-life of 20 or 5 dagspectively (nodd*, not

shown).
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a)SLP 1="+
T WD SN
2 none 24 NW 17 spring
6 T1 25 W 55 summer
37 T2 16 SW 19 fall
36 T3 6 S 9 winter
18 T4 5 SO
2 TS 6 0
6 NO
11 N
b) SLP1=""
T WD SN
S6 none 8 NW 23 spring
22 T1 13 W 6 summer
12 T2 19 SW 40 fall
S T3 15 S 31 winter
4 T4 18 SO
0TS 13 0
6 NO
6 N

Figure 5.9: Changing probability distributions fawdesT, WD, andSN when nodeSLP 1 is conditioned
on state ‘+’ (upper panels) or ‘-’ (lower panels)hypothetical pollution is assumed to take

place in source region S8LP 2 is instantiated with ‘0’.

Instantiating instead nod#.P 1 with state ‘-’ (Figure 5.9b) makes summer seaseny v
unlikely (only about 6%). Most probable seasons rave/ winter and fall. Southerly
winds produce the highest risks for target T1 anda(minor extent) also for target T2.
Risks for more southern target regions are low.i\dhis finding is consistent with
differences between the seasonal plots of FigBeThe overall threat for the German
coast is much smaller than in the former case (44%.ming passive tracers; 15%
assuming a substance half-life of 20 days (not shpwravel times are clearly longer

than forSLP 1 being in state “+” (not shown).

5.4.2 Threat of pollution to a specific coastal area

The numerical simulations underlying our BN are magh of trajectories integrated
forward in time. For addressing the question oivtoch extent different source regions

of a hypothetical pollutant pose a threat to paldic coastal stretches, backward
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trajectory simulations would be an option. In alyabilistic framework, however, the
Bayesian inversion formula allows for deriving theme type of information also from

ensembles of forward simulations.

The probability of particle advection towards sogneen target region depends on both
the region, where the pollution takes place, am¥aiting wind conditions. Figure 5.10
shows how the selectiof* = T3 produces a non-uniform probability distritoutiof
possible source regions, mainly reflecting theffedent distances. Instantiation @f
instead ofT brings the assumed substance half-life of 20 dagsplay. In response to
this choice the distribution of drift times shittsvards much smaller values than those
that would hold if evidence was provided for pasdnacer particles instead (ile= T3
instead ofT* = T3; not shown). For similar reasons the proligbdf the pollution
arising from the nearby source region S4 is entahgetaking half-life into account
(31% forT* = 3 but only 22% foil = 3). Choosing a substance half-life of only 5glay
raises the probability of pollution stemming fromusce region S4 to even 47% (not
shown). If in addition the spatial spill distriboi estimated from aerial observations is
taken into account (‘option O2’ in nod8\), region S4 becomes the by far most
probable source region (probability 68%). Individpaobabilities of all other source
regions are then below 15%. In addition to its @feon the probabilities of source
regions, instantiation oflf or T* also replaces the marginal distributions of all
meteorological variables by modified conditionaktdbutions. According to Figure
5.10, the probability oSLP 1 being in state ‘+’, for instance, is 53% (uncoiudial
value: 28%).
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DT
0 infinite WS

23 {0o-Tod! 0By
25 [3oo1sal SLP1 10 bft 2
19 [15-20d] 0 - 31 bft 3
18 [20-30d] 27 bit
: 13 bt 6
3pft7
1 bft 8
0 bft 9
0 bft 10

25 spring
35 summer
21 fall

19 winter

SW
e option 01 0T2 T* 21 NW
0 option 02 100 T3 22 W
0 T4 SLP2 16 SW
0TS > - 75
29 - g %0
T G 4 g N
0 none 0 t=5d 4 ++ 12 N
0Tl 0 t=10d
0 T2 el t=20d
! T3 0 t=30d
0 T4 0 t=50d
0TS

Figure 5.10: The oil drift BN with evidence forasial pollution in target region T3 and a pollusnt
half-life z=20d. Prior probabilities for pollution being diszlged in different source regions
are assumed to be identical (option O1 in swadh.

Another important aspect is that specification afgét regions makes source regions
and atmospheric conditions conditionally depend&iten evidence on pollution in
any target region, wind conditions become inforretbout the distribution of possible
source regions and vice versa. Assume that we raeeested in exploring possible
impacts of the distant source region S1 on targgton T3. Figure 5.11 shows a
selection of panels from Figure 5.10 that subst#lytchange when settirgto state S1.
The two lines of panels in the Figure 5.11 diffathwegard to the choice af(cf. last

column).
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a) T = 20 days
DT SN SLP 2 T
0 infinite 19 spring 0 -- 0 t=5d
0 [00-05d[ 24 summer 11 - 0 t=10d
4 [05-10d[ 28 fall 37 0 W t=20d
17 [10-15d[ 29 winter 34 + 0 t=30d
16 [15-20d[ 16 ++ 0 1=50d
29 [20-30d[
34 [30-60d]
b) T = 5 days
DT SN SLP2 T
0 infinite 14 spring 0 -- e = Sd
0 [00-05d[ 13 summer 3 - 0 t=10d
21 [05-10d[ 30 fall 17 o 0 t=20d
45 [10-15d[ 43 winter 44 + 0 t=30d
19 [15-20d[ 37 ++ 0 t=50d
13 [20-30d[
2 [30-60d]

Figure 5.11: Probability tables for the nodes Diiftne (DT), Season N), CCA time coefficients
corresponding to the second Sea Level PressurerP @t P 2), when the pollutants half-life
is a) 20 days and b) 5 days. Additional evidenaogiven on Sourc&=S1 and pollution being
in target regiom=T3.

For = 20d, the distribution of drift times shifts tolwas higher than for unspecified
source regions (cf. Figure 5.10), reflecting a treddy long distance to be covered
between source A and target T3. The correspondiifigpiocesses need atmospheric
forcing associated with state ‘o’ or ‘+’ of no&P 2. When a smaller substance half-
life of only 5 days is presumed, drift times aréoeced to shrink again, probabilities of
states ‘+’ and even ‘++’ of nod8LP 2 further increase. The preferred season is now

clearly winter (probability 43%), in contrast wisimmer in Figure 5.10.

5.5 Discussion

The BN we discussed represents the essentials ofemeal Lagrangian drift
simulations. The structure of the underlying medstammodel made it simple to define
the BN’s structure in line with causal reasoningrdteter elicitation, the second step

of model construction, could be based on a largeemble of numerical simulations
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covering the full spectrum of realistic weather dibions that occurred during a time

span of several decades.

The probabilistic representation in a BN allows @mnditioning variables on either
weather conditions or the resulting simulated agstllution, for instance. In the latter
case the Bayesian inversion formula is the basisnformation transfer in directions
opposite to causal dependences. Different softwackages (e.g. Korb & Nicholson,
2003) allow for the propagation of any combinatairevidence throughout the whole

network.

Our numerical simulations were confined to physic@mponents (advective
transports). The corresponding basic BN was thenptemented, however, by nodes
that represent parameters being more uncertairchtse substance half-life which is

not treated in the model, as an example. Anothamgke we explored (not shown) was
to specify a wind dependent probability for illegél dumping, taking into account that
contaminators supposedly try to remain undetectedurned out, however, that
conditioning on wind speed at the time of dischadgk not substantially change the
climatology of subsequent drifts and resulting talapollution. These two examples
illustrate how sensitivities regarding the valuefs umcertain parameters may be

estimated from a BN without the need to repeat toresuming numerical simulations.

There are many different ways our prototypical rekncould be modified or extended
for other applications. Weathering processes repted by the half-lifer might be
modeled in more detail as function of prevailinghaspheric conditions, for instance.
For the hydrodynamic simulations, we assumed ara @kift component of 1.8% of the
10m wind velocity to be superimposed to movementiiced by currents. In a more
general BN, this specific assumption might be retaxnstead, an extra node describing
wind drift as an uncertain parameter might be distadd as an additional parent node
of T andDT. Re-calibration of conditional probability tablés the latter two nodes

would need, however, extended numerical enseminlelafions.

The season nodeN in the network provides an important interfacetfog inclusion of
biologically oriented aspects. Vulnerability of mdospecies depends on its habitat and
on its seasonal molding and breeding behavior. @ag ask to which degree, under
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which circumstances, and from which primary souxggollution a given bird species
is most endangered. Chrastansky et al. (2009) ghtved the interpretation of beached
bird survey programs benefits from detailed nunatift simulations.

Another type of observation to be combined with tésults of numerical modeling is
aerial surveillance data. In Section 5.4.2 prioobabilities for oil discharge were
assumed to be the same in each source region i@ireF5.6). Accordingly, the
posterior distribution foS (Figure 5.10) given pollution in target region $Bould be

read as the sensitivity of region T3 with regarchygothetical pollutions in different
source regions. A more realistic estimate of thetgrior probability that a given
pollution stems from a certain source region isaot®d when data from aerial

surveillances are introduced as prior probabilitgtributions (i.e. option O2 in

switch SW).

5.6 Conclusions

Long-term simulations with process-based numemcatlels have become a state-of-
the-art tool for the assessment of changing naemglronments. In climate research,
complex models are used for both the reconstruafqrast climate variability and the
construction of possible future scenarios. Modealdolareconstructions providing kind
of laboratory for risk-assessment studies have la¢sm used as a surrogate for natural
conditions (Weisse et al., 2009; cf. Appendix A).

Traditionally, the essentials of long-term simwas and corresponding scientific
analyses are made available in the form of wripp@pers. Such static presentations
naturally focus on a perspective chosen by thecaw#fmodified view at the simulated
data will usually need direct access to the futadaase. For many studies, e.g. studies
with a wider interdisciplinary scope, this will eft be beyond the means. But even
during the design of more in-depth analyses ifftisnodesirable to know about relevant
features and relations represented in comprehesgivalations. Our study has shown

how the technique of Bayesian networks might beleyegl to meet such demands.

65



Chapter 5

In a first step, a BN will always reflect its desey’s scientific interests, focusing on
specific variables or aspects of co-variabilityandata set. Our example illustrated,
however, the modular structure a BN representingarical simulations usually will

have. Elicitation of the conditional probabilityote for any given node remains local in
the sense that data tables just need to contammattion of those variables that directly
influence the node of interest. As a result, astexy BN can often be extended without

recalibration of most of its already existing comeots.

We introduced a half-life of the drifting substance to give a practical eglaof how
generic passive tracer simulations under realgéather conditions can be linked with
a specific substance’s properties. This very effiti approach avoids repeated
computationally demanding numerical simulations amght be useful particularly in
the context of contingency planning with regardstdstances, whose properties are
defined vaguely. Another aspect we tried to illatgris the combination of numerical
simulations with monitoring data. A BN, however, ghi also encompass more

qualitative expert knowledge.

A crucial problem to be solved for a successfutespntation of detailed simulations in
a BN is the reduction of dimensionality. In the et study we utilized the results of
canonical correlation analysis adapted from a previstudy for a simplified description

of weather conditions in terms of weekly mean sa@ll pressure patterns. One might
also use different techniques, employ differentaldes, and refer to different scales in
space or time. The BN approach we proposed fodéseription of output from large

numerical simulation models, however, is unablesabstitute such use of common

multivariate statistical tools.

We expect a BN fitted to an existing set of longrtenumerical simulations to be
subject to permanent development. Extensions apdovements of the BN may arise
from new scientific analyses and subsequent agitaof the data. On the other hand,
an evermore detailed BN might inspire the conceptibnew investigations or help to
promote the data base. The BN'’s intuitive graphprakentation helps to make a data
base accessible even for non-scientific usershEurtore, the data representation based
on the BN technology is fast and flexible enouglb¢orun in the background of web
applications. BN manipulations based on librariegten in Fortran, C or Java can be
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blended with common internet programming languages.a more intuitive display of
calculated probabilities and regions they referth@ BN output might be combined

with GIS items such as geographical maps.
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6 Résumé and closing remarks

In the present thesis, weather-related variabwityship-related chronic oil pollution
along the German North Sea coast is described bwansneof multi-decadal
hydrodynamic ensemble drift simulations.

From random locations along the main shipping ®uethe southern North Sea, the
drift of hypothetical oil spills is traced takingobaoad spectrum of weather and sea state
conditions during the years 1958 — 2003 into actodime resulting drift statistic
describes advection processes towards the Germah Sea coast in accordance of
weather situations and the frequency of their aenwge. In post-processing, weathering
processes are roughly considered using a pollutenfidife of 21 days.

The simulation results provide basis for a staidtinvestigation of the exposures to
ship-related chronic oil pollution (cf. ChrastanskyCallies, 2009a). As expected, the
location of the oil discharge is principally deussifor the coastal region that is
threatened. Generally, oil spills that occur in theinity of the coast are more
dangerous than from extent regions. The situatezoines different when the regional
intensity of chronic oil pollution is additionallyonsidered. Based on the assumption
that its strength is proportional to the ship imaffensity, the drift simulations suggest
that especially in winter coastal oil pollution sad by spills from distant areas close to
the Strait of Dover becomes increasingly probable.

On average, the northern stretches of the Germaith I$ea coast (Schleswig-Holstein)
are most exposed to ship-related chronic oil piolfut Seasonal differences in the
exposures indicate that the direction and streafjfivevailing winds are influential. For
instance, in winter the southern part of the GerNarth Sea coast (Lower Saxony) is
approximately by a quarter less affected by oillsgrom the northern half of the
German Bight than in summer. Using a multivariatatistical method (Canonical
Correlation Analysis (CCA)) it was analysed to whiextent the spatially and
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temporarily varying oil advection rates can be awpd by changing weather
conditions. A significant coupling could be estab&d just for the winter months. The
analysis suggests that the wind influence is a noweninant feature regarding
advection towards Schleswig-HolsteiWind-induced inter-annual and trend-like
variations in the simulated advection rates witthie analysed 46-year period are not
identical for the different coastal sections of @any. For the most northern region, for
example, the simulated advection is enhanced insdw®nd half of the investigated
period. A comparable increasing trend becomes Igblg for the other regions.
A connection to the North Atlantic Oscillation (NA@ould be established, however,
just for Schleswig-Holstein.

Recordings of oil-contaminated dead bird findingmng the German North Sea coast
are often used for trend-assessment in the gelesadlof chronic oil pollution in North
Sea waters. For this study, reliable statisticsedog the winter months of the years
1992 - 2003 are available. The comparison of thdeited annual oil advection rates to
corresponding beached bird statistics indicates ribglecting the wind impact could
lead to misinterpretations in the general levelodfpollution. There is, however, a
difference when analyzing the trends in oil pothatievels on basis of monitoring data
from bird species that live close to the coast {he Common ScoteMganitta nigra))
and such birds that are predominantly in offshagians (i.e. the GuillemotUfia
aalge)) (cf. Chrastansky et al., 2009). While the annuamnbers of oil-contaminated
Common Scoters and Guillemot reflect the inter-ahreariations in the simulated
advection towards the German North Sea coast,inate (percentage of birds that are
oiled) behaves dissimilarly. The inter-annual Vaitity of the Common Scoter’s oil-
rate is in agreement with the variations within sihaulated advection rates. Hence, the
decreasing trend visible in the oil-rate of thigtigallar species can be most widely
attributed to varying wind-conditions. The oil-raiethe Guillemot, on the other hand,
seems to be a true measure for chronic oil poltutioadjacent waters without a notably
weather influence. The normalization of the beadbied survey data based on a linear
relationship between the monitored and the modetlath is suggested to avoid
misinterpretations due to wind impacts. Moreovée study suggests that the wind
impact is a more severe problem when interpretiogitaring data from the northern
regions (cf. Chrastansky & Callies, 2009a). Thiseag with the findings from the CCA.

Reasons for a reduced wind influence regarding lo8a&xony are presumably the
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west-east orientation of the southern coast asagethe proximity to the busy shipping
lanes.

The model-based long-term reconstruction of poaéminronic oil pollution along the
German North Sea coast provides a useful basiscdotingency analyses or the
interpretation of monitoring data, for instance.s e resource-intensive database is
inappropriate for its integration in many practicaludies, a probabilistic data
representation using a Bayesian Network is propd®éd Chrastansky & Callies,
2009b). The Bayesian Network established here #&suen specific variables
appropriate for describing chronic oil pollutiontime North Sea and resulting weather-
dependent advections towards the German North 8ast.cThe presented Bayesian
network illustrates how such numerical simulatia@ be linked comfortably and
effectively with external data and assumptions. &mmple, as the representation of
variable weather conditions during an oil spill joely is difficult, the results of CCA
are adapted for describing weather situations. Hy means, also an reduction of the
network’s complexity is achieved. In addition, thmptional determination of
probabilities regarding illegally spilled oil in maus regions is included, which
provides the opportunity for the consideration efia surveillance data. Another
example for dealing with uncertainties is how tlies @roperties are hold adjustable by
offering a set of possible half-life values. Altlgtuthe exhaustive drift simulations are
presented in the Bayesian Network, the computdtiordemanding access to the
database is usually not necessary when using tisad - unless single trajectories are
of interest. It also allows problem-specific modiiions, whereas readjustment is only
required for variables with direct influence. Thegented Bayesian Network allows the
access to the oil spill simulations even for noisiific users.

Chronic oil pollution is not only a problem for NbrSea waters, oil discharges from
shipping has been observed along any traffic rootelse world’s oceans (International
Maritime Organization, 2006). In many other cowgrimonitoring programs similar to
the German beached bird surveys are conductedNeefoundland (Wilhelm et al.,

2009), Southern British Columbia (O’Hara et al, 20Menmark (Skov et al., 1996)).
For proper trend assessments of the general lelvadilopollution, however, the

examination of probable wind impacts reflected bservation data collected also in

other regions is necessary.
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Similar to the wind influence on the drift behavioof oil, the advection of other
substances (i.e. chemicals) and objects (i.e. garba drift wood) towards the coast is
affected by winds. Referring to the presented aggirp numerical modelling could
provide a suitable tool for the quantification detwind influence visible in diverse
monitoring data and their subsequent data norntedizaThe physical (hydrodynamic)
formulation of the transports easily allows for tineorporation of substance-specific
characteristics in post-processing. In this stddy,instance, the oil-characteristics are
achieved by limiting the oil’s life-time using apgopriate half-life. One has to make
sure, however, that the selected wind-drift faatothe utilized hydrodynamic transport
model is suitable for the item of interest. Nevel#iss, a problem poses the definition of
source regions. In case of chronic oil pollutidnyas known that the majority of oil is
spilled along the main shipping routes in the N@#a area. Hence, the source regions
were defined to contain them. Regarding other sulgsts or objects, this may be not so
clear. Defining a grid covering the marine regidnirderest as source regions may
provide a solution.

The probabilistic data representation using a Bapedletwork yields a method to
investigating different substances or objects atdame time. If the reconstructions of
these substances/objects differ in the superimposed drift factor, for instance, this

can be achieved by introducing i.e. appropriatecset nodes.
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A Regional meteorological-marine reanalyses and clinbe change
projections: Results for Northern Europe and potentals for coastal
and offshore applications

Ralf Weisse, Hans von Storch, Ulrich Callies, AleGarastansky, Frauke Feser,
Iris Grabemann, Heinz Gunther, Andreas Pluess, HsoiStoye, Jan Tellkamp,
Jorg Winterfeldt & Katja Woth

Bulletin of the American Meteorological Society (), 90 (6): 849 — 860.

Abstract

A compilation of coastal weather analyses and d¢knthange scenarios for the future
for northern Europe from various sources is presknfThey contain no direct
measurements but results from numerical models llaze been driven either by
observed data in order to achieve the best poss#peesentation of observed past
conditions or by climate change scenarios for tearruture. A comparison with the
limited number of observational data points to ¢fo®d quality of the model data in
terms of long-term statistics, such as multiyeanrre values of wind speed and wave

heights. These model data provide a unique combmaif consistent atmospheric,
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oceanic, sea state, and other parameters at hagjfalspand temporal detail, even for
places and variables for which no measurements haga made. In addition, coastal
scenarios for the near future complement the nwaleainalyses of past conditions in a
consistent way. The backbones of the data are mabwind, wave, and storm surge
hindcasts and scenarios mainly for the North Sea.bviefly discuss the methodology
to derive these data, their quality, and limitaian comparison with observations.
Long-term changes in the wind, wave, and storm esuwgignate are discussed, and
possible future changes are assessed. A variegoadtal and offshore applications
taking advantage of the data is presented. Exammesprise applications in ship
design, oil risk modeling and assessment, or tmstoaction and operation of offshore

wind farms.

A.1 Introduction

Coastal and offshore applications require appropgpéanning and design. For most of
them, statistics of extreme wind, waves, and steunges are of central importance. To
obtain such statistics long and homogeneous timessare needed.

Usually such time series are hardly available. lostncases observations are either
missing, cover too short periods, or are lackingnbgeneity, that is, long-term changes
in the time series are not entirely related to ¢gspral changes on the scale of interest,
but are partly due to changes in instrumentatioeasurement technique or other
factors, such as changes in the surrounding aiégsurement site.

There are in principle two approaches to addressetissues (cf. WASA, 1998). One is
the use of proxy data that are considered to be imomogeneous and are available for
longer periods. An example is the use of pressata tb derive indices for changes in
storm activity (e.g. Schmidt & von Storch, 1993)heT other approach is to use
numerical models driven by reanalysis data oveficseitly long periods and at high
spatial and temporal resolution (e.g., Glnthet.ef1898).

Both approaches have advantages and disadvantEbés.proxy data can generally be
used to reconstruct indices for rather long timeqgos (up to centuries), their spatial
resolution remains limited and proxy data must failable at sufficient detail and
guality. Hindcasts, on the other hand, are limte@eriods for which global reanalyses

are available (now about 60 yr) and by the qualitthe involved models.
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In the following we describe a set of coastal afidhore hindcasts based on global re-
analysis data. The hindcasts are complementedowithistent climate change scenarios
for the future. Data obtained from these exerceesintegrated into a joint database
referred to as “coastDat” (available online at wamastdat.de). In the following the
model setup and experimental design are brieflycrilesd. Subsequently, some
representative examples are provided in which Emdshas been applied for the
analysis of recent and potential future change®ally, applications are shown in which
coastDat has been used to address coastal andreffsoblems. An outlook for further

applications is offered at the end of this paper.

A.2 Model Set-up and Simulations

We used the National Centers for Environmental ietem-National Center for
Atmospheric Research (NCEP/NCAR) global reanaly$ialnay et al., 1996) in
combination with spectral nudgihgvon Storch et al., 2000) to first drive a regibna
atmosphere model (Table A.1) for an area coveringtnof Europe and the adjacent
seas. Initially the model was integrated for thargel 958-2002, with a spatial grid size
of about 50 km x 50 km. The period has been exttaer and currently covers the
60 yr of 1948-2007. Full model output is availalide every hour within this 60-yr
period.

From this atmospheric simulation, near-surface meamvind fields have been used
subsequently to drive high-resolution wave and-tdeye models (Table A.1). While
the wave model was run in a nested mode with aseogrd (about 50 km x 50 km)
covering most of the northeast Atlantic and a find (about 5 km x 5 km) covering the
North Sea south of 56°N, the tide-surge model wessan an unstructured grid with
typical grid spacing of about 5 km in the open HdBea and largely increased values
(up to 80 m) near the coast and in the estuarisdoAthe atmospheric part, full model
outputs have been stored every hour. In this wdyga-resolution meteorological-
marine (metocean) dataset for the North Sea cayéhie last six decades of years has
been created. Figure A.1 shows an example of donditobtained for 21 February
1993.

! Here a height-dependent nudging coefficient wasieg to the large scale (>750 km) zonal and
meridional wind speed components above about 850 hP
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NCEP/NCAR global Reanalyzes 1948 — 2007
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Figure A.1:. Layout of the consistent metocean tastl 1948-2007 for the southern North Sea. From the
(middle) regional atmosphere hindcast hourly wiletts were used to force a (right) tide-
surge and a (left) wave model hindcast. The figrews an example of consistent metocean
conditions obtained from the hindcast for 1200 UZCFeb 1993. (middle) Near-surface (10
m height) marine wind fields (ms-1), and correspogdwvind direction obtained from the
regional atmospheric reconstruction. (left) Cormafing significant wave height fields (m)
and mean wave direction from the coarse and tlediid wave model hindcast. (right) Tide-
surge levels (m) from the corresponding tide-sunjiedcast. After Weisse and Gunther
(2007).

An impression of the extent to which this approecbapable of providing a reasonable
reconstruction of the observed wind and wave cinsgiven in Figure A.2. Shown are
the observed and hindcast wind speed and direasomell as significant wave height,
period and wave direction for a 3-month period tatien K13 (53.22°N, 3.22°E). In
principal, a good agreement can be inferred. Fatamce, the storm event on
21 February which caused observed significant waeghts of more than 6 m, is
reasonably reproduced for all parameters. On therdtand, there are also events with
larger discrepancies, such as the one around 1hVarc which wave heights are
considerably underestimated, which in this case cgased by too-low wind speeds in
the atmospheric hindcast. When compared with goatteter data, the hindcast wind
fields in general show a reasonable agreementjtands found that in coastal areas,

especially in such with complex topography, hindoasd fields are significantly
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improved compared to those from the driving reasial{J. Winterfeldt and R. Weisse,

2009, personnel communication).

Table A.1: List of regional models, model areas] &rcing data used in the coastDat

reconstructions and climate scenario simulatiofsrmed to in this study. The

listing is not exhaustive. For a full list we refer the coastDat Web page

(online at www.coastdat.de).

Model Name Model area Grid distance Forcing data
time span (model reference,
setup Reference)
Reconstructions
Atmosphere REMO Western Europe / 0.5°x0.5° NCEP-NCAR
1948-2007 | (Jacob & Podzun, 1997) adjacent seas reanalyses
(Feser et al., 2001)
Waves WAM Two nested Near-surface
1948-2007 (WAMDI, 1988) North East grids wind fields from
(Weisse and Gunther, | Atlantic, North Sea] 50 km x 50 km, REMO
2007) south of 56° N 5 km x5 km reconstruction
Tide surge TELEMAC2D North Sea Unstructured Near-surface
1958-2002 | (Hervouet & Haren, 1996 grid 5km - 80 m wind and
(Weisse & Pluess, 2006 (coastal areas)| pressure fields
and from REMO
reconstruction
Climate scenario simulations
Waves WAM Two nested Near-surface
1961-1990, (WAMDI, 1988) North East grids wind fields from
2071-2100 (Grabemann & Weisse,| Atlantic, North Sea| 50 km x 50 km, RCAO
2008) 5km x5 km (Raisénen et al.
2004)
Tide surge TRIM North Sea 10 km x 10 km Near-surface
1961-1990, | (Casulli & Stelling, 1998) wind and
2071-2100 (Woth et al., 2006) pressure fields

and from RCAO
(Raisénen et al.
2004)
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A comparison of observed and hindcast storm indicesund in Sweden is shown in
Figure A.3. Generally, it can be inferred that thieserved year-to-year variability is
captured reasonably by the hindcast, although dmasemay occur. For marine near-
surface wind fields, Winterfeldt (2008) demonstdathat, compared to the driving
reanalysis, an improvement is obtained mainly iastal areas. More validation can be
found for the atmospheric part in Feser (2006),tler tide-surge simulation in Weisse

and Pluess (2006), and for the wave model hindoasteisse and Gunther (2007).
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Figure A.2: (from top to bottom) Time series ofrdfigcant wave height (SWH, m), Tm02 wave period
(TM2, s), mean wave direction (THQ, ° coming fromjind speed (FF, ms-1) and wind
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Scenarios for future climate conditions have beletaioed in a similar way. Here the
global reanalysis has been replaced by an enseshldéferent global climate change
simulations. We have used four sets of simulatiosghg A2 and B2 emission
scenarios for 2071-2100 with two different global climate dels. These simulations

were
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Figure A.3: Comparison between different storméedifor Lund, Sweden. (from top to bottom) Annual
number of pressure readings of less than 980 hRagah number of strong pressure
tendencies exceeding 16 hPa in 12 h; annual 95dh9&th percentiles of strong pressure

tendencies. Obtained from observations after data Barring and von Storch (2004) (blue),

1840 1860 1880

obtained from coastDat (red).

downscaled approximately on a 50 km x 50 km gridHeySwedish Meteorological and
Hydrological Institute in the framework of the Pidin of Regional Scenarios and
Uncertainties for Defining European Climate ChaRgeks and Effects (PRUDENCE)
project (Christensen et al., 2002) with the regiomadel Rossby Centre Regional

Atmosphere-Ocean Model (RCAO) (Raisénen et al.4p0Brom these simulations,

2 Here A2 and B2 refer to scenarios according tdritergovernmental Panel on Climate Change (IPCC)
Special Report on Emission Scenarios (SRES; Na&ider& Swart, 2000) representing a more
pessimistic (A2) and a more optimistic (B2) viewaeding the development of future greenhouse gas
concentrations.
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near-surface wind and pressure fields have subedyuseen used to produce high-
resolution scenarios of possible wave (Grabemanweisse, 2008) and storm surge
conditions (Woth, 2005; Woth et al., 2006) for tHerth Sea (Table A.1). While the
size of this ensemble is still somewhat limitedehese of computational constraints, it
allows not only for an estimate of potential futumetocean conditions, but also for a
first rough guess about the underlying uncertasntie

A full listing of regions, parameters, and peri@issently contained in coastDat may be
obtained from the coastDat Web site (online at wsastdat.de).

A.3 Recent and Possible Future Changes

The coastDat dataset was used by Weisse et ab)Y20@nalyze long-term changes in
storm activity over the North Sea and the nortleasNorth Atlantic. They found an
increase in storm activity from about 1960. Stoctivity peaked around 1990-95, after
which a decrease was inferred. These results arsistent with those obtained from
proxy data for the area. For instance, Alexanderstoal. (2000) and an update in
Solomon et al. (2007) report a similar behavioreda®n the analysis of upper-
geostrophic wind speed percentiles derived frontiostapressure data. Covering a
longer period than the coastDat hindcasts in pddr¢c theses studies showed that the
1960-90 increase in storm activity was not unushiat,that activity levels reached in
the mid-1990s were comparable to that at the baggnof the twentieth century. Long-
term changes in extreme storm surges and ocean heghts based on the coastDat
dataset were analyzed by Weisse and Pluess (2888)yaWeisse and Gunther (2007).
In particular, they found that the changes corredpto that of storm activity with
increases in storm surges and wave heights betaleemt 1960 and 1990, decreasing
thereafter.

Changes of the North Sea storm surge climate iremsemble of climate change
simulations that form part of the coastDat datavest analyzed by Woth (2005) and
Woth et al. (2006). Figure A.4 shows the changesitreme storm surge levels
expected toward the end of the century. Althouglioral details differ among the
different models and scenarios, all point towartch@derate increase in severe storm
surge levels along most of the Netherland, Germaoh @anish coast lines. When

compared to the natural variability estimated frdm coastDat hindcast (Weisse &
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Pluess, 2006) climate change-related increaseimssurge heights are found to be

smaller for most of the Netherlands and Danishtcedsle they are significantly larger

along most of the German coastline (Woth et al0620
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Figure A.4: Differences (colors) of annual 99.5 qeettiles of storm surges between possible future
(2071-2100) and present day (1960-90, contour imesmther conditions obtained from tide-

surge simulations using forcing from different ciite models and emission scenarios. (left)

Response for the A2-emission scenario. (right) Bese for the B2-emission scenario. Storm

surge response for near-surface wind speeds frerR@AO regional climate model driven by
two different global climate models(top, HadAM3Hpttom, ECHAMb5) after data and
methods described in Woth (2005) and Woth et 8062.

Using near-surface marine wind speeds from the ss@teof scenario simulations,

Grabemann and Weisse (2008) performed a similaeneble of wave model

simulations. Although the same wind forcing wasdysghanges appeared to be more

diverse. In particular, regional patterns of chanigesevere wave conditions differ and

the magnitude of the changes strongly dependseaglthice of the atmospheric model

from which wind fields have been used.
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A.4 Applications of coastDat

The coastDat dataset has been used for a varietgpasital and offshore applications.
This comprises applications in ship design, ok msodeling and assessment, and the
construction and operation of offshore wind faringhe following a few examples will

be provided.

a) Optimization of ship operation profiles

Operation profiles of RoRovessels operating on fixed routes in the North Bege
simulated over decades of years with environmeadatitions (wind, water depth, sea
state) provided by the coastDat dataset (Friedi8ofMaksoud, 2005). Operation
profiles (such as velocity or power) were variedemthe constraint that the operations
are time critical, that is, the individual tripseteto be finished within a given time
window, as long as permitted by safety requireméméather conditions). Results for a
200-m RoRo vessel operating on a 332-nm roundlefveen Zeebrigge, Belgium,
and Immingham, United Kingdom, are provided in &hieff and Abdel-Maksoud
(2005). For the 3,650 trips simulated within a X@griod they found fuel consumption
to be increased by about 9% when compared to caather conditions and attributed
the effect to the additional power required to fageh the environmental conditions
caused by wind, waves and water levels. They dlswed that operation profiles may
be optimized compared to conventional approacheh shat operation costs are
reduced and delay becomes minimal. They concludatidatabases such as coastDat
may provide valuable tools to optimize ship desigith respect to the expected

environmental conditions on the route.

b) Environmentally based optimization of ship dasig

Operability and safety on board, both constraingdsévere weather conditions, are
important factors for short sea shipping, especifdt RoRo and RoP4xvessels. In
ship design, sea-keeping simulations are usedcmuat for these factors (Cramer et al.,
2002). Generally, the motion of a ship in a sedestiepends on several design
parameters (e.g. hull form, location of the cewofegravity, radii of gyration etc.) and it
cannot generally be concluded that a specific t&a & more or less severe for the ship

® RoRo vessels are ships designed to carry whealeg ¢cars, trucks, trailers, etc.). The term idis
contrast to vessels that use cranes to load anddiiargo.
* RoPax vessels describe RoRo ships that accommpassengers, in addition.
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than others. Instead, the reaction of the ship tdesign modification has to be
determined for each sea state by direct simulat{@mamer et al., 2002). In case the
intended operating area and operation schedul«reoen already during the design
phase, this information can be used to simulatestiip’s motion in environmental
conditions to be expected in the operation areaguhe lifetime of the vessel and to
optimize the design with respect to the intendeerajonal profile. Detailed wind and
sea state information over decades of years as fyeoastDat are an excellent source
of data for this kind of application.

The coastDat dataset has been used by the Fleesl&chiffbau-Gesellschaft to assess
and optimize a RoRo-ferry operating in the Nortta.SBesign parameters such as
limiting accelerations and roll angles (Henningakét 2006), slamming impact loads
(Stoye et al., 2008) and others have been investg&Vhen exceedance probabilities
of operational limits were found to be unacceptaliesign modifications had to be
performed. For example, when the occurrences df rofj angles need to be reduced,
passive roll-stabilization tanks may be installeartodify the eigenfrequency of the roll
motion, making the ship more seaworthy in a givea state. An alternative is the
installation of active fin stabilizers that compatesthe roll moment caused by waves up
to a certain degree, provided that the ship’s sjeedfficient. From coastDat, statistics
about weather down times, for example, for openatigth or without fin stabilizers,
may be derived. The latter provides decision supfaorthe ship operator on whether
the improvement of the sea-keeping behaviour isttwtie investment into a roll

stabilisation system.

c) Offshore wind farms

In the North Sea there are presently substantifdrtef underway regarding the
construction and implementation of offshore windnfa. Design and planning of
construction and maintenance, etc., require lordyr@mogeneous environmental data
that are seldom available at the site. There isgmity considerable interest in the use of
statistics derived from coastDat for such purpo$¥sisse and Gunther (2007) have
shown that there is a reasonable agreement of siatistics when estimated from
observations and from coastDat data.

Because coastDat data are available for 60 ymdt $patial and temporal resolution, the
data are often used to estimate the magnituderefensents that may have considerable

impacts on the site, such as the 50-yr return vébwmenear-surface wind speed or
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significant wave height. Also, joint probabilitystiiibutions, such as any combination of
wind speed, wind direction, significant wave hejglhiive periods and wave direction,
are frequently requested and needed during thegymgsiocess. A unique feature of
coastDat is the estimation of duration-relatedistias, for instance, how long severe
sea-state conditions may last on the site. Sirgjlatiatistics of weather windows may
be derived. For instance, the time window withinickhhwave heights, on average,
remain below a given threshold (e.g., 2 m) may dxguired to plan equipment and
maintenance schemes, or to estimate whether it dvdad feasible, at a given

probability, to arrange the site within a givenifname, for example, a season.

d) Coastal protection
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Figure A.5: Projections of climate change-relateddifications in extreme high waters in Cuxhaven
(North Sea) and Hamburg, St. Pauli (Elbe estuamyP030 and 2085 based on coastDat
scenarios from different regional models and emissiscenarios. Because the results from the
different scenarios do not differ significantly threean value is indicated across all models and
scenarios. The minimum and maximum range for aflnados and models is shown in
addition. A sea level rise of 9 cm by 2030 and ®& by 2085 is included. After Grossmann
et al. (2007).
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On the basis of coastDat local scenarios for futigh water levels for coastal tide
gauges have been constructed (Grossmann et all).28@Gtatistical relationship was
constructed between observed high water leveleealNbrth Sea and at the tide gauge
Hamburg (St. Pauli) located about 80 km upstrearthiwithe estuary of the Elbe.
Subsequently, storm surge projections from coasii2a¢ used to elaborate on potential
future changes for Hamburg (Figure A.5). AccordingGrossmann et al. (2007) an
increase of the annual maximum high water levelsiamburg of about 20 + 20 cm
appears possible and plausible for the time horad@030. In 2085, the mean scenario
for St. Pauli amounts to an increase of 64 + 50 These calculations employ a mean
sea level rise of 9 cm for 2030 and of 29 and 33atcounting for different scenarios)

for 2085, respectively.

e) Oil risk modeling

A toolbox [Program for the Evaluation of Lagrangiansemble Transport Simulations
(PELETS-2d)] for Lagrangian drift modeling based f@ids from coastDat has been
developed. An oil chemistry model may also be idetlland wind drift may or may not
be taken into account. The latter represents angakforcing factor when oil spills or
drifting materials are considered.

On the basis of coastDat, PELETS-2d has been apptiea number of problems
including the assessment of fresh water signaldetgoland, the comparison of station
data with ship-based measurements, or the assesefmahrelated risks. An example
is shown in Figure A.6. Here oil accidents alongnajor shipping route have been
considered based on coastDat. In order to estinratel time statistics, such oil
accidents have been represented by passive triaogiagons initialized once every 28
h over about five decades of years. Subsequerdtgnpal impacts on different target
regions have been examined. Such target regionsbmaefined, for instance, by their
potential sensitivity to the stranding oil. Figukeb shows an example of a travel time
distribution that was obtained from such simulatiolh can be inferred that, depending
on weather conditions, eventually 65% of all pd&screached the target region. The
most frequent travel time was found to be about @a$s. In some cases, however,
travel times could be as small as 12 h. The ldttey considerable consequences for
emergency concepts to be implemented.

The analysis could be further refined by assumiag the frequency of accidents but

also the efficiency of oil fighting may actually gend on the current metocean
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conditions in each case. All information needed $oich studies would again be

available from coastDat.
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Figure A.6: (a) Section of the North Sea. Greerlloye blue and magenta boxes denote areas in the
vicinity of major shipping routes in which passivacer simulations representing hypothetical
oil accidents have been initiated. The black bdabgled with red numbers indicate target
regions in which the impact of the accidents haanliavestigated. (b) Frequency distribution
of the travel time that passive tracer particlestetl within the magenta source region need to
reach target region 14 (Helgoland). The analysizased on 65% of the initial tracer particles
that actually affect the target region within 1H6dimulations that were started within the
period 1958-99. Weathering of spilled oil was digneled in this study.

f) Assessment of chronic oil pollution
The coastDat dataset in combination with PELETSh2d also been used for the

interpretation of chronic oil pollution (Chrastagsét al. 2009). Chronic oil pollution
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predominantly results from illegal oil dumping argpresents a major threat for the
marine environment. It is, however, difficult toantify, and often the number of oil-
contaminated beached birds is used as an indmdatator. It turns out that for trend
assessments the latter may be misleading. Chragtahal. (2009) show an example of
two common sea bird species where the variabiligeoved within the number of
corpses registered during beached bird surveyth®oGerman coast primarily reflects
the inter-annual variability of prevailing weatheonditions (Figure A.7). In other
words, variations within the number of beacheddiriy be at least partially a result of
changes and variations in atmospheric wind conwsti@and changes over several years
are not necessarily a proof that chronic pollutives reduced as a result of the
implemented measures. Chrastansky et al. (2008gftre concluded that atmospheric
variability needs to be accounted for in the intetgtion of such data.

3 T e T )

N (o]

-

|
ey

T I S O |

I
N
|
1
N

T T T T T T T T [ T T T T [ T T T T [ T T T T [ T T 17T
o

—— number of particles
—e— number of oiled birds (Common Scoter)

1960 1965 1970 1975 1980 1985 1990 1995 2000

|
w

|
w

Figure A.7: Number of beached oil-contaminated bif@ommon Scoters) observed at the German coast
(1992-2003) and number of beached tracer partisilesilated with PELETS-2d based on
coastDat (1958-2003) assuming a constant levehmfic oil pollution. All data are shown as
anomalies normalized by standard deviation. Afegadcand methods described in Chrastansky
et al. (2009).

g) Assessment of Policy Regulations
The weather stream generated in coastDat has ako lsed for an assessment of a
policy regulation, namely, the outphasing of leadjasoline in Europe. After an initial

86



Regional meteorological-marine reanalyses and ¢térohange projections: Results for
Northern Europe and potentials for coastal anchofis applications

increase until the early 1970s, national and Euteigle regulations have been adopted,
so that since the late 1980s the presence of ledallei atmosphere has been greatly
reduced. The questions were as follows: how mual leas been deposited over the
past decades in Europe and how successful hasethwation been? To study this,
gridded estimates of emissions were derived [foaitferefer to von Storch et al. (2003)
and references therein] which were transported esuently using the daily winds
available from the coastDat dataset. Finally, tle@asition, using in particular the
rainfall from the atmospheric coastDat reconstargtivas determined. The result of
this exercise were emitter-recipients matricesalbiEuropean countries, and estimates
of the net input into European marginal seas. Asxaemple, Figure A.8 shows the
estimated deposition into the Baltic Sea for theqoe1958-95, which clearly displays
the initial phase of growing pollution and then gtepwise reduction. The figure also
shows the available estimates from measurementgaigns and their consistency with

the model based reconstruction.
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Figure A.8: Annual lead deposition (tons) over tRaltic Sea, from measurement-based estimates

(colored bars) and the simulations (gray line) dbsd in von Storch et al. (2003).

h) Other Applications
There are a number of other applications not addcesn detail here. These include
applications related to water quality studies oe thefinition of safety criteria for

navigation. Data may also be used for comparisoin-@itu data taken at different
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platforms. For example, data from a fixed statioavéh been compared with

measurements taken on a ferry passing nearby. Hetelly a better agreement
between observations could be obtained when currigatm coastDat were used to
simulate water transports between the two obsemalisites. The time dependent
simulated travel times provided an estimate oftilme-dependent time lag that had to
be taken into account for a proper comparison eftéfo observational time series (for
more details see www.coastdat.de).

Data from coastDat have also been used for somestaal applications. For example,
terrestrial biosphere models were driven with ahesic input from coastDat to

analyze gross primary productivity over Europe (Jehal., 2007) or to examine and

assess the European 2003 carbon flux anomaly (\&tttd., 2008).

A.5 Summary and Outlook

The coastDat dataset consists of a set of coastdyses and scenarios for possible
future developments. It constitutes a consistentearelogical-marine (metocean)
dataset at high spatial and temporal resolutioriaa for the last 60 yr. It was shown
that the statistics of extreme events can be ewaniom coastDat at a reasonable
degree of approximation. Thus far the dataset kags lbeveloped mainly for the North
Sea and adjacent areas. Efforts are presently wagieo transfer the approach to the
statistics of polar lows (Zahn et al., 2008) orptoal regions (Feser & von Storch
2008a, 2008b). Other extra-tropical regions suctha®altic Sea are also considered.
In face of the limited observational material aahie for many coastal and offshore
areas, regional climate datasets such as coast®atepresent particularly useful tools
for many applications, if adequately designed. Thelonly provide some knowledge
about the meteorological-marine conditions at @a@nd times at which no
measurements have been made, but in the prospeshguiing and future climate
changes such regional climate datasets may seveeadity substitute within which the
robustness of possible (adaptation) options foryvapplications may be tested. Here
we have provided some examples ranging from shfigdeto coastal protection, oil
risk modeling or the construction and operatiooftéhore wind farms.

The purpose of generating and validating regiotialate datasets such as coastDat is

not to build or to construct a forecast systemtlier region. Rather, the ultimate goal is
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to describe and to assess ongoing and possibleefatimate change and to provide
tools and data from which reliabletatistics of meteorological-marine climate
conditions and changes may be derived. We have rshibat such information is of
particular interest for a broad range of practaaplications and, from our experience,
the quality and the design of the dataset beneditsiclerably from the feedbacks
provided by the different user groups. Among othepcoming versions of coastDat
will therefore foster enhanced spatial resolutidntlee regional atmosphere model,
improved coastal physics in the wave modeling partlarger ensemble sizes with
respect to the regional climate change scenariashér, and similarly to the effort on
assessing the success of European Union regulatiorthie use of leaded gasoline,
attempts are underway to simulate and to assegséom changes of persistent organic
pollutants (POPs) in the marine environment, irtipalar for the North Sea and the
Baltic Sea (Aulinger et al., 2007; Matthias et 2008a, b).

Summarizing, and in addition to the analysis osgrg observational data, we believe
that comprehensive model-based regional climatasdéd such as coastDat may
provide a valuable source of information for thelgsis of regional changes and the

identification of options for actions especiallydata sparse coastal or offshore regions.
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