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1. Introduction

1.1. Hydrogen - Energy carrier of the future?

1.1.1. Global carbon dioxide emissions and climate change

Since the advent of industrialization, the anthropogenic emission of carbon dioxide has led
to a significant increase of the global carbon dioxide level. Figure 1.1 shows the atmospheric
CO; concentration measured at the Mauna Loa laboratory, Hawaii. (1) The rise of the CO,
concentration from 315 ppm in 1958 to 390 ppm in 2010 is evident. Carbon dioxide, like
other gases (water vapour, methane, nitrous oxide), is a greenhouse gas: These gases ab-
sorb and re-emit heat radiation reflected by the earth’s surface, and thus reduce the loss of
heat from the planet into space. To a certain extent, the greenhouse effect is necessary to
render the earth habitable. However, a considerable increase of the atmospheric concentra-
tion of greenhouse gases may have dramatic consequences, such as rapid global warming,
rise of the sea level, and increasing frequency of extreme weather events. (2) While the first
indications of global climate change are already observable, a more drastic evolution can
be expected in the medium term. Even if a complete stop of anthropogenic carbon dioxide
emissions was achieved within this century, the effects on global temperature and sea level
are irreversible on a timescale of 1000 years. (3)

Some strategies to actively prevent the release of CO, into the atmosphere have been pro-
posed, e.g. by sequestration in subterrestrial reservoirs, or by electrochemical or photochem-
ical reduction of CO;. (4) However, neither of these approaches is yet technologically ma-
ture. Therefore, the reduction of global carbon dioxide emissions is the most important
challenge in order to prevent (or, at least, contain) climate change.

More than 80% of the anthropogenic CO, emissions stem from energy-related combustion
of fossil fuels. Taking the U.S. as an example, 41% of the emissions produced in 2008 were
due to the generation of electric power, and 33% were generated in transportation. (5) Thus,
cutting down global CO, emissions involves two particularly important technological chal-
lenges:

Firstly, increasing amounts of electricity must be produced by "clean" technologies (wind
power, solar thermal energy and photovoltaics, hydroelectric power), replacing the burn-
ing of fossil fuels (coal, 0il, gas) in conventional power plants. While these technologies
have seen a rapid development in the last years, it remains unclear how much of the global
electricity demand can be covered by them. Therefore, it is also necessary to increase the

energy efficiency of power-consuming processes.
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Secondly, viable alternatives to automobiles powered by combustion engines must be de-
veloped. The two most promising technologies rely on electric motors to propel the vehicle:
In the first approach, the electricity is stored onboard in a battery. The main drawback is the
limited gravimetric energy density of available battery materials, which entails either a pro-
hibitively high weight of the battery unit, or a relatively low range of the vehicle (< 100 km).
Therefore, this technology may be applied in a useful way for vehicles that are mainly em-
ployed for short travel distances. (6) The second approach is the use of a fuel cell to generate
electricity onboard. In principle, different compounds can serve as fuel in the fuel cell. Most
research efforts, however, have been directed towards the use of hydrogen. It will be out-
lined in the following two subsections how hydrogen can be employed as energy carrier,
and which obstacles need to be overcome before the large-scale application of hydrogen-
powered vehicles can become a competitive option from a technological and economical
point of view.
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Figure 1.1. Left: Atmospheric CO; concentration (in parts per million in volume) measured
at Mauna Loa laboratory, Hawaii. (I) The estimated preindustrial level is indicated by the
orange line. (3) Right: Categorization of energy-related carbon dioxide emissions in the U.S.
in 2008 by end-use sector. (5)

1.1.2. Hydrogen as a replacement for fossil fuels

In a hydrogen fuel cell, electricity is generated from an electrochemical reaction, which com-
prises the oxidation of hydrogen, H,, at the anode, and the reduction of oxygen, O,, at the
cathode:

1
Hz + 502 = H0 E° =123V (1.1)

Here, E° is the standard cell potential. The different types of fuel cells that have been devel-
oped are classified according to the electrolyte, which seperates the cathode and the anode.
The electrolyte is of crucial importance, because it is responsible for the transport of the

charge-carrying species. Moreover, the type of electrolyte also determines the operating
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temperature, which can vary between 40 °C and 1000 °C. While this issue is not discussed
in depth in this context, it should be mentioned that the different fuel cell types have been
reviewed exhaustively, for example, in the "Fuel Cell Handbook" published by the U.S. De-
partment of Energy. (7)

The efficiency of a fuel cell is not limited by the Carnot cycle, because it does not involve
the conversion of thermal energy into mechanical work. Therefore, fuel cells can reach high
efficiencies, with a theoretical limit of 83%. (8§) While the efficiency attained in real systems
is considerably lower, it is still higher than the efficiency of typical combustion engines.

As it is apparent from equation 1.1, water is the only end product of the reaction in a hy-
drogen fuel cell. This makes the process highly attractive from an ecological point of view,
because no emissions of CO, (or other undesirable by-products) are generated. Oxygen re-
quired for the fuel cell can be obtained from air, although the onboard purification can pose
some difficulties. The supply of hydrogen, however, is more problematic: In contrast to
fossil fuels, there are no natural resources of hydrogen that could be exploited. Instead, it is
necessary to produce hydrogen beforehand, and then store it onboard until it is consumed
in the fuel cell reaction. Because the H, production requires the input of energy, hydrogen
must be considered as an energy carrier, rather than a fuel. (8) As it will be discussed below,
the Hj production process may generate considerable amounts of carbon dioxide. There-
fore, a vehicle running on hydrogen is not necessarily a "zero-emission" vehicle.

As a final remark, it needs to be mentioned that hydrogen can also be used in combustion
engines. Again, only water is generated as exhaust product. While some prototype applica-
tions have been designed, this technology appears to be less energy efficient than hydrogen
fuel cells. (8)

1.1.3. Technological issues

There are several technological challenges that need to be tackled before a widespread use
of hydrogen as an energy carrier for mobile applications is imaginable. The most important
factors that are crucial for the establishment of a hydrogen-based economy are discussed in
a recent essay by Armaroli and Balzani. (8) The following paragraphs are structured along
the lines of this essay, summarizing the main technological requirements without being ex-
haustive.

As mentioned above, hydrogen must be produced from other chemical feedstocks. Current
industrial processes mainly involve the steam reforming of methane, or the gasification
of coal. While these processes are economically competitive, they generate considerable
amounts of carbon dioxide, and are thus not particularly advantageous when aiming at
a reduction of CO; emissions. Currently, fundamental research is carried out to produce
hydrogen by photochemical or biochemical water splitting. An alternative route that is
technically more mature is provided by water electrolysis. This process does not produce
emissions, provided that the electricity consumed during electrolysis comes from "clean"

sources. Therefore, the two technological challenges mentioned in the first subsection are
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actually intertwined: Only the availability of electric power from emission-free electricity
sources renders the use of fuel cell vehicles (or battery vehicles) ecologically beneficial.
Depending on the design of the end-use unit, hydrogen must fulfill certain purity require-
ments. For example, the catalysts used in low-temperature fuel cells can be poisoned even
by trace amounts of carbon monoxide. The purification of H, on a large industrial scale is a
well-established process. (9) However, new ways to produce hydrogen, e.g. in small decen-
tralized units rather than in large chemical plants, may also necessitate the development of
new technologies to obtain a product of the required purity.

Due to the low density of H, at ambient conditions, the efficient storage of hydrogen is
another technological challenge, particularly with regard to mobile applications: Here, the
tank unit can only have a limited weight, and occupy limited space. Because the hydrogen
storage problem is a central motivation for this work, this issue is discussed in more detail
in the following section.

In order to replace fossil fuels as an energy carrier for mobile applications, hydrogen must
be distributed to the end user at regional filling stations. As pointed out by Armaroli and
Balzani, there are two main strategies to do so: In a centralized infrastructure, hydrogen is
produced in chemical plants, and then shipped to the filling stations. However, the trans-
portation of hydrogen is technically challenging, and involves significant shipping costs.
Alternatively, hydrogen could be produced on-site in decentralized units. While this decen-
tralized approach may be advantageous in the long term, technologies to generate hydrogen
on a smaller scale in a cost-efficient way are not yet well developed.

Finally, the end-use unit, i.e. the fuel cell or the hydrogen combustion engine, must be op-
timized to ensure maximal efficiency, high durability, and reliability under different condi-
tions. Proton exchange membrane fuel cells, which operate at relatively low temperatures,
are currently the most promising candidates. One main drawback is the high cost of the
platinum catalyst and the sophisticated polymer membrane. Moreover, a stack of numer-
ous fuel cells is necessary to reach a voltage that is sufficient to power a car, rendering the
fuel cell unit heavy and cumbersome.

As an alternative to the approach outlined above, it has been proposed to generate hydrogen
onboard by reforming of hydrocarbons or methanol, and then use it to power a fuel cell. (10)
In particular, the storage of the energy carrier would be much less problematic than in the
case of hydrogen. However, there are some important disadvantages: Firstly, the reforming
generates carbon dioxide emissions, as mentioned previously. Secondly, the reforming unit
is heavy, and requires a long start-up time, two features which are undesirable for mobile
applications. However, it is expected that combinations of reforming units and fuel cells

will find applications in auxiliary power units.
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1.2. Hydrogen storage

1.2.1. Introduction

It is typically assumed that a hydrogen-powered vehicle should be able to cover the same
range as a car powered by a conventional combustion engine. For an average consumption
of 9 L (100 km)!, this corresponds to 45 L of gasoline to travel a distance of 500 km. Hydro-
gen has a higher energy content than gasoline, with a lower heating value of 120 MJ kg™,
compared to 45 MJ kg™! for petrol (the lower heating value, LHV, corresponds to the amount
of heat released during combustion after subtracting the latent heat of water evaporation).
Moreover, fuel cells have a higher efficiency than combustion engines. Therefore, it can
be estimated that 6 kg of hydrogen would be sufficient to reach comparable travel dis-
tances. (11) Other estimations arrive at different numerical values, such as 4 kg of hydro-
gen. (12) However, it is obvious that these differences in arithmetics do not affect the general
aspects discussed below.

Due to the low density of gaseous hydrogen, 6 kg of hydrogen at room temperature and
ambient pressure would occupy a volume of 67 m?, corresponding to a cube with an edge
length of approximately 4 m. Clearly, it is necessary to store hydrogen in a much more
compact way for practical mobile applications. There are different approaches to solve this
problem, which can be grouped as follows:

e storage of compressed, gaseous hydrogen at room temperature and pressures above
350 bar

e storage of liquid hydrogen at T = 20K

e chemical storage in materials that have a high hydrogen content, such as metal hy-

drides and complex hydrides, or inorganic or organic molecules ("chemical hydrides")
e physisorption of hydrogen in porous adsorbents

In order to develop technological benchmark values, the U.S. Department of Energy (DOE)
has proposed hydrogen storage targets for onboard storage in mobile applications. (13) The
last version of the often-cited DOE targets values was published in 2009. The 2009 DOE
targets are summarized in table 1.1, with intermediate goals for 2010 and 2015, as well as
an ultimate target value. In addition to the hydrogen storage capacity, other issues, such
as the refuelling time, are also addressed. It should be noted that the DOE targets refer to
the system capacity, i.e. the hydrogen storage system as a whole, including tank, valves, and
other components. In contrast to this, practically all values cited in the following correspond
to material-based capacity values, which take into account only the weight (or volume) of
the material itself. Thus, the realizable system capacity is necessarily lower. Moreover, the
DOE targets refer to the useable capacity, i.e. the amount of hydrogen that can actually be

delivered at the discharge pressure.
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An overview of the different hydrogen storage technologies is given in the following, with
a particular emphasis on hydrogen storage by physisorption. Exhaustive reviews covering
the different materials have been published by Schiith and co-workers, (10) and by Siegel
and co-workers, (11) among others. While the former article provides a thorough discussion
from the point of view of fundamental research, with a particular focus on hydrides, the

latter puts more emphasis on actual technological issues.

Table 1.1. Selected DOE targets for onboard H; storage systems in light-duty vehicles. (13)

2010 2015  Ultimate

Gravimetric Hy capacity MJ kgt 5.4 6.5 9.0
mg(Hy) g1 45 55 75
wt% H) 43 52 7.0
Volumetric H, capacity MJL! 3.2 4.7 8.3
gH) LT 28 40 70
Min./max. delivery temperature °C -40/85 -40/85 -40/85
Min./max. delivery pressure bar 5/12  5/12 5/12
Filling time for 5 kg H min 42 3.3 25

1.2.2. Conventional means of hydrogen storage
1.2.2.1. High-pressure storage of gaseous hydrogen

The critical temperature of hydrogen is T,,;; = 33 K. Therefore, hydrogen cannot be lique-
fied at room temperature. However, a compression of gaseous Hj at pressures ranging from
350 to 700 bar permits storage densities that are sufficiently high to be technologically in-
teresting. While pressures below 350 bar are too low to deliver an energy density that lies
within the desired range, pressures above 700 bar are inefficient due to the non-ideal be-
haviour of gaseous H, which leads to a relatively small increase of the density on increas-
ing pressure under these conditions. The maximal theoretical volumetric capacity, which
can be derived from the bulk properties of hydrogen, corresponds to 23 g Ll at p = 350 bar,
and 37 g L'! at p = 700bar. In an actual H, benchmark system operating at p = 700bar,
a gravimetric storage density of 48 mg g™! and a volumetric storage density of 23 g L' can
be reached. (14) This system consists of carbon fiber vessels, which are approximately four
times lighter than a comparable steel system. (10) Compressed-gas hydrogen systems have
very short refuelling times: The benchmark system can be completely refilled in three min-

utes.
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The compression of hydrogen consumes an amount of energy that ranges between 12% and
15% of its lower heating value. While this is a considerable energy loss, it is much lower than
the energy necessary to liquefy hydrogen. Due to the high degree of compression, safety
concerns are particularly important for this storage technology: For mobile applications, it
must be ensured that the tank system can withstand even severe crashes.

Although the values of the benchmark system mentioned above still fall short of the DOE
targets, compressed-gas hydrogen storage is currently the most mature storage technology.
It is used in prototype fuel cell vehicles by different manufacturers, such as Daimler-Benz
and General Motors. (6) For example, the Mercedes-Benz B-Class F-CELL uses a system of
three compressed-gas tanks with a pressure of 700 bar, which store approximately 4 kg of
hydrogen (figure 1.2). The car can reach a travel distance of nearly 400 km. (15)

Figure 1.2. The Mercedes-Benz B-Class F-CELL as an example for a prototype fuel cell
car. The sketch shows the most important technical features: 1 = stack of fuel cells;
2 = compressed-gas hydrogen storage system; 3 = auxiliary lithium-ion battery; 4 = elec-
tric motor. Figure reproduced with permission of Daimler-Benz AG. (15)

1.2.2.2. Low-temperature storage of liquid hydrogen

As early as 1971, liquid hydrogen was proposed as "fuel of the future" and "logical replace-
ment for hydrocarbons in the 21st century” by Jones. (16) Indeed, the use of liquid hydrogen
as a storage medium has some advantages: Firstly, the handling of liquids is easier than the
handling of compressed gases. Secondly, liquid hydrogen permits higher storage densities:
At T = 20K and p = 1bar, liquid hydrogen has a density of 71 g L!, which is approxi-
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mately twice the density of compressed hydrogen at room temperature and 700 bar. How-
ever, the liquefaction of hydrogen is very energy consuming, requiring approximately 30%
of its lower heating value. (10)

Despite the use of a sophisticated insulation, the large temperature gradient between the
tank and the environment leads to an unavoidable input of heat. Necessarily, some of the
hydrogen boils off, and must be released through a valve to prevent an uncontrolled rise to
pressures above 10 bar. (14) As a consequence, the system gradually loses hydrogen, even
when the vehicle is not running, a behaviour that is certainly contrary to customers’ ex-
pectations. In total, the low energy efficiency, together with boil-off problems, render the
cryogenic storage of liquid hydrogen rather unattractive when compared to compressed-
gas storage.

1.2.3. Chemical storage of hydrogen
1.2.3.1. Metal hydrides and complex hydrides

Many metals and alloys can absorb relatively large amounts of hydrogen when subjected to
a hydrogen atmosphere. In the resulting metal hydride, hydrogen atoms occupy interstitial
sites in a metallic matrix (figure 1.3a). This group comprises binary hydrides, such as MgH>,
as well as hydrides of multinary alloys, such as LaNisHg. Of the two mentioned examples,
MgH, is quite attractive due to its high gravimetric and volumetric capacity (7.7 wt% and
109 g L', respectively). Although the volumetric storage efficiency of LaNisHg is compa-
rable, it has a low gravimetric capacity of 1.4 wt%. (17) However, this system has thermo-
dynamic advantages: Due to the low enthalpy of H, desorption of 31 k] mol!, LaNisHg
completely releases the hydrogen at room temperature and a pressure of 2 bar. (12) It is
typically assumed that the desorption enthalpy should lie in a "thermodynamic window"
between 20 and 50 k] mol™! for a viable storage system that operates at room temperature or
slightly higher temperatures. (11) For MgH),, the desorption enthalpy is considerably higher,
ranging near 70 k] mol ™. Thus, a temperature of approximately 300 °C is necessary to fully
desorb Hj. Similar drawbacks arise for several other metal hydrides with high storage den-
sities. (17)

Different approaches to adjust the thermodynamics towards lower desorption enthalpies
have been proposed. For example, the usage of a mixture of different hydrogen-containing
compounds, e.g. MgH, and LiBHj, can lead to a considerable decrease of the desorption
enthalpy with respect to the pure systems due to destabilization. (11) Other approaches to
change the thermodynamic properties are a reduction of the particle size (nanosizing), and
the preparation of nanostructured metal hydrides (nanoconfinement). These techniques,
which have been reviewed in (18), also accelerate the desorption kinetics. Moreover, the
kinetics can be improved by adding suitable catalysts. (19)

In contrast to metal hydrides, complex hydrides contain anions in which hydrogen atoms
are covalently bonded to a central atom (figure 1.3b). While complex hydrides of various

transition metals have been reported, (17) the materials that are of particular interest for
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c) Chemical hydrides

Figure 1.3. a) Structure of MgH,. The compound has a rutile structure, with octahedrally
coordinated Mg atoms, and trigonal-planar coordinated H atoms. Interatomic bonds are
displayed to highlight the coordination geometry. b) Structure of NaAlHy. Each Na cation
is surrounded by eight tetrahedral (AlH,) ions in a distorted square antiprismatic geom-
etry. c) Two examples for chemical hydrides: Ammonia borane (top), N-Methylcarbazole
(bottom). The carbazole molecule shown corresponds to the dehydrogenated form.

hydrogen storage applications incorporate anions with main-group elements. The most im-
portant compounds incorporate either the alanate ion, (AlHy)", the amide ion, (NH;)", or the
borohydride ion, (BHy), together with charge-balancing alkali or alkaline earth cations. (20)
The hydrogen storage properties of sodium alanate (NaAlHy) have been particularly well
studied. While the total hydrogen content amounts to 7.5 wt%, only 5.6 wt% are useable
for reversible storage applications. Hydrogen can be liberated at moderate temperatures
(< 150°C) in two subsequent decomposition steps with desorption enthalpies of 36 and
47 kJ mol’!, respectively. (20) For pure NaAlHy, the desorption kinetics are very slow, a
problem that also exists for many other complex hydrides. However, it has been shown
that the kinetics can be massively improved by doping with Ti-compounds and subsequent
ball-milling to disperse the dopant in the hydride material. (10) Subsequent to the initial
studies in the 1990s, much research has been directed towards an optimization of the stor-
age system for practical applications. The Ti-doping also facilitates the rehydrogenation,
which requires rather harsh conditions for the pure compound. Nanosizing is another ap-
proach to improve the rehydrogenation kinetics. In summary, NaAlH, can be considered
as a hydride system that holds much promise for hydrogen storage. However, it has been
pointed out by Orimo et al. that some problems remain with regard to mobile applications:
In addition to the necessary improvement of the kinetics, the large amount of heat gener-
ated during the rehydrogenation renders an onboard recharging particularly difficult. (20)

Amides like LiNH; have relatively high stoichiometric hydrogen contents up to 10%. The
desorption enthalpies of these systems are typically higher than the desired range. In ad-

dition, the decomposition leads to the formation of corrosive ammonia in the gas phase. (20)
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Lithium borohydride, LiBHy, is a complex hydride with a very high overall hydrogen con-
tent of 18.5 wt%. The dehydrogenation occurs in a complex multi-step reaction that is not
yet completely understood. The high desorption enthalpy, as well as slow kinetics, render
LiBH4 unattractive for practical applications. However, it may be an interesting component
in destabilized hydride mixtures. (19) A general problem of borohydrides is the evolution
of highly toxic diborane during the decomposition. (20)

In addition to experimental investigations, computational methods have delivered valu-
able insights into the hydrogen storage in metal hydrides and complex hydrides, partic-
ularly with regard to thermodynamics. Different possible applications of ab-initio calcula-
tions have been reviewed by Wolverton et al. (21) These authors focus on the computation of
desorption thermodynamics, the prediction of new hydride structures, and the characteri-
zation of likely reaction pathways, with particular regard to destabilized hydride mixtures.

1.2.3.2. Chemical hydrides

The term "chemical hydrides" is used to designate hydrogen-rich molecular compounds
that can deliver appreciable amounts of hydrogen, e.g. through thermal decomposition or
hydrolysis (figure 1.3c). For example, ammonia borane, H3N-BH3 is a Lewis acid/base
adduct with a total hydrogen content of 19.6 wt%. Approximately two thirds of the total
hydrogen content are accessible for practical applications. (22) While the high gravimet-
ric (and volumetric) storage density of this compound is very promising, there are several
other obstacles: Firstly, it is required to carefully control the kinetics of a multi-step reac-
tion for a controlled hydrogen release. Secondly, the formation of undesired side products
like ammonia and borazine in the gas phase must be avoided. Finally, the decomposition
is exothermic, leading to very stable end products. Therefore, onboard rehydrogenation is
hardly possible, and it would be necessary to remove the tank from the vehicle and ship
it to a chemical plant for regeneration. (10) Despite these limitations, the hydrogen storage
properties of ammonia-borane and other amine-borane adducts are intensively studied.
Carbazoles are a group of organic molecules that can take up a significant amount of hy-
drogen by reaction to the perhydro-form. These compounds could potentially be used as
reversible hydrogen storage materials, with gravimetric hydrogen contents between 4 and
6 wt%. However, the high hydrogen release temperature (> 200 °C when using a catalyst)
and the high boiling point of these compounds are important disadvantages with regard to
use in mobile applications. (10)

Cyclic hydrocarbons could also be used as hydrogen carriers. For example, the conversion
from cyclohexane to benzene can deliver 7.1 wt% of hydrogen. The high dehydrogenation
temperature and the impracticality of onboard rehydrogenation rule out their use as vehic-
ular hydrogen storage materials. It is thus more likely that these materials could come into
use as large-scale storage media in a hydrogen-based economy. (10)
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1.2.4. Hydrogen storage by physisorption
1.2.4.1. Carbon materials

Due to their high porosity, reflected by high specific surface areas, in combination with a
ready availability, activated carbon materials have been used as adsorbents for a long time,
e.g. in gas separation applications. (23) It is therefore not surprising that activated carbons
were among the first materials that were investigated for hydrogen storage by physisorp-
tion. The body of experimental data on hydrogen adsorption in activated carbons and re-
lated materials, such as carbon nanotubes and nanohorns, has been reviewed by Thomas in
2007. (24) While excess capacities up to 5 wt% can be reached at T = 77 K and high pressure
(the difference between excess and absolute amount adsorbed is discussed in section 4.5),
the Hy uptake at ambient temperature is much lower, typically not exceeding 0.5 wt%. For
cryogenic conditions, a linear correlation between the saturation uptake and the micropore
volume (or, alternatively, the specific surface area) can be established, which is sometimes
referred to as "Chahine’s rule".

The attainable storage capacity in pure carbon materials is limited due to the weak interac-
tion of the hydrogen molecules with the adsorbent, with typical isosteric heats of adsorp-
tion ranging between 4 and 6 kJ mol. Based on thermodynamic considerations, it has been
shown by Bhatia and Myers that the optimal isosteric heat of adsorption for physisorptive
hydrogen storage at room temperature amounts to 15.1 k] mol™. (25) Therefore, much re-
search effort has been directed towards an enhancement of the solid-fluid interaction by
chemical modification of the adsorbent. For example, the influence of nitrogen-doping
on the hydrogen adsorption properties of zeolite-templated carbons was investigated by
Mokaya and co-workers. (26) For cryogenic conditions, it was found that N-doping slightly
increases the uptake at low pressure, but diminishes the saturation uptake. A parallel study
of similar materials by Wang and Yang showed an increase of the room-temperature Hj
uptake by 18% with respect to the unmodified material. (27) A solution-phase synthesis
of carbon materials substituted with different heteroatoms (phosphorous, boron, nitrogen)
was presented by Jin et al. (28) While the surface area was retained in most cases, an increase
of the isosteric heat of adsorption to values ranging between 8 and 9 k] mol™! was observed
for the phosphorous- and boron-substituted materials.

Much of the experimental research on hydrogen storage in activated carbons and related
materials was complemented (or, in parts, even driven) by theoretical calculations. Broadly,
these calculations can be subdivided in two categories: The prediction of macroscopic prop-
erties using force-field based simulations, and the detailed computation of interaction ener-
gies via ab-initio methods.

In the former category, the adsorption of hydrogen in a carbon slit pore model system was
investigated using path-integral Monte Carlo simulations by Wang and Johnson as early as
1998. (29) In the same year, the adsorption of hydrogen in carbon nanotubes was studied by
Darkrim and Levesque. (30) In 2001, Cracknell compared the suitability of different poten-
tial models to reproduce experimental adsorption isotherms published for different carbon
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materials. (31) Interestingly, even a model that assumed a very strong binding massively
underestimated the hydrogen uptake when compared to experiment. However, it is now
commonly acknowledged that the early experimental measurements, upon which Crack-
nell had to rely, were actually erroneous, the measured uptakes being orders of magnitude
too high. This modelling study can be seen as an early example of the usefulness of a cross-
validation of experimental and simulation results. More recent studies of the adsorption of
hydrogen in slit-like pores by Kowalczyk and co-workers were mainly directed at a funda-
mental understanding of the quantum behaviour of hydrogen confined in the pores. (32, 33)
An exhaustive modelling investigation of the influence of different pore sizes and differ-
ent potential models on the theoretically attainable H, storage capacity was reported by
Kuchta and co-workers. (34) These authors found that a graphene-H, interaction strength
of approximately -15 k] mol™ could allow for hydrogen uptakes of 5 wt% at ambient tem-
perature. In a separate publication, the same authors investigated the effect of a partial
substitution of carbon by boron, which led to a slight increase of the interaction energy on
increasing boron content. (35)

As far as ab-initio studies of the interaction of hydrogen with carbon materials are concerned,
the model systems that have been studied range from a molecular "complex” consisting of a
hydrogen molecule over a benzene ring to periodic systems that contain extended graphene
sheets or nanotubes. Due to the inadequacy of density-functional theory to accurately repre-
sent the dominant dispersive interactions, the majority of studies employed wave-function
based methods. Because the results for molecular model systems will be discussed in more
detail in other parts of this work, only some showcase examples for the study of periodic
systems are mentioned here. In 2004, Heine et al. extrapolated their MP2 results for non-
periodic model systems (benzene to coronene) to an extended graphene layer, arriving at an
interaction energy of -7.2 k] mol! for the most favourable orientation. (36) One year later,
the same authors used further MP2 calculations to obtain an ab-initio benzene-H, poten-
tial, and then employed this potential to calculate the energy of adsorption for a hydrogen
molecule between graphene layers of varying distance. (37) It was found that the interac-
tion energy could reach -10 k] mol™ for interlayer distances of 7 to 8 A. More recently, the
DFT/CC correction scheme was employed by Rubes and Bludsky to investigate the adsorp-
tion of Hy at an extended graphene layer, and inside a single-walled carbon nanotube. (38)
For graphene, the interaction energies ranged from -5.0 to -5.5 kJ mol! depending on the
orientation, value that agreed well with experimental data. The interaction energy inside a
nanotube reached up to -7.1 kJ mol .

As a final remark on activated carbons, it should be highlighted that these materials are
very cheap, and that they can be synthesized from ubiquitous feedstocks, e.g. by pyrolysis
of corncobs. (39) Although their hydrogen storage properties are inferior to those of more

sophisticated materials, this may render them economically competitive.
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1.2.4.2. Metal-organic frameworks

Construction principle of metal-organic frameworks

As a relatively new class of hybrid materials, metal-organic frameworks (MOFs) have been
extensively studied in the last decade, not only due to their versatile structural chemistry,
but also with regard to various applications. While metal-organic coordination polymers
had been known for a much longer period, the field started to thrive in the late 1990s, when
the first MOFs with permanent porosity were presented. (40, 41) Today, the available litera-
ture on MOFs is so vast that even the compilation of a comprehensive list of review articles
would be challenging. Therefore, only the review article by Férey (42) and the Chemical
Society Reviews thematic issue on MOFs are mentioned at this point. (43) The diversity of
the papers in this issue highlights the numerous applications for which MOFs have been
proposed, with contributions on gas storage, gas separation, catalysis, magnetism, and lu-
minescence, among others. Some MOFs exhibit an extraordinary degree of structural flexi-
bility, with dramatic changes of the unit cell size ("breathing") induced by the adsorption of
guest molecules or by temperature changes. While this unique behaviour will not be dis-
cussed in more detail in this work, it could be exploited for several applications. (44)

MOFs are crystalline frameworks that are generated by the connection of inorganic build-
ing units (connectors) by organic linker molecules. In this work, the term "secondary build-
ing unit", which is often used to designate the inorganic building units, is avoided, since
it appears to be ill-defined. The connectors are often zero-dimensional, but can also be
one-dimensional (chains) or two-dimensional (sheets). The topology of the network de-
pends on the geometry of the connector and the linker, as well as the number of connection
points. The construction principle of MOFs is visualized in figure 1.4 for two very well-
known systems: In the case of IRMOF-1, each Zn4O tetrahedron is coordinated by six di-
topic benzene-dicarboxylate linkers in an octahedral fashion. In the resulting framework,
eight Zn;O(OOC)s octahedra are located at the corners of a cube, with the bdc linkers span-
ning the edges. In Cuz(btc),, Cuy paddle wheels are coordinated in a square-planar fashion
by four tritopic benzene-tricarboxylate linkers. As it will be discussed later, the resulting
framework can be best described as a combination of octahedra and cuboctahedra.

The crystal structures of many MOFs contain pores whose diameters usually fall in the
micropore range (< 20 A), although some MOF structures with mesopores have also been
reported. While these pores are filled with solvent molecules after the synthesis, desolva-
tion leads to a permanent porosity that can be probed by the adsorption of guest molecules,
e.g. by No physisorption. The specific surface area and the micropore volume can be cal-
culated from these data using well-known relationships that are reviewed, for example, in
(45). These quantities provide a means to compare the porosity of different MOFs, or, more
generally speaking, different microporous materials. With ongoing synthetic efforts to pre-
pare new MOF structures, ever-higher surface areas have been reported. In 2010, a new
"record-holder" was presented by Yaghi and co-workers: MOF-210 has a BET surface area
of 6240 m? g1, and a specific pore volume of 3.6 cm? g1. (46)
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Inorganic building unit Organic linker Metal-organic framework

Zn,0O tetrahedron

b)

Cu, paddle wheel 1,3,5-benzene-tricarboxylate Cuy(btc), (HKUST-1)

Figure 1.4. Construction principle of metal-organic frameworks, visualized for two show-
case MOFs, IRMOF-1 (a) and Cus(btc), (b). As it is discussed in more detail in 4.3, the
"bond" between the two copper centers does not indicate actual metal-metal bonding, but
is intended as a topological connection line to emphasize the rigidity of the building unit.

Due to the high porosity of these materials, it is not surprising that MOFs have been exten-
sively investigated as adsorbent materials for the storage of hydrogen, methane, and carbon
dioxide, as well as some more exotic guest molecules. In a similar fashion as for activated
carbons, initial experimental studies delivered H, uptakes that were orders of magnitude
too high due to measurement errors. (47) To date, the hydrogen adsorption properties of
a large number of MOFs have been characterized experimentally, and review articles that
compile much of the current literature are available. (48, 49) In this introductory section,
only some selected experimental studies will be presented, focussing on two topics of par-
ticular interest: Firstly, highly porous MOFs with promising high-pressure hydrogen up-
takes will be addressed, which surpass the DOE targets on a gravimetric basis at T = 77 K.
Secondly, the enhancement of the solid-fluid interaction induced by the introduction of co-
ordinatively unsaturated metal sites will be discussed. All uptake values reported in the
following will refer to cryogenic conditions, i.e. T = 77 K. It should be noted that the Hj
adsorption capacities of MOFs at room temperature hardly exceed 1 wt% at high pressures.
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Hydrogen adsorption: Experimental studies

IRMOF-1 is not only one of the earliest MOFs for which a permanent porosity was estab-
lished, but also one of the most well-characterized systems. Continued efforts to improve
the synthesis led to an optimized preparation procedure, which was published by Kaye et
al. in 2007. (50) It was found that a protection of the product from air and humidity during
the synthesis afforded samples with very high porosity. An excess H, uptake of 7.1 wt%
was obtained for this material at a pressure of 40 bar. While later studies on IRMOEF-1 could
not completely reproduce these values, (51) an uptake of nearly 6 wt% is still impressive.
Also in 2007, a thorough characterization of the hydrogen adsorption properties of MOF-
177 was published. (52) Independent measurements using different techniques delivered an
excess uptake of slightly more than 7 wt% at pressures between 60 and 70 bar. In the orig-
inal paper, MOF-177 was proposed as a "benchmark" material for characterizations of the
H, uptake at high pressure and low temperature.

Indeed, the performance of this MOF remained unsurpassed until 2010, when a number
of highly porous MOFs were reported (table 1.2). Zhou and co-workers presented a series
of Cu-MOFs with hexacarboxylate linkers with identical topology (figure 1.5). (53) One of
these MOFs, PCN-68, exhibited an exceptionally high porosity. While the excess hydrogen
uptake was comparable to MOF-177, the larger pore volume led to a higher absolute uptake,
reaching 11.6 wt% at p = 100 bar. In this publication, the structure of another MOF with an
even higher theoretical pore volume was reported. However, the material collapsed upon
desolvation. In a parallel effort, this MOF was synthesized by Farha et al., who designated
it as NU-100. (54) These authors were also able to completely desolvate the MOF, using an
activation with supercritical carbon dioxide. Hydrogen uptake measurements revealed a
very high saturation uptake of 9.0 wt%, which is currently the highest value that has been
reported. However, MOF-210, a mixed-linker MOF recently synthesized by Yaghi and co-
workers, exhibits a higher absolute uptake due to its larger pore volume. (46) Again, the
desolvation was achieved by activation with supercritical CO,. These very recent results
highlight how the development of new synthesis and activation procedures has sparked
the development of novel MOFs with "ultra-high" porosity, which can reach unprecedented
gravimetric hydrogen uptakes. However, the performance of these materials on a volumet-
ric basis is much less impressive due to their very low densities.

As discussed above in the context of hydrogen storage in porous carbons, an isosteric heat
of H, adsorption (gs) exceeding 15 k] mol™! is necessary to provide for significant uptakes
at room temperature. The isosteric heats of MOFs like IRMOF-1 or MOEF-177, which do not
contain accessible metal centers, range between 4 and 6 kJ mol!. Thus, these values are
similar to the gs; values obtained for activated carbon materials. One possibility to enhance
the solid-fluid interaction is the development of MOF structures with coordinatively unsat-
urated ("open") metal sites. While this approach has been reviewed in detail in (55), some

aspects are highlighted in this context.
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Table 1.2. BET surface areas Sprr, free pore volumes V), and experimental high-pressure
H; uptakes of highly porous MOFs. N is the saturation (excess) uptake, and N, is the ab-
solute uptake reported for the highest pressure considered. The chemical composition of the
MOFs is as follows: IRMOEF-1 = ZnyO(bdc)s; MOF-177 = Zn,O(btb),; PCN-68 = Cusz(ptei);
NU-100 = Cus(ttei); MOF-210 = Zn4O(bte),/3(bpdc). The full names of the linker molecules
are given in the Appendix, section A.1.

Sger / m? g'l Vy / cm? g'l Noat / Wt% (p)  Naps / wt% (p)  Ref.

IRMOF-1 3800 n/a 7.1 (40 bar) 10.0 (100bar)  (50)

3100 1.20 5.8 (35bar) n/a (51)

MOF-177 4750 1.69 7.1 (66 bar) 10.0 (72bar)  (62)

PCN-68 5100 2.13 6.8 (50 bar) 11.6 (100bar)  (53)

NU-100 6140 2.82 9.0 (56 bar) 14.1 (70bar)  (54)

MOEF-210 6240 3.60 7.9 (50 bar) 14.9 (80bar)  (46)
a) MOF-177

Figure 1.5. Linker molecules and unit cells of MOF-177 and NU-100, two MOFs that exhibit
very large free pore volumes of 1.69 and 2.82 cm® g’!, respectively.
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Cus(btc), is a showcase example of a MOF with unsaturated metal sites: As is visible from
figure 1.4, each of the copper centers of the Cu, paddle wheel has one free axial coordination
site. After the synthesis, solvent molecules are coordinated to these centers. However, the
solvent molecules can be removed by a thermal activation in vacuum, rendering these sites
accessible for other guest molecules in adsorption experiments. Because the interaction of
the metal centers with hydrogen is stronger than the weak dispersive interaction with the
rest of the framework, the adsorption at these sites is reflected by a relatively sharp rise
in the adsorption isotherm at low pressures, and an isosteric heat of hydrogen adsorption
that is somewhat higher than in MOFs without unsaturated metal sites, ranging between 6
and 7 k] mol'l. Apart from these phenomenological explanations, the first experimental evi-
dence for hydrogen adsorption at the unsaturated copper centers of Cuz(btc), was obtained
in IR-spectroscopic measurements: In their in-situ investigation of Hp-loaded samples pub-
lished in 2006, Bordiga and co-workers observed an IR stretching band at 4100 cm™ that
was considered indicative for a specific metal-hydrogen interaction. (56) The same year, a
direct observation of D, adsorption at the copper centers through low-temperature neutron
diffraction experiments was reported by Peterson et al. (57) The Cu-D, distance of approx-
imately 2.4 A is significantly lower than the sum of the van der Waals radii of copper and
D,, an observation that provides further evidence for a relatively strong, localized interac-
tion. Interestingly, no indications for a significant elongation of the H-H bond length have
been observed in inelastic neutron scattering experiments, although it could be expected
that such an elongation occurs upon coordination to the metal center. (58)

Following these initial investigations, much scientific effort has been directed towards the
synthesis and characterization of new MOFs with unsaturated metal sites as potential hy-
drogen storage materials. The low-pressure adsorption isotherms of some characteristic
examples are displayed in figure 1.6b. Shortly after the studies of Cuz(btc), had been pub-
lished, two isostructural MOFs with a benzene-tris-tetrazolate linker and different metal
species (Mn, Cu) were reported by Long and co-workers. (59, 60) Direct evidence for the
adsorption of hydrogen at the metal centers was obtained in neutron diffraction experi-
ments. The manganese compound exhibits a high isosteric heat of H, adsorption, exceeding
10 k] mol ! at low coverage. A value of g of nearly 12 k] mol! was found more recently for
an isostructural Fe-MOF. (61) In 2008, Chen et al. reported a mixed-metal MOF (M'MOF),
which contains layers of trinuclear Zn3 units bridged by bdc linkers. (62) These layers are
pillared by a salen-type linker that incorporate a square-planar coordinated copper center
(figure 1.6a). While the total hydrogen storage capacity of M'MOF is very limited due to the
low pore volume, a high initial isosteric heat of H, adsorption of 12.3 k] mol! was reported.
Since the isosteric heats of other MOFs that contain layers with comparable zinc-containing
building units are considerably lower, this observation was attributed to the strong interac-
tion of hydrogen with the Cu centers, which are accessible from two sides.

In a combined theoretical and experimental study, Zhou and co-workers investigated the
hydrogen adsorption in MOF-74 analogues with different metal centers (Mg, Mn, Co, Ni,
Zn). (63) The sequence of the isosteric heats of H, adsorption observed for the different
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metals was found to be in agreement with the Irving-Williams series. According to this se-
quence, which was derived from an extensive analysis of experimental data, the stability of
high-spin complexes formed by divalent first-row transition-metal cations follows the or-
der: Mn < Fe < Co < Ni < Cu > Zn. (64) In the original paper, the Irving-Williams series was
rationalized with an increase of electrostatic interactions due to the decrease of the ionic
radius (leading to an increase of the charge-to-radius ratio), as well as an increase of orbital
interactions, which is correlated with the evolution of the second ionization potential. As
no Cu-analogue of MOF-74 has been reported so far, the strongest interaction can be ex-
pected for the Ni-analogue. Indeed, the highest isosteric heat of hydrogen adsorption was
observed for this material, with a value of 12.9 k] mol™!. This result is in excellent agreement
with earlier spectroscopic investigations on the same material. (65)

Finally, it should be pointed out that the incorporation of unsaturated metal sites is not the
only strategy to enhance the solid-fluid interaction. Another possibility is the postsynthetic
introduction of metal cations, such as Li* or Mg?*, into the MOF structure. In principle, each
of the cations can coordinate several hydrogen molecules. An incorporation of these cations
was achieved via alkoxide formation, and a moderate increase of the affinity towards Hj
was observed. (66, 67) Other researchers used a covalent postsynthetic modification of the
linker molecules to tune the pore size, thereby increasing the solid-fluid interaction. (68) Fi-
nally, the doping of MOFs with small amounts of platinum can also enhance the amount
of hydrogen adsorbed. This is attributed to a dissociation of the H, molecules at the Pt
catalyst, a mechanism termed "spillover". (69)
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Figure 1.6. a) Salen-type linker of M'MOF, bridging two Zn3 units. b) Hydrogen adsorption
isotherms (T = 77 K) of MOFs with relatively high isosteric heats of adsorption: Cuz(btc),
(blue circles), (MnyCl)3(btt)s (purple triangles), M'MOF (dark red squares), and Niy(dhbdc)
(green, inverse triangles). The adsorption isotherm of IRMOF-1 is displayed for comparison
(orange diamonds). The plot shows the correlation between the isosteric heat of adsorption
and the rise of the isotherm at very low pressures. Data are from (70) [IRMOF-1], (71)
[Cus(btc),], (59) [(MnyCl)3(btt)s], (62) [M'MOF], and (63) [Nix(dhbdc)].

18



1.2 HYDROGEN STORAGE

Hydrogen adsorption: Molecular modelling

Molecular modelling methods have been widely employed to develop a better understand-
ing of the mechanisms governing the adsorption of H, in MOFs, and to propose new ma-
terials with improved hydrogen storage properties. Computational studies of MOFs are
facilitated by their crystallinity: A structural model of the adsorbent can be taken directly
from published crystal structure data. In contrast to this, the construction of realistic mod-
els of amorphous materials is rather laborious. As the number of publications reporting
results of theoretical calculations has grown rapidly over the last few years, several reviews
have appeared quite recently: An exhaustive account of the literature on molecular mod-
elling applied to MOFs published until early 2008 has been compiled by Keskin et al. (72)
This paper gives a general survey of the application of computational methods, with the
adsorption of hydrogen being only one field of interest. A review by Goddard and co-
workers, published somewhat more recently, focusses specifically on H, adsorption, with a
particular emphasis on strategies to enhance the solid-fluid interaction. (73) In 2010, Sastre
provided an overview over the application of ab-initio methods in this field. (74) Due to the
vast number of original research articles on this topic, only a few showcase examples will be
presented in the following. They are ordered according to the applied methodology, rather
than the specific system under study.

As it will be outlined in section 3.2, the macroscopic adsorption properties of a porous ma-
terial can be predicted from grand-canonical Monte Carlo (GCMC) simulations. The appli-
cation of this method requires an adequate representation of the interatomic interactions.
The most straightforward way to obtain these interaction parameters is the use of generic
force-field parameters from the literature. Early predictions of H, adsorption isotherms
practically exclusively relied on literature force fields: In 2005, Garberoglio et al. studied
the adsorption of hydrogen in different MOFs, such as IRMOEF-1, IRMOF-8, and manganese
formate, and compared the performance of different potential models. (75) Subsequently,
a systematic investigation of the IRMOF series as a set of isoreticular systems (i.e. MOFs
having the same network topology) was published by Snurr and co-workers. (76) Based
on these computations, it was possible to establish some correlations between structural
properties and the amount of H, adsorbed: While the uptake at 0.1 bar (and T = 77K)
shows a correlation with the isosteric heat of adsorption, the uptake at 120 bar correlates
with the free pore volume. In a subsequent study, the influence of framework catenation
(i.e. the structural interpenetration of two frameworks) was studied. (77) It was found that
the catenation tends to enhance the hydrogen uptake at low temperature and low pressure
due to the decrease of the pore size, which results in a stronger interaction of the adsorbed
molecules with the pore walls. On the other hand, catenation is not beneficial at higher
temperatures and pressures due to the reduction of the free pore volume (figure 1.7).
While GCMC simulations with literature interaction parameters are quite routinely appli-
cable for standard conditions, more recent studies have been directed at systems that can-
not be realized experimentally: For example, Snurr and co-workers studied hypothetical
IRMOFs assuming a strongly enhanced solid-fluid interaction in order to draw some con-
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clusions on the interaction strength that would be necessary to fulfill the DOE targets at
room temperature: In an early publication by Frost and Snurr, it was found that an isosteric
heat of hydrogen adsorption of 10 to 15 k] mol™ in conjunction with a free pore volume
of 1.6 to 2.4 cm® g could be sufficient to achieve a storage capacity of 6 wt% at room
temperature and 120 bar. (78) Later on, this approach was refined by Bae and Snurr, who
focussed on the H; capacity that can be delivered between a maximal pressure of 120 bar
and a discharge pressure of 1.5 bar. (79) For a MOF having a pore volume comparable to
IRMOF-1, it was concluded that a g5 value of approximately 20 k] mol! would be necessary
to arrive at a deliverable capacity of 6 wt%. Another study by the same authors extended
the pressure range beyond the pressures that are typically investigated experimentally and
computationally. (80) The main findings were that a MOF with a very large pore volume
(~ 4 cm?® g1) could meet the gravimetric DOE targets at pressures of 300 bar and room
temperature. On the other hand, the volumetric DOE targets would require much higher
pressures (> 1000 bar), or a massive increase of the isosteric heat of H, adsorption.
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Figure 1.7. a) Calculated H, adsorption isotherms for IRMOF-1 and a hypothetical inter-
penetrated polymorph IRMOF-1-IP. (77) The hydrogen uptake is given in absolute values.
Closed symbols correspond to a temperature of 77 K, open symbols to 298 K. b) Calculated
absolute H, uptake at p = 120bar for different MOFs, plotted as a function of the pore vol-
ume V). (80) The results clearly show the correlation between the high-pressure H, uptake
and the pore volume. The data points for the largest pore volume of 4.3 cm® g'! correspond
to IRMOF-16, a MOF for which no successful activation has been reported so far.

Instead of using parameters from a literature force field, the interaction parameters can also
be derived from ab-initio calculations. Because density-functional theory does not provide
for an adequate description of dispersive interactions, most studies following this approach
have used wave-function based methods. Pioneering work was carried out by Goddard
and co-workers, who reported simulation results for IRMOF-1 and related compounds in
2007. (81) The parameters were obtained from MP2 calculations for molecular model sys-
tems that were designed to represent the interaction of a hydrogen molecule with the inor-
ganic building unit and the linker molecule, respectively. In addition to IRMOF-1, isoreticu-

lar MOFs with longer linkers and other metal centers were studied. The same authors later
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extended the approach to Li-functionalized MOFs, for which high H, uptakes at room tem-
perature were predicted due to the strong electrostatic interaction of hydrogen molecules
with the lithium atoms. (81) The authors assumed a direct binding of lithium atoms (rather
than Li* ions) to the aromatic rings of the MOF linkers, a coordination that has not yet been
reported experimentally. A similar route was followed by Klontzas et al., who proposed a
series of Li-alkoxide functionalized members of the IRMOF series. (82) GCMC simulations
predicted a hydrogen uptake of up to 4 wt% at room temperature and a pressure of 100 bar.
Interestingly, this simulation study preceded the first experimental reports of Li-alkoxide
functionalized MOFs mentioned above. (66, 67) Very recently, a detailed investigation by
Snurr and co-workers showed that the interaction of H, with lithium alkoxide moieties is
too weak to significantly enhance the storage capacity at room temperature. (83) Instead,
these authors proposed a functionalization with magnesium or transition-metal alkoxides.
In particular, binding energies of approximately 80 k] mol™! were obtained for copper and
nickel alkoxides, which were due to strong orbital interactions between hydrogen and the
metal center.

Typical modelling studies of hydrogen adsorption in MOFs either represent all interactions
by a simple potential model (Lennard-Jones or Morse potential), or combine such a po-
tential to account for dispersive interactions with a point-charge model for electrostatic in-
teractions. A more sophisticated, but computationally very expensive approach has been
proposed by Belof et al. (84) Here, polarization interactions were explicitly included in the
Monte Carlo simulations using the Thole-Applequist model, which employs an iterative
procedure to calculate the induced dipole contributions. A constant loading simulation for
an In-MOF with a charged framework and charge-balancing nitrate anions showed a sig-
nificant impact of the inclusion of polarization effects on the calculated radial distribution
function. A subsequent study by the same authors showed that the effect of polarization
interactions is negligible for IRMOEF-1 due to the lower polarity of the pore walls. (85)
While the prediction of macroscopic properties, such as adsorption isotherms, requires the
usage of simple analytical expressions to represent the interatomic interactions, thereby
necessarily introducing an empirical element, electronic structure methods can provide de-
tailed insights at a microscopic level. Numerous studies have addressed the interaction of
hydrogen with specific regions of MOF frameworks, employing either wave-function based
methods or density-functional theory (DFT). Most of the early papers, published between
2004 and 2008, used IRMOF-1 as a model system. As pointed out by Keskin et al., there is
considerable disagreement between the results obtained by different research groups. (72)
On the one hand, this can be attributed to the frequent use of DFT in these works, which is
not able to accurately represent dispersive interactions. On the other hand, the deviations
among results obtained with the same method highlight the dependency of the results on
other computational issues. In a study by Sauer and co-workers published in 2009, high-
quality wave-function based methods were used to obtain accurate interaction energies for
hydrogen adsorbed at four different adsorption sites of IRMOF-1, three of them being lo-
cated at the inorganic connector, and the fourth one lying above the benzene ring of the
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linker. (86) These authors also performed a detailed analysis of vibrational effects. The cor-
rected interaction energies were then used to predict the adsorption isotherm at T = 77K
using a multi-site Langmuir model, which assumes a fractional filling of distinct adsorption
sites. Good agreement with experimental data was observed.

Due to computational restrictions, it is (currently) not feasible to carry out calculations with
highly accurate wave-function based methods for periodic MOF structures. While standard
DFT calculations are not able to deliver quantitatively correct energies, a recent develop-
ment by Langreth and co-workers permits an explicit treatment of these interactions. This
method, termed vdW-DFT, has been applied to calculate an energy profile for hydrogen in
Zny(bdc),(ted), with (ted) = triethylendiamine. (87) Interaction energies up to -10 k] mol’!
were obtained for the energetically most favourable regions of the pore. However, it was
pointed out that the actual binding energy is reduced by 2 to 3 k] mol! due to rotational
and vibrational effects. An explicit prediction of rotational-translational transitions using
the same method was applied in a subsequent study of MOF-74, the results being in good
agreement with experimental inelastic neutron scattering data. (88)

While DFT is not adequate in cases where dispersive interaction are dominant, it can pro-
vide useful insights into the strongly localized interaction of hydrogen with unsaturated
metal centers. For example, Head-Gordon and co-workers computed the binding energy
for hydrogen interacting with bare metal centers and metal complexes with open coordina-
tion sites, using both DFT and MP2 calculations. (89, 90) The variations of the interaction
strength induced by changes of the metal center and the ligand environment were analyzed
in detail. Another study of metal complexes as model systems was reported by Kosa et al.,
who focussed on a comparison of Mg?* and Ni?* centers. (91) It was observed that nickel
binds hydrogen much more strongly than magnesium due to orbital interactions. Quite
different conclusions were drawn by Zhou and Yildirim, who studied the interaction of
H, with molecular MnyCI(N4CH)g units as a model system of the inorganic connector of
(MnyCl)3(btt)g. (92) Here, electrostatic interactions were found to be the dominant factor,
whereas there were no indications of a significant charge transfer.

A few DFT studies of the interaction of hydrogen with unsaturated metal centers have used
periodic MOF structures, rather than molecular model systems. For example, Zhou and
co-workers studied the interaction of hydrogen with the metal sites in structural analogues
of MOF-74 with different metal centers. (63) While there was no quantitative agreement be-
tween the DFT energies and the experimental isosteric heats of hydrogen adsorption due
to the neglect of dispersive interactions in the computations, the DFT calculations repro-
duced the observed trend very well (figure 1.8). As mentioned above, the dependence of
the interaction strength on the nature of the metal center was in accordance with the Irving-
Williams sequence. In particular, the strongest interaction was observed for Ni?*, the cation
with the smallest ionic radius. Because electrostatic effects are a main basis of the Irving-
Williams sequence, the authors concluded that the nature of the metal-hydrogen interaction
is predominantly electrostatic. Another periodic DFT study was reported by Brown and co-
workers, who predicted inelastic neutron scattering spectra of hydrogen in Cuz(btc),. (58)
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Figure 1.8. Results of DFT calculations for hydrogen adsorbed in MOF-74 analogues ob-
tained by Zhou et al. (63) a) Unit cell of Nix(dhbdc) with H, molecules adsorbed at the
metal centers. b) Detailed view of a hydrogen molecule coordinated to the Ni** center,
d(Ni — Hy) = 2.0A. ¢) Comparison of DFT interaction energies with experimental iso-
steric heats of H, adsorption obtained for five different metal centers (top), and plot of DFT
metal-H, equilibrium distances (bottom).

It is well known from coordination chemistry that hydrogen can form stable ("Kubas-type")
complexes with transition metals. (93) The metal-hydrogen bonding is based on an interac-
tion of the filled (¢) orbital of the H, molecule with empty d-orbitals of the metal center,
as well as a backdonation of electron density from the metal center to the empty ¢* orbital
of the H, molecule. The interaction leads to an elongation of the H-H bond, and can even
induce bond breaking and formation of a dihydride. Based on theoretical considerations,
it has been proposed to exploit this effect in hydrogen storage materials. For example, Sun
et al. predicted binding energies up to -47 k] mol! for hypothetical Cr- and V-MOFs from
DFT calculations. (94) A particular emphasis was put on the role of the electronic structure
of the metal center. Experimentally, comparably strong interactions could not yet be ob-
served in MOFs, with the metal-hydrogen interactions being orders of magnitude weaker
than in actual Kubas-type metal-H, complexes. Alternatively, it has been proposed to graft
silica surfaces with organometallic fragments, which can then form stable metal-hydrogen
complexes. Indeed, initial experimental investigations revealed that metal-grafted meso-
porous silicas exhibit a significantly higher heat of hydrogen adsorption than unmodified
silica materials. (95) A DFT study of these systems confirmed the importance of Kubas-type
interactions. (96) Of the three early transition metals studied (Ti, V, Cr), the strongest in-
teraction was observed for titanium-containing fragments, with binding energies ranging

from -16 to -48 kJ mol’! depending on the auxiliary ligand.
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1.2.4.3. Other microporous materials

Zeolites

Due to their continued importance as adsorbent materials, the hydrogen storage properties
of zeolites were investigated relatively early. For example, Hy adsorption measurements in
Silicalite were reported as early as 1994. (97) In 2000, a combined experimental and com-
putational study assessed the hydrogen adsorption properties of zeolite NaA. (98) A more
exhaustive investigation of ion-exchanged zeolites with different topologies was published
in 2005 by Langmi et al. (99) In this work, it was found that the uptake capacity of the best-
performing system (zeolite CaX) does not exceed 2.2 wt% at a temperature of 77 K. Due
to their relatively high densities, which translate into low specific pore volumes, zeolites
cannot be considered as particularly promising materials for hydrogen storage.

Covalent-organic frameworks

Covalent-organic frameworks (COFs) are materials that are, in some sense, related to MOFs.
Instead of containing metal clusters as inorganic building units, only non-metal molecular
building blocks are connected via covalent bonds, forming periodic, highly porous struc-
tures, often with densities below 0.5 g cm (assuming a completely desolvated, uncollapsed
framework). The first COFs were presented in 2005 by Yaghi and co-workers. (100) In the
field of COFs, molecular simulation studies of hydrogen adsorption preceded the first suc-
cessful experimental investigations. The earliest paper was published by Garberoglio, who
predicted excess adsorption capacities of up to 10 wt% (at T = 77 K) for COF-105 and COF-
108 using generic force-field parameters (figure 1.9). (101) An investigation by Goddard and
co-workers, who derived the force-field parameters from MP2 calculations, arrived at simi-
lar uptake values. (102) The corresponding experimental data, published by Furukawa and
Yaghi in 2009, indeed revealed exceptionally high H, uptake values for COF-102, nearly
reaching 7 wt%. (103) However, these capacities fell short of the most optimistic predictions
based on molecular simulations. Since no adsorption measurements for the most highly
porous COFs have been reported yet, it cannot be taken for granted that the very high up-
take values obtained in simulations can be realized. In a similar fashion as for MOFs, the
effect of Li-doping has been studied for COFs using molecular modelling methods. For Li-
doped COEF-108, high hydrogen storage capacities at room temperature were predicted by
Cao et al., nearly reaching 7 wt% at a pressure of 100 bar. (104) The experimental realization

of these systems remains an unresolved issue.

Porous polymers

Polymers with intrinsic microporosity (PIMs) are another group of porous materials that
have attracted much scientific attention during the last years. (105) Hydrogen adsorption
measurements have been performed for some of these systems. For example, Cooper and
co-workers measured a H, uptake of 1.7 wt% (T = 77K, p = 1bar) in a hypercrosslinked
polymer obtained from para-dichloroxylene monomers. (106) These authors also construc-

ted an atomistic model of the polymer and performed molecular simulations to develop
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a better understanding of the microscopic structure. In particular, it was found that the
model contained occluded voids which gave a significant contribution to the simulated hy-
drogen uptake. Due to this, a scaling of the simulation results was necessary to obtain good
agreement with the experimental data. Quite recently, very high hydrogen uptakes were
reported by Li ef al. for Li-doped microporous polymers. (107) Doping of 0.5 wt% lithium
resulted in a storage capacity of 6.1 wt% Hj at T = 77K and p = 1bar, compared to 1.6 wt%
for the undoped polymer. This value is among the highest reported for hydrogen storage
in porous materials under these conditions. Interestingly, the isosteric heat of adsorption
increased only slightly, from 7.7 to 8.1 k] mol!. Moreover, doping with larger amounts of
lithium led to a drastic reduction of the H, uptake. Therefore, it is apparent that these ini-

tial results require further validation to develop a better understanding of the underlying

phenomena.
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Figure 1.9. a) Structure of COF-108, a highly porous material with a theoretical density of
0.17 g cm™ for a (hypothetical) completely activated form. (108) b) Calculated H, adsorp-
tion isotherms for COF-102, COF-105, and COF-108. Results from Garberoglio are shown
as orange symbols, (101) results from Han et al. as green symbols. (102) The experimental
isotherm obtained for COF-102 is shown for comparison (blue symbols). (103)
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1.3. Gas separation

1.3.1. Introduction

Many chemical production processes involve the separation or purification of gases, ei-
ther because the purified gas is the desired end product, or because the further processing
requires a reactant gas of a certain purity. Therefore, the separation of gas mixtures is a
topic of high economic relevance. Some particularly important examples are air separation,
i.e. the production of pure N, and O, from air, purification of hydrogen or methane, removal
of carbon dioxide or hydrogen sulfide from biogas, and separation of alkane/alkene mix-
tures. (23) The most important separation techniques are cryogenic distillation, absorption
in solvents, adsorption-based separation, and membrane-based separation. While cryo-
genic distillation is able to deliver products of very high purity, it is also a very energy-
consuming technology. Moreover, it is most efficient when operating on a large scale. The
absorption in solvents, such as amine scrubbing to remove carbon dioxide, can also permit
effective separations at reasonable cost, however, the regeneration of the solvent may re-
quire the input of a considerable amount of heat.

Adsorption-based separations exploit differences in the affinity of the adsorbent towards
the components of the gas mixture: The component that is preferentially adsorbed is en-
riched in the adsorbed phase, and depleted in the gas phase. In the most extreme case, one
component (or several components) are not adsorbed at all due to size or shape exclusion
effects. Very high selectivities can be reached in these molecular sieve separations. (109)
The most important industrial adsorptive separation processes are pressure-swing adsorp-
tion (PSA) and temperature-swing adsorption (TSA). (110) During the second half of the
20th century, the increased availability of well-defined adsorbent materials (activated car-
bons, zeolites, silica gels) has led to the development of several PSA and TSA processes on
an industrial scale. Activated carbons are the most widely used adsorbents due to their
good availability, large surface areas, and easy regeneration. Applications in the field of gas
separation include the removal of organic molecules (solvent vapours, volatile organic com-
pounds) from air, the separation of steam-reforming off-gas, and gas desulfurization. (111)
Molecular sieve carbons are employed in hydrogen and helium purification, and in the sep-
aration of nitrogen from air. The usage of zeolitic adsorbents in separation applications has
been reviewed in detail by Dunne: (112) Here, industrial TSA separations comprise the de-
hydration and desulfurization of hydrocarbons, the removal of carbon dioxide from biogas,
and the adsorption of volatile organic compounds. PSA separation is employed mainly in
the fields of air separation and hydrogen purification. Silica gels and activated alumina are
primarily used as desiccants. (23)

Membrane-based separations make use of differences in diffusivity between the compo-
nents of a mixture. This technology has several advantages, such as high energy efficiency,
low maintenance cost, and the possibility to operate in a continuous process. In comparison
to adsorption-based processes, membrane-based separations can be employed on a smaller

scale. Polymeric membranes, which are commercially available, are industrially used in
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hydrogen recovery, air separation, and CO, removal, among others. (113) Non-polymeric
adsorbents, such as zeolites or carbons, could permit higher selectivities than polymers.
However, the synthesis of mechanically and chemically stable, defect-free membranes com-
posed of these materials is more challenging. Despite continued research efforts in the syn-
thesis and characterization of zeolite membranes, the only technological application so far
is the dehydration of alcohols by pervaporation. (109) Mixed-matrix membranes constitute
a promising approach to combine the properties of polymeric and inorganic membranes:
They consist of inorganic micro- or nanoparticles (e.g. zeolite crystals or silica nanoparticles)
embedded in a polymer matrix. Compared to the unmodified polymer, this can significantly
enhance the selectivity, retaining the mechanical stability and easy processability. Several
recent patents on mixed-matrix membranes have been filed, highlighting the increasing in-
dustrial relevance of these materials. (113)

In the course of the development of novel microporous materials, such as MOFs, porous
polymers, and others, the investigation of their gas separation properties has become a
highly active research field. As far as MOFs are concerned, it was highlighted in a recent
review that the number of publications focussing on gas separation in MOFs approximately
equals the number of papers dealing with gas storage. (114) The potential of MOFs has been
investigated with regard to both adsorptive separation processes and membrane-based sep-
aration. In the following, selected examples from the literature will be presented, taking into
account both experimental and computational studies. A more exhaustive account of the
literature published until early 2009 was compiled by Zhou and co-workers. (114)

1.3.2. Metal-organic frameworks for adsorption-based separation

While the gas storage properties are experimentally accessible through the measurement
of single-component adsorption isotherms, an accurate experimental determination of ad-
sorption selectivities is considerably more difficult. (110, 115) Therefore, only relatively few
experimental studies of mixture adsorption have been published so far. As early as 2002, pi-
oneering work was carried out by scientists from BOC Process Plants Inc., who performed
cyclic breakthrough experiments with Cuz(btc), as adsorbent. (116) The MOF exhibited a
significantly higher adsorption capacity for the removal of hydrocarbons from a gas feed
than commercially available activated alumina. Later, the performance of Cuz(btc), for the
separation of isobutane and isobutene was tested by Hartmann and co-workers. (117) A
preferred adsorption of isobutene led to a selectivity of 2.1, making the material promising
for adsorptive separations in the petrochemical industry.

Binary and ternary mixtures containing carbon dioxide were studied by Rodrigues, Chen
and co-workers, using a mixed-linker MOF designated as MOEF-508b. (118) Moderate
CO2/Ny and CO,/CHy selectivities ranging from 3 to 6 were observed. Yaghi and co-
workers used breakthrough experiments to assess the potential of six different MOFs for
the removal of harmful gases (sulfur dioxide, ammonia, and benzene, among others) from

air. (119) It was found that the presence of unsaturated metal sites, or amino groups in the
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linker molecules, can significantly enhance the retention of the more strongly adsorbing
contaminants. With few exceptions, however, the improvement in comparison to acti-
vated carbon materials remained mediocre. The same group investigated the separation
of CO; from CHy in the Mg-analogue of MOF-74. (120) This MOF exhibited a high selec-
tivity and could be regenerated under relatively mild conditions (figure 1.10). Therefore,
Mg-MOF-74 was proposed as a promising material for energy-efficient CO,/CH, separa-
tions. A very high ("almost infinite") selectivity for CO, over CHy was observed for the
amino-functionalized analogue of the flexible MOF termed MIL-53(Al). (121) This effect was
attributed to the enhanced affinity towards CO; caused by linker functionalization, as well
as the influence of framework flexibility.
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Figure 1.10. Visualization of CO, breakthrough measurements on a Mg-MOEF-74 bed. (120)
The feed gas has a CO, /CHjy ratio of 20:80. While the CH,4 breakthrough occurs practically
immediately, a significant retention of CO, is observed. Figure designed in analogy to figure
2 of the original paper.

A direct measurement of mixture adsorption isotherms, in combination with breakthrough
experiments, was performed by Kitagawa and co-workers for a flexible MOF termed
CID-3. (122) A ternary gas mixture comparable to an exhaust gas with a low concentration
of CO;, was used as model system (CO,/O,/Ny : 1/21/78). The adsorption experiments
revealed a preferential adsorption of CO, from the mixture, with a selectivity of 39, and the
material showed good recyclability.

Because the direct determination of the separation properties requires an elaborate setup,
most experimental studies have relied on predictions of mixture adsorption from single-
component isotherms. In a simplistic manner, the selectivity can be taken as the ratio of the
molar uptakes of the components for a given pressure. However, a variety of more sophisti-
cated models has been proposed. (110) A particularly popular approach is provided by the
framework of Ideal Adsorbed Solution Theory (IAST). (123) An attractive feature of IAST is
the possibility to predict selectivities for varying mixture compositions and pressures from
a relatively limited body of experimental data. Therefore, it has been widely used to assess

the potential of MOFs as materials for gas separation applications.
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The separation of carbon dioxide from other small molecules, such as methane, nitrogen,
or hydrogen, is a potential application for which MOFs have been particularly well investi-
gated. This is also reflected by two recent reviews that provide an exhaustive overview of
the existing literature. (124, 125) The study of CO,/CHj separation in a mixed-ligand MOF
with Zn, paddle wheels by Bae et al. constitutes an example of the application of IAST in
this context. (126) High selectivities were obtained for low pressures and low CO, concen-
trations, rendering the material particularly interesting for natural gas purification under
vacuum-PSA conditions. The same group showed how the modification of the pore walls,
e.g. by coordination of different pyridine derivatives to the metal centers, nearly doubled the
CO, /N3y selectivity, whereas the CO, /CHy selectivity remained practically unaffected. (127)
In a recent study of CO,/CHj separation in a newly synthesized Cu-MOF with unsaturated
metal centers, it was observed that the selectivities obtained with the IAST model were sig-
nificantly higher than the selectivities predicted from the ratio of the molar uptakes. (128)
This finding implies that the preferential adsorption of carbon dioxide from the mixture
decreases the affinity towards methane with respect to CHy single-component adsorption.
Finally, it should be mentioned that zeolitic imidazolate frameworks (ZIFs) also hold much
promise as materials for CO, capture. Moreover, their enhanced chemical and thermal sta-
bility could be advantageous with regard to practical applications. A review summarizing
the experimental results obtained for different ZIFs has been published recently by Yaghi
and co-workers. (129)

Due to its industrial importance, the potential of MOFs for the separation of hydrocarbon
mixtures has also been investigated quite frequently. As early as 2006, Li and co-workers
proposed a novel MOF with small pores as a material for the separation of butane from
higher alkanes and alkenes. (130) Size and shape exclusion effects were responsible for the
high separation efficiency. More recently, systematic studies of alkane/alkene pairs have
been reported, such as the combined experimental and theoretical study of propane, propy-
lene, and isobutane adsorption in Cus(btc),. (131)

Despite the relevance of air separation in industrial processes, the potential of MOFs in
this field has been largely neglected so far. However, the recent finding that Crs(btc), ex-
hibits an unprecedented selectivity for oxygen over nitrogen may trigger further investiga-
tions. (132) The high affinity towards oxygen was rationalized with a strong binding of the
O, molecules to the coordinatively unsaturated chromium sites.

In contrast to the difficulties encountered in experiment, the computational prediction of
mixture adsorption isotherms is quite straightforward. The GCMC method described in
section 3.2 can be directly extended to gas mixtures, specifying the desired composition of
the gas phase. In other words, properties that are hard to access experimentally can be es-
timated at a relatively low computational cost from molecular simulations. It is therefore
not surprising that the application of molecular modelling techniques for predictions of gas
separation properties has become very popular.

Again, the separation of carbon dioxide from more weakly adsorbing gases (CHy4, CO, Ny,
Hj) has been particularly well investigated. A very early GCMC study of CO,/CHj mixture
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adsorption in Cuz(btc), was reported by Yang and Zhong. (133) The predicted selectivities
were moderate, ranging from 6 to 8. A subsequent computational study by Martin-Calvo
et al. compared the performance of Cuz(btc), and IRMOF-1 for the separation of CO, /Ny
and CO, /CHy mixtures. (134) Cuz(btc), exhibited a considerably higher selectivity, because
the smaller pores provide for a stronger solid-fluid interaction. A systematic investigation
of several structurally different MOFs as potential materials for natural gas upgrading was
carried out by Jiang and co-workers. (135) It was found that catenated MOFs provided for
a higher selectivity than their non-catenated counterparts. However, the highest selectiv-
ity was obtained for a system with charge-balancing extra-framework nitrate ions. This
was explained with the increased electrostatic interactions, which enhance the affinity to-
wards carbon dioxide. Later, the same approach was employed for another MOF with a
charged framework and extra-framework Na* ions. (136) Unprecented CO,/Hy, CO,2/Ny,
and CO, /CHy selectivities were predicted, amounting to 1800, 500, and 80, respectively.

In addition to the selective adsorption of CO,, computational studies of several other gas
mixtures in MOFs have been reported. Examples include the separation of CHy/H;, mix-
tures, (137) the separation of carbon monoxide from other weakly interacting gases, (138)
the separation of propane and propene, (139) and the removal of carbon tetrachloride from
air. (140)

1.3.3. Metal-organic frameworks for membrane-based separation

As mentioned in the introduction to this section, the preparation of stable, defect-free mem-
branes is a key challenge in the application of crystalline materials for membrane-based
separations. As highlighted by Gascon and Kapteijn, significant advances in the field of
MOF membranes have been achieved in the last three years. (141) The first gas permeation
measurements were reported by Guo et al. for a Cuz(btc), membrane grown on a copper net
in 2009. (142) Separation factors ranging from 5 to 7 were obtained for H,/CO,, Hy/CHy,
and H, /N, mixtures.

Due to their high stability, zeolitic imidazolate frameworks are particularly interesting ma-
terials for the preparation of membranes. The successful synthesis of a ZIF-8 membrane
on a porous titania support was reported by Caro and co-workers. (143) Because the pore
windows of ZIF-8 are very narrow (with a diameter of approximately 3.4 A), it was ex-
pected that the permeability of the membrane depends strongly on the molecular diameter
of the guest molecule. Indeed, experimental measurements revealed a significant selectivity
for hydrogen over larger molecules, e.g. a Hy /CHy selectivity of 11. The fact that methane
could diffuse through the membrane in spite of its large kinetic diameter (3.76 A) was ex-
plained with a certain flexibility of the ZIF-8 structure. In a parallel effort, a ZIF-8 membrane
was prepared on a porous alumina support by Venna and Carreon. (144) This membrane ex-
hibited a CO, /CHy selectivity ranging from 6 to 10. In addition to pure MOF membranes,
mixed-matrix membranes incorporating MOF nanocrystals in a polymer matrix have also

been reported, e.g. a polyimide-Cus(btc), mixed-matrix membrane. (145)
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In contrast to the experimental difficulties in the synthesis of stable, defect-free MOF mem-
branes, the computational prediction of membrane selectivities is relatively straightfor-
ward. The methodological approach has been outlined by Keskin and Sholl: (146) The mem-
brane selectivity can be approximated as the product of the adsorption selectivity and the
diffusion selectivity. While the former can be obtained from GCMC simulations of binary
mixtures, the latter is computed from the self-diffusivities, which are accessible through
molecular dynamics (MD) calculations. The modelling of diffusion in porous materials is a
topic of its own, which will not be discussed in more detail. (147, 148) However, some liter-
ature examples aimed at the prediction of membrane selectivities in MOFs are mentioned
in this context.

While the first computational study of the diffusion of guest molecules in a MOF struc-
ture was published as early as 2004, (149) the first prediction of membrane selectivities
was reported by Keskin and Sholl in 2007. (150) In this initial investigation, the theoreti-
cal membrane selectivity of IRMOF-1 towards a CO,/CHy4 mixture was investigated. It
was found that the membrane selectivity was lower than adsorption selectivity, because
the more strongly adsorbed species (CO,) diffuses more slowly, a behaviour that is quite
frequently observed in similar computations. Therefore, the resulting selectivities were
mediocre, not exceeding 3. In a subsequent publication, the same authors extended the ap-
proach to three different gas mixtures and eight different MOF structures. (151) Due to the
aforementioned behaviour, the selectivities were at best moderate. A detailed study, com-
bining MD simulations and DFT calculations, was carried out by Watanabe et al. to assess
the CO,/CHy selectivity of a MOF with channel-like pores and very narrow windows. (152)
Because the energy barrier to a passage of the methane molecules through the narrow win-
dows was very high, an exceptional CO,/CH; membrane selectivity of the order of 10* to
10° was predicted.

In comparison to the prediction of adsorption isotherms, the calculation of diffusivities is
computationally expensive, particularly in cases where different mixture compositions are
considered. An efficient approach to estimate the diffusivity has been proposed by Sholl
and co-workers. (153) Here, only a few key geometric properties of the structure, such as the
limiting pore diameter, and relatively undemanding calculations are sufficient to predict the
permeability for the desired combination of membrane material and guest molecule. This
procedure could prove to be a valuable tool for screening purposes: Of a large group of
materials, a subset that could warrant a more detailed investigation can be identified at a

moderate computational expense.
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2. Motivation and Aim of this Work

As it has become apparent from the overview provided in the introductory section, metal-
organic frameworks and other newly developed porous materials hold much promise for
applications in gas storage and gas separation. While a large body of experimental data has
been published during the last few years, a complete understanding of the underlying phe-
nomena at an atomic scale is often lacking. Therefore, theoretical methods can make valu-
able contributions in several respects: Firstly, they can be employed to predict the adsorp-
tion or separation properties of materials that are not yet fully characterized experimentally,
or that have not even been synthesized. In other words, computational techniques can help
to identify those materials which warrant further experimental characterization. Secondly,
modelling methods can provide insights into properties that are difficult or impossible to
access experimentally. For example, the determination of adsorption sites and adsorption
energies requires sophisticated diffraction and spectroscopy experiments. In contrast to
this, this information can be obtained relatively easily from molecular simulations. Finally,
the usage of appropriate electronic structure methods can permit an understanding of the
nature of the interactions that govern the adsorption behaviour, such as the preferential ad-
sorption of molecules at specific sites.

In this work, computational methods are employed to study the adsorption of hydrogen, as
well as the separation of gas mixtures, in metal-organic frameworks and related compounds
at different levels of theory. On the one hand, empirical methods in conjunction with litera-
ture force-field parameters are used. In some instances, the force fields are augmented with
additional interaction parameters derived from electronic structure calculations. On the
other hand, model systems of particular interest are studied using density-functional the-
ory and, in selected cases, dispersion-corrected density-functional theory.

In the first part, force-field based simulations are employed to predict the hydrogen adsorp-
tion properties of a set of structurally different MOFs. While several comparable studies
have been reported in the literature, most of them have addressed only relatively few sys-
tems. Moreover, none of these investigations has exploited the full capabilities of modelling
methods in the prediction of position-dependent quantities. The first aim of the computa-
tions reported here is to verify whether the usage of one transferable set of literature param-
eters can provide for a reasonably accurate calculation of hydrogen adsorption isotherms
for MOFs with different structural features. More emphasis is put on the second objec-
tive, which comprises the derivation of approximate hydrogen adsorption positions from

the simulation results, as well as their critical comparison to experimental adsorption sites
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obtained from diffraction experiments. In an exemplary manner, it is shown how these pre-
dictions can be extended to systems for which no experimental information is available, and
how the analysis of adsorption sites can provide insights into the structural features that are
favourable to reach a high adsorption capacity.

The second part is dedicated towards the study of some selected MOFs with unsaturated
metal sites. As it will become apparent in the course of this work, these systems are a par-
ticular challenge for force-field based simulations, because the interaction of hydrogen with
the metal centers is not adequately represented when literature parameters are used. There-
fore, improved potential parameters for this specific, localized interaction are derived from
DEFT calculations, taking MOFs with unsaturated copper sites as a model case. In order to
validate the new potential model, its performance is assessed in simulations of hydrogen
adsorption in different MOFs under different conditions. Due to the increased strength of
the solid-fluid interaction, MOFs with unsaturated metal sites are often proposed as mate-
rials with improved hydrogen storage characteristics under ambient conditions. The actual
contribution that can be expected from the interaction with the metal sites at room tempera-
ture is predicted from further calculations, comparing three potential models that represent
different strengths of the metal-hydrogen interaction.

As a result of the chemical versatility of MOFs, numerous systems with heteroaromatic
linkers, or with linkers carrying non-coordinated substituents have been reported. It can be
expected that changes in the electronic structure caused by modifications of the linker will
influence the interaction between a nearby metal center and an adsorbed molecule. The first
half of the third part addresses this effect, employing DFT calculations for molecular model
systems with unsaturated copper sites and different carboxylate ligands. It is studied how
changes of the ligand change the interaction strength, and how geometric properties and
partial charges are correlated with the interaction energy. One particular aim is to develop
a qualitative understanding of the nature of the interactions. The second half of the third
part investigates the interaction of hydrogen with organic molecules as representatives of
the MOF linkers. Because dispersive interactions play a key role here, DFT calculations
with an empirical dispersion correction scheme are employed (DFT-D). As a first step, the
method is validated by comparison of the DFT-D results obtained for a well-characterized
model system with literature data from high-quality ab-initio calculations. Further calcu-
lations are carried out to study the interaction of hydrogen with nitrogen-containing six-
membered rings, and with models of non-linear linker molecules. The DFT-D interaction
energies are partitioned into different, intuitively interpretable contributions using energy
decomposition analysis. In particular, it is tested whether the incorporation of atoms with
increased polarizability, e.g. by replacing carbon with silicon as the central atom of a non-
linear molecule, has a significant impact on the interaction with hydrogen.

While the first three parts are, at least loosely, connected to the topic of hydrogen storage,
the last part evaluates the potential of MOFs and related porous materials for gas separation
applications. Only very few molecular simulation results have been reported for the three
gas mixtures considered, which comprise hydrogen/carbon monoxide, hydrogen/oxygen,
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and acetylene/carbon dioxide. These mixtures are interesting from the point of view of ap-
plication (hydrogen and acetylene purification, removal of trace amounts of acetylene), but
also for fundamental reasons, mainly due to the different electrostatic properties of the gas
molecules. With the exception of one system, where modified parameters are derived from
DFT calculations to represent the interaction of the adsorbed molecules with coordinatively
unsaturated metal centers, force-field based GCMC calculations using literature parame-
ters are employed. In addition to computing mixture isotherms for binary mixtures, the
evolution of the adsorption selectivity as a function of the total pressure and the gas phase
composition is predicted. Moreover, an analysis of the potential energy distribution in the
unit cell is carried out, aiming at a better understanding of the origins of the observed selec-
tivity at an atomistic level. For each of the three gas mixtures considered, these results can
provide guidelines which structural features of a microporous material are most important
to reach a high separation efficiency.
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3. Methods: Theoretical Background

3.1. Force-field methods

3.1.1. Introduction: Basic principles

Force-field based atomistic simulations provide a computational framework that treats a
system on the level of single particles, i.e. atoms or small groups of atoms. In contrast to
electronic structure methods, which perform a quantum-mechanical treatment on the level
of electrons, empirical interaction potentials are employed to describe the interparticle inter-
actions. To highlight this fundamental difference, force-field methods are often paraphrased
as molecular mechanics methods. Because the usage of mathematically simple expressions
is computationally much less expensive than any (even approximate) first-principles de-
scription, force-field based methods provide access to various problems which are practi-
cally intractable with ab-initio methods.

For a given system, each particle must be assigned an appropriate "atom type" prior to the
calculation. The atom type is typically determined by the atomic number and the direct
environment of the atom: For example, an sp> hybridized carbon is treated differently than
an sp? hybridized carbon. In contrast to electronic structure methods, which use only the
nuclear coordinates as initial information, assumptions concerning the presence of chemical
bonds must be made a priori by the user (or by a well-designed algorithm). The force field
itself is nothing more than a collection of analytical expressions that define the interactions
between different atom types. Local interactions between atoms that are bonded to each
other are referred to as "bonded" interactions, whereas interactions between atoms which
have no direct bond connection are termed "non-bonded" interactions. A typical force-field

energy expression for a molecule reads (equation 2.1 in (154)):

EFF — Estretch + Ebend + Etors + Ecross + Ees =+ EvdW (31)

Here, Egtyercr is the energy contribution from the elongation or compression of bonds with
respect to their equilibrium length as defined by the force field. Similarly, Ep,.,; gives the
contribution of angle bending (three-body term), E.s the contribution of torsions about
a bond (four-body term), and E,,ss represents the cross terms between these three terms.
Taken together, these are the contributions from bonded interactions. Of the remaining two
non-bonded terms, E,s represents the electrostatic contribution, and E,; corresponds to the
contribution from dispersive interactions. Moreover, this term absorbs other interactions

that are not treated explicitly, such as induced polarization. The non-bonded terms are only
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evaluated for atoms which have a certain number of bonds between them: 1,2-interactions
(= neighbours) and 1,3-interactions are always excluded, 1,4-interactions are sometimes
scaled down or excluded. A graphical representation of the different contributions of equa-
tion 3.1 is given in figure 3.1.

E stretch ' E fors
\

bend

Ees + EWIW

Figure 3.1. Schematic representation of the different energy terms of a force field. For each
term, only one example is shown. The energy expression of the whole molecule contains
five bond stretch, four angle bend, and three torsional terms. Figure modified after (154).

It should be pointed out that the wording in discussions of interaction energies (regard-
less how they have been obtained) can become confusing: Because an attractive interaction
corresponds to a negative value of the energy, an energetically "more negative" configura-
tion is more favourable than a "less negative" configuration. Therefore, a decrease of the
numerical value, e.g. from -5 to -10 kJ mol?, corresponds to an actual increase of the inter-
action strength. Whenever such relationships are established in this work, an "increased"
(or "higher") interaction corresponds to a more negative value of the interaction energy.
This convention is used to avoid confusions between the actual energy and the interaction

strength.

3.1.2. Force-field representation of interatomic interactions
3.1.2.1. Bonded interactions

The most typical choice to represent bond stretch terms is the Morse potential. It corre-
sponds to an anharmonic potential which converges towards the dissociation energy Dy
when the bond is stretched to infinity. One typical expression for the Morse potential reads:

EMorse(rAB) = Do(l — exp[—(x(rAB — 1’0)])2 (32)

Here, 1y is the equilibrium distance of the pair A and B, and D, is the dissociation energy.
« is often referred to as stiffness parameter. It is related to the force constant k as: « = 4/ 2—{‘)0.

The evolution of the Morse potential on variation of 7y, Dy, and & is shown exemplarily in
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figure 3.2. Because the evaluation of the exponential function in equation 3.2 is computa-
tionally relatively demanding, the Morse potential is often replaced by a simple polynomial
expansion. A fourth-order polynomial is often sufficiently accurate in the range of all chem-
ically relevant values of r. (154)
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Figure 3.2. Left: Evolution of the Morse potential for different values of r9, Dy, and a. For the
curve displayed in dark red, rg is larger, and Dy is smaller than for the other curves. For the
three other curves, the stiffness parameter « is largest for the green curve. Right: Lennard-
Jones potential describing the interaction between two H, molecules, parameters taken from
the Buch potential. (155)

The angle bending energy is typically expressed as a Taylor series around an "equilibrium"
bond angle 6. The most simple form is the harmonic expansion:

Epend(0a8c) = k(6apc — 60)? (3.3)

Higher-order expansions can be used to improve the accuracy. For planar geometries,
e.g. the bonding environment of an sp? hybridized carbon atom, an additional "out-of-plane
bending" term can be used to increase the energy penalty for a dislocation of the atom from
the plane defined by its neighbouring atoms. An energy penalty for inversion of a non-
planar system can be included in a similar manner.

The torsional energy is associated with a rotation about the B-C bond in an A-B-C-D ar-
rangement of atoms. In contrast to the bond stretch and angle bending terms, the torsional
energy is periodic, with local minima at certain torsional angles w. It is commonly written

as a Fourier series to represent the periodicity:

Etors(wapcp) = ) K cos(nwapep) (3.4)

n=1
The value of n determines the periodicity (n = 1: periodicity of 360°; n = 2: periodicity
of 180°...), and the constants K, determine the size of the energy barrier. In addition to the
torsional energy term itself, the non-bonded parameters also contribute to the change in

energy upon rotation, because non-bonded terms are usually included for 1,4-interactions.
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While the bonded terms discussed so far are included in all force fields in a similar manner,
the treatment of cross terms is more specific. Cross terms describe the coupling between
different bonded terms: For example, a cross term could describe how the change of an
angle at a central atom B influences the bond lengths to the neighbouring atoms A and
C. Cross terms are treated in a fundamentally different way in different force fields: The
DREIDING force field (156) and the Universal Force Field (UFF) (157) completely dispense
with cross terms. In contrast to this, the MM3 force field (158) explicitly treats bend-bend,
bend-stretch, torsion-bend, and torsion-stretch cross interactions.

3.1.2.2. Electrostatic interactions

In the most simple treatment of electrostatic interactions, point charges are assigned to each
atomic position. The electrostatic interaction between two atoms with charges g4 and g3 is
then calculated from the Coulomb potential:

Ees(rap) = % (3.5)
There are different means to obtain the point charges: Some force fields have built-in point
charges, (159) for others, it is recommended to use certain empirical charge derivation meth-
ods or ignore charges. (156, 157) The commonly preferred method is the usage of point
charges obtained from an electronic structure calculation. In particular, the ESP method de-
livers charges that reproduce the ab-initio electrostatic potential, and is therefore most suit-
able for the derivation of point charges used in force-field based calculations. (154, 160, 161)
For periodic structures, it is necessary to use an appropriate scheme that accounts for the
electrostatic contributions from neighbouring cells. The Ewald summation method and its
refinements are a common choice. (162)
A more evolved treatment of electrostatic interactions may include the usage of point di-
poles or higher multipoles at atom positions, or the definition of additional charge-carrying
sites, such as the midpoints of bonds. An even more accurate description can be attained by
explicit inclusion of polarization effects, for which several different approaches have been
proposed. (163) However, these methods require an iterative procedure to determine the

induced dipole contributions, and therefore become computationally quite expensive.

3.1.2.3. van der Waals interactions

The E, s term is used to account for the dispersion interaction between two atoms which
are not bonded to each other. These attractive interactions between induced dipoles (and
multipoles) originate from the correlated motion of the electrons. It can be derived from
quantum mechanics that the interaction between two induced dipoles is proportional to
=6, the interaction between an induced dipole and an induced quadrupole is proportional
to r~8, and so forth. (164) Typically, only the r~® contribution is considered in force fields. It
is obvious that the attractive r—° relationship loses its validity at short interatomic distances,
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where the exchange-repulsion term stemming from the overlap of the electron clouds will
prevent the atoms from collapsing into each other. Therefore, the attractive term is always
coupled to an empirical repulsive term. While other functional forms exist, the most typical

choice is the Lennard-Jones 12-6 potential, where the repulsive term is proportional to r~12:

() 2 ()] =m0 |(5) - G5) | e
TAB TAB TAB TAB

Again, Dy is the depth of the potential well describing the interaction between atoms A

Evaw(raB) = Do = 4D,

and B. It is often denoted as € rather than Dy when given in Kelvin. rj is the equilibrium
distance. In the last expression in equation 3.6, ¢ is used instead of ry. It corresponds to the
distance at which the potential energy is zero. For interactions between identical atoms, the
parameter ¢ can be identified as the van der Waals diameter. It is related to r as follows:
rg = 21/6¢. The Lennard-Jones potential is visualized in figure 3.2.

In a force field, the parameters Dy and r( are tabulated for each atom type. The off-diagonal
parameters that are necessary to calculate the interaction between two different atom types
can be derived explicitly. More often, however, these parameters are obtained from the
atomic parameters using combination rules ("mixing rules"). The Lorentz-Berthelot mixing

rules employ the geometric mean for Dy, and the arithmetic mean for r:

Do(AB) = \/Du(4) - Do(B)  r0(AB) = 5[ro(A) +ro(B)] (37)

While it has been shown that more elaborate combination rules exhibit an improved per-
formance in reproducing high-quality potential energy curves, (165) the Lorentz-Berthelot
mixing rules remain extremely popular.

The Lennard-Jones 12-6 potential is computationally highly efficient, and therefore widely
used. There are, however, numerous other potential models to represent long-range attrac-
tion and short-range repulsion. In particular, the repulsive r 12 term can be replaced by an
exponential term, leading to the Buckingham potential, which has a physically more plau-
sible evolution than the Lennard-Jones potential. (164) It is, however, less attractive from
a computational point of view. Some force fields also use other, optimized potential forms
which contain specific shape parameters. (165) The Morse potential, described above, is also
employed quite frequently. It is then expressed in a different functional form than in equa-
tion 3.2, in a way that the minimum of the potential corresponds to — Dy, while the potential
approaches zero for large values of 7 43:

v on s ()] e 50 )]) o

As for electrostatic interactions, the calculation of dispersive interactions for periodic sys-
tems requires special attention. A simple and effective way to treat the long-range evolution
of the potential is the definition of a cutoff radius r.,: Equation 3.6 is evaluated only for
atom pairs for which r4p < r.4o¢. A cutoff radius 7.4 = 2.50 is a typical (minimal) choice.
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At the point where the potential is truncated, it can be smoothened or shifted to avoid un-
physical kinks. (162)

3.1.3. Types of force fields

There is a wide variety of force fields available in the literature. While many of them have
been specifically designed for certain applications, others are intended to have a rather
broad applicability. These "generic" force fields rely on the approximate calculation of pa-
rameters for molecules for which no explicit parameters are available. An overview over
the most important force fields is given in computational chemistry textbooks. (154, 166)
From a general point of view, classical molecular-mechanics force fields can be divided into
two classes: (163) Class I force fields are derived to reproduce condensed state properties,
e.g. in the simulation of liquids or crystals. They contain only relatively simple diagonal
(two-body) terms. The OPLS (159, 167) and the TraPPE (168) force field are examples of
class I force fields. Class II force fields aim at a more accurate description of molecular
geometries, vibrational properties and related quantities. These force fields include more
evolved higher-order terms. However, they usually perform poorly in condensed phase
simulations, e.g. in the prediction of vapour-liquid equilibria and liquid densities. (169) The
Universal Force Field (UFF) (157) and the MM3 force field (158) are class II force fields.
Furthermore, all-atom descriptions can be distinguished from united-atom models. In the
latter, groups of atoms are treated as a single site. The most important example is the im-
plicit treatment of hydrogens in hydrocarbons, where, for example, a CH; group is treated
as a single site, ignoring the actual positions of the hydrogen atoms. Furthermore, a single-
site model located at the center of mass can be used to represent small molecules like H, or

CHj in simulations of fluid properties.

3.1.4. Applications of force-field based methods

The applications of force-field based methods can be subdivided in three classes: Geometry
optimization, molecular dynamics, and Monte Carlo methods. For a (molecular or periodic)
system where experimental structure information is lacking, an optimization of the nuclear
coordinates with respect to the energy can be performed in order to generate a reasonable
structural model. This model can be employed in a more detailed analysis, or as a starting
geometry for further computations. A central problem in geometry optimization proce-
dures is the occurrence of local energy minima. Different techniques to avoid these minima
have been developed, which are discussed in more detail in (166). For the particular case
of complex crystalline systems, such as MOFs, experimentally determined structures often
exhibit structural disorder. After removing disordered atoms, a force-field based optimiza-
tion is an efficient way to obtain an "idealized" structure that can be used in subsequent

molecular simulations.
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Molecular dynamics (MD) methods assess the evolution of a system of particles with time.
The initial positions and momenta are given, and the evolution from one time step to the
next is then calculated according to the classical equations of motion, making use of the pa-
rameters from the force field. Integration of the equations of motion yields a trajectory, from
which time-dependent quantities can be derived. MD methods have found a wide range
of applications in chemistry and physics. To mention one example, they are often used to
calculate the diffusion coefficients of gases adsorbed in porous solids. (148)

Monte Carlo (MC) methods provide an efficient means to obtain ensemble averages for a
collection of particles under specified thermodynamic conditions. They are described in
detail in the following section. In contrast to MD methods, which evaluate the forces on the
atoms, MC simulations only make use of the potential energy U of a given configuration,
which determines its probability. Because a large number of simulation steps is necessary
until convergence is reached, MC methods must rely on relatively simple analytical expres-
sions to calculate U. Such expressions can be provided by an appropriately chosen force
field.

Finally, some limitations of force-field based methods should be considered: Clearly, the
quality of a force field depends on the quality of the (experimental or ab-initio) data used
for the parameterization. Moreover, it is important to emphasize that every force field con-
stitutes a compromise between accuracy and transferability. A force field which has been
specifically derived for a small class of molecules should perform very well for these sys-
tems, but the parameters are hardly transferable to chemically different molecules. On the
other hand, a fully generic force field, which is theoretically able to describe any imaginable
system, will fail in many specific cases. Finally, it is clear from the discussion above that
the presence of bonds must be defined a priori. Processes which involve the breaking and
formation of bonds cannot be treated with standard force field methods, but require the use
of specialized reactive force fields. (154)

41



3 METHODS: THEORETICAL BACKGROUND

3.2. Grand-canonical Monte Carlo simulations

3.2.1. Introduction: Theoretical background
3.2.1.1. Simulation boxes and thermodynamic ensembles

The purpose of the simulation approach described in this section is the derivation of ma-
croscopically observable quantities from simulations for a limited, computationally trac-
table number of particles. In the context of atomistic simulations, a "particle” corresponds
to an atom or a molecule with mass m. Interactions between atoms or small groups of
atoms are treated explicitly. The connection between macroscopic quantities and the be-
haviour on an atomistic level is provided by the principles of statistical mechanics, which
are not discussed in detail here. (170) For simplicity, all elaborations in the following will
relate to systems containing only one particle type, but the extension to mixtures is quite
straightforward. It is assumed that the particle is an atom or a rigid molecule. Molecules
with conformational degrees of freedom require a more evolved treatment.

The simulations are carried out for a simulation box, a parallelepiped which accommodates
the particles. The term "configuration" is used to describe a given number of particles with
a defined set of coordinates located in the box. Periodic boundary conditions are employed,
i.e. it is assumed the simulation box is surrounded by identical images containing the same
configuration (figure 3.3). It is obvious that the simulation box must be large enough to
avoid an artificial interaction of a particle with its image in a neighbouring box.
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Figure 3.3. Visualization of a two-dimensional simulation box with periodic boundary con-
ditions. The simulation box, highlighted in orange, is surrounded by identical images. The
distance of one particle to its image djps is equal to the corresponding edge length of the
box. The cutoff parameter 7.4,y must be shorter than dy;.
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Some of the thermodynamic state functions of the simulation box are specified prior to
the simulation. Depending on the quantities which are fixed, different ensembles can be
defined, some of which are listed below:

e The microcanonical ensemble: The number of particles N, the volume V of the simu-

lation box, and the total energy of the system E are fixed.
e The canonical ensemble: N, V, and the temperature T are fixed.
e The grand-canonical ensemble: V, T, and the chemical potential u are fixed.
e The isothermal-isobaric ensemble: N, T, and the pressure p are fixed.

Of these ensembles, only the canonical ensemble and, most importantly, the grand-canonical

ensemble are discussedd in the following sections.

3.2.1.2. The canonical ensemble

An ensemble of N particles with a set of coordinates 7y is assumed. In the canonical en-
semble, the average value of an observable F which depends on the particle coordinates
corresponds to: (171)

fPrNexp{ Br ]drN
Jexp |48

] 7y

Here, U is the potential energy (the kinetic energy is not considered, because it is assumed

(F) = (3.9)

that the observable depends on the coordinates, but not the momenta of the particles). The
denominator is the partition function of the canonical ensemble. It is quite obvious that, for
most cases, the numerical evaluation of these integrals is impossible due to the enormously
large number of possible sets of particle coordinates (configurations) which must be con-
sidered. It is the general idea of the Monte Carlo method to carry out the integration by
means of a statistical approach, taking into account a sufficiently large number of integra-
tion points (configurations 7y for the case of 3.9). The most simple implementation of this
method to solve equation 3.9 would be the random generation of a configuration 7y with a

subsequent calculation of its energy and a weighting according to exp [ uk( T)} However,

this direct implementation would generate a large number of extremely improbable config-
urations with a very low weight, and is therefore impractical.

The ingenious idea of Metropolis and co-workers is summarized in their pioneering work
of 1953 as follows: "So the method we employ is actually a modified Monte Carlo scheme,

where, instead of choosing configurations randomly, then weighting them by exp {— Lﬁ((?y ) } ,

we choose configurations with a probability exp [— M} and weight them evenly."(171) In
other words, the excessive evaluation of energetically unfavourable configurations, which
are unlikely and contribute little to the observable F, is avoided by generating configura-
tions according to their probability. This is reached through the employment of appropriate
acceptance criteria (also termed "importance sampling"), which will be explained in detail
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in the following. Metropolis and co-workers used this sampling technique to calculate the
equation of state of a two-dimensional rigid sphere system.
After a sufficient number of configurations has been evaluated, the average value of the

observable can be calculated by summation over the M configurations:

=

(F) = % 2. F (3.10)

]

Il
—_

Here, j is a running index running over the M configurations. Thus, the ratio of integrals

expressed in equation 3.9 is replaced by a summation.

3.2.1.3. Simulations in the canonical ensemble: Metropolis sampling

A simulation in the canonical (N, V, T) ensemble corresponds to a "fixed loading" simula-
tion, where the number of particles per volume is specified as initial information. If the
particle consists of one interaction site, a simulation step comprises the generation of a new
configuration by either particle translation or regrowth (removal and re-insertion at another
point of the simulation box). For a particle consisting of more than one interaction site, the
particle can also be rotated.

The acceptance or rejection of a new configuration generated by translation, rotation, or
regrowth follows the Metropolis sampling scheme. In this context, it is described for the
case of particle displacement, but identical acceptance criteria hold for particle rotation and
regrowth. In a displacement step X, one particle in the simulation box is moved by an arbi-
trary step size (which can be variable or fixed, but should not exceed a reasonable limiting
value) in an arbitrary direction. The energy of the new configuration Uy is calculated. If
Ux < Ux-_1, the new configuration is energetically favourable in comparison to the old
configuration, and the displacement move is always accepted. If Ux > Ux_1, the displace-
ment move is accepted with a probability which is proportional to exp [—%} : This
expression implies that if the energy difference is small, i.e. the new configuration is only
slightly less favourable in energy than the old configuration, it is still accepted with a rela-
tively high probability. On the other hand, a new configuration that is energetically much
less favourable will be rejected in (practically) all cases.

A more compact formulation of the acceptance criterion of the Metropolis sampling scheme
is the following (equation 5.6.7 in (172)):

acc(X —1 — X) = min {1;exp [_ka—l]{X—l] } (3.11)
B

This useful, but rather unwieldy formulation can be summarized as follows: The proba-
bility of acceptance of a step equals the minimum of unity and the exponential term that
depends on the energy difference. If the energy difference is negative, the exponential term
is larger than unity, so the probability equals unity: The step is always accepted. If the en-

ergy difference is positive, the exponential term ranges between zero and unity. For a small
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energy difference, it is close to unity, and the probability of acceptance is high. However, on
increasing AlUl, the exponential term decreases, leading to an increasing probability of re-
jection. The technical problem of deciding whether a displacement step with an acceptance
probability acc < 1 should be accepted or rejected is solved by comparison with a random
number rnd ranging between 0 and 1. If acc > rnd, the step is accepted, if acc < rnd, it is
rejected, and the old configuration is counted again.

After a sufficiently large number of simulation steps, the body of accepted configurations

approaches a distribution where the probability of a configuration m is proportional to

exp [— &%

3.10.

] . The average value of a desired observable F can be calculated from equation

3.2.1.4. Simulations in the grand-canonical ensemble

In the grand-canonical (y, V, T) ensemble, the chemical potential y is fixed, while the num-
ber of particles is variable. There is a direct relationship between the chemical potential
and the fugacity f. In the case of an ideal gas, the chemical potential can be expressed as a
function of the pressure p (equation 4.24 in (170)):

(3.12)

2mmkp T\ kT
Hideal = —kpTIn [< hZB ) ; ]

The equivalent to equation 3.9 for the grand-canonical ensemble is more involved and not
given here ((173), p. 80). Translation, rotation, and regrowth are treated as described above.
It is, however, obvious that the variable number of particles creates a necessity for addi-
tional types of simulation steps: Creation, i.e. insertion of a new particle into the box, and
deletion, i.e. removal of a randomly chosen particle from the box. It is clear from intuition
that the acceptance criteria for particle insertion and deletion must depend on pressure:
Low pressure will favour a small number of particles per volume unit, while a high pres-
sure will lead to a high particle density. The commonly used sampling scheme, which was
first proposed by Norman and Filinov, employs the following criteria (equations 5.6.8 and
5.6.9 in (172)):

. ‘ Vp ~Uny— Uy
acc(N — N + 1) = min {1, BT(NET) exp [ kT } } (3.13)
= min J 1 BIN [ Un-1 - Un
acc(N —- N —1) = min {1, v exp { kT ] } (3.14)

The employment of these acceptance criteria corresponds to the equilibration of the simu-
lation box with an external reservoir containing an ideal gas under the specified conditions.
A typical grand-canonical Monte Carlo (GCMC) run starts either from an empty simulation
box or an arbitrary starting configuration. Therefore, the number of particles in the starting
configuration may be quite different from equilibrium, and it will require a number of simu-
lation steps until (N) in the box is equilibrated. Clearly, the configurations which are passed
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through during this equilibration stage should not be counted when calculating quantities
according to equation 3.10. Therefore, a GCMC run consists of an equilibration stage and a
production stage. Only the configurations from the production stage are used to calculate
the average of an observable, such as the average number of particles in the box:

1 Mprod
N) = N; 3.15

The ratio C/ D of accepted creation and accepted deletion steps can be used to test whether
equilibrium has been reached during the equilibration stage: If C/D = 1, the particle num-
ber in the box is fully equilibrated. If C/D > 1, creation steps are accepted with a higher
probability than deletion steps because there are too few particles in the simulation box,
i.e. the simulation is not yet in equilibrium. Similarly, if C/D < 1, equilibrium is not yet
attained because there are too many particles in the simulation box. It is obvious that the
ratio of attempts of creation and deletion steps should also be unity to avoid a bias. The
ratio of attempted "exchange" steps (a term which comprises both insertion and deletion)
to attempted translation (rotation, regrowth) steps is specified as an initial parameter. An
exchange-translation ratio of two to one is often recommended. (174)

3.2.2. Quantities obtained from grand-canonical Monte Carlo simulations

3.2.2.1. Adsorption isotherms and adsorption selectivities

The average number of particles (N) in the simulation box can be calculated from the pro-
duction stage according to equation 3.15. For a simulation box that contains no framework
atoms (an "empty cell"), this number can be converted into the density of the bulk phase

according to:
M, gas

Vbox : NA

Here, my;,gqs is the molar mass of the particle species, V,, is the volume of the simulation

o= <N> (3.16)

box, and N, is the Avogadro constant. Calculations for empty cells can be used to evaluate
whether a given potential model delivers the correct behaviour of the bulk phase under the
specified conditions, i.e. the equation of state.

If the simulation box contains framework atoms representing a porous solid, the number of
particles can be converted to the adsorbed amount in gravimetric units by using the molar

mass of the adsorbent m,, 5,i4 . The uptake in mmol gl is calculated as:

1000

My, solid

Ma4s[mmol g~ = (N (3.17)
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The gravimetric uptake in mg g™ can be obtained by multiplying this result with #1,, gqs.
The uptake in weight-% (wt%) is calculated as:

100 - My, gas,
My solid + <N> M, gas

Nads [Wt%] = (N) (3.18)
Thus, the simulation result can be converted into a quantity which is directly comparable
to macroscopic quantities that are experimentally accessible. The most important applica-
tion is the prediction of adsorption isotherms by choosing a set of pressures of interest for a
given temperature, thus being in complete analogy to the typical experimental setup. How-
ever, the simulation delivers the absolute amount adsorbed 7,,;, whereas only the excess
amount 7,y can be determined experimentally (see section 4.5).

In principle, it is also possible to convert the loading to volumetric units. This requires the
density of the porous material. There is, however, a caveat: The simulation assumes an
infinitely large, monolithic system. In contrast, an experimental measurement is usually
carried out for a powder, and the packing density of the system is lower than the crys-
tallographic density due to interparticular voids. Due to these differences, the volumetric
uptake calculated from the simulations is an idealized value that is of limited relevance for
practical use. Nonetheless, an "ideal" volumetric uptake can be useful to compare different
materials. This quantity, which assumes a packing density of unity, can be calculated as:

1000 - mm,gas : Pcryst

Naas[g L1 = (N) (3.19)

My solid

Here, pcryst is the crystallographic density (in g cm®). The ideal volumetric uptake can be
understood as a theoretical upper boundary of the attainable volumetric storage density.

While the experimental determination of mixture isotherms is complicated, the simulation
approach outlined above can be extended straightforwardly to mixtures containing sev-
eral components. The loading of each species can then be expressed as a function of the
total pressure. GCMC calculations for mixtures are particularly useful to determine the ad-
sorption selectivity a, which determines the theoretical separation ability in an equilibrium-

based process. For a binary mixture of components A and B, it can be calculated as: (151)

o= nads(A)/nads(B)
y(A)/y(B)

The numerator corresponds to the ratio of the amounts adsorbed in the material (in molar

(3.20)

units), and the denominator corresponds to the ratio of the concentrations in the gas phase.
For an ideal gas mixture, this is the ratio of the partial pressures. The adsorption selectivity
depends on temperature, pressure, and the ratio of the partial pressures.

It is also possible to estimate the adsorption selectivity from single-component isotherms,
making use of the Ideal Adsorbed Solution Theory (IAST).(123) In the limit of very low
coverage, the IAST becomes exact, and the selectivity corresponds to the ratio of the Henry
constants (see below).
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3.2.2.2. Isosteric heat of adsorption

The isosteric heat of adsorption g is defined as the change in energy (6U) induced by an
(infinitesimally small) change of the adsorbate loading (JN) at constant pressure, tempera-
ture, and volume. (175, 176) It is defined with respect to a reference state of the bulk phase.
Assuming an ideal gas reservoir as reference state, it can be expressed as:

ou
gst = kT — <aN> (3.21)

It can be shown that the derivative in this equation can be expressed in terms of the fluctua-
tion of the number of adsorbed particles, and their correlations with the energy fluctuations.
This permits the usage of the so-called "fluctuation formula": (170, 177)

(NU) — (N){U)
(N?) = (N)?

gst = kT — (3.22)
Thus, if the potential energy U of each configuration is stored during the production stage
of the simulation, it permits the calculation of the isosteric heat. In a more approximate
approach, fluctuations can be ignored by directly taking the average energy per particle,
(U/N) to calculate the isosteric heat:

gst = kgT — (U/N) (3.23)

Finally, the isosteric heat can be determined in analogy to experiment, using a set of (at
least two, preferably three or more) isotherms obtained at different temperatures. Because
the isosteric heat itself depends on temperature, the isotherms should be obtained at rea-
sonably closely spaced temperatures. (175) In a typical approach, a numerical fit to each
isotherm is applied, e.g. by using a Langmuir or Langmuir-Freundlich model or a virial
equation. The performance of three different fitting procedures was compared by Chen et
al. for experimental hydrogen adsorption data. (62) In this study, the method proposed by
Cole et al. showed the lowest statistical error. (178) In this approach, a virial expansion of

In(n,45/p) as a function of 1,4 is used:
In(1ggs/p) = Ao + Aiiggs + Aatiggs®... (3.24)

Here, 1,4 is the amount adsorbed. The first virial coefficient A is related to the Henry
constant Ky as: Ky = exp(Ap). At zero coverage, the isosteric heat of adsorption can be
determined from the evolution of Ky with temperature according to:

o Ro anH

Gt = —mmy (3.25)

The isosteric heat of adsorption at zero coverage is a quantity that is often used to compare

the affinities of different systems towards an adsorbed species.
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More generally, g+ can be calculated for any loading 1,4 from:

_ RoIn(ny4s/p)

qSt aTil (326)

Naturally, it is sensible to calculate the isosteric heat only for loadings which are actually
attained in the adsorption measurement (or simulation). Furthermore, it must be noted that
the above equations, in addition to assuming ideal gas behaviour, ignore the molar volume
of the adsorbed phase. It has been shown that this approximation influences the resulting
isosteric heat at higher loadings. (176)

3.2.2.3. Henry constants

According to Henry’s law, the amount adsorbed is directly proportional to the pressure at
very low coverages. The relationship between the amount adsorbed and pressure is given
by the Henry constant K:

Nags = Ky - p (3.27)

The Henry constant can be used to derive some useful properties in the limit of zero cov-
erage. As discussed above, there is a direct connection to the isosteric heat of adsorption
(equation 3.25). Furthermore, the adsorption selectivity for a two-component mixture at
very low coverages can be calculated directly from the ratio of the Henry constants (Henry’s
law selectivity). This is a special case where it is possible to determine the behaviour upon
mixture adsorption from single-component data in a rigorous manner. (123)

In principle, the Henry constant can be calculated by determining the linear regime of an
adsorption isotherm from a set of normal GCMC runs. However, there is a more efficient
approach, permitting the direct calculation of Ky from the solid-fluid interaction energy as
a function of the position in the simulation box. In the case of a particle species that has no
conformational degrees of freedom, the following relationship is valid: (179)

4 ur)| .-
Ky = ksT /exp { kBT] dr (3.28)

Here, 7 corresponds to the coordinates of a single particle. The integration is carried out as
follows: One single particle is placed in the simulation box at an arbitrary position, and the
energy is evaluated. This procedure is repeated for a very large number of steps (typically

> 107). The integral is then replaced by the average over the energies:

1% u
Ky = kT <exp [_kBT] > (3.29)

Because all possible positions and orientations are equally likely, configurations having a
significant overlap are also taken into account in the calculation of the average. Such con-
figurations contribute a value of zero, so the Henry constant of a completely non-porous

material becomes zero.
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3.2.2.4. Position-dependent quantities: Density maps and potential energy maps

Up to this point, the quantities discussed that can be obtained from GCMC simulations
have a direct connection to macroscopically measurable values. However, microscopic sim-
ulations also enable the calculation of quantities which are not directly accessible to experi-
ment, or which can be obtained only with a sophisticated experimental setup. In particular,
it is possible to derive position-dependent quantities, such as the particle "density" as a
function of the position in the simulation box. Because the term density is not very useful
on a microscopic level in the case of strong local variations, it is more correct to describe the
property in question as a probability distribution of the adsorbed particles. The probability
distribution can be determined from the particle positions of each configuration (or from
a subset of the whole body of configurations). The simulation box is subdivided to gener-
ate a regularly spaced grid of smaller boxes. For every particle stored in a configuration,
a counting value of the corresponding grid point is increased by one. After the end of the
simulation, the values assigned to each grid point are normalized, taking into account the
number of simulation steps and the volume of the box belonging to each grid point. The
probability distribution is typically stored in units of particles/A3. It can be visualized as
a function of position in one, two, or three dimensions (figure 3.4). While a quantitative
interpretation is not very sensible, as the numerical values will strongly depend on the grid
resolution, the graphical representations give important qualitative information concerning
the preferential adsorption sites or regions in a structure. A semi-quantitative interpretation

can be made by comparing the local density values with the bulk density.
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Figure 3.4. Results from GCMC simulation of methane adsorbed in a graphitic slit pore.
The left side of the figure shows the potential energy distribution in a two-dimensional
representation, while the histogram on the right-hand side gives the density as a function
of the z-coordinate.
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In a very similar manner, the potential energy of the adsorbed particles as a function of
their position can be calculated if the energy of each particle, together with its position, is
stored during the GCMC run. The potential energy distribution is then obtained on a grid,
as described above for the density. It should be noted that, for particles consisting of more
than one interaction site, the properties are stored for the grid point closest to the center of
mass of the particle.The potential energy distribution is therefore a quantity which is aver-
aged over different orientations, with energetically favourable orientations having a higher
weight due to their higher probability during the GCMC run.

As an example, the potential energy of methane adsorbed in graphitic slit pore with an inter-
planar distance of 13 A was calculated from a GCMC run at T = 298 K. A two-dimensional
section through the resulting potential energy distribution is shown in figure 3.4. The plot
clearly shows that the interaction strength is highest at a certain distance above the graphene
layers, and becomes weaker towards the pore center. From this result, it can be expected
that the methane molecules will be almost exclusively adsorbed at the pore walls. This is

corroborated by the one-dimensional density profile, which is included in the same figure.
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3.3. Electronic structure methods

3.3.1. Introduction

An accurate description of a chemical system on the level of electrons requires a quantum-
mechanical treatment. There is a wide range of approaches to attack this problem, which
are commonly summarized under the term electronic structure methods. Only a brief in-
troduction to some of these methods can be given in this context. The whole treatment will
proceed in the framework of the Born-Oppenheimer approximation, which simplifies the
system by neglecting nuclear motion.
Assuming that a set of (fixed) nuclear coordinates is given, all information about a molecu-
lar electronic system in a stationary state is contained in the electronic wave function. The
electronic wave function ¥ is the solution of the Schrodinger equation for an associated
energy eigenvalue E:

AY = EY (3.30)

H is the electronic Hamiltonian operator, which is defined as (equation 4.3 in (166)):

A= L g Vi-L¥ CL_ v C |y Chd @31)

; 47T i1 ,j47(€07’z, =1 47teor i

Here, i and j are indexes running over the electrons, while k and [ are indexes running over
nuclei. 7 is Planck’s constant divided by 27, m, is the mass of the electron, e is the elemen-
tary charge, Z is an atomic number, and ¢ is the vacuum permittivity. V? is the Laplacian
operator, the sum of the second partial derivatives with respect to the spatial coordinates,
and each ry, corresponds to the distance between the particles with the respective indices.

The electronic Hamiltonian can be broken down into the following terms: The first term
is the kinetic energy of the electrons. The remaining terms represent the potential energy
arising from attraction between electrons and nuclei (second term), repulsion between elec-
trons (third term), and repulsion between nuclei (fourth term). Due to the complexity of
the Hamiltonian operator, any wave function that is a solution to the Schrédinger equation
must be a function of the spatial coordinates of the N electrons. If spin is also represented

as a fourth coordinate of each electron, the general expression for the wave function reads:
Y = T(71,51,72,52...?N,SN) (332)

There is a set of orthonormal wave functions ¥ which constitute solutions to equation 3.30.
Knowledge of the wave function permits the calculation of various physical observables. In
particular, the energy eigenvalue associated with each wave function can be calculated from
the secular equation. The wave function delivering the lowest energy is the ground-state
wave function. An exact, analytical determination of the wave function is not possible for
all cases of chemical interest due to the complex treatment of electron-electron interactions.

Therefore, the solution of this problem requires the introduction of further approximations.
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While no calculations using wave-function based methods are carried in this work, results
from these methods are used as reference values at several points. A concise overview of
the most important aspects of these methods is given in the following section. Density-
functional theory (DFT) constitutes a different approach, permitting highly efficient elec-
tronic structure calculations for relatively large systems. DFT calculations are presented at
various points of this work, which is why the theoretical framework of DFT is discussed in

some more depth.

3.3.2. Wave-function based methods
3.3.2.1. The Hartree-Fock method

In the Hartree-Fock (HF) method, the wave function is expressed as a Slater determinant of
one-electron wave functions ¢ (orbitals). (166) The Slater determinant is used to fulfill the
antisymmetry requirement resulting from the Pauli principle. The orbitals are constructed
as a linear combination of functions from the basis set, a set consisting of M appropriate

functions y:
M
¢i =Y _aijx; (3.33)
j

Therefore, the Slater determinant is fully determined by the matrix of coefficients 4;;. The
variational principle states that, when different trial wave functions (constructed from the
same basis set) are compared, the wave function that delivers the lowest energy eigenvalue
is closest to the "true" wave function. Thus, the problem of finding the optimal wave func-
tion can be recast into the problem of minimizing the energy as a function of the coefficients
ajj. Starting from a trial Slater determinant, an iterative procedure, the self-consistent field
(SCF) method, is used to determine the coefficients which minimize the energy. When the
energy change from one iteration to the next falls below a pre-defined threshold, the calcu-
lation is converged, and the resulting wave function and energy correspond to the best HF
solution which is attainable for the given basis set.

The Hartree-Fock method uses a Hamiltonian which is simplified when compared to equa-
tion 3.31. An average potential, the HF potential, is used to represent electron-electron
interactions. Apart from errors arising from the finite size of the basis set, this approach
exactly accounts for Coulomb interactions and exchange, a quantum-mechanical effect that
rules out the occupancy of one spatial orbital by two electrons with equal spin (Pauli prin-
ciple). Thus, by increasing the size of the basis set, the HF method will converge to a well-
defined solution, the so-called Hartree-Fock limit. However, the HF method completely
neglects electron correlation, i.e. effects arising from the correlated motion of electrons. This
neglect affects different molecular properties to a different extent. (180) In particular, disper-
sive interactions, which are due to electron correlation effects, are completely absent in HF
calculations. Thus, the HF potential energy surface for a rare-gas dimer is purely repulsive,

whereas it is well-known from experimental observations that an energy minimum exists:
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For example, the (weak) interatomic attraction between the fluctuating electron clouds is
responsible for the formation of rare-gas crystals at low temperatures. (181)

3.3.2.2. Electron correlation methods

By construction, the HF method ignores the correlation of the motion of each electron with
the other electrons. Typically, a conceptual distinction is made between dynamic and static
correlation: Dynamic correlation refers to short-range effects, e.g. between electrons occu-
pying the same orbital, whereas static correlation is a long-range contribution that is impor-
tant in cases where several electron configurations have similar energies (near-degeneracy
effects). (154) The inclusion of electron correlation requires the use of multi-determinant
wave functions, which are a linear combination of several Slater determinants. The addi-
tional determinants correspond to singly, double, triply etc. excited states with respect to the
HF ground state. The full configuration interaction (CI) method accounts for all possible ex-
cited states, and thus completely includes electron correlation. The full CI method becomes
computationally very expensive with increasing size of the system. Truncated versions ex-
ist, which take into account only some excited states. (180)

A more approximate, yet more efficient way to account for electron correlation is provided
by many-body perturbation theory. Assuming that the inclusion of correlation effects cor-
responds to a relatively small perturbation of the (uncorrelated) HF calculation, the corre-
lation operator is applied as a perturbation to the HF Hamiltonian. The HF Slater deter-
minant is expanded in a power series to give excited-state determinants. The accuracy of
the calculation depends on the order of the highest-order correction term included. This
approach, which was first proposed by Meller and Plesset, is commonly referred to as the
MPx method, with x being the order of the highest correction term. The MP2 method, which
is computationally tractable for relatively large systems, is frequently used in electronic-
structure calculations. It is the most efficient possibility to improve the result with respect
to a HF calculation, and typically recovers 80 to 90% of the correlation energy. (154) Higher-
order perturbation methods (MP3, MP4 and beyond) improve the accuracy, but are used
less frequently.

The coupled cluster (CC) method uses excitation operators to generate excited-state Slater
determinants from the HF wave function. If excitation operators up to the highest order
were included, the CC method would become equivalent to the full CI method. (180) How-
ever, for practical applications, only excitation operators up to a certain number of elec-
trons are taken into account, e.g. only single and double excitations (CCSD - coupled cluster
with singles and doubles). The important advantage of the CC formalism with respect to
truncated CI methods is the fact that combinations of "disconnected" excitations are also in-
cluded. For example, two separate, independent double excitations are included in a CCSD
calculation, while they would require an inclusion of quadruply excited determinants in
the CI method. While the CCSD method is already computationally very demanding, the
explicit inclusion of triply excited determinants (CCSDT) is impractical for all but the small-
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est systems. It is, however, possible to include the contribution of triply excited states by
making use of a perturbative treatment, leading to the CCSD(T) method. This method is
often referred to as the "gold standard" in quantum chemistry, permitting calculations of
very high accuracy.

To summarize the brief outline of wave-function based methods, it should be emphasized
that there are two main factors which determine the quality of a calculation: The first point,
obviously, is the choice of method. The second crucial point is the size of the basis set, with
increasing accuracy on increasing size of the basis set. (182) Naturally, it is impossible to
carry out a calculation with a basis set of infinite size. When results obtained with two or
more differently-sized basis sets are available, the possibility to extrapolate to the complete
basis set limit is a frequently used option. (180) Alternatively, the result obtained with the
best available basis set can be taken as is.

3.3.3. Density-functional theory
3.3.3.1. Fundamentals of density-functional theory

Density-functional theory (DFT) is a method that has become ubiquitous in electronic struc-
ture calculations for molecules and solids, both in quantum chemistry and solid-state
physics. The following introduction outlines the conceptual framework behind DFT, with
no emphasis on theoretical details. More theoretical information, as well as numerous ex-
amples of applications, can be found in computational chemistry textbooks (154, 166) and
comprehensive review articles on the topic. (183, 184)

The foundations of DFT were laid in 1964 by Hohenberg and Kohn, who showed that the
ground-state electronic energy of a system of N electrons is a functional of the electron
density. (185) Knowledge of the electron density p(7), which depends on the three spatial
variables and spin, can deliver the same information as the evaluation of the wave function,
which depends on 4N variables (three spatial variables plus spin for each electron, equa-
tion 3.32). The variational principle already mentioned in the context of the HF method is
also valid in DFT: The electron density which delivers the lowest energy corresponds to the
ground-state electron density, and it can be obtained in an iterative (SCF) procedure.

The practical application of DFT was made possible by a second seminal paper by Kohn
and Sham in 1965. (186) Here, the electron density is expressed in terms of a set of auxiliary

one-electron functions (orbitals):
N
o=) Il (3.34)
i=1

In contrast to wave-function based methods, these orbitals do not lend themselves to a di-
rect physical interpretation. Instead, they represent a hypothetical system of non-interacting
electrons which has the same density as the real system.
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In the Kohn-Sham approach, the DFT energy expression is written as:

Exs(p] = Ts[p] + Ene[o] + Eee|p] + Exc[p] (3.35)

Here, T is the kinetic energy of a system of non-interacting electrons, E,, is the electrostatic
interaction between nuclei and electrons, and E,. is the electrostatic interaction between
electrons. In addition to a correction term to Ts arising from electron-electron interactions,
the last term, E,., contains the inherently quantum-mechanical effects of exchange and cor-
relation.

With the energy expression given above, the Kohn-Sham one-electron Hamiltonian fixs can
be derived accordingly. The optimal one-electron functions correspond to the N lowest-

energy solutions of the Kohn-Sham equation:

s = eipi (3.36)

While the sum of the values of €; gives the total energy Eks, the single-particle energies ¢;
do not correspond to real single-electron energies.

Taking the above information together, it is clear why a DFT calculation must proceed ac-
cording to an iterative procedure: A starting density pg is guessed. Then, the elements of
the Kohn-Sham Hamiltonian are calculated from the density, and the eigenvalue problem
defined in equation 3.36 is solved via matrix diagonalization. The resulting orbitals ¢; 1 are
used to construct the new density p;. The procedure is repeated until the changes of the
density or energy fall below a defined threshold.

3.3.3.2. Exchange-correlation functionals

The local density approximation

As expressed in equation 3.35, the exchange-correlation energy Ey. is a functional of the
electron density. If the "true" form of this exchange-correlation (XC) functional was known,
DFT would be an exact method. However, such an exact expression of the XC functional
is not available, and it is necessary to use an appropriate approximation. The XC func-
tional itself is composed of different functionals that separately account for exchange and
correlation. Thus, in addition to different means of approximating the exchange and corre-
lation parts, there is also the possibility to use different combinations of X and C functionals,
leading to an enormous number of XC functionals that have been proposed and tested. (183)
The simplest approximation to the XC functional is the local density approximation
(LDA). (154) It is based on the assumption that the electron density at each point in space
can be treated as a uniform electron gas. The exchange energy of the uniform electron gas
is known exactly. The correlation energy for different densities can be calculated numeri-
cally, and appropriate analytical interpolation schemes have been devised for use in DFT
calculations. By definition, the LDA is formally exact for a homogeneous electron gas. For

real systems, errors arise due to the variation of the electron density, and LDA is a showcase
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example of a "local" functional: At a given point, it depends only on the electron density at
this point. A "true" XC functional, however, depends on the electron density everywhere
and is therefore completely nonlocal. Due to the lack of nonlocal contributions, LDA tends
to underestimate exchange, and overestimate electron correlation. While it performs rea-
sonably well for many solids, it is not suitable for molecules: LDA usually predicts bonds
that are "too short" and "too strong", and massively overestimates the interaction energies

in dispersion-bound systems. (187)

The generalized gradient approximation

The generalized gradient approximation (GGA) improves upon LDA by taking into account
local variations of the electron density, i.e. the density gradient. An early attempt to im-
prove the LDA exchange energy was made by Becke with the B88 functional, reducing the
error in the exchange energy with respect to LDA by two orders of magnitude. (154, 188)
At the same time, an improved correlation functional was proposed by Lee, Yang, and Parr
(LYP). (189) A combination of the two, the BLYP functional, is widely used in computational
chemistry. Both functionals use empirical parameters in the expansion of the energy, which
are obtained from a fit to known data. A gradient correction that dispenses with empirical
parameters was proposed by Perdew, Burke, and Ernzerhof (PBE). (190) The PBE functional,
whose strengths and weaknesses are well documented and easily predictable, is among the
most popular exchange-correlation functionals, particularly for solids.

Meta-GGA functionals further refine the GGA methodology by either taking into account
higher order derivatives of the electron density, or by exploiting information on the kinetic

energy density. Both parameterized and non-empirical versions exist.

Hybrid functionals

Hybrid functionals include a percentage of exact Hartree-Fock exchange, thereby intro-
ducing a nonlocal contribution. The B3LYP functional, which is by far the most widely
used functional for molecules, (183) combines an exchange term consisting of three contri-
butions (Hartree-Fock, B88, and LDA) with the LYP correlation energy. (191) The weight
factors determining the different contributions are derived empirically. The B3LYP func-
tional can be understood as the hybrid "counterpart” of the BLYP functional. Similarly, the
PBEO functional uses a combination of HF and PBE exchange. (192) Here, the weight factor
is established in a non-empirical manner.

Several systematic studies assessing the performance of different XC functionals exist in
the literature. (193, 194) However, general recommendations for the choice of functional are
hardly possible. In order to find a suitable XC functional, the performance of different func-
tionals should be assessed for a model system for which either experimental data or results
from high-level theoretical methods are available. As it will be discussed below, systems in

which dispersive interactions play an important role are particularly problematic.
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3.3.3.3. Basis sets

Slater-type orbitals

In the electronic structure methods discussed above, the one-electron wave functions (or-
bitals) are expanded in a given basis set. In all cases discussed here, the functions of the
basis set resemble atomic orbitals. There are other choices of functions, such as plane waves
or muffin-tin orbitals, but they are not taken into account in this context. Generally, both
accuracy and computational cost increase when the size of the basis set is increased. There-
fore, the type of function should be chosen in a way that the highest possible accuracy is
reached with the smallest possible number of basis functions.

In an atomic-orbital approach, the most straightforward choice are Slater-type orbitals
(STOs), which are very similar to hydrogen-like orbitals. For the quantum numbers 1,1, m,
the expression of an STO in polar coordinates reads (equation 5.1 in (154)):

Xendm (7,0, 9) = NY;,,,(6, (p)r”_l exp(—{r) (3.37)

Here, N is a constant, and Y;,, are spherical harmonic functions. The number of values
of { (zeta) determines the size of the basis set, and thus the quality of the calculation. A
single-zeta (SZ) basis set contains just enough orbitals that all electrons of the system can be
accommodated. Clearly, this choice represents the smallest number of basis functions pos-
sible, a minimal basis set. Correspondingly, double-zeta (DZ) and triple-zeta (TZ) basis sets
use two and three functions per electron, respectively. Usually, the basis set is not restricted
to the type of orbitals actually occupied, but orbitals with higher angular momentum are
also included as polarization functions, resulting, for example, in a triple-zeta plus polar-
ization (TZP) basis set. In order to limit the number of functions, inner orbitals are often
treated on a lower level than valence orbitals, leading to split-valence basis sets.

An STO basis set has a number of favourable properties. In particular, the exponential de-
pendence ensures a relatively rapid convergence with increasing size of the basis set. The
main drawback of the STO basis set is the fact that the analytical calculation of two-electron

integrals, as part of the SCF calculation, is computationally very demanding.

Gaussian-type orbitals
To overcome the aforementioned problem with analytical integration, Gaussian-type or-
bitals (GTOs) can be used, which have the following form (equation 5.2 in (154)):

Xentm (1,0, 9) = NY;,,(0, 9)r*" 2L exp(gr?) (3.38)

In contrast to STOs, GTOs do not have a cusp at the nucleus, and they do not give a good
description of the wave function at long distances. Therefore, approximately three times
as many GTOs are needed to give the same accuracy when compared to STOs. However,
the analytical integration is much easier, leading to a lower computational cost in spite of

the larger number of basis functions needed, and GTOs are favoured over STOs in many
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quantum chemistry programs. The size of the GTO basis set can be reduced by basis set
contraction, which leads to a computationally more efficient description of the inner elec-
trons. Several different flavours of GTO basis sets are availabe, depending on the contrac-
tion scheme and other parameterization issues. (154)

Numerical orbitals

Numerical orbitals constitute a fundamentally different approach when compared to STOs
and GTOs. (195, 196) Instead of using analytical functions, the radial part of the basis func-
tions is obtained from atomic DFT calculations, and then tabulated on a mesh. The angular
part is calculated from the appropriate spherical harmonic Y; ,,. For a specific atom type,
a minimal basis set is generated from calculation for a neutral atom. The extension to a
double numerical basis set makes use of orbitals obtained from a calculation for a positively
charged ion. Polarization functions and further extensions can be generated by including
additional orbitals from calculations for cores with a different atomic number Z.
Numerical orbitals have a number of advantages in terms of computational cost: DFT
studies on model systems have shown that a "Double Numerical plus Polarization" (DNP)
basis set and (considerably larger) triple-zeta GTO basis sets deliver similarly accurate re-
sults, with the computations using numerical orbitals being at least a factor of 10 faster. (197)
Moreover, there are indications that numerical basis sets minimize the basis set superposi-
tion error (see below), because molecules can be dissociated exactly into the constituent
atoms. (196)

Effective core potentials and frozen cores

All elements except the lightest ones possess low lying orbitals which do not participate in
the chemical bonding. In all-electron calculations, a large portion of the computational ef-
fort is used to accurately describe these "core electrons". Furthermore, the core electrons of
heavier elements require a relativistic treatment, which makes the calculation even more de-
manding. A possible simplification to this problem is the usage of effective core potentials,
which replace the explicit treatment of the core electrons by suitable functions. A similar
approach is the frozen-core approximation, which includes the core electrons explicity, but
fixes their orbitals to the atomic values.

Basis set superposition errors

The binding energy of a system AB consisting of two subsystems A and B is typically calcu-
lated from the differences of the computed energies: Ep;,; = E(AB) — E(A) — E(B). There
is, however, a complication when it is considered that the subsystems are treated with
smaller basis sets than the combined system. The usage of a larger basis set for AB will
lead to an artificial lowering of E(AB), an effect which is termed basis set superposition
error (BSSE). The BSSE is particularly important for weakly bonded systems, e.g. hydrogen
bonds. It decreases with increasing size of the basis set. A possibility to approximately

account for this error is the counterpoise correction (CP).(198) It requires additional cal-
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culations for each subsystem using the full basis set of the system AB. However, it has
been pointed out that the energy lowering in the combined system is only partly a mathe-
matical artefact, whereas another part of it must be attributed to actual chemical reality,
such as charge transfer processes. Therefore, the CP correction tends to over-correct the
BSSE. (166) Particularly for HF and DFT calculations, where the BSSE is less pronounced
when compared to correlated methods, it is sometimes recommended to dispense with a

CP correction.

3.3.4. Dispersive interactions in DFT
3.3.4.1. Introduction

Dispersive interactions are caused by static electron correlation, the correlated motion of
electrons at large separations. They are an inherently nonlocal effect, and require the in-
clusion of double (and, for accurate results, higher) excitations in wave-function based
methods. (181) Due to the usage of local exchange-correlation functionals, these interac-
tions are not well reproduced in standard DFT calculations. (199, 200) Moreover, both over-
and underestimations of the interaction may occur, depending on the functional. (187) The
inclusion of dispersive interactions in the DFT method is a current area of vivid research,
and several different approaches have been proposed. (201) The empirical DFT-D method
is particularly interesting due to its computational efficiency. Other approaches use more
complicated formalisms, and have not yet been as widely tested.

3.3.4.2. The DFT-D method

The DFT-D method, proposed by Grimme, uses an empirical correction scheme to account
for dispersion interactions. (202, 203) The total energy, Eprr—_p, is a simple sum of the con-
tributions from the normal DFT calculation, and the dispersion energy:

Eprr-p = Eprr + Eaisp (3.39)

The dispersion energy is calculated in analogy to typical molecular mechanics approaches:

S C6 1]
Edisp —56 Z Z fdmp 71]) (3.40)
i=1 j=i+1 1]

In this equation, 7;; is the distance between two atoms labelled 7 and j out of the total num-
ber of atoms N. A damping function f;,,;, is used to avoid singularities at small values of
rij- S is a global scaling factor which depends on the exchange-correlation functional, it has
a value close to unity. Cg ;; is the dispersion coefficient, which is calculated from the atomic
coefficients for i and j by using the geometric mean. It is thus apparent that there is a close
correspondence between the DFT-D approach and many force-field based methods. In the

original version of DFT-D, the coefficients C ; are calculated from an interpolation formula
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which is similar to the London approximation. Coefficients for all elements up to Xenon
were reported in the original paper, making the DFT-D method applicable for the large
majority of possible systems of interest. As a computationally efficient method to include
dispersion interactions, the DFT-D method has been widely used in the literature. (204)

Very recently, an improved approach termed DFI-D3 has been proposed. It includes higher-
order dispersion coefficients, uses an additional three-body term, and employs a non-

empirical scheme to calculate the atomic dispersion coefficients. (205)

3.3.4.3. Other approaches to include dispersive interactions in DFT

A non-empirical approach developed by Becke and Johnson makes use of the dipole mo-
ment of an electron and its associated exchange hole to compute the dispersion coeffi-
cients. (206) The dispersion energy can then be calculated a posteriori from these coefficients
using not only the 7~ expression, but also higher-order dispersion terms. Recent results
show that the combination of the dispersion term resulting from these coefficients with
standard GGA functionals provides for a good description of rare-gas dimers and other
van der Waals complexes. (207, 208)

Another efficient possibility to account for dispersion in an approximate manner is the us-
age of dispersion-corrected atom-centered potentials (DCACP), which are a special case of
effective core potentials. (209) These potentials can be used in any DFT code which supports
effective core potentials. However, DCACPs are so far available only for the rare gases and
the most important elements in organic chemistry.

A very sophisticated approach has been presented by Langreth and co-workers. (210) Here,
an additional term to evaluate the nonlocal correlation energy is added to the local part
resulting from an adequately chosen, local exchange-correlation functional. The resulting
functional, termed van der Waals density functional (vdW-DF), has the correct asymptotic
behaviour at large intermolecular separations. It has been applied to a number of different
systems, including small molecules, crystals, biological molecules, and interfaces. (211) In
particular, a recent study used vdW-DF to calculate the potential energy surface for hydro-
gen adsorbed in MOF-74. (88)

3.3.5. Important applications of density-functional theory
3.3.5.1. Determination of interaction energies

In principle, the interaction energy between two or several subsystems (fragments) can be
calculated straightforwardly by subtracting the DFT energy of the subsystems from the en-
ergy of the combined system. Obviously, the parameters that determine the quality of the
calculation, such as the basis set size, must be identical in all calculations to permit a mean-
ingful comparison. A distinction must be made between calculations for relaxed systems
and calculations for systems consisting of rigid (unrelaxed) subsystems. In cases where im-
portant changes of the molecular geometry occur when the subsystems are combined, such
as conformational changes or significant changes in bond lengths, the effect of the relaxation
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should not be neglected. The usage of rigid subsystems is more convenient when this is not
the case. If geometric changes are neglected, a potential energy surface (e.g. for a varying
distance between the subsystems) can be calculated from a set of single-point calculations,
without a necessity for a constrained geometry optimization.

It should be emphasized that the interaction energy as defined above is not identical to the
bond dissociation energy. Taking a diatomic molecule as an example, the bond dissociation
energy (often termed Dy in spectroscopy) is somewhat smaller than the interaction energy
calculated for the equilibrium distance (Dg). The difference is the zero-point vibrational
energy (ZPVE), which is due to the zero-point motion of atoms. The ZPVE can be obtained
from a calculation of the vibrational properties, which requires a set of DFT calculations for
systems with displaced atoms. Therefore, it becomes computationally quite expensive for

systems consisting of more than a few atoms.

3.3.5.2. Geometry optimization

Typically, it cannot be expected that the geometry specified at the beginning of a calcula-
tion corresponds to the equilibrium geometry. In this context, it should be emphasized that
this energetically most favourable geometry may depend on the computational setup: For
example, the equilibrium bond length of a diatomic molecule will slightly vary when dif-
ferent exchange-correlation functionals are used in a DFT calculation. In order to perform a
geometry optimization, it is necessary to calculate the forces on the nuclei, i.e. the derivative
of the energy with respect to a change in nuclear coordinates. It can be shown that this can
be done in an efficient manner, making use of the basis function derivatives. (166) After the
SCF calculation for the specified initial geometry is finished, the forces are calculated, the
nuclei are moved according to the forces, and a new SCF cycle is started. This procedure
is repeated until a convergence criterion is met, e.g. when the magnitude of the geometry

change from one cycle to the next falls below a certain threshold.

3.3.5.3. Electron density, electrostatic potential, and partial charges

In addition to the interaction energy and the forces on the nuclei, different position-
dependent quantities are accessible through DFT calculations. As it has become appar-
ent from the description above, the electron density distribution is a direct result of a DFT
calculation. An analysis of the electron density can provide interesting insights into the
chemical bonding situation. While even simple qualitative approaches can provide useful
information, the quantum theory of atoms in molecules (AIM) constitutes a rigorous ap-
proach. (212) AIM makes use of the electron density, as well as its derivatives, in order to
define and classify chemical bonds.
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Figure 3.5. Two-dimensional visualization of the DFT electrostatic potential of acetylene
(left) and carbon dioxide (right). Regions of positive potential are shown in blue, regions of
negative potential in red.

Another interesting position-dependent quantity is the electrostatic potential, which corre-
sponds to the attraction or repulsion that is exerted on a test charge by the electric field of a

molecule (or crystal). The electrostatic potential Vigp is given by (equation 9.11 in (154)):

7’1 _,
Vi ¢ 3.41
Esp (7 Zv—m /rr—m (3.41)

The first part corresponds to the contribution of the nuclei, while the second part is due to
the electron density. A common method to evaluate the electrostatic potential makes use of
a multipole expansion of the electron density. (166, 213) An alternative is the numerical solu-
tion of the Poisson equation. (195) Exemplarily, the electrostatic potential of two molecules
discussed in this work is shown in figure 3.5.

The concept of partial charges is often used to facilitate the comparison of electronic struc-
ture calculations carried out for different systems. Several methods to derive partial charges
have been devised, based either on a population analysis of the basis functions, an analysis
of the electron density, or a fit to the electrostatic potential. The Mulliken population anal-
ysis employs the occupation of the orbitals to assign the electrons to the different atoms.
Despite its popularity, this scheme has a number of deficiencies. (154) Hirshfeld charges are
based on a partitioning of the molecular electron density with respect to the atomic den-
sities. In contrast to Mulliken charges, which sometimes show an absurd evolution when
large, diffuse basis sets are used, Hirshfeld charges show a more predictable behaviour with
increasing basis set size. While both methods can be useful in a chemical interpretation of
the results of DFT calculations, they are not able to reproduce the electrostatic potential in a
point-charge (monopole) representation. (161) Therefore, both types of charges are not suit-
able to represent electrostatic interactions in force-field based calculations.

ESP charges are obtained from a least-squares fit of a set of charges positioned at the nuclei
to the electrostatic potential obtained from the DFT calculation. The fit is carried out for a
number of points in space around each atom. A number of schemes to derive ESP charges
has been proposed, which differ mainly in the method of how to choose the points. For
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example, the approach of Singh and Kollman uses points located at nested surfaces around
each atom. (214) It has been found that this method delivers a superior representation of the
electrostatic potential with respect to other ESP methods. (215)

Although ESP charges are not able to reproduce all features of the electrostatic potential
due to the use of a point-charge representation, the long-distance interactions which are
most important in molecular simulations are covered quite well by this approach. (161)
Therefore, if the partial charges are intended for use in a force-field based calculation, ESP
charges should be favoured over charges obtained with other derivation schemes. (160) Typ-
ical methods of calculating ESP charges are applicable for non-periodic systems, only. When
treating periodic systems, it is necessary to calculate the ESP charges for a non-periodic
cluster, and then transfer them to the periodic structure. Naturally, the charges must be nor-
malized to obtain a neutral cell. In addition to a dependency on calculation parameters, this
introduces a dependency on the size of the non-periodic cluster. Only recently, an extension
of the ESP method to periodic systems has been developed, but this approach is not yet
routinely applicable. (216)

3.3.5.4. Energy decomposition analysis

The energy decomposition analysis (EDA) aims at a partitioning of the total interaction
energy, obtained from an electronic structure method, into "chemically intuitive" contri-
butions. (217) As a first step, the total interaction energy E,; is calculated by subtracting the
energy of the (relaxed) fragments from the energy of the (relaxed) combined system. E;y
is then decomposed into two contributions: Ejyt = Eprep + Ejpr. Here, Eppep is the energy
associated with the distortion and change of electronic state of the fragments with respect
to their equilibrium geometry and electronic ground state. E;,; is the actual interaction
energy between the two fragments in the combined system. It is divided into the following
components:

Eint = Epauti + Eeistat + Eorv (3.42)

Epguii corresponds to the repulsive interaction between the fragments arising from the Pauli
exclusion principle. E,j; is the electrostatic interaction energy between the frozen (unre-
laxed) electron densities of the fragments. Finally, E,,;, is the energy contribution originating
from the relaxation of the orbitals. It can be further decomposed into the contributions from
orbitals with different symmetry. In a first approximation, E,,;, and E, s, can be identified
with the degree of covalent and ionic bonding, respectively. However, it must be pointed
out that E,,;, absorbs all effects of charge polarization, because E, s, is calculated from the
frozen electron densities. If dispersion corrections are applied in a simple a posteriori manner
(equation 3.39), the dispersion energy E;s, simply becomes an additional term in equation
3.42.

The EDA has been used to develop an intuitive understanding of different chemical bond-

ing situations, e.g. for transition-metal and main-group donor-acceptor complexes. (217)
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4. Structural Models and Potential Parameters

4.1. Introduction

In this chapter, the models and parameters used in the simulations are described in detail.
Section 4.2 assesses the adequacy of the chosen potential models for the different gases that
are considered in this work. After a description of the potential models, the parameters
are validated by simulating the bulk properties for relevant conditions. The corresponding
force-field parameters (Lennard-Jones parameters and point charges) are summarized in the
Appendix, tables A.1 to A.3. Because the discussion of relationships between adsorption
properties and structure constitutes an important part of this work, section 4.3 provides
a detailed discussion of the structural models of the microporous adsorbents. Section 4.4
discusses the choice of parameters used to represent the adsorbents in the simulations. The
force-field parameters are given in the Appendix, tables A.4 to A.8, and the calculation of
partial charges is reported in subsection A.2.3 of the Appendix. The calculation of the free
pore volume is described in section 4.5. Finally, an overview over the software packages

used is given in section 4.6.

4.2. Fluid molecules: Description and validation of potential

models

4.2.1. Hydrogen
4.2.1.1. Potential models for dispersive interactions

Some key properties of hydrogen and all other fluid molecules discussed in this work are
summarized in table 4.1. In the case of the H, molecule, the distance between the two
hydrogen atoms amounts to 0.74 A, a value that is significantly lower than the van der
Waals diameter of the molecule. It can therefore be expected that the H, molecule can be
quite well approximated by a single-site (united-atom) representation instead of a two-site
model. Moreover, theoretical investigations indicate that the H, molecule retains its ro-
tational degrees of freedom in the physisorbed state. (218) In the existing literature, both
spherical (single-site) and dumbbell (two-site) models have been employed in simulations
of hydrogen adsorption.

The most simple approach that delivers reasonably realistic results is a single-site Lennard-
Jones potential. A widely used set of Lennard-Jones parameters for a spherical representa-

tion of the H, molecule was proposed by Buch, based on earlier compilations of reference
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data. (155) The original values, which are slightly different, (219) have also been employed
quite frequently. Another set of parameters, explicitly designed for use with Feynman-
Hibbs quantum corrections (discussed below), was derived by Kumar et al. (220)

A straightforward extension is the usage of a dumbbell model, with the two L] sites located
at the atomic positions. Cracknell studied the performance of the Buch potential and a two-
site potential derived from the Buch potential for predictions of hydrogen physisorption in
graphitic nanofibers. (31) The difference between the two potential models was found to be
negligible. A different set of parameters was obtained by Yang and Zhong, using a fit to the
experimental equation of state of Hy at two different temperatures. (221) A more exhaustive
fitting procedure was carried out by Wang, who derived the potential from predictions of
the second virial coefficient at various temperatures, explicitly taking into account quantum
effects. (222)

There are numerous more sophisticated models employing different functional forms of the
potential. For example, Han et al. used a two-site Morse potential derived from ab-initio
calculations. (81) Detailed studies aimed at an accurate reproduction of the fluid properties
showed that the more complex Silvera-Goldman potential is superior to the Lennard-Jones
potential. (223) However, this potential uses eight adjustable parameters, and is therefore
impractical for use with standard force fields.

Table 4.1. Molar mass, quadrupole moment 60, polarizability «, kinetic diameter dy;,, critical
temperature, and critical pressure of all gases considered in this work. Unless stated other-
wise in the text, the quadrupole moments and polarizabilities are taken from the Computa-
tional Chemistry Comparison and Benchmark Database. (224) All other data are from the compi-
lation of Li et al. (114) Additionally, the isothermal properties of all fluids except acetylene
are shown in the Appendix, section A.4.

Mupotar / gmol™ 0/ eA? w /A3 dy, /A Tou /K peir / bar

H; 2.0158 0.1288  0.787 2.89 32.98 12.93
0O; 31.9988 -0.0975  1.562 3.47 154.58 50.43
CcO 28.0104 -0.5911  1.953 3.69 132.85 34.94
CO; 44.0098 -0.8908  2.507 3.3 304.12 73.74
CyH; 26.0378 1.3189  3.487 3.3 308.3 61.14

4.2.1.2. Inclusion of electrostatic interactions

Both experimental measurements and theoretical calculations deliver a quadrupole moment
6 of the H, molecule of approximately 0.13 eA2. (224, 225) A positive sign of the quadrupole
moment corresponds to a negative polarization of the center of the molecule, while a neg-

ative sign of the quadrupole moment represents a positive polarization. In this work, the

66



4.2 FLUID MOLECULES: DESCRIPTION AND VALIDATION OF POTENTIAL MODELS

value of 0.1288 eA? reported by Boehme and La Placa is used. (225) It is in very good agree-
ment with high-quality theoretical values available in the Computational Chemistry Compari-
son and Benchmark Database (CCCBDB). (224) For a system of point charges, the quadrupole
moment corresponds to: (226)

1
6=> Zi:ei (322 —12) (4.1)

Here, ¢; is the charge located at the i-th point, and z; is the projection of the distance

ri = \/x*+y?+z? on the z-axis defining the orientation of the quadrupole. For a lin-

ear molecule, this equation simplifies to 6 = Y e;z?. The quadrupole moment of the H,
molecule is expressed as a three-site model, with a negative charge of —2¢ located at the
center of mass (Qcom = dummy atom at center of mass), and positive charges of +¢ located
at the atomic positions (figure 4.1). Taking the H-H distance to be 0.74 A and the quadrupole
moment of 0.1288 eA?, equation 4.1 delivers ¢ = 0.4705e. This value is very similar to the
point-charge model proposed by Darkrim et al., which was used in several earlier modelling

studies. (98)

H Quon H S Sem Y

I q +2q q
d(H-Qcom) = 0.37 A d(0O-Qeom) = 0.604 A

Figure 4.1. Models of the H, and the O, molecule. For hydrogen, the three-site model is
used only when electrostatic interactions are included, otherwise, the molecule is repre-
sented as a single sphere. The corresponding L] parameters are given in table A.1 and A.3,
respectively.

4.2.1.3. Quantum effects and the Feynman-Hibbs correction

At low temperatures, the thermal wavelength A = h/ V2rtkgTm of particles with low mass
is non-negligible with respect to the average interparticle distance. (33, 162) Thus, the quan-
tum delocalization of the particles must be accounted for. A sophisticated way to treat these
quantum effects is the usage of path-integral Monte Carlo (PIMC) simulations: Here, a par-
ticle is modelled as a chain of classical beads (ring polymer), connected by springs. PIMC
simulations have been used, for example, in a detailed study of the adsorption of hydrogen
in carbon slit pores, a simple model system. (33) They are, however, computationally too

demanding for simulations of adsorption in more complex adsorbents.
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A more efficient, yet more approximate way to account for quantum effects is the use
of effective interparticle potentials. The Feynman-Hibbs (FH) effective potential uses a
temperature-dependent perturbation to the unperturbed potential Uy. In its simplest form,
which uses only the second-order expansion, the Feynman-Hibbs effective potential
reads (equation 3.115 in (162)):

2 !
UPH(T’) = Uo(i’) + f (ZUO(r)

2aikyT . + u{;(r)> (4.2)

In this equation, y is the reduced mass: p = (m;m;)/(m; + m;). For interactions between
identical particles, y equals m /2, for interactions of a particle with an "infinitely heavy" par-
ticle (e.g. a periodic framework), it is u = m. For the Lennard-Jones potential, an evaluation

of the derivatives delivers:

2Uy,(r)

(4.3)

13212 607§
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+ uil](r) = DO <rl4

As the Feynman-Hibbs correction is an approximation to the exact treatment, it is applicable
only if the quantum delocalization is not too large. For the reduced thermal wavelength (the
thermal wavelength divided by the van der Waals diameter ¢), A* < 0.5 is suggested as a
limiting value. (227) At 77 K, the reduced thermal wavelength of hydrogen is very close
to this limiting value, with A* = 0.497.(228) It can thus be expected that the FH quantum
correction will not work at significantly lower temperatures.

There are numerous examples employing the FH correction to the Lennard-Jones potential
in the literature. Early studies were aimed at simple Lennard-Jones fluids like liquid Ne
or gaseous He. (227, 229) It has been used frequently in computational investigations of
hydrogen storage in porous materials, e.g. in studies of porous carbon materials, (33, 230,
231) and MOFs and other ordered porous materials. (71, 101) While it is commonly agreed
that it is important to account for quantum effects under cryogenic conditions, there is some
disagreement concerning their significance at room temperature. (71, 101, 230)

The FH correction is most often used with the L] potential. In principle, however, it can be
applied to any well-behaved potential expression Uy. For the Morse potential as expressed
in equation 3.8, the corresponding derivatives read:

eetr) = Dof (ep [x (1= F) ]+ [5 (1- 7))
) = D05 (e [o (1 2)] - B [3 (1- 1))

Compared to the uncorrected potential (regardless of its precise functional form), the FH

(4.4)

correction decreases the depth of the potential well, and shifts the position of the minimum
to larger distances (figure 4.2). This can be understood intuitively when it is considered that
the quantum delocalization leads to a smearing out with respect to the classical, spherical

model.
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Figure 4.2. Left: Calculated Hy-H; interaction energy obtained with the Buch potential, the
explicit FH correction to the Buch potential at T = 77K, and the Pseudo-FH potential for
this temperature. Right: Interaction energy obtained for the H,-framework interaction. The
Buch parameters are used for hydrogen, while aromatic carbon parameters (C_R) from the
Universal Force Field (157) are employed to represent a typical framework atom. The inter-
action energy resulting from Lorentz-Berthelot (LB) mixing of the uncorrected parameters
is compared to the energy curves resulting from the explicit FH correction (T = 77 K), and
from LB mixing of the Pseudo-FH parameters for H, with the C_R parameters.

4.2.1.4. The Pseudo-FH approach

The Feynman-Hibbs effective potential can be implemented straightforwardly in home-
made codes, e.g. for Monte Carlo simulations. Commercially available software, how-
ever, does not necessarily permit modifications to the potential model. As the necessity
to include quantum effects in simulations of hydrogen adsorption at low temperatures has
been demonstrated in numerous examples, an approach to mimick the FH correction in the
framework of the conventional Lennard-Jones 12-6 potential is introduced here.

This simple approach, termed "Pseudo-FH" approximation, proceeds as follows: For a given
temperature T, the FH corrected potential curve is calculated explicitly (equations 4.2 and
4.3). Then, a least-squares fit of the L] 12-6 potential (equation 3.6) is carried out. The
obtained parameters o1 and Dy are then used as temperature-specific (Pseudo-FH) pa-
rameters in all calculations for the temperature T.

The Pseudo-FH approach for Hy is visualized in figure 4.2: Both the uncorrected Buch po-
tential and the FH corrected potential for T = 77 K are shown. As discussed above, the FH
correction leads to an increase of the equilibrium distance g and a decrease of the well depth
Dy. Near the equilibrium distance, the Pseudo-FH potential is practically indistinguishable
from the exact FH corrected potential. At larger distances, however, a slight overestimation
of the interaction energy is observable.

The derivation of the Pseudo-FH potential uses the H,-H; potential parameters, only. It is
also important to ensure that the Pseudo-FH parameters derived for hydrogen give a correct
representation of the Hy-framework interactions. Figure 4.2 shows the explicitly corrected

potential curve (T = 77K) for the interaction of H, with an aromatic carbon atom (param-
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eters taken from the UFF), as well as the curve obtained from Lorentz-Berthelot mixing of
the Pseudo-FH parameters derived above and the carbon parameters. Here, both potential
curves are practically indistinguishable over the range of distances covered. From the dif-
ference between the uncorrected and the corrected potential, it is apparent that quantum
effects have a significant impact on the strength of the interactions with the framework. In
contrast to the contribution of fluid-fluid interactions, which will play a role at high densi-

ties only, this will influence the calculated adsorption properties even at low loadings.
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Figure 4.3. Bulk properties of hydrogen at T = 77K and room temperature obtained with
different potential models. Experimental data from (232).

4.2.1.5. Performance of selected potential models: Bulk properties

For simulations of hydrogen, only united-atom models are considered in this work. The
performance of the parameter sets by Buch (155) and Kumar et al. (220) was tested by simu-
lating the equation of state at T = 77 Kand T = 298 K (room temperature, RT). For T = 77K,
both the unmodified and the Pseudo-FH parameters were considered. For room tempera-
ture, no quantum correction was applied. The inclusion of point charges was found to have
no effect on the resulting pressure-density relationship, so only results for the uncharged
model are reported. The different parameter sets considered are summarized in table A.1 of
the Appendix.

GCMC simulations using the SORPTION module included in Accelrys "Materials Studio”
package (233) were carried for an empty simulation box with an edge length of 20 A. The
predicted bulk properties at both temperatures are shown in figure 4.3, together with ex-
perimental reference data from the NIST Chemistry Webbook. (232) At 77 K, the uncorrected
versions of both potentials significantly overestimate the density at pressures above 50 bar.
This overestimation is much more pronounced for the Kumar potential than for the Buch
potential. The Pseudo-FH version of the Buch potential performs very well up to pressures
of 400 bar, but slightly underestimates the density at higher pressures. The Pseudo-FH ver-

sion of the Kumar potential, however, overestimates the density in a similar manner as the
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uncorrected Buch potential. These errors can be understood when it is considered that the
Kumar potential was derived for use with a fourth-order FH correction, while the Pseudo-
FH approach applied here accounts for the second-order term only.

At room temperature, both potential models show a similar performance, with the Kumar
potential delivering a slightly better prediction of the density at high pressures. The agree-
ment with experimental data is excellent up to 100 bar, which is the pressure range covered
by the simulations of RT hydrogen adsorption reported in the following. However, both
potential models underestimate the density at pressures above 200 bar. This may be an
indication that the simple single-site L] potential is no longer adequate to model the fluid
behaviour of hydrogen at very high pressures. Moreover, the results highlight that it is most
reasonable to dispense with the quantum correction under these conditions, as the under-
estimation would become even more pronounced if quantum effects were included.

In spite of the slightly superior performance of the Kumar potential at RT, the Buch poten-
tial is used to describe the H, molecule throughout this work for reasons of consistency.
Quantum effects are taken into account at cryogenic temperatures, using either the Pseudo-
FH model or an explicit second-order FH correction, depending on the type of GCMC code
employed.

4.2.2. Oxygen
4.2.2.1. Potential model

In the O, molecule, the distance between the two oxygen atoms amounts to 1.208 A (tig-
ure 4.1). Lennard-Jones parameters for a two-site model with the interaction sites located at
the atomic positions were proposed by Zhang and Siepmann. (234) This model, referred to
as TraPPE model due to its relationship to the corresponding force field, has been used
in a previous modelling study of oxygen adsorption in Cuz(btc),.(235) Concerning the
quadrupole moment of the O, molecule, there seems to be a wide variation of experimen-
tally determined values in the literature. (236) Therefore, the best available theoretical value
from the CCCBDB was taken as reference value. (224) This value of § = —0.09745 eA2 was
obtained in DFT-B3LYP calculations with a large basis set. To represent this quadrupole mo-
ment in a point-charge representation, a charge of 424 is placed on the center of mass, and
charges of —q are placed on the atomic positions. With the given value of 8, ¢ = 0.1336 e is
obtained.

4.2.2.2. Prediction of bulk properties

The bulk properties of oxygen at RT were calculated using a similar setup as described
above. The results are displayed in figure 4.4. Up to 400 bar, the predicted density is in
excellent agreement with the reference data from the literature. (232) Therefore, the TraPPE

model will be used in all simulations of oxygen adsorption in this work.
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Figure 4.4. Left: Bulk properties of oxygen at room temperature obtained with the potential
model taken from the TraPPE force field. Right: Bulk properties of carbon monoxide at room
temperature obtained with different potential models. Experimental data from (232).
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Figure 4.5. Different models for the CO molecule. The model of Gu et al., which is not
shown, uses the same charge distribution as the model of Straub and Karplus, but only one

L] site at the center of mass. The corresponding L] parameters and charges are reported in
table A.3.
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4.2.3. Carbon monoxide
4.2.3.1. Potential models

The interatomic distance in the carbon monoxide molecule amounts to 1.14 A. For disper-
sive interactions, the most simple representation uses a single L] site located at the center
of mass. Parameters for this model were proposed by Gu et al. (237) A two-site model with
identical parameters for both sites was derived by Stoll et al. (238) Two-site models with dif-
ferent parameters for the carbon and oxygen atom were used by Piper et al., (239) and by
Straub and Karplus (figure 4.5). (240)

In addition to the various models for dispersive interactions, different representations of
the electrostatic properties of carbon monoxide have been proposed. The CO molecule
has a small dipole moment of 0.0233 eA, and a quadrupole moment of -0.591 eA2. (224)
The model of Stoll et al. approximates the electrostatic properties by using a point dipole,
whose dipole moment is considerably larger than the experimental value to compensate for
the missing quadrupole moment. (238) Straub and Karplus proposed a model consisting of
three point charges located at the atom positions and the center of mass, (240) while Piper et
al. placed charges on the carbon atom and on two additional positions, leading to a four-site
model (together with the L] parameters). For the computations reported here, the three-site
model of Straub and Karplus was also combined with the L] parameters of Gu et al. An
overview over the different models is given in figure 4.5. In previous modelling studies of
carbon monoxide adsorption in MOFs, the model of Straub and Karplus was used by some
authors, (241) while others used the model of Piper et al. (138)

4.2.3.2. Performance of potential models: Bulk properties

The bulk properties of carbon monoxide at RT were simulated, using a similar setup as
above, with the four models described in the previous paragraph. The results are shown in
figure 4.4. Quite interestingly, the model of Straub and Karplus underestimates the density
at pressures above 100 bar, while the model of Piper et al. significantly overestimates the
density at pressures above 50 bar. The other two models show a similar performance, with
a rather accurate prediction up to 200 bar, and a tendency to underestimate the density
above this pressure. In total, the model of Gu et al. performs best, and is therefore used in
all calculations of carbon monoxide adsorption in this work.

4.2.4. Carbon dioxide

4.2.4.1. Potential model

In contrast to the fluids discussed so far, which are supercritical at T = 298K (and, in
the case of hydrogen, also at 77 K), the critical temperature of carbon dioxide is somewhat
higher than room temperature. Therefore, liquefaction occurs at a pressure of 64 bar (at
T = 298K). A realistic model of the CO, molecule should give a reasonably accurate pre-

diction of the phase transition pressure, as well as the associated change in density.
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A single-site representation of the CO, molecule has been used in some studies. (242) How-
ever, due to the elongated shape of the carbon dioxide molecule, a three-site representation
with the interaction sites at the atomic positions is usually preferred. Various different pa-
rameter sets exist in the literature, some of which have been compared in a recent modelling
study of carbon dioxide adsorption in zeolites. (243) The Lennard-Jones parameters which
were found to perform best correspond to a slightly modified version of the parameters
derived earlier in the framework of the TraPPE force field. (244) In the context of this work,
these L] parameters are combined with ESP charges derived from a DFT calculation for
the CO, molecule. These charges, given in table A.2, are somewhat smaller than typical
values used in the literature. The resulting quadrupole moment of -0.804 eA? is in reason-
able agreement with the experimental value of -0.891 eA2.(224) Due to the high relevance
of carbon dioxide sequestration and removal of CO; from flue gases, numerous modelling
studies of carbon dioxide adsorption in MOFs have been published. (235, 245, 246) Typically,
the parameters from the TraPPE force field or slightly modified version were used.

) C O H C C H

-q +2q -q +q -q -q +q
d(C-0)=1.177 A d(C-H)=1.071A diCc-C)=1.211 A

Figure 4.6. Models of the CO, and the C,H; molecule. A visualization of the electrostatic
potential which is approximated by the ESP point charges is given in figure 3.5. The corre-
sponding L] parameters are given in table A.2
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Figure 4.7. Left: Bulk properties of carbon dioxide at room temperature and pressures up
to 100 bar obtained with the potential model of Garcia-Sanchez et al. Experimentally, the
transition to a liquid phase occurs at a pressure of 64.1 bar. Right: Plot of the density ex-
tended to higher pressures. Both pressure and density are expressed on a logarithmic scale.
Experimental data from (232).
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4.2.4.2. Prediction of bulk properties

The bulk properties of carbon dioxide at RT were simulated, using a similar setup as above,
with the L] parameters of Garcia-Sanchez et al. (243) and the ESP charges described above.
The results, together with experimental reference data, are shown in figure 4.7.(232) It is
apparent that the model is not able to completely reproduce the sharp increase in density
associated with the gas-liquid transition. Moreover, the density of the liquid phase is over-
estimated by approximately 15%. The origin of these deviations cannot be clarified in this
context. However, previous work shows that an accurate modelling of the fluid proper-
ties is particularly difficult for conditions close to the critical point. A showcase example is
provided by the original paper reporting the TraPPE parameters for carbon dioxide: (244)
While the agreement between experimental and calculated vapour-liquid coexistence curve
is excellent at lower temperatures, deviations arise for temperatures above 290 K. In partic-
ular, the density of the liquid phase is overestimated, similar to the observations made here.
As is visible from figure 4.7, the agreement with experimental reference data is reasonably
good up to a pressure of 30 bar. The simulations in this work will only deal with CO,
adsorption at pressures up to 1 bar, where carbon dioxide behaves as an ideal gas. It can
thus be expected that the chosen set of parameters provides a reasonable description of the
properties of CO, for the conditions of interest, despite the observed deviations at higher
pressures.

4.2.5. Acetylene
4.2.5.1. Potential model

Like carbon dioxide, acetylene (ethyne, C,Hj) is subcritical at room temperature. Due to
its low limit of compression and general high reactivity, the availability of experimental
thermophysical data is very limited in comparison to all other fluids discussed so far. The
NIST database does not include data for acetylene, (232) and even the entry "Acetylene" in
Ullmann’s Encyclopedia of Industrial Chemistry contains only a few data points that are not
suitable for a parameter validation. (247) In addition, only few modelling studies involving
an atomistic description of acetylene have been published. Two relatively recent works have
employed MD calculations to understand the diffusion of acetylene in NaY zeolite. (248,
249) In both cases, a two-site model was used for the C;H, molecule. The L] parameters
originally proposed for the sp?-hybridized carbon atoms of butadiene in the OPLS-UA force
field (167) were employed to represent the CH-groups of acetylene. As for carbon dioxide,
a set of partial charges was derived from DFT calculations. These charges are reported in
table A.2. The resulting quadrupole moment amounts to 1.359 eA?, a value that agrees well
with the experimental value of 1.319 eA2. (224)
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4.2.5.2. Parameter validation: Structure of solid acetylene

As mentioned above, the lack of available thermophysical data for acetylene makes it im-
possible to follow the same strategy of parameter validation as for the other four fluids.
In order to ensure that the model gives a realistic description of the molecular properties
of C,Hy, the crystal structure of solid acetylene was used as a reference. The initial struc-
tural model was taken from experimental data, with the symmetry reduced to P1 (from
Pa3).(250) A geometry optimization, including an optimization of the lattice parameters,
was carried out, using the L] parameters described above as well as default parameters
from the Universal Force Field (for comparison). (157) Both models were employed with
and without charges.

To judge the quality of the optimized structure, the lattice parameter 2 and the nearest neigh-
bour C-C distance (between different molecules) were evaluated. The results are summa-
rized in table 4.2, together with experimental data measured at T = 141 K. It is obvious that
the parameters from the OPLS-UA force field, together with the partial charges, give an
accurate prediction of the structure, while all other tested parameter sets show significant
deviations. It can be concluded that these parameters deliver a reasonable description of
the molecular properties of acetylene. They are used in all calculation of C;H; adsorption
reported in this work.

Table 4.2. Predicted structural properties of solid acetylene using different parameter sets.
Experimental data are given for comparison. Because no symmetry constraints were ap-
plied in the geometry optimization, the lattice parameters and distances show a certain
variation in some cases.

Experiment ~ OPLS-UA  OPLS-UA UFF UFF
w/o charges  with charges — w/o charges  with charges
a/A 6.105 6.354 6.127 5.962 - 6.055 5.875
d(c-C) / A 3.867 4.02-4.10 3.87 3.78-3.87  3.69-3.76
p/gcm?3 0.7601 0.6742 0.7519 0.7937 0.8529
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4.3. Porous adsorbents: Structural models and pore topologies

4.3.1. Metal-organic frameworks
4.3.1.1. IRMOF-1

IRMOFEF-1 (also termed MOEF-5) is a prototypical metal-organic framework, and arguably the
most well-characterized MOF. It has the chemical composition ZnysO(bdc)s, with Hj(bdc)
being 1,4-benzene-dicarboxylic acid (terephthalic acid). Its crystal structure was first re-
ported in 1999 by Yaghi and co-workers, together with adsorption measurements that con-
firmed its permanent porosity. (40) Subsequently, a series of isoreticular MOFs (IRMOFs)
with other linear dicarboxylate linkers was reported. (70, 251, 252) It was demonstrated that
a variation of the linker can be used to vary the pore size as well as the chemical composi-
tion of the pore wall, retaining the framework topology of IRMOF-1. As the archetype of the
IRMOF series, IRMOF-1 has received considerable attention, and numerous experimental
and theoretical studies have adressed various properties.

The structure IRMOF-1 consists of ZnyO tetrahedra that are octahedrally coordinated by six
bdc linkers, thereby forming a cubic network with pcu topology. This topological descrip-
tion ignores that the six neighbouring tetrahedra of one Zn,O tetrahedron do not have the
same orientation as the central tetrahedron, but are related to it by a mirror plane. More
rigorously, the topology can be understood in analogy to the NaCl packing.

The IRMOF-1 structure contains two different types of spherical pores, which differ in size
due to the different orientation of the surrounding linker molecules: For the larger pores,
the phenyl rings are oriented tangentially, while they point into the smaller pores. The pore
diameters correspond to approximately 15 A and 12 A, respectively (in this context, a pore
diameter is defined as the atom-atom distance minus the approximate van der Waals radii).
A unit cell of IRMOF-1 as well as one of the pore types are shown in figure 4.8.

The structural parameters used in all simulations in this work were taken from the work of

Rowsell et al. (253) without further optimization.

4.3.1.2. MOF-74

MOF-74 has the chemical composition Zny(dhbdc), where Hy(dhbdc) is 2,5-dihydroxyben-
zene-1,4-dicarboxylic acid. By some authors, it is also referred to as Zny(dhtp), or as
CPO-27-Zn. MOF-74 was first reported in 2005 by Yaghi and co-workers. (254) Isostruc-
tural MOFs with the dhbdc linker and other metals were synthesized subsequently ((63)
and references therein).

The inorganic building unit of MOF-74 is an infinite zig-zag chain of five-coordinated zinc
atoms. One of the oxygen atoms of the carboxylate group coordinates to one zinc cen-
ter, while the other oxygen bridges two neighbouring metals. The deprotonated hydroxyl
group also bridges two neighbouring zinc atoms, thus each dhbdc molecule coordinates to
eight different metal centers (figure 4.9). The coordination environment of the metal center

is a distorted octahedron with one free coordination site. This coordination site is occupied
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by a solvent molecule after the synthesis. Desolvation of the structure leads to the formation
of coordinatively unsaturated zinc sites.

The complex connectivity described above leads to a hexagonal arrangement of the one-
dimensional chains, bridged by the linkers, with bnn topology (bnn = boron nitride). The
structure contains honeycomb-like channels with a diameter of approximately 12 A, with
the unsaturated zinc sites pointing into the channels. Compared to other MOFs with iso-
lated inorganic building units, MOF-74 has a particularly high surface packing density of
unsaturated metal sites. (255)

The structural parameters used in the simulations were taken from the work of Rosi et
al. (254) After removal of the solvent molecules, the geometry was optimized using the

UFF, (157) keeping the lattice parameters at their experimental values.

a)

Figure 4.8. IRMOF-1: a) Unit cell, displayed along the c-axis. b) Pore located at the unit cell
center. The phenyl rings are oriented tangentially. Colour scheme: Green = zinc, red = oxy-
gen, grey = carbon, white = hydrogen.

Figure 4.9. MOF-74: g) Coordination of one dhbdc linker to eight Zn centers. b) Chain
of pentacoordinated Zn centers running along the c-axis. ¢) Unit cell, displayed along the
c-axis. Colour scheme: Green = zinc, red = oxygen, grey = carbon, white = hydrogen.
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4.3.1.3. ZIF-8

Zeolitic imidazolate frameworks (ZIFs), a sub-category of MOFs with imidazolate linkers
and zeolite-like topologies, were first presented in 2006.(256) These materials are partic-
ularly interesting with regard to applications in adsorption, separation, and catalysis due
to their enhanced thermal and chemical stability. (129) Of the numerous ZIFs reported so
far, ZIF-8, Zn(mim), with H(mim) being 2-methylimidazole, is probably the most well-
characterized system.

In the structure of ZIF-8, tetrahedrally coordinated Zn!' atoms are connected by methylimi-
dazolate linkers, forming a cubic network with sod topology (sod = sodalite). The structure
contains relatively large pores, which have a diameter of approximately 12 A, connected by
narrow windows with a diameter of approximately 3 A (figure 4.10). Due to these structural
particularities, ZIF-8 is a very interesting system for kinetic separations of small molecules,
as the diffusion velocity should strongly depend on the kinetic diameter of the molecule.
For the simulations reported, the structure of ZIF-8 was taken from the work of Park et
al. (256) After removal of solvent molecules and structural disorder, the geometry was opti-
mized using the UFF in space group P1, keeping the lattice parameters at their experimental

values.

Figure 4.10. ZIF-8: a) Unit cell, displayed along the c-axis. b) Sodalite-like pore. The tetra-
hedral zinc centers surrounding the pore are connected by green lines to emphasize the
topological analogy to sodalite. Colour scheme: Green = zinc, blue = nitrogen, grey = car-
bon, white = hydrogen.

4.3.1.4. Zn(dtp)

The metal-organic framework Zn(dtp), where H,(dtp) is 2,3-di-1H-tetrazol-5-ylpyrazine,
was reported by Bu, Kitagawa and co-workers in 2008. (257) Similar to the ZIFs mentioned
above, the linker molecule coordinates to the zinc centers via nitrogen atoms of the aro-
matic rings. These metal-nitrogen bonds appear to be thermally more stable than the metal-

oxygen bonds in MOFs with carboxylate linkers.
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The dtp linker binds to three different Zn!' atoms, to each of them in a bidentate fashion (fig-
ure 4.11). Each zinc atom is coordinated by four tetrazole nitrogen atoms, with relatively
short Zn-N distances ranging from 2.02 A to 2.11 A, and by two pyrazole nitrogen atoms,
with considerably longer Zn-N distances of 2.39 A and 2.63 A, respectively. This leads
to a distorted octahedral coordination environment of the metal centers. While the linker
is achiral, racemic crystallization leads to formation of two enantiomers in the hexagonal
space groups P6; and P6s5. The overall structure of Zn(dtp) corresponds to a zeolite-type
network with a rare etd topology. (258) It contains one-dimensional, helical channels with
nitrogen-rich walls and a channel diameter of approximately 5.2 A.

The structure of Zn(dtp) used in the simulations was taken from experimental data, without
further modifications. (257)

Figure 4.11. Zn(dtp): a) Coordination of one dtp linker to three Zn centers. b) 2 x 2 ar-
ray of unit cells, displayed along the c-axis. More than one cell is shown to visualize the
helical channels, which are centered around the cell edge. Colour scheme: Green = zinc,
blue = nitrogen, grey = carbon, white = hydrogen.

4.3.1.5. Cll3(th)2

Cus(btc),, where Hi(btc) is 1,3,5-benzene-tricarboxylic acid, was reported by Williams and
co-workers in 1999, shortly after the seminal publication of IRMOEF-1. (41) Alternative names
of this system are Cus(tma); (tma = trimesate) and HKUST-1. It was the first MOF for which
the specific surface area was determined from N; physisorption measurements using the
BET equation (rather than the Langmuir equation). This has become an ubiquitous method
to assess the porosity of MOFs in a (semi-)quantitative manner. Similarly to IRMOF-1, it is
currently one of the most well-characterized MOFs, and it has been proposed for numerous
applications.

The inorganic building unit of Cuz(btc), is the Cu, paddle wheel, a very common building
unit in copper-based MOFs. After the synthesis, solvent molecules are coordinated to the
metal centers, and desolvation of the MOF can generate unsaturated copper sites. An anti-

ferromagnetic coupling of the two copper centers has been evidenced experimentally, (259)
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indicating that there is a significant copper-copper interaction, but no metal-metal bond-
ing. The Cu-Cu "bond" employed in all graphical representations of the Cu, paddle wheel
throughout this work is intended as a topological connection line emphasizing the struc-
tural rigidity of the building unit, but should not be misinterpreted as a representative of
actual metal-metal bonding.

In Cus(btc),, the paddle wheels are connected by the tritopic linkers, resulting in a face-
centered cubic structure with a pto topology (pto = Pt30y4). Cus(btc), has a bimodal pore
size distribution, with smaller pores of a diameter of approximately 5 A, and two different
types of larger pores with a diameter of approximately 11 A (figure 4.12). The smaller pores
are octahedrally surrounded by paddle wheels and have triangular windows which con-
nect them to the larger pores. Both types of larger pores are surrounded by a cuboctahedral
arrangement of Cu, paddle wheels. The axes of the paddle wheel point into the pores of
the first type, centered around the origin, and lie tangentially to the second type, which is
centered around the center of the unit cell. The two types of pores are connected to each
other via the windows corresponding to the square faces of the cuboctahedra.

The structure of Cus(btc), used in the simulations was taken from the work of Chui et al. (41)
Coordinated water molecules were removed.

4.3.1.6. MOF-505

MOE-505 is a copper-based MOF with a tetracarboxylate linker. It has the composition
Cuy(bptc), with Hy(bptc) being 3,3",5,5-biphenyl-tetracarboxylic acid. The synthesis and
characterization of MOF-505 was published in 2005 by Yaghi’s group. (260) Subsequently,
several other Cu-MOFs with elongated or functionalized tetracarboxylate linkers were re-
ported and designated as NOTT-100 (= MOF-505) to NOTT-109. (261, 262) With few excep-
tions, they have the same topology as MOF-505. In analogy to IRMOF-1, this system can be
understood as a prototype MOF for a series of isoreticular compounds.

As in Cus(btc)y, the inorganic building units of MOF-505 are Cup paddle wheels. The con-
nection of the paddle wheels by the tetratopic linkers leads to a trigonal structure with nbo
topology (1bo = niobium! oxide). Groups of three Cu, paddle wheels, which are connected
to each other over two carboxylate groups belonging to the same phenyl ring, define tri-
angular windows. The two different types of pores present in the MOF-505 structure are
connected by these windows along the c-axis (figure 4.13). The first type of pore has a shape
of a truncated rhombohedron, with twelve paddle wheels at the edges, and a pore diameter
of nearly 10 A. For the second pore type, the six surrounding paddle wheels are arranged at
the corners of a trigonal antiprism (distorted octahedron). These pores are slightly smaller,
having a diameter of approximately 7 A. In addition to the triangular windows mentioned
above, the pores are connected over windows which correspond to the faces of the trun-
cated rhombohedra.

For the simulations, the structural parameters of MOF-505 were taken from the work of

Chen et al. (260) Solvent molecules were removed.
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a)

Figure 4.12. Cugs(btc),: a) Unit cell, displayed along the c-axis. b) Small, octahedrally sur-
rounded pore. Phenyl rings span four of the eight faces of the octahedron. ¢) Large, cuboc-
tahedrally surrounded pore, centered around the origin, with Cu, paddle wheels pointing
into the pore. d) Large, cuboctahedrally surrounded pore, centered around the unit cell cen-
ter, with Cu, paddle wheels lying tangentially. The connecting square windows are visible
in both ¢) and d). The Cu; paddle wheels are connected to highlight the pore topology.
Colour scheme: Light blue = copper, red = oxygen, grey = carbon, white = hydrogen.

Figure 4.13. MOF-505: a) Unit cell, displayed along the c-axis. b) Truncated rhombohedral
pore. c¢) Trigonal antiprismatic pore. The trigonal windows connecting these pores along
the c-axis are visible at the top and the bottom of b) and ¢). The Cu, paddle wheels are
connected to highlight the pore topology. Colour scheme: Light blue = copper, red = oxygen,
grey = carbon, white = hydrogen.
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4.3.1.7. UMCM-150

The term UMCM-150 (UMCM = University of Michigan Crystalline Material) is used to de-
scribe Cus(bhtc),, with Hz(bhtc) being 3,4",5-biphenyl-tricarboxylic acid. This highly porous
MOF, which was presented by Matzger and co-workers in 2007, is rather unusual because it
contains an unsymmetrically substituted linker molecule, as well as two different types of
inorganic building units. (263)

The common Cu; paddle wheel is one of the inorganic building units. It is coordinated by
the 3- and 5-carboxylate functions of the bhtc linker. The 4’-carboxylate function coordi-
nates to unusual, trigonal Cus units (figure 4.14). A hexagonal structure with a relatively
large unit cell (¢ > 40 A) and three different types of pores is formed. The first type of
pore is similar to the truncated rthombohedral pores of MOF-505, the main difference be-
ing the small triangular faces, which are constituted by one trinuclear unit instead of three
Cu, paddle wheels. Moreover, these pores are larger, having a dimension of approximately
11 x 16 A. Similar to MOF-505, there are groups of three paddle wheels bordering triangu-
lar windows. The triangular windows constitute the axial positions of the other two pore
types: These pores have shapes which cannot be represented as a single geometric body,
but can be rationalized as the combination of a trigonal bipyramid and a trigonal prism. In
both pore types, three Cuz units form the equatorial positions, and they have dimensions
of approximately 12 x 15 A. In the latter of these pore types, the copper centers of both in-
organic building units point into the pore. In addition to the small trigonal windows, there
are larger triangular and rhombic apertures connecting the pores.

The structure of UMCM-150 was taken from the work of Wong-Foy et al. (263) After removal
of solvent molecules, the structure was optimized using the UFFE. The positions of the copper

atoms were held fixed to avoid unphysical distortions of the inorganic building units.

4.3.1.8. PCN-12

The MOFs of the PCN group (PCN = Porous Coordination Network) were developed by
Zhou and co-workers. One particularly interesting member of this group is PCN-12,
Cuy(mdip), where Hy(mdip) is 5,5 -methylene-diisophthalic acid, which was first published
in 2008. (264) It exhibits an exceptional hydrogen uptake at T = 77 K and low pressures, and
is also very interesting due to its rather complex structural properties.

In contrast to most other linkers, the mdip linker is non-linear. Moreover, it can assume
different conformations: The structure of PCN-12 contains two different conformers with
symmetries C; and Cy, in a ratio of 2:1 (figure 4.15). The linkers connect Cu, paddle wheels,
leading to a tetragonal structure with a variety of symmetrically non-equivalent pores. A
systematic analysis of all pore types has been attempted in a publication presenting the
synthesis of an isostructural compound with an organosilicon linker, PCN-12-Si. (265) How-
ever, the irregular shape of some of the larger pores renders an intuitive classification diffi-
cult. Therefore, only the most prominent pores are described here.
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There are two types of pores which are cuboctahedrally surrounded by Cu, paddle wheels.
In both cases, the axes of the paddle wheels point into the pore, leading to a highly sym-
metrical arrangement of unsaturated copper sites. These pores have a diameter of approxi-
mately 12.5 A. Furthermore, there are smaller pores which are bordered by two of the square
faces of the cuboctahedra, with linkers with C;, symmetry spanning the edges. These pores
have a diameter of approximately 10 A.

The structure of PCN-12 was taken from the original publication of Wang et al. (264) Coor-
dinated water molecules were removed.

a)

Figure 4.14. UMCM-150: a) Trigonal Cus unit. b) Unit cell, displayed along the c-axis.
c) Rhombohedral pore. d) First type of trigonal-bipyramidal pore. ) Second type of trigonal-
bipyramidal pore, with copper centers pointing into the pore. The trigonal windows con-
necting the latter two pores along the c-axis are visible at the top and the bottom of d) and
e). The Cu centers bordering the pores are connected to highlight the pore topology. Colour
scheme: Light blue = copper, red = oxygen, grey = carbon, white = hydrogen.
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Figure 4.15. PCN-12: a) Different conformations of the mdip linker. b) 2 x 1 array of unit
cells, displayed along the a-axis. c) Unit cell, displayed along the c-axis. d) Smaller pore
surrounded by eight paddle wheels and four linkers in Cy, symmetry. e) Cuboctahedral
pore, with Cuy paddle wheels pointing into the center of the pore. Both pore types are
clearly visible in the plot along a: The center of the smaller pore is located at (1/2,1/2, 0),
the center of the large cuboctahedral pore at (1/2, 1/2, 1/2). The Cu, paddle wheels are
connected to highlight the pore topology. Colour scheme: Light blue = copper, red = oxygen,
grey = carbon, white = hydrogen.
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4.3.1.9. (M4CD;3(btt)s with M = Cu, Mn

The first MOF of this structure type, (MnyCl)3(btt)s, with Hz(btt) = 1,3,5-tris(tetrazol-5-
yl)benzene, was reported by Long and co-workers in 2006. (59) In this Mn-MOF, charge-
balancing extra-framework cations and residual methanol molecules are present in the
framework even after evacuation at high temperature, thus giving the complete stoichio-
metry Mns[(MnyCl)s(btt)s(CH30H)0]2. An isostructural compound with copper can be
fully desolvated, but charge-balancing Cu?* cations remain. (60)

The inorganic building unit of this MOF is a square-planar M4Cl unit. Perpendicular to the
M-Cl bond, each metal atom is coordinated by four nitrogen atoms of different btt linkers
in a square-planar fashion, leading to a cubic network with sod topology. In total, the metal
atoms have an octahedral coordination with one free cordination site. Groups of six M4Cl
units connected by eight btt linkers form truncated octahedral cages, which have a diame-
ter of approximately 11 A (figure 4.16). Between these cages, there are cylindrical channels
with a similar diameter, with the metal sites pointing towards the interior of the channels.
For the simulations, the structures of (Mn4Cl);(btt)g and (CuyCl)3(btt)s were taken from ex-
perimental data. (569, 60) Because the inclusion of extra-framework Mn?* or Cu?* cations
in the simulations is difficult due to their high degree of structural disorder, the structures
were idealized by removing them. Although these cations are important to ensure charge
neutrality, it can be expected that their effect on the dispersive interaction potential is small.
It is thus reasonable to ignore them in a first approximation, although it cannot be excluded
that the adsorption at extra-framework cations may be of some significance, particularly at
low pressures.

a)

Figure 4.16. (Mn4Cl)3(btt)g: a) 2 x 2 array of unit cells, displayed along the c-axis. More
than one cell is shown to visualize the cylindrical channels, which are centered around
the cell edge. b) Truncated octahedral cage. The square-planar inorganic building unit is
clearly visible. Colour scheme: Puple = manganese, light green = chlorine, blue = nitrogen,
grey = carbon, white = hydrogen.
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4.3.1.10. Mg-formate

Porous metal formates with the stoichiometry M(OOCH), have been reported for various
metals, with M = Mg, Mn, Fe, Co, Ni, Zn. (266) For some of the metals, different polymorphs
exist, which are distinguished by Greek letters. In this nomenclature, the structure type dis-
cussed in the following, which is also the most important, is designated as a-M(OOCH);.
Permanent porosity was first evidenced for manganese formate in 2004, (267) and subse-
quently for magnesium formate in 2006. (268)

The structure of a-magnesium formate is monoclinic. One oxygen atom of each formate
linker coordinates to one metal atom, whereas the other oxygen atom coordinates to two
metal atoms (syn-syn/anti-bridging mode). All magnesium atoms are hexacoordinated, with
a distorted octahedral coordination environment. One-dimensional zigzag chains of edge-
sharing MgOs octahedra are connected by corner-sharing MgOg octahedra (figure 4.17).
Between the zigzag chains, there are narrow channels with a cross-section of approximately
3 x 4.5 A that run parallel to the b-axis.

The structure used in the simulations was taken from the experimental data published by
Kim’s group. (269)

Ngh
Psei

g

Figure 4.17. Mg-formate: a) Chain of octahedrally coordinated Mg atoms running in the
direction of the b-axis. The syn-syn/anti-bridging mode of the formate linkers is apparent.
MgQOg octahedra connecting these chains are also displayed, with the Mg atoms shown in
dark blue to distinguish them from those atoms constituting the chains, which are shown
in green. b) 2 x 2 array of unit cells, displayed along the b-axis. Colour scheme: Dark
green = magnesium, red = oxygen, grey = carbon, white = hydrogen.

4.3.2. Other microporous materials
4.3.2.1. Silicalite

The synthetic all-silica zeolite Silicalite was presented by Flanigen and co-workers in
1978.(270) In contrast to hydrophilic aluminosilicate zeolites, Silicalite is hydrophobic, and
shows a high affinity for organic molecules. While an accurate theoretical description of
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aluminosilicate zeolites is complicated due to the presence of extra-framework cations and
the possibility of heterogeneities in the Si-Al distribution, the structure of Silicalite can be
modelled straightforwardly, making it a particularly suitable zeolite for molecular simula-
tion studies.

The structure of Silicalite belongs to the MFI framework type (MFI = mordenite framework
inverted). (271) It can be understood as being composed of pentasil units consisting of eight
five-membered rings, which are joined together to form infinte chains running along the
c-axis (figure 4.18). These chains are connected by bridging oxygens in the other two crys-
tallographic directions. The structure of silicalite has two types of intersecting channels,
which are both surrounded by ten-membered rings. There are straight, elliptical channels
running in the direction of the b-axis with a cross-section of approximately 5.2 x 5.8 A, and
sinusoidal channels running along the a-axis with a diameter of approximately 5.4 A.

The structure of Silicalite was taken from the work of van Koningsveld et al. (272)

a)
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Figure 4.18. Silicalite: a) Schematic and atomistic representation of one pentasil unit, con-
sisting of eight five-membered rings. b) 2 x 2 array of unit cells, displayed along the b-axis.
¢, d) Visualization of the two types of channels present in the structure, using the accessible
surface area calculated from crystal structure data (light blue). Colour scheme: Yellow = sil-
icon, red = oxygen.
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4.3.2.2. Cucurbit[6]uril

The cucurbit[n]uril family is a group of macrocyclic organic molecules which are obtained
by condensation of glycoluril and formaldehyde. One molecule consists of n glycoluril
units, with n = 5 — 11. The name cucurbit[n]uril was coined due to the close resemblance
of the macrocycles to pumpkins (cucurbita = pumpkin (Lat.)). Cucurbit[n]urils have been in-
vestigated for various applications due to their interesting host-guest chemistry. (273, 274)
A crystalline, microporous polymorph of cucurbit[6]uril (commonly abbreviated as CB[6])
was reported by Kim and co-workers in 2008. (275) In the structure of this porous poly-
morph, each CB[6] macrocycle interacts with four neighbouring molecules through hydro-
gen bonds: Two adjacent molecules are situated above the carbonyl-laced portals of the
macrocycle, the central molecule acting as hydrogen-bond acceptor. Two other neighbours
are located at the sides of the macrocycle, which behaves as hydrogen-bond donor due to
the presence of CH and CH,; groups. The closest C-H- - -O distances between two neigh-
bouring rings range below 2.3 A. This local arrangement leads to a hexagonal structure
with nbo topology. While the intramolecular cavities inside the macrocycles are blocked
due to the presence of the neighbouring rings above the portals, there are intermolecular
channels which run parallel to the c-axis (figure 4.19). After desolvation, these channels are
accessible, generating a permanent porosity.

The structure of microporous CB[6] was taken from the work of Lim et al. (275) Solvent
molecules were removed, and the intramolecular cavities were blocked for the simulation

in order to avoid an artificial adsorption in these inaccessible voids.

a)

Figure 4.19. Cucurbit[6]uril: a) CB[6] macrocycle. b) Unit cell of crystalline, microporous
cucurbit[6]uril, displayed along the c-axis. The complete coordination by four adjacent
rings is visible for the central CB[6] ring. Colour scheme: Red = oxygen, blue = nitrogen,
grey = carbon, white = hydrogen.
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4.4. Porous adsorbents: Force-field parameters

4.4.1. Derivation of parameters from experimental data

As it has been shown in section 4.2, the force-field parameters used for the fluid molecules
can be derived quite straightforwardly, provided that sufficient thermophysical data are
available. For the framework compounds used as adsorbents, it is theoretically possible to
employ a similar method, replacing pressure-density relationships with experimental ad-
sorption isotherms. However, this procedure is very problematic for two reasons: Firstly,
the experimental isotherms are determined much less accurately than the bulk properties of
fluids, which are precisely known. Secondly, and even more severely, there is no unequivo-
cal means of correlating deviations in the predicted isotherm with parameter changes.

To illustrate this with an example, it is assumed that the adsorption of molecule X in a
system consisting of two different elements, A and B, is calculated using force-field based
GCMC simulations, employing the typical mixing of atomic L] parameters. If the predicted
amount adsorbed is lower than the experimental value, it is obvious that the L] parameters
in the simulation underestimate the actual interaction strength. However, there are differ-
ent possibilities to adjust the parameters in order to resolve this shortcoming: For both A
and B, either r(, or Dy, or both can be modified. It can be expected that different modifica-
tions can lead to a similar improvement of the predicted adsorption isotherm due to error
compensations. Such errors are hard to detect and require an extensive scanning of a wide
range of pT conditions, for which experimental data are rarely available.

From these considerations, it is apparent that the strategy of deriving parameters from ex-
perimental data is hardly applicable for MOFs, which usually contain at least four different
elements. However, a selective modification of some parameters of a generic force field (see
below) in order to improve the agreement with experimental data has been used occasion-
ally. (221, 276) In contrast to MOFs, the derivation of parameters from experimental data
has been regularly employed for systems which contain only few elements, and for which a
large body of reliable experimental data is available. For example, a reparameterized H,-C
potential has been proposed very recently by Bhatia and co-workers, using a fit to high-
quality experimental measurements of hydrogen adsorption in microporous carbons. (277)
Similar strategies have been commonly applied for zeolites, which are reviewed in (278).

4.4.2. Generic force fields and tailor-made force fields

It has been discussed that generic force fields are intended to provide a set of transferable
parameters that can be employed for a wide range of different compounds. Due to their
broad applicability, only modest accuracy can be expected from these parameters. However,
their transferability renders them suitable for calculations dealing with systems for which
no specifically designed parameters are available. In GCMC simulations of adsorption, the
non-bonded parameters are the only relevant part of the force field. It is usually assumed

that these parameters are not very sensitive to the specific environment. For example, many
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force fields use identical L] parameters for carbon in all possible hybridizations. Therefore, it
can be expected that a mixing of the fluid molecule parameters described above with generic
parameters for the framework atoms should, on average, provide a reasonable description
of the solid-fluid interaction. Of the different generic force fields that have been published,
only three are commonly used in molecular simulation studies of adsorption in MOFs: The
DREIDING force field (DrFF), the Universal Force Field (UFF), and the OPLS-AA force field
(Optimized Potentials for Liquid Simulations - All Atoms).

All three force fields were published during the 1990s, indicating that less effort has been
directed towards the improvement of generic, broadly applicable force fields more recently.
This can be explained with the development of computational resources. Because ab-initio
calculations are now routinely possible for relatively large systems, it is possible to directly
derive a tailor-made set of parameters from these computations, eliminating the need for
generic parameters. For modelling studies of gas adsorption in MOFs, this approach has
been pioneered by Goddard and co-workers. (73, 279) Although it certainly warrants further
development, the results published so far do not show a general superiority of tailor-made
parameters when compared to generic parameters, at least for systems where the dispersive
interaction is predominant. Therefore, generic parameters will be used throughout this

work, but supplemented with ab-initio derived parameters in specific cases.

4.4.3. Generic force fields: An overview

The DREIDING force field was presented in 1990 by Goddard and co-workers as a general
force field for predictions of structure and dynamics of organic, biological, and main-group
inorganic molecules. (156) In addition to non-metals, it contains parameters for a few me-
tals, among them Zn and Fe. Empirical relationships are used to obtain bond distances and
angles as well as force constants. For the Lennard-Jones parameters, the DrFF uses para-
meters from previous work by Williams et al., who derived non-bonding parameters from a
careful analysis of experimental structural 