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Abstract

From the very beginning of biology, the interpretation of images has been a
major driving force of discovery. Especially the method of comparing images
and identifying similarities and differences is widely used in various fields for
the study of macroscopic objects. This work applies the generic approach of
similarity searching to images of sub-nanometer scale objects, namely macro-
molecular electron density maps. Among others, these maps can be acquired by
X-ray crystallography and single particle cryo-electron microscopy, and up to
now more than 67 000 three-dimensional atomic structures of biomolecules have
been elucidated using these methods. The comparison of atomic structures gives
insight into various questions such as evolutionary relations between organisms
and it can help in the process of drug development. Comparing biomolecules
by registering the experimental electron density maps is a complex task since
high resolution maps are exceedingly intricate. Furthermore, manual inspection
of all available maps is impossible due to the sheer amount of maps. Therefore,
methods for an automated, efficient, and accurate comparison of electron density
maps are required. This work addresses the mentioned problem and introduces a
method that is implemented in a software system coined siseek , which is geared
to solving the problem of similarity searching in macromolecular electron density
maps.
siseek is based on the scale-invariant feature transform and locates keypoints —
image features — in salient, spherical regions of a given map. Each keypoint is
assigned discrete orientations, which are determined based on the gradient in
the keypoint’s neighborhood. Orientations, in turn, are used for the computa-
tion of local neighborhood descriptors, which enable the identification of similar
local neighborhoods in maps. Based on this information, map registration —
the superposition of similar parts of two maps — is facilitated. Furthermore, an
approach for molecule recognition based on feature vector similarity is described.
siseek is parameterized in several large scale studies using a set of synthetically
generated maps. The performance of siseek is first assessed by docking molecular
subunits to distorted, synthetic maps of their corresponding assemblies. These
experiments show that siseek is able to successfully locate atomic structures
in intermediate and high resolution electron density maps requiring less time
than other approaches. This finding is confirmed by exemplifying that siseek
correctly registers atomic structures to various experimental maps acquired by
single particle cryo-electron microscopy and X-ray crystallography. Addition-
ally, pairs of X-ray crystallography maps are successfully registered by siseek .
Furthermore, siseek is used in a proof of concept to identify molecules depicted
in electron density maps. The experiments demonstrate that siseek facilitates
similarity searching in macromolecular electron density maps and show that the
method can be used to aid the process of interpreting these maps.





Zusammenfassung

Seit den Anfängen der Biologie liefert die Interpretation von Bilddaten wert-
volle Erkenntnisse. Insbesondere der Vergleich von Bildern wird häufig für die
Analyse makroskopischer Strukturen eingesetzt und ermöglicht es Ähnlichkei-
ten und Gemeinsamkeiten der dargestellten Objekte festzustellen. In dieser Ar-
beit wird die generische Methode der Ähnlichkeitssuche auf Objekte aus dem
sub-nanometer Bereich angewendet, die in makromolekularen Elektronendichte-
karten abgebildet sind. Diese Karten können z. B. aus Röntgenstrukturanalyse-
und Kryo-Elektronenmikroskopie-Experimenten gewonnen werden und haben
bislang die Bestimmung der dreidimensionalen, atomaren Struktur von mehr
als 67 000 Biomolekülen ermöglicht. Aufgrund des hohen Detailgrades hochauf-
gelöster Elektronendichtekarten ist der Vergleich der Karten nicht trivial. Des
weiteren liegt bei der großen Anzahl der Karten eine manuelle Analyse ohne-
hin nicht im Bereich des Praktikablen. Aus diesen Gründen sind Methoden zur
automatisierten, effizienten und genauen Analyse von Elektronendichtekarten
notwendig. In der vorliegenden Arbeit wird diese Fragestellung behandelt und
eine Methode vorgestellt, die in einem Softwaresystem mit dem Namen siseek
implementiert wurde und der automatisierten Ähnlichkeitssuche in makromole-
kularen Elektronendichtekarten dient.
siseek basiert auf der

”
scale-invariant feature transform“ und identifiziert Schlüs-

selpunkte (
”
keypoints“) in hervorstehenden, kugelförmigen Bereichen einer Kar-

te. Jedem Schlüsselpunkt werden Orientierungen auf Basis des umliegenden Gra-
dientenfeldes zugewiesen, die wiederum dazu verwendet werden lokale Nachbar-
schaftsdeskriptoren zu berechnen. Jeder Deskriptor wird als Merkmalsvektor be-
trachtet und zur Berechnung der Ähnlichkeit zwischen den zugrundeliegenden
Nachbarschaften genutzt. Basierend auf dieser Ähnlichkeit wird die Registrie-
rung, also die Überlagerung ähnlicher Teile, von zwei Karten ermöglicht. Zu-
sätzlich wird auf Basis von siseek ein Verfahren zur automatisierten Erkennung
eines in einer Elektronendichtekarte dargestellten Moleküls vorgestellt.
siseek wurde in mehreren groß angelegten Studien mit Hilfe von synthetischen
Karten parametrisiert und in Docking Experimenten mit synthetischen und
experimentellen Karten analysiert. Diese Experimente zeigen, dass siseek zur
Ähnlichkeitssuche in Karten mit mittlerer und hoher Auflösung eingesetzt wer-
den kann und dabei weniger Zeit als andere Ansätze benötigt. Dieser Befund
wird durch Registrierungsexperimente mit experimentell gewonnenen Karten
aus Röntgenstrukturanalyse und Kryo-Elektronenmikroskopie untermauert. Au-
ßerdem wird eine Machbarkeitsstudie zur automatisierten Molekülerkennung in
Elektronendichtekarten vorgestellt. Die Experimente zeigen, dass siseek zur Re-
gistrierung von Elektronendichtekarten eingesetzt werden und somit deren In-
terpretation unterstützen kann.
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1. Introduction

From the very beginning of biology, the interpretation of images has been a
major driving force of discovery. The analysis of differences and similarities in
image data facilitates the detection of common features and divergences between
structures found in living organisms. With modern imaging technologies, it is
possible to depict structures of organisms at various scales in all three spatial di-
mensions [10, 355]. At the largest scale, organs and tissues and their interplay in
the living organism are analyzed [234]. At the next smaller scale, the functioning
of the elementary unit of all life, the cell, is examined. The disciplines of molec-
ular and structural biology are concerned with the analysis of data at the lowest
scale of general biological interest. They analyze the molecular foundations that
make life viable [292, 17, 99].

Molecular structures are elucidated using various experimental techniques.
The currently most frequently utilized method for the analysis of biomolecules
is X-ray crystallography, which is based on the interpretation of reflection pat-
terns that are converted to electron density maps [273]. The maps depict the
spatial distribution of the molecule’s electrons and are the basis for the deduc-
tion of atomic models. Single particle cryo-electron microscopy (cryo-EM) is a
complementary technique, which also yields electron density maps. In contrast
to X-ray crystallography, cryo-EM is better suited for the study of larger molec-
ular assemblies and depicts the Coulomb potential of the biomolecule [94]. Most
of the available cryo-EM maps to date have non-atomic resolution. However,
the computing power that is available today and tremendous improvements in
the method of cryo-EM over the last few years enabled the computation of high
resolution cryo-EM maps of macromolecular complexes that allow for discern-
ing single residues. For both, X-ray crystallography and cryo-EM, the objective
is the determination of atomic models from electron density maps, which can
then be used to analyze the structural basis of life on the atomic level [94, 273].
The long-term goal here is to provide a molecular view of life [24]. This does
not only yield new insights into the functioning of biological processes but also
enables more purposeful interventions — e. g., by developing new drugs targeted
to specific proteins.

High resolution macromolecular electron density maps appear crowded due to
the amount of information depicted and are thus hard to interpret by visual in-
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1. INTRODUCTION

spection. Furthermore, the amount of data gathered in various projects of struc-
tural biology is enormous and renders manual inspections of electron density
maps impossible. Thus, automated methods for analyzing the harvested data
are needed. In essence, electron density maps are three-dimensional (3D), gray-
level images that depict the spatial arrangement of the atoms of the molecule
of interest [94, 273]. The automated analysis of images in general has been
improved tremendously over the last few years. Besides numerous approaches
for the analysis of two-dimensional (2D) images [119, 115], the registration of
3D images is meanwhile also in the focus of digital image analysis [134, 119].
The task of image registration is to determine an alignment of two given images
so that similar regions in the images are superposed. Solutions to the regis-
tration problem are of major interest for the interpretation of medical images,
where healthy and diseased states of organs and tissues are studied by analyzing
differences and similarities of registered 3D images [134].

The task of identifying structures in 3D electron density maps has been
addressed in the context of different projects. The high resolution maps ob-
tained by X-ray crystallography are interpreted using various image analysis
techniques [273]: For a depicted protein, the known polypeptide chain is fitted
to the electron density map. The knowledge of the chemical structure and the
limited flexibility of the protein allow for the determination of the conformation
of the molecule based on the density. In regions that are less well resolved,
rigid molecular building blocks like annulated ring systems can be fitted to the
density. Since the size of these systems is larger than for short, aliphatic struc-
tures, the location of the object can be more easily identified. In cryo-EM,
the resolution of the maps is generally lower and does not allow for the direct
interpretation in atomic detail. The low resolution of cryo-EM maps is due
to various reasons, the most obstructive one being conformational flexibility of
the depicted molecule. While in X-ray crystallography the depicted molecule
is generally forced into one conformation, cryo-EM allows for the depiction of
molecules in different conformational states. Averaging maps of proteins in dif-
ferent conformations reduces the resolution of the electron density maps and
hence prevents the direct determination of atomic structures. Thus, these maps
are frequently interpreted by fitting larger, rigid parts of known biomolecules to
the density map [94].

The interpretation of electron density maps has contributed to the large
archive of known molecular structures, which is now curated as the Worldwide
Protein Data Bank (wwPDB) [23]. This database is the primary resource for
atomic detail information of biomolecules and comprises currently more than
76 000 structures [383], which in large parts have been elucidated by X-ray crys-

2



tallography but also by cryo-EM and other techniques. Atomic models of the
first resolved structure of myoglobin, a fairly small protein, up to the engineered
models of the ribosome, which is among the largest molecular machines found in
living organisms, are accessible through this resource. Additionally, the Electron
Density Server [178] provides currently access to more than 48 000 experimental
X-ray crystallography electron density maps, which were the basis for the deter-
mination of atomic structures deposited in the wwPDB. Electron density maps
acquired by cryo-EM can be accessed through the EMDataBank [196], which
currently holds more than 1 100 entries depicting various molecular structures.
The interpretation of this enormous pool of data and the integration of infor-
mation from different experimental techniques are going to be major challenges
to molecular biology and bioinformatics in the upcoming years.

The objective of this work is the development of a method for similarity
searching in macromolecular electron density maps. This includes not only
the docking of atomic structures to experimental cryo-EM maps, but also the
registration of experimental electron density maps. For this purpose, a software
is to be implemented and the applicability to similarity searching in experimental
maps is to be demonstrated.

The presented method is called siseek (SImilarity SEarching in Electron den-
sity maps using Keypoints). It is based on state of the art findings and tech-
niques from digital image analysis and relies on an abstract map representation,
which is based on scale-space theory [213] and the scale-invariant feature trans-
form (SIFT) [218]. The map representation consists of salient features of all
sizes in the depicted objects, and enables the description of image data at dif-
ferent levels of detail. Each of the features is represented by keypoints, which
in turn are assigned local neighborhood descriptors. In this way, the map is
decomposed into its intrinsic structures and salient parts are extracted. Based
on the descriptors, keypoints can be compared and matched. This comparison
of descriptors and thereby keypoint neighborhoods facilitates the identification
of similarities in images based on the comprised features rather than using an
exhaustive search.

siseek can be applied for solving several problems: For one, it enables the
docking of atomic structures to high and intermediate resolution electron density
maps. For this purpose, a synthetic map is generated from the atomic structure
and subsequently registered to the experimental map. This task is frequently
carried out for the interpretation of maps acquired by cryo-EM [94]. It also
allows for the registration of two experimental electron density maps. This task
is not carried out regularly, but allows for new insights that are not provided by
other methods. The approach does not rely on an atomic detail interpretation
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1. INTRODUCTION

of the density map and does not consider sequence similarity. Therefore, it is a
complementary approach for the registration of protein structures, which up to
now is mainly done by computing sequence alignments and registering atomic
structures based on the computed alignment. Furthermore, the method draws
the attention to the genuine experimental data, the electron density, and there-
fore it is closer to the measurements than atomic structures, which represent one
valid interpretation of an electron density map. This enables a more thorough
analysis of the maps and can reveal similarities as well as inconsistencies such
as unexplained densities. Furthermore, the abstract map representation can be
used for similarity searching in a larger pool of protein structures, as shown here
in a proof of concept. In this application, the content of an unknown electron
density map is recognized based on a set of defined reference structures.

1.1. Main Contributions

siseek is a software system designed for similarity searching in electron density
maps. The method is based on state of the art techniques for image analysis —
the theory of scale-space and the SIFT — and allows for the identification of
similar regions in macromolecular electron density maps. It contributes to the
state of the art of image analysis in the following ways:

– The SIFT is generally applied to 2D images. siseek is a robust extension
of this method to 3D images. It regards all degrees of freedom that have
to be addressed in three dimensions, which is especially important for the
proper handling of 3D orientations. All computations in siseek are based
on interpolated intensity values rather than on the genuine intensities at
voxel positions. Thus, it does not rely on a predetermined grid and is
therefore only dependent on the depicted density, not the sampling.

– The method and all of its components are thoroughly tested and their
performance is validated through various experiments. This includes the
repeatability of keypoint detection, orientation assignment, and descrip-
tor calculation as well as studies for the distinctiveness of the computed
descriptors. This thorough validation on a large test set of 3D images
yields the basis for successfully employing siseek in various experimental
scenarios.

– The concept of resolution is essential for the interpretation of electron
density maps and is defined as a quality in the frequency domain. Due to
the central importance of resolution, the robustness of keypoint detection
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1.1 Main Contributions

with respect to resolution lowering was assessed in detail. It was found that
the repeatability rate of keypoint detection in the SIFT is dependent on
the ratio of resolution and sampling interval of the map. Thus, an optimal
sampling interval in terms of the specified resolution is determined.

– The properties of the described 3D SIFT descriptor are assessed in detail
and yield insights into the robustness of the descriptor with respect to
various distortions. Based on this analysis, findings on the structure of
the descriptor and their influence on matching feature vectors are summa-
rized. These give insights into the general properties of descriptors using
various parameters and allow for the determination of optimal parameters
for siseek .

siseek is geared to similarity searching in electron density maps and parame-
terized for an optimal functioning in this application area. It distinguishes itself
from previous work by the following properties:

– siseek reliably identifies similarities in high and intermediate resolution
electron density maps using keypoints. The method is thoroughly tested
on larger sets of synthetic and experimental proteins, and allows for the
efficient registration of electron density maps. siseek directly references the
resolution of the map and incorporates this information in the scale-space
representation that is built for the input map. The computer program is
shown to use less CPU time than other programs that are geared to the
same problem because more demanding computations are only carried out
for salient structures of the image.

– No sequence information and no atomic detail interpretation is necessary
for similarity searching with siseek . The method solely relies on the in-
formation contained in the electron density map and therefore allows for
similarity searching independent of any interpretation in terms of atomic
structures.

– The map description employed in siseek can be used for the identification
of an electron density map’s content. This application is shown in case
studies, which exemplify the high discriminative power of the computed
descriptors. The presented study, however, is a proof of concept and means
for improving the applicability are listed.

– The presented method is not limited to the interpretation of cryo-EM
maps but explicitly addresses similarity searching in X-ray crystallogra-
phy electron density maps. Structures acquired by X-ray crystallography

5



1. INTRODUCTION

are regularly compared using the atomic detail interpretation of the maps.
However, if no atomic model is available, siseek is capable of finding sim-
ilarities of the given map to other electron density maps. Furthermore,
siseek shifts the focus to data that is closer to the genuinely observed
measurements, the electron density maps.

– The map description decomposes the depicted object automatically into its
salient features. These features identify regions in the map that are either
more or less dense than their surrounding. Each feature is assigned a scale
and a descriptor, which allow for the automated comparison of features
and the matching of images. Using this approach, similar subvolumes in
the maps can be identified because the descriptors rely solely on local
information. Using an exhaustive image comparison, such alignments are
generally not identifiable if both maps comprise more than the considered
domain. This is due to the mode of comparison in exhaustive searching,
which always employs the complete volume of both maps.

All core modules of siseek are genuinely created for this work. The software
is implemented in C++ and uses the basic functionality provided by the C++
standard library and the boost library. Additionally, an external implementation
of an R-tree is used for the efficient location of points in 3D space. Further
details on the software design, the implementation, and a description of the user
interface can be found in Appendix A.9 on page 225.

1.2. Structure of this Work

Besides the introductory Chapter 1, this work comprises five more chapters and
an appendix. The content of each part of this work is summarized as follows:

Chapter 2 provides a survey of the state of the art in relevant disciplines. The
chapter comprises an overview of feature detection and image registra-
tion techniques, and gives an introduction to relevant techniques in the
field without referring to biological problems. Subsequently, methods of
structural biology for the elucidation of electron density maps are pre-
sented. This includes, on the one hand, default modes for the depiction of
biomolecules and, on the other hand, experimental methods for acquiring
electron density maps. Eventually, published methods are introduced that
seek to solve similar problems as this work. This includes methods for
the interpretation of data gathered in X-ray crystallography experiments,
methods for docking of atomic structures to electron density maps, and
tools for identifying molecular objects in larger databases.
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1.2 Structure of this Work

Chapter 3 details the theoretical foundations of siseek and introduces all ob-
jects that are used in the method for describing electron density maps:
Keypoints mark salient structures in the maps and are assigned orienta-
tions, which are determined by orientation histograms. According to the
orientations, descriptors are computed. Based on this abstract map de-
scription, methods for the registration of electron density maps and for
molecule recognition are proposed.

Chapter 4 describes the validation and parameterization of the proposed
method. For this purpose, the repeatability of keypoint detection, orien-
tation assignment, and descriptor computation is assessed based on syn-
thetic maps of different resolutions and signal-to-noise ratios. Several ex-
periments are performed using different parameters and the results are
analyzed with respect to specified objectives.

Chapter 5 reports on the application of siseek in experimental scenarios with
the parameters determined in Chapter 4. First, a validation of the com-
plete software system using synthetic maps is performed. Subsequently,
atomic structures are docked to experimental maps acquired by X-ray crys-
tallography and cryo-EM. In the last outlined application scenario, siseek
is used to identify the content depicted in an electron density map based
on a database of reference structures.

Chapter 6 comprises a summary of the content of this work and outlines per-
spectives for future research in the field of image analysis in molecular
biology.

The Appendix contains information that supplements the findings presented
in this work. First, mathematical foundations, molecular identifiers, and
properties of the utilized concepts are outlined. Then, plots and tables
supplementing the presented findings are listed. Furthermore, depictions
of proteins utilized in the test set are given. Eventually, programs used in
this work as well as the software architecture of siseek are outlined.

Each chapter begins with an introduction and concludes with a summary of
the main findings of the chapter. Each section commences with an introductory
paragraph giving an overview of the content that is found in the section. All
abbreviations and acronyms are explained in the list of abbreviations on page V.
Throughout the work, identifiers for molecular structures and electron density
maps are used as explained in Appendix A.2 on page 199. The index contains
all central terms and is located on page 271. The definition of the mathematical
notation can be found in Appendix A.1.
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2. State of the Art

Techniques for similarity searching in images and methods for the elucidation
of biomolecular structures have been improved tremendously in recent years.
Their combined use has given new insights into the spatial composition of bio-
molecular structures and has allowed for the detailed analysis of various bio-
chemical processes. In this work, a method based on image analysis techniques
is presented and applied to structural biology data. This chapter introduces the
topics relevant to this work, ranging from applicable image analysis techniques
to a summary of pertinent methods of structural biology.

In Section 2.1, an abstract overview of methods for image registration is pre-
sented. Besides basic techniques for image analysis, especially methods for the
detection of salient image features and their matching are introduced. Eventu-
ally, the concepts of scale-space and the scale-invariant feature transform (SIFT),
which form the basis of this work, are summarized. This summary on image reg-
istration techniques is meant to be general and does not make explicit references
to biochemical contexts. In Section 2.2, relevant methods that are employed in
structural biology are introduced. First, the properties of atomic structures and
electron density maps of biomolecules are described. Subsequently, the experi-
mental techniques used for the elucidation of these structures — namely X-ray
crystallography and cryo-electron microscopy — are explained. In the last Sec-
tion 2.3, previously published methods for the docking of atomic structures to
electron density maps and molecule recognition are summarized.

2.1. Image Registration

The process of aligning two or more images so that similar depicted structures
are superposed is called image registration [41, 241, 119]. This task is generally
trivial for the elaborate human cognitive system. However, the design of robust
computer systems for image registration has proved challenging. This is due
to differences in the circumstances under which images of an object are taken.
Examples of these include changes in illumination or the presence of noise in-
duced by the sensor. These have to be accounted for to enable a successful
registration [89].
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Image registration is of interest to almost all disciplines that make use of
image data. Examples include the registration of satellite images [118], the
identification of molecules in images depicting cells [99], and applications in
medical science [134]. An example from the latter discipline is the registration
of 3D image data to facilitate the detection of changes in tissue, which can be
used for tumor monitoring [257] or for assessment in surgery [88]. For the latter
purpose, images taken before and after a surgical intervention are registered,
the differences of the images are identified and analyzed to affirm the outcome
of the surgery. Registration also facilitates the combination of information from
images taken with different sensors. An example application is the registration of
images taken by magnetic resonance imaging and positron emission tomography,
which allows for the combination of anatomic and metabolic information [306].

Methods for registration can be classified according to the following crite-
ria [221, 92], which specify the method’s capabilities and the application range:

Dimensionality The dimensionality of the images is generally 2D for planar
pictures and 3D for volumetric images. However, higher dimensional im-
age registration is also possible using, e. g., temporal volumetric image
sequences.

Registration Basis The registration can be based either directly on image in-
tensities or on image features. These include user-selected points or com-
putationally determined attributes.

Transformation The result of the registration is a transformation that super-
poses the two given images. This transformation can either be rigid or
elastic.

User Interaction Methods can be completely automatic, may require the user
to supply an initialization, or solely support the user during registration.

Optimization procedure Refers to the method by which the images are brought
into register and the employed target function. This can be based on an
iterative optimization or can be ideally computed directly.

Modalities The means by which the images are acquired can differ. For medical
imaging, standard techniques include X-ray computed tomography, mag-
net resonance imaging, and position emission tomography, while macro-
molecular electron density maps are generally acquired by cryo-electron
microscopy and X-ray crystallography.
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2.1 Image Registration

Methods for automatic image registration can be subdivided into the following
stages [382, 119], which are going to be addressed in more detail in the next
sections:

Image Processing Preparation of the raw image data for later stages. This can
include the removal of noise or the detection of edges.

Image Feature Detection Salient, distinctive structures in the image are iden-
tified as image features. These can be points, corners, blobs, lines, curves,
regions or image templates. Additionally, descriptors can be computed for
characterizing the computed features.

Feature Matching Correspondences between detected features are identified us-
ing either computed descriptors or the distribution of the features. An
identified correspondence yields a transformation of the images, which su-
perposes common parts.

Using the matching, a transformation is determined and the images are super-
posed accordingly. It is, e. g., possible to resample one image using an appro-
priate interpolation technique and subsequently fuse the two images. Another
application is the direct comparisons of image intensities for the detection of
differences.

There exist various approaches to image registration, and the utilized termi-
nology frequently differs depending on the author and the field of study. In the
following, the first image to be registered is called source image. Other publi-
cations also utilize the term reference image, which explicates that the image is
not changed during the registration. The second image is called target image
or sensed image. The objective of image registration methods is to find the
matching content of the target image in the source image. For this purpose, a
transformation is determined, that maps the target image onto the source im-
age using computationally detected features, which represent salient structures
in the image.

In this work, an image is the two or three-dimensional depiction of an object
using a square respectively cubic grid with a specified pixel or voxel spacing,
which is also called sampling interval . If not stated otherwise, an image I —
also called a map — has three dimensions and assigns an intensity value to each
point on the cubic grid. The grid points of a 3D image are called volumetric
picture elements — for short voxels. If no other definition is given, x = (x, y, z)T

identifies a voxel and I(x) the corresponding intensity value in the image. The
location x may also refer to points in the image that lie in between voxels. In
this case, trilinear interpolation is used to calculate the intensity value at x. To
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analyze the signal underlying the image, partial derivatives are taken. The first-
order partial derivatives are denoted by Ix, Iy, and Iz for the corresponding spa-
tial direction while second-order derivatives are denoted as Iab | a, b ∈ {x, y, z}.
Furthermore, the partial derivative operator ∂a is used. The gradient ∇ of the
image function is defined as the vector field ∇I = (Ix, Iy, Iz)

T . The Laplacian
∇2 of an image yields again an image-like structure. It is denoted as the sum of
all unmixed second-order partial derivatives ∇2I = Ixx + Iyy + Izz.

The following comprises an overview of image analysis and pattern recognition
methods, which are related to this work. Relevant image processing techniques
are presented first. Subsequently, methods for the detection and matching of
image-features are introduced. The section concludes by giving an introduction
to scale-space theory and the SIFT.

2.1.1. Image Processing

Raw image data is frequently preprocessed prior to feature detection. This can
include image smoothing, which reduces the amount of noise in the image, but
also blurs the image. This preprocessing is accomplished by convolving image
I(x) with a filter F (x) resulting in an image I ′(x) [115] as shown in Equation 2.1
where ∗ denotes convolution.

I ′(x) = F (x) ∗ I(x) (2.1)

Filters F with the effect of smoothing an image are called low-pass filters
since they attenuate high-frequency signal components. The Gaussian function
is frequently employed for this purpose. This function has an infinite support,
but can practically be truncated to compact support with minimal damage to
the representation in both the spatial and the frequency domain. Furthermore,
the Gaussian filter can be applied efficiently because it is a separable filter [115].
The normalized, isotropic, origin-centered Gaussian G(x) in three dimensions
is defined as in Equation 2.2, where |x| denotes the Euclidean norm of x and
the standard deviation σ defines the width of the isotropic Gaussian function,
and thereby the amount of smoothing. The larger the value of σ, the more
high-frequency signal will be attenuated.

G(x;σ) =
1(√

2π · σ
)3 · e− |x|22σ2 (2.2)

Methods for the detection of edges — sharp changes in image intensities —
have been vital in the development of image registration and various approaches
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2.1 Image Registration

for their identification have been proposed. The Canny edge detector is fre-
quently employed for identifying edges since it has good detection and loca-
tion performance while giving a single response for a true edge [51]. It relies
on first order derivative filters and a linking-procedure for the identification of
edges. Another common method for edge detection is the Marr-Hildreth opera-
tor [225, 32] that relies on second-order derivatives. By applying the Laplacian
to the Gaussian function, the Laplacian of Gaussian (LoG) filter is created.
The 3D LoG is derived in detail in Appendix A.3 and its formula is displayed in
Equation 2.3. Zero crossings of an LoG filtered image identify sharp changes in
the image intensities and can be utilized for edge detection. However, for larger
σ the localization error increases and thus the edge detection is less precise.

LoG(x;σ) = ∇2G(x;σ) =
1(√

2π
)3
σ5
·

[
3−

(
|x|
σ

)2
]
e−
|x|2

2σ2 (2.3)

The convolution with the Laplacian of Gaussian can be approximated using
the Difference of Gaussians (DoG) approach. Here, the image is filtered with
two Gaussians of different standard deviations and the difference of the two
Gaussian filtered images yields a fast approximation of the convolution with the
LoG.

Edge detectors based on the LoG are less accurate with respect to localization
than the Canny edge detector. The principle of convolving images with deriva-
tives of the Gaussian function to determine properties of the underlying signal
is, however, essential for various image analysis methods.

2.1.2. Image Features

Features are salient structures in images that can be utilized for image registra-
tion. Different kinds of image features exist, the most prominent being corner
points. Other image features include blobs, lines, regions, and image templates.
Points mark salient elements of the image while blobs identify image segments
that are either brighter or darker than their surrounding. Lines are frequently
found in two-dimensional images depicting man-made objects and characterized
by a straight, elongated edge in the image. Regions are computationally de-
termined, contiguous, homogeneous patches of the image. Image templates are
defined by the user and refer to small image regions that comprise structures of
interest.

Points are the most frequently used feature of images [119]. They are re-
ferred to as feature points, interest points, point landmarks, control points or
keypoints. In this section, the term feature point is used as a generic term allow-
ing for different detection methodologies. In the methods section, however, the
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term keypoint is used, which is specific to the SIFT. In the following, different
approaches for the detection of feature points and regions are introduced, while
the detection of blobs will be covered in Section 2.1.4.1. Line detection can be
accomplished using the Hough transform [147, 151] or least squares fitting. The
selection of image templates is generally a manual task and matching image
templates is related to local neighborhood matching. Thus, it is described in
Section 2.1.3.

Feature points are detected in image regions with high information content,
e. g., at a local, sharp intensity change. The detection of feature points must
be robust, stable and well-defined, so that in two different images of the same
object the same feature points are detected. Many feature point detectors rely
on differential methods and identify feature points in regions that have a high
degree of variation in all directions. These regions are called image corners and
are identified using a cornerness measure. Such measures were first defined for
two-dimensional images [333] and later on generalized to three dimensions [277].
Most of the cornerness measures are based on differential operators and rely on
the calculation of the structure tensor C or the Hessian matrix H.

The structure tensor is the dyadic product of the gradient of the image

C =

 Ĩ2
x(x) Ĩx(x)Ĩy(x) Ĩx(x)Ĩz(x)

Ĩy(x)Ĩx(x) Ĩ2
y (x) Ĩy(x)Ĩz(x)

Ĩz(x)Ĩx(x) Ĩz(x)Ĩy(x) Ĩ2
z (x)

 (2.4)

where Ĩ denotes a local averaging of the image. This averaging can, e. g., be
performed using the arithmetic mean of the voxel intensities in a predetermined
neighborhood, which may be spherical or cubic [276]. Furthermore, the image
intensities can be weighted using, e. g., the Gaussian function [97]. This neigh-
borhood is frequently called spherical window and — if a Gaussian weighting is
applied — Gaussian window.

The Hessian matrix H is defined in Equation 2.5. It is determined in the same
way as the structure tensor and comprises all second-order partial derivatives.

H =

 Ĩxx(x) Ĩxy(x) Ĩxz(x)

Ĩyx(x) Ĩyy(x) Ĩyz(x)

Ĩzx(x) Ĩzy(x) Ĩzz(x)

 (2.5)

The first rotation-invariant feature point detector that makes use of the Hes-
sian matrix is the Beaudet corner detector [16]. It determines the corner strength
by analyzing the trace or the determinant of the matrix. The Kitchen and
Rosenfeld [177] operator makes use of the first and second derivatives of the
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image intensities and calculates the curvature of a level curve as the cornerness
measure.

Prominent examples of measures utilizing the structure tensor include the
Förstner [100, 101] and Rohr [274, 275] corner detectors. Furthermore, the
Harris-Stevens [136] corner operator — also called Plessy operator — and the re-
lated Shi-Tomasi detector [300] make use of it. These approaches rely on an
analysis of the eigen decomposition of the structure tensor. The determined
eigenvalues of the tensor characterize the strength of the intensity variations in
the local neighborhood and are used as cornerness measure. In the vicinity of a
corner, no prominent direction in the local gradient field are to be found. There-
fore, all eigenvalues are required to be of similar magnitude. This is analyzed
using the determinant and the trace of the matrix, which respectively equal the
product and the sum of the eigenvalues.

Besides these differential cornerness-measures, other approaches, which are
based, e. g., on intensity variations in a local neighborhood [308, 283], have been
proposed for two-dimensional images and are presented elsewhere [333].

The output of all the cornerness measures is an image comprising intensities
that represent the corner strength at each image element. Using this informa-
tion, feature points are computed by applying a non-extrema suppression and a
threshold on the cornerness value. The remaining image elements are selected
as feature points, and are used for the description of the relevant image content.

The performance of 3D corner detectors has been assessed on synthetic and
medical images [137, 278, 138]. According to different criteria it was found that
detectors using solely first order derivatives, which are the Förstner and the
Rohr operator, show a better performance than the other examined operators.

Another class of detectors relies on the identification of spherical image re-
gions, which are either brighter or darker than their surrounding. These regions
are called blobs and they are identified using the Laplacian of Gaussian or the
determinant of the Hessian operator in scale-space. These methods are described
in more detail in Section 2.1.4.1.

Besides feature points and blobs, image regions are frequently used features
[119]. Regions can be identified using image segmentation, which subdivides the
image into meaningful partitions identifying single objects or building blocks of
objects. These methods either rely on an intensity thresholding approach, make
use of region growing, or segment contiguous patches in the image by the iden-
tification of boundaries. For single thresholding, a value is chosen interactively
or automatically to partition the image. Subsequently, all image elements are
assigned to two different classes depending on their intensity value being larger
or smaller than the threshold. Region growing methods partition the image
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based on seed-pixels, which are iteratively supplemented by neighboring image
elements. Here, neighboring image elements are added to a region depending on
a membership criterion.

2.1.3. Feature Matching

Correspondences between source and target image are identified by compar-
ing the detected image features. Depending on the type of detected feature,
different approaches can be utilized to calculate a matching. Methods using
point-pattern matching can identify similarities in the distribution of feature
points and thereby find similar regions in the images. Many image registra-
tion methods rely on a supplementary description of the local neighborhood of
a feature point. Identifying and comparing image templates — small image re-
gions — is therefore a related topic. Thus, point pattern matching algorithms
are described first, followed by an overview of relevant template descriptors and
their comparison.

Without supplementary information on the feature point neighborhood, all
points are considered as compatible. The goodness of fit between two images is
therefore only determined by the overlap of the two point sets. If a predeter-
mined, non-collinear matching of at least three source to reference-image feature
points is given, a rigid 3D transformation of the target image feature points can
be computed [161, 162]. The quality of the superposition of the point sets is
determined and yields an estimate of the similarity of the underlying images.
The quality of the superposition can be assessed according to different measures.
One measure is the Hausdorff distance [150], which is the maximum of the min-
imum distances between any two points of source and reference image that are
closest to each other. If the two images correspond to each other, similar feature
points have been detected and will be superposed. If exactly the same keypoints
are found in both images, each keypoint from the target image finds a counter-
part in the source image. However, usually the set of feature points in the two
images is not exactly the same, since either some points have not been found,
or superfluous points are detected due to noise. Therefore, it is important to
account for outliers by, e. g., introducing a maximum threshold.

Algorithms for finding the superposition that maximizes the overlap of the
point sets have been developed for cases, in which no association of feature
points is known a priori. These algorithms compare triplets of non-collinear fea-
ture points in the two images and identify matchings using a voting scheme. For
larger point sets, an exhaustive search is however not possible, since the number
of matches that must be assessed lies in O(n3

sn
3
r), with ns and nr being the num-

ber of feature points in the source and reference image. Therefore, algorithmic
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strategies have been proposed to enable the identification of the correct match.
The Generalized Hough Transform [12, 151] and Geometric Hashing [363] ad-
dress this problem. In these schemes, each matched set of feature points casts
a vote for either a final placement or a basis in the source image. In a second
step, the votes are evaluated and superpositions of the images are determined.
Alternatively, the probabilistic random sample consensus (RANSAC) method
can be employed [91]. RANSAC generates a random, initial assignment and
iteratively refines the model yielding an assignment of corresponding points in
the two point sets. Furthermore, it is possible to identify correspondences in
point sets using clique searching in a distance-compatibility graph [188, 40].
This, however, is only applicable to small point sets due to the complexity of
the clique search algorithm.

The number of potential matches between points can be reduced if a descrip-
tor capturing the local neighborhood is assigned to each point. Based on such a
descriptor, matchings between feature points are excluded that have a substan-
tially different local neighborhood. Therefore, the number of possible mappings
from source to target feature points is reduced and thus the number of matchings
that are assessed is also smaller.

One method for describing and comparing local neighborhoods is based on
image template matching. For two matched feature points, equally sized neigh-
borhoods N1 and N2 are determined from the local neighborhood in the under-
lying images. The intensities of the voxels can then be compared directly. A
common similarity measure used for this purpose is the Pearson product-moment
correlation coefficient (PM-correlation coefficient) . This coefficient is defined in
Equation 2.6 where N denotes the mean intensity of the image. The determined
value is bound to the interval [−1; 1] and yields a measure of the similarity of
the intensity distributions in the two neighborhoods. Other measures that rely
on a direct comparison of image intensities are mutual information or the sum
of squared distances [119]. All of the above measures are not rotation-invariant
and thus can only be used for comparing images that differ by a translational
offset [79]. For determining the similarity between two images of unknown ro-
tation, all relative orientation of the images must be assessed.

r =

∑
x∈R

(
N1(x)−N1

) (
N2(x)−N2

)
√∑

x∈R

(
N1(x)−N1

)2√∑
x∈R

(
N2(x)−N2

)2 (2.6)

The PM-correlation coefficient can also be used to identify a target image
of different size inside the source image by performing a complete translational
search. It requires extensive computation if carried out in the spatial domain
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since the PM-correlation coefficient must be computed for each image element.
This process can be accelerated by computing the cross-correlation of the two
images using the fast Fourier transform [9]. First, the complex conjugate of
the source image’s Fourier transform and the Fourier transform of the tar-
get image are computed. Subsequently, the image-element-wise product of the
transformed images is calculated. The inverse Fourier transform of the result-
ing image contains at each voxel the non-normalized correlation that would be
achieved for a corresponding offset. Maxima in this images identify the best
translational match of the target image in the source image. This acceleration
is frequently employed when searching for similarities in biomolecular images
such as in protein-protein docking [164] and the fitting of atomic structures to
electron density maps [53].

More abstract measures for local neighborhood similarity have been proposed
that rely on a comparison of abstract descriptors [115, 119, 238, 79, 154]. Promi-
nent examples include histogram based descriptors [8], steerable filters [98], in-
variant moments [103], spherical harmonics [294, 353] and, the SIFT descrip-
tor [217]. The latter three descriptors have been applied in the context of simi-
larity searching in electron densities, and therefore moments and spherical har-
monics will be introduced here. An account of the SIFT descriptor is found in
Section 2.1.5.

The intensity distribution in an image neighborhood can be described by the
use of statistical moments. Three-dimensional image moments Mpqr of order
pqr for an image region R are defined as

Mpqr(x) =
∑
x∈R

xpyqzr · I(x) | x = (x, y, z) (2.7)

Using a combination of moments of different orders, the underlying image tex-
ture can be described with the desired detail. It is also possible to compute mo-
ment invariants that do not change if the image is rotated or scaled [148, 288].
Therefore, moment invariants can be used for the rotation-invariant comparison
of images. For the comparison of moment invariants, different measures such
as the Euclidean distance or the PM-correlation coefficient between the values
have been proposed. Shape descriptions based on moments have been employed
in bioinformatics for various purposes. Related topics include the detection of
planar objects in X-ray maps [141] or the superposition of objects in electron
density maps [191].

Closely related to the use of moments are spherical harmonics descriptors.
Spherical harmonics form an orthonormal set of functions on the unit sphere, and
therefore can be used to describe any square integrable function on that sphere.
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This is achieved by calculating expansion coefficients for the spherical harmonics
as similarly done for the trigonometric functions in the Fourier transform. Here,
the number of utilized spherical harmonics determines how close the represen-
tation resembles the genuine function on the unit sphere. Using this theory, it
is possible to construct star-shaped objects from spherical harmonics. For this
purpose, the distance from object surface to center is encoded as a function on
the unit sphere and expansion coefficients are determined [353, 294]. Extensions
to non-star shaped objects have been proposed [244] and a decomposition of the
object into concentric shells has proved effective for object comparison [169]. For
each shell, the expansion coefficients of the spherical harmonics are computed
and a feature vector consisting of the coefficients for all shells is constructed.
The comparison of the descriptors is then performed using the Euclidean dis-
tance between feature vectors. This approach has been used for the description
of 3D objects and has also been employed for shape matching in bioinformat-
ics. Applications range from small molecule comparison [204], to protein-ligand
docking [49] and binding site comparison [243] but also include the docking of
atomic structures to cryo-electron microscopy maps [107].

2.1.4. Multi-Scale Image Representations

For the complete description of an image, it is necessary to extract information
on the depicted objects at all spatial sizes. For this purpose, scale-space and
image pyramid representations have been developed, which are introduced in
the following. Image data contains information at different scales. In imagery
acquired by photography, a scaling of objects is introduced by the distance
between camera and object. In three dimensions, the scale of the image and
thereby the size of the comprised objects is generally known. In macromolecular
electron density maps, this ranges from the depiction of single atoms [64] up to
the cell level where only large macromolecular complexes can be identified [99].
Using other microscopic techniques and methods such as MRI [355], images
of organisms can be recorded [10]. Using these sources, information from the
molecular level can be combined and used for studying complete organisms [17].

2.1.4.1. Scale-Space

Scale-space theory was developed with the objective of extracting information
from signals, which are present at different scales [213]. For this purpose, a
one-parameter family of images is created, which is based on the genuine image.
The scale parameter or, for short, scale σ ≥ 0 is used to adjust the amount
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Figure 2.1 – Scale-space representation
A genuine image showing hot air balloons (0) and samples of the scale-space rep-
resentation (1–5) are shown. The scale σ doubles from image to image. ( c© A.
Griewel)

of structural detail present in the image.1 For σ = 0, the genuine image is
assumed, while larger values of σ suppress fine detail structures in the image.
This is shown in Figure 2.1 for different values of σ.

Scale-space theory was first applied to one-dimensional signals [360]. It was
shown that structural details can be attenuated by the convolution with a Gaus-
sian kernel. The amount of structural detail contained in the resulting image
can be controlled by specifying the standard deviation σ of the Gaussian func-
tion. More image detail will be attenuated if σ is larger, and therefore large
scale structures will be more prominent. This allows for the interpretation of
the signal at coarser scales [180].

Based on a genuine image I(x), the scale-space representation L is computed
by convolving I with a Gaussian kernel G(x;σ) as shown in Equation 2.8. For
σ = 0 the scale-space representation L(x; 0) is defined as the genuine image I

1The genuine formulation of scale-space theory uses a parameter t = σ2. Here, the scale-
space is parametrized in terms of σ, which makes the connection to the Gaussian function
clearer.
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while increasing the scale σ amplifies the smoothing effect of the Gaussian kernel.
The filtering procedure has the approximate effect of suppressing structures with
a diameter that is less than σ [208]. This, however, does not hold exactly and
merely gives a coarse impression of the effect of the filtering.

L(x;σ) = G(x;σ) ∗ I(x) (2.8)

=

[
1(√

2π · σ
)3 · e− |x|22σ2

]
∗ I(x)

The linear Gaussian scale-space is used frequently and defined using scale-
space axioms [209]. It comprises the properties linearity and shift-invariance.
The scale is required to be continuous, and a semi-group structure is imposed,
which requires an infinitesimal generator. Another axiom is entitled non-creation
of local extrema for increasing σ and requires that the number of local extrema
decreases with larger σ. This is only true for the one-dimensional scale-space and
does not hold for any higher dimensions. Therefore, it is not fulfilled for image
data investigated in this work [205, 203]. Nevertheless, the non-enhancement
of local extrema holds for all dimensions stating that local extrema are less
pronounced at larger σ.

It was shown that the Gaussian kernel is the only kernel that fulfills all ax-
ioms [180]. The semi-group property of the Gaussian kernel with respect to
convolution

G(x;σ1) ∗G(x;σ2) = G

(
x;
√
σ2

1 + σ2
2

)
(2.9)

can be used to create new scale-space samples iteratively. A new scale-space
image with scale σ2 can be created given an image with scale σ1 according to
the formula

L(x;σ2) = G

(
x;
√
σ2

2 − σ2
1

)
∗ L(x;σ1) (2.10)

Here, the targeted scale must be larger than that of the given image σ2 ≥ σ1.
Using the scale-space representation, spatial derivatives of arbitrary order

m,n, o can be defined at any level of scale Lxmynzo(x;σ). Due to the commu-
tative property of the derivative and the convolution operator, these can be
computed by applying the derivative operator to the Gaussian kernel

Lxmynzo(x;σ) = Gxmynzo(x;σ) ∗ I(x) (2.11)
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The magnitude of the spatial derivatives Lxmynzo(x;σ) decreases with larger
scale σ [207]. To facilitate the comparison of derivatives across scales, a normal-
ization scheme is utilized [210]. The normalized derivative operator

σ∂a | a ∈ {x, y, z} (2.12)

comprises a multiplication with a factor of σ. It accounts for changes introduced
by adapting the scale and yields derivatives that are comparable across scales.1

Using normalized derivatives in scale-space, it is possible to implement algo-
rithms for the identification of blobs — regions that are either brighter or darker
than their surrounding [212]. The approach for detecting blobs is based on an
extension of cornerness measures to the scale-space representation. This enables
the scale-invariant detection of blobs, which can be used as image features.

Blobs may be detected using cornerness measures as the determinant of the
Hessian [211] or the Harris Laplace approach [237]. The most commonly used
blob detector, however, is the scale-normalized Laplacian [212, 213]

∇2
normL = σ2 · (Lxx + Lyy + Lzz) (2.13)

Points in this normalized Laplacian scale-space representation, which are ex-
tremal with respect to both space and scale indicate the presence of a blob in
the genuine image. The size of the blob corresponds to the current scale σ.
Therefore, extrema in the normalized Laplacian scale-space are used to identify
blob-like image features. These are qualified with a spatial location x and a
scale σ.

2.1.4.2. Image Pyramids

An image pyramid is a multi-resolution2 image representation [70, 47]. The
scale-space approach presented in the previous chapter has the objective of
smoothing the signal for further analysis while keeping the number of pixels
constant in all sampled images. In contrast, image pyramids combine smoothing
with downsampling and can thus be used for the reduction of information and
therefore the compact representation of the image at different resolutions [206].

A pyramid is composed of different levels, which are created by iteratively
downsampling the image. In most implementations, the image is downsampled

1The genuine definition of the normalized derivative operator σγ∂xa includes a parameter
γ. This value is not utilized in the following and therefore omitted from discussion.

2The term resolution is generally used in image pyramid terminology, while scale-space
theory relies on the term scale. However, the term resolution is also central to the analysis of
macromolecular electron density maps. Thus, except for this section, the term resolution is
used solely in the context of electron density maps.
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Figure 2.2 – Image pyramid representation
A pyramid representation of an image facil-
itates the analysis of the underlying signal
at different resolutions. It is created by iter-
atively low-pass filtering and downsampling
the genuine image. ( c© A. Griewel)

by picking every other voxel of the previous pyramid level [115]. Thus, a com-
plete pyramid of an image of dimensions N×N×N will consist of blog2(N)c+1
levels where the number of voxels in the image decreases exponentially with the
pyramid level. The metaphor pyramid becomes clear when considering 2D im-
ages as shown in Figure 2.2. Using the genuine image as base and stacking
the downsampled images above it in logarithmic distance, the representation
resembles a square pyramid.

High frequency signal must be removed before creating images at higher levels
of the pyramid, since these images comprise less voxels and thus less information
can be encoded in them [115]. This is achieved by applying a low-pass filter,
which attenuates high-frequency signal, prior to downsampling — frequently, the
Gaussian filter is used for this purpose. This enables a faithful representation
of the low-frequency signal components in higher levels of the image pyramid.

A Laplacian pyramid can be created from an image pyramid by taking the
difference of Gaussian filtered images between neighboring levels in the pyra-
mid [46] following the DoG approach. From this representation, features such
as edges and ridges, but also regions that are darker or lighter than their sur-
rounding can be extracted [70, 71]. However, the quantization along the resolu-
tion direction is coarse in this method and it is not trivial to relate structures
between levels of the pyramid [208].

2.1.5. Scale-Invariant Feature Transform

The scale-invariant feature transform (SIFT) is a method for the detection and
description of features in two-dimensional images [217, 218]. These features
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are called keypoints and have been utilized in various ways to facilitate the
comparison of image data. Different applications have been implemented using
the SIFT including, among others, object recognition [218], image stitching [43,
168], and gesture recognition [116]. This shows that the method is robust and
applicable to a variety of imagery.

The method detects keypoints that represent blobs in the image. Such key-
points are detected using an elaborate sampling of scale-space, which comprises
samples at scales that are separated by a multiplicative factor k. For each
pair of neighboring images in the scale-space representation L, the element-wise
difference is computed, which yields the DoG image D

D(x; i;σ) = L(x; ki+1σ)− L(x; kiσ) (2.14)

These images form the DoG scale-space and they are close approximations of the
application of the scale-normalized Laplacian to the scale-space representation,
if k is chosen reasonably small [208]. The exponential sampling along the scale-
dimension yields the same normalization factor for all images D. Thus, DoG
images approximate the application of the scale-normalized Laplacian operator
to the genuine image.

SIFT combines the image pyramid representation with scale-space to analyze
an image: First, an image pyramid is created where each level of the pyra-
mid is called octave. For each octave o, a scale-space representation span-
ning scale interval [σo; 2σo] is created. This representation is generated by
sampling s maps from the scale space. Thus, s images are created at scales

{20/s σo, 2
1/s σo, . . . , 2

s/s σo}. In the SIFT the computation of the image pyramid
and the scale-space representations are intertwined: The image with doubled
scale 2σ serves as the base for the next octave. It is downsampled by a factor
of two and used as the base for the scale-space of the next octave.

Keypoints are identified by analyzing each octave separately. Every extremum
with respect to space and scale in the DoG scale-space is identified as a potential
keypoint. Subsequently, the location of each keypoint is refined by interpolat-
ing the exact location of the extremum using a Taylor series [42]. To facilitate
the interpolation, two additional DoG images are created for each octave. All
potential keypoints are then subject to two screenings. The first screening dis-
cards potential keypoints with low absolute intensity in the DoG map . The
second screening eliminates potential keypoints that are located on an edge and
are therefore poorly defined. This assessment is performed by analyzing the
Hessian matrix computed on the keypoint’s associated DoG scale-space images.

To enable the comparison of keypoints, local neighborhood descriptors are
computed. The SIFT descriptor is not rotation-invariant and therefore a local
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coordinate system is computed, which serves as reference frame for descriptor
computation. This coordinate system is computed using an orientation his-
togram, which accumulates information on the gradient in the local neighbor-
hood of the keypoint. The gradient field is sampled for all pixels inside a circular
window. All computed vectors are weighted according to a Gaussian centered
on the keypoint and inserted into the histogram using interpolation to minimize
discretization effects. A descriptor is then computed for all dominant orienta-
tions, which have been determined for this histogram.

The keypoint descriptor consists of a 4× 4 array of square subregions. Each
region contains an orientation histogram comprising eight bins. The histograms
are populated using gradient vectors sampled at all voxels in a Gaussian window
centered on the keypoint. Each gradient vector contributes not only to the
subregion it is contained in, but its weighted magnitude is distributed to all
neighboring subregions and corresponding bins using linear interpolation. This
yields a vector comprising 128 entries, which is used for comparison according
to the Euclidean distance. To allow for intensity changes, this feature vector is
normalized to unit-length and large entries are truncated.

Keypoint detection and descriptor calculation rely on various parameters such
as, e. g., the number of subregions used in the descriptor. These have been
determined empirically in parameter studies [218].

The resulting image description by SIFT keypoints and descriptors has been
used for object recognition. For this purpose, a database comprising descriptors
from a set of reference images is generated. To identify an object in a given
image, distinctive SIFT descriptors are determined from the database using an
index. Distinctiveness is defined as the ratio of the similarity values of the best
and second best descriptor match: If the Euclidean distance from the considered
descriptor to the best match is significantly smaller than the distance to the
second best match, the match is considered distinctive. These matches are used
in a generalized Hough transform to discard false object identifications. Here,
clusters of matches that agree on a relative orientation of source and target
image are determined and yield the position of the identified object. Object
recognition using the comparison of SIFT descriptors works reliably even in the
presence of noise or if the object is partially occluded [218].

Recently, alternative 2D descriptors, which are related to the SIFT descriptor,
have been proposed. Among these are the PCA-SIFT [170] and the GLOH [238]
descriptor, which use principal component analysis to reduce the dimensionality
of the feature vector. The RIFT descriptor [197] is a rotation-invariant de-
scriptor of gradient vectors in a local neighborhood. The SURF method [15]
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relies on integral images and utilizes the response of the Haar-wavelet in square
neighborhoods of the keypoint.

The SIFT was also applied to three-dimensional image data. The properties
of scale-space are directly transferable to higher dimensions [208]; the compu-
tation of descriptors, however, requires a more elaborate approach. Especially
the tesselation of the sphere surface and the more profound properties of the 3D
rotation group have to be addressed. While the isotropic discretization of the
2D circle into equal sized bins is trivial, it is impossible to find an even distri-
butions for every set of points on the sphere1. Furthermore, three-dimensional
rotations do not fulfill all properties that two-dimensional rotations do. On the
one hand, the group formed by 3D rotations is non-abelian, in contrast to the
two-dimensional rotation group. On the other hand, it is necessary to give three
parameters to completely specify a 3D rotation, while in 2D one angle suffices.
These three degrees of freedom are frequently specified using either a rotation
matrix or quaternions [226]. It is also possible to specify a 3D rotation by an
axis plus an angle, which specifies the rotation around the axis. These challenges
have been addressed only partially in the approaches presented thus far.

The first SIFT descriptors in 3D have been used for the identification of key-
points in CT data [337]. However, the generated orientations were not rotation-
invariant, but showed promising performance for equally oriented images. The
first method addressing rotation-invariance has been applied to facilitate action
recognition [297]. Orientations are assigned in this method using a binning of
the sphere according to a geographic coordinate system. Gradient vectors are
added to the bins and the most prominent bin is identified as the orientation of
the keypoint. This, however, specifies only two of the three degrees of freedom
of a 3D rotation. The rotation around the axis remains undefined.

A generalization of the SIFT for n dimensions was developed using a similar
approach for the computation of orientations [57, 58, 253]. The method was
applied to the registration of medical images and dynamic volumetric data. In
the presented case studies, keypoints have been extracted and it was reported
that 77 % of the keypoints are detected repeatedly if the images are rotated and
scaled. The proposed descriptor for three dimensions comprises 2 048 entries —
43 cubes, 8 latitudinal and 4 longitudinal bins — and proved to be robust against
different transformations and distortions of the image. Another implementation
of a 3D SIFT was employed for the registration of ultrasound images [252, 251].
After a preprocessing of the genuine image, keypoints are detected as extrema
in the Laplacian scale-space. Furthermore, the Rohr corner detector [274, 275]
is applied to each generated image in the image pyramid. It was reported that

1See also Section 3.3.1.
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the detection performance of keypoints is not invariant to rotation, but that it
is possible to repeatedly detect 50 % of the keypoints for rotations of up to 10◦.

A method achieving full rotation invariance uses a second, two-dimensional
histogram [4]. In a first step, gradient vectors are accumulated in an orientation
histogram, which is built using a geographic coordinate system. Then 2D his-
tograms are assembled for prominent bins in the orientation histogram. For this
purpose, all gradient vectors in the neighborhood of the keypoint are projected
to the plane that is orthogonal to the direction of the histogram bin. Dominant
orientations are eventually assigned using prominent bins of both histograms
defining all three degrees of freedom of a 3D rotation. It was shown, that us-
ing the complete rotation invariance of descriptor calculation yields a significant
improvement in descriptor comparison.

2.2. Structural Biology

The aim of structural biology is the elucidation of molecular structures that are
found in matter of biological origin with special interest in the atomic structures
of proteins and nucleic acids. In the last years, more and more detailed models
of large molecules that carry out the most important functions in living cells
have been determined using various experimental techniques. Representations
of these structures are accessible via the internet and enable the elucidation of
the molecular processes underlying life.

In this work, a method for similarity searching in electron density maps is
presented. In the following, an introduction to the composition and depiction of
relevant molecular structures is given to support the understanding of the ana-
lyzed data. A description of electron density maps and of methods for depicting
these 3D images on 2D paper follows. Subsequently, the two major experimental
techniques for acquiring electron density maps — namely X-ray crystallography
and cryo-electron microscopy — are introduced. The section concludes with a
summary of the presented information.

2.2.1. Atomic Structures

Molecules are entities that consist of two or more atoms, which are held together
by covalent bonds [233]. The way, in which the atoms are connected by cova-
lent bonds with certain bond orders, defines the configuration of the molecule.
Thereby, the chiral properties of stereo-centers and the three-dimensional struc-
tures the molecule can adopt are defined. Covalent bonds are mediated by
valence electrons, which repel each other. This induces typical arrangements of
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bound atoms, which can be modeled using, e. g., the valence shell electron pair
repulsion (VSEPR) theory [111, 186].

A specification of the three-dimensional arrangement of all atoms in space
defines a conformation of the molecule. The molecular flexibility, which makes
different conformations possible, is mainly introduced by rotations about sin-
gle, non-ring bonds that are rotatable. By twisting the molecule at a rotatable
bond, changes in the three-dimensional structure are induced and different con-
formations are adopted. This, however, does not change the configuration of
the molecule because the relative arrangement of the bonds with respect to
each atom remains the same. The concept of conformational flexibility is cen-
tral to several processes in life such as protein folding [139] and protein-ligand
binding [90, 182, 123].

Molecules are frequently described using either units of length or weight. A
convenient measure of length on the molecular scale is the ångström (Å) [45]

1 Å = 0.1 nm = 10−10 m (2.15)

The van der Waals radius of a carbon atom, for example, is 1.7 Å and the length
of a carbon–hydrogen bond is smaller than 1.12 Å [358]. Molecular weight is
specified using either the unified atomic mass unit (u) or the Dalton (Da). Both
are defined as one twelfths of the weight of a carbon–12 atom in its ground
state [242]

1 u = 1 Da = 1.66 · 10−24 g (2.16)

Biomolecules — organic molecules produced by living organisms — are gener-
ally composed of carbon, hydrogen, oxygen, nitrogen, sulfur, and phosphorus
atoms. Examples of biomolecules include desoxyribonucleic acid (DNA), sac-
charides, lipids, and proteins, which are of major interest to structural biology.
Proteins are built in the ribosome using the genetic information. The building
parts of proteins are the twenty proteinogenic amino acids, which are encoded
in the genetic code and shown in Figure 2.3. Each amino acid comprises an
amine and a carboxylic acid group, which are covalently bound to a central
carbon atom — the Cα atom [152, 233]. Additionally, Cα is bonded to the side
chain, which gives each amino acid specific properties. A protein is synthesized
in the ribosome by linearly reading the genetic information and translating this
information to the also linear amino acid code. The amino acids are attached to
each other by a peptide bond between the amine and the carboxylic acid. Since
the elements of water are removed during this process, the amino acids are also
referred to as residues. The chain that is build by this process is also called
backbone of the protein and comprises all protein atoms except those of the side
chains. Furthermore, proteins are frequently referred to as macromolecules due

28



2.2 Structural Biology

to their relatively high molecular weight. Large and highly complex protein
structures are also called biomolecular machines or macromolecular machines
since their components follow mechanical movements such as rotation, gliding,
and lever motions.

Figure 2.4 shows the four levels of structure that are commonly discerned
in proteins [179, 22]. The first level — the primary structure — describes the se-
quence of the protein and generally does not refer to the three-dimensional prop-
erties of the molecule. It does, however, include information on modifications
as, e. g., the formation of disulfide bridges between cysteins. Secondary struc-
ture describes the conformational arrangement of the backbone of the protein
excluding information on the side chain conformations or the relative orientation
with respect to other segments. In proteins, α–helices and β–strands are the
most frequent secondary structure elements [259] while other motives have also
been described [163]. The tertiary structure of a protein specifies the complete
conformation of the protein. In numerous proteins, the linear chain of amino
acids folds up to globular shapes. The folding is induced by diverse chemical
processes such as the hydrophobic effect or the formation of hydrogen bonds and
salt bridges. Thequaternary structure describes the spatial arrangement of two
or more proteins that form one entity — a complex . The constituting chains of
the complex are referred to as monomers or subunits. A complex is also known
as oligomer if it comprises a small amount of subunits. An example of this
type of complex is GroEL, which is shown in Figure 2.4. A complex is called
polymer if it is composed of a theoretically unlimited number of subunits. An
example of such a complex is a microfilament, which is formed by actin as shown
in Figure 2.5. Furthermore, the attributes homo or hetero indicate whether a
complex is built of subunits from one respectively various species.

There are various ways for the depiction of molecular entities — e. g., a 2D
structure diagram [38] as shown in Figure 2.3. Proteins are frequently depicted
using schematic drawings, which is exemplified in Figure 2.5. The figure com-
prises six panels showing an actin monomer and an image of a segment of a
microfilament — a polymer formed by actin that is part of the cytoskeleton [81].
In panel A) of the figure, each atom is depicted as sphere. Carbon atoms are
assigned white color, hydrogens are not shown and all other atoms are col-
ored according to the Corey–Pauling–Koltun color convention [68, 181]. Panel
B) shows the molecular surface [65], which covers the volume that no solvent
molecule can occupy due to the atoms of the protein. From these depictions it is
clear that the protein covers a dense, closed volume. C) shows a ball-and-stick
model of the protein and D) uses solely sticks. These panels of the figure com-
prise a lot of information but they are also crowded and it is not easy to identify
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Figure 2.3 – Amino acid and nucleobase structure diagrams
The first twenty structure diagrams above the line depict the proteinogenic amino
acids and are oriented so that the side chains point to the top. The five structure
diagrams below the line represent the nucleobases. Guanine, Cytosine, and Adenine
are found in both DNA and RNA. The fourth nucleobase of DNA is Thymine while
RNA comprises Uracil. ( c© A. Griewel)
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Figure 2.4 – The four levels of protein structure
A) The primary structure corresponds to the protein sequence. B) The secondary
structure comprises a description of the conformational arrangement of the protein
backbone without information on the global three-dimensional locations. The se-
quence of the protein is colored according to secondary structure: red for α–helices,
blue for β–strands, and green for turns and bends according to DSSP (Define Sec-
ondary Structure of Proteins) [163]. C) The tertiary structure defines the location
of all atoms and all bonds in the structure. A stick model of the protein is shown
along a schematic drawing, which highlights the secondary structure elements in
the tertiary structure. Here, α–helices are colored dark orange while β–strands
are drawn in purple. D) The quaternary structure of the protein — the chaperonin
GroEL [34] — consists of two back-to-back heptameric rings, which are colored
here on a per-subunit basis. ( c© A. Griewel)
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major building blocks of the protein. In panel E), only the backbone of actin is
shown, which is also called backbone trace. The backbone is frequently used to
represent proteins as a whole. For this purpose, a ribbon is drawn following the
backbone as shown in F)-I). Panel F) of the figure shows the backbone and all
side chains as stick models. Panel G) shows solely the backbone ribbon colored
in rainbow colors while panel H) is colored according to secondary structure
elements. Panel I) shows the quaternary structure of actin forming a microfil-
ament. The structures were acquired through the wwPDB as explained below
using ID 3G37 [245].

Similar to proteins, ribonucleic acid (RNA) and DNA are essential biomole-
cules, which are found in all forms of known life. These substances consist of
long chains that are formed by linking nucleotides. These consist of a sugar,
a phosphate, and a nucleobase — the latter are shown in Figure 2.3. RNA and
DNA differ in the bound sugar unit — RNA employs ribose while DNA comprises
desoxyribose — and the composition of the nucleobases. The three substances
cytosine, guanine, and adenine are found in both RNA and DNA. The fourth
nucleobase in DNA is thymine while in RNA uracil is used. DNA is commonly
known for its function as carrier of the genetic information. RNA is also used
to convey genetic information — e. g., in the form as messenger RNA. However,
RNA is also assigned functional roles as it is used to carry out enzymatic reac-
tions and as structural components of macromolecular machines. A prominent
examples of the use of RNA in macromolecular machinery is transfer transfer
RNA (tRNA), which supplies amino acids to the ribosome. This macromolecu-
lar machine is shown in Figure 2.8 and consists in its major parts also of RNA.
The atomic structure of a phenylalanine tRNA as deposited in the protein data
bank with ID 1EHZ [299] is shown in Figure 2.6. Panel A) and B) comprise the
already discussed sphere and stick models. Panel C) of the figure displays a
schematic drawing of the tRNA using different colors for backbone and bases.
In panel D), another schmeatic drawing of the tRNA is shown, which is rainbow

Figure 2.5 (following page) – Depiction modes for proteins
Panels A)–H) show an actin monomer. Atoms are depicted using A) spheres, B) the
molecular surface, C) ball-and-sticks, and D) sticks only. Panel E) shows the atoms
of the protein backbone as sticks while F) depicts the backbone as ribbon and the
side chains as sticks. G) is colored in rainbow colors from blue at the N–terminus
to red at the C–terminus while H) is colored according to secondary structure
using dark orange for α–helices and purple for β–strands. I) shows a microfilament
segment — a quaternary structure of actin. Each protein in the filament is colored
according to a rainbow color palette and 3D effects are disabled for clearer view.
( c© A. Griewel)
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Figure 2.6 – Depiction modes
for nucleic acids
Depictions of phenylalanine
transfer RNA (tRNA) are
shown using A) spheres and
B) sticks for all atoms. C)
shows the structure using a
white backbone ribbon and
blue tubes for the nucleobases.
D) portrays the tRNA colored
in rainbow colors from blue at
the 5′ end to red at the 3′ end.
( c© A. Griewel)

colored from 5′ to 3′ end. Similar to proteins, RNA molecules have levels of
structure, however, the elements of secondary structure differ and include, e. g.,
stems and loops in RNA.

Biomolecular structures can be determined using X-ray crystallography and
cryo-electron microscopy, which are explained in Section 2.2.3 and Section 2.2.4.
These methods are used to elucidate the tertiary structure of a biomolecule
by assigning relative three-dimensional locations to its atoms. Besides these
experimental methods, nuclear magnetic resonance spectroscopy [171] and small-
angle scattering [319] yield insights into the structural composition of proteins.

Atomic models of biomolecular structures and associated experimental data
can be deposited in the public wwPDB [23]. According to the website “The
mission of the wwPDB is to maintain a single Protein Data Bank Archive of
macromolecular structural data that is freely and publicly available to the global
community.”. Atomic structures can be deposited and retrieved using any of
the wwPDB member’s interfaces namely those of the RCSB PDB1 [25], the
PDBe2 [345], the PDBj3 [175], or the BMRC4 [335]. The archive was initiated
at the Brookhaven National Laboratory, NY, USA, in 1971 [27] and initially

1http://www.pdb.org — Research Collaboratory for Structural Bioinformatics (RCSB),
United States of America.

2http://www.pdbe.org — European Molecular Biology Laboratory — European Bioinfor-
matics Institute (EMBL–EBI), United Kingdom of Great Britain and Northern Ireland.

3http://www.pdbj.org — Japan Science and Technology Agency — Institute for Bioinfor-
matics Research and Development (JST–BIRD), Japan.

4http://www.bmrb.wisc.edu — Biological Magnetic Resonance Data Bank (BMRB), De-
partment of Biochemistry, University of Wisconsin — Madison, United States of America.
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contained seven structures. The number of available structures rose constantly
over the last forty years as shown in Figure 2.7. In December 2010 it was
announced, that “As the year 2010 draws to a close, the number of biomacro-
molecular structures available in the wwPDB archive now exceeds 70 000.” [383]
and currently there are more than 76 000 structures deposited in the wwPDB. A
selection of structures available through the wwPDB demonstrating the variety
of the molecular structures found in living organisms is shown in Figure 2.8 and
also in Appendix A.7 on page 221.

Each wwPDB entry is assigned an ID, which consists of four characters — a
number followed by three alphanumerical characters such as 1MBN.1 This iden-
tifier, 1MBN, is the ID of the first elucidated three-dimensional protein structure
of myoglobin [172]. Using this ID, a coordinate file can be downloaded, which
specifies the location for each atom while bond information is only provided
for non-standard entities in the structure such as ligands or modified amino
acids [364]. All atoms are assigned to chains, which in turn are given a chain
identifier. Furthermore, structures can be encapsulated in models, which allows

1The notation of identifiers in this work is explicated in Appendix A.2 on page 199.

Figure 2.8 (following page) – Examples of structures deposited in the worldwide
protein data bank
Structures archived in the worldwide protein data bank are shown using schematic
drawings of the biomolecules. For the two virus capsids only a surface is depicted.
The main structural proteins constituting the capsid are shown as monomers on
the lower right hand side of the capsids. ( c© A. Griewel)
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for the reuse of chain identifiers. Thus, a subunit of a molecular complex is
unambiguously identified by specifying ID, chain, and model. Frequently, how-
ever, only chain or model identifiers are used, so that specifying either one is
already sufficient. Some structures consist only of Cα atoms — so called back-
bone traces — showing merely the overall shape of the structure but not the
positions of all atoms.

The wwPDB is the primary resource for structural biology. It yielded the
basis for numerous investigations carried out not only in bioinformatics but also
in chemoinformatics and medicine [24]. More than 25 new structures are de-
posited every day while more than 700 000 files are downloaded showing the
central importance of this invaluable scientific resource [383]. As mentioned,
the data stored in the wwPDB is used for various purposes, e. g., by parmaceu-
tical companies to support the process of drug development using, e. g., virtual
screening [301]. This is possible since data deposited in the wwPDB is “free
of all copyright restrictions and made fully and freely available for both non-
commercial and commercial use” [384].

2.2.2. Electron Density Maps

Atomic structures of biomolecules are most frequently computed using electron
density maps acquired by X-ray crystallography while only a small amount of
structures was determined using cryo-EM. Nuclear magnetic resonance spec-
troscopy (NMR) is another method for the elucidation of small molecular struc-
tures. It relies on spectra and distance geometry and therefore does not produce
electron density maps. As of October 2011, the wwPDB holds more than 76 000
structures, which have been determined in 87 % by X-ray crystallography, in
12 % by solution nuclear magnetic resonance spectroscopy, and in 0.5 % by cryo-
electron microscopy.

Electron density maps are three-dimensional images, which are sampled on a
regular lattice. Maps acquired by cryo-EM depict the Coulomb potential of the
investigated molecule and are generally sampled using a cubic lattice [94]. X-ray
maps depict the spatial distribution of the electron clouds in the molecule. They
are sampled on a lattice, which corresponds to the symmetry of the crystal [273].
Resampling of maps to other lattices and format conversions can be achieved
using various tools [343, 365].

All electron density maps are assigned a resolution, which is determined dur-
ing the experiment as explained below. For both X-ray crystallography and
cryo-EM, resolution is defined as a quantity in the frequency domain and mea-
sured in ångström [341]. It specifies a limit on the maximally achievable re-
solvability of objects — i. e., it gives a lower bound on the size of objects that
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can be discerned in the map. High resolution maps — i. e., maps, in which even
small objects can be discerned — are assigned small resolution values that lie for
X-ray crystallography frequently at approximately 2 Å. Low resolution maps are
assigned higher values and are frequently found in cryo-EM.

In high resolution maps — generally acquired by X-ray crystallography but
lately also by cryo-EM — side chains and even single atoms can be discerned.
These maps are generated in an elaborate process that in some cases may in-
troduce errors and result in flawed atomic structures [35, 160, 77, 376]. Fur-
thermore, not all regions of the map are equally well resolved and show single
atoms — especially the outer regions of the protein are frequently less well re-
solved [273]. This is especially cumbersome for the identification of ligand atom
positions since these atoms are generally not covalently bonded to the protein
and therefore no restrains on the atom locations are given [75]. Thus all struc-
tures deposited in the wwPDB must be seen as one valid interpretation of the
measured data.

In lower resolution maps, less structural features can be identified and there-
fore less objects can be discerned [59, 158, 381, 214, 10]. Side chains become
unrecognizable at resolutions lower than 4 Å. Also the backbone trace may break
at this resolution at flexible segments of the molecule. However, detailed fea-
tures of secondary structure elements such as the pitch of α–helices and the single
strands of β–sheets remain identifiable for up to 5 Å resolution. At resolutions
lower than 8 Å, also α–helices and β–sheets become unrecognizable. Maps at
these low resolutions do not reveal detailed information on the molecule’s inter-
nal structure but they provide information on the relative orientation of larger
building blocks of the depicted molecules.

Maps are depicted by either showing an isosurface or a slice of a map. For
an isosurface, a threshold is specified and a three-dimensional surface is cal-
culated that cuts through the volume where the interpolated intensity values
equal the threshold. This surface can be calculated using the marching cube al-
gorithm [215]. Alternatively slices through the volume can be used for depicting
the intensity values. These are planes that intersect the map and are colored
according to the underlying intensity. On the one hand, this has the advantage
of visualizing the density distribution in the two depicted dimensions in detail.
On the other hand, the three-dimensional character of the information is lost.
Frequently, also three orthogonal slices are used to give a better impression of
the overall density. In Figure 2.9 and Figure 2.10 the atomic structures of two
macromolecules and the associated electron density maps are shown using iso-
surfaces and slices. In Figure 2.9 a high resolution X-ray map is depicted while
Figure 2.10 shows a cryo-EM map of lower resolution.
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Figure 2.9 – Depiction modes of electron density maps (X-ray crystallography)
The atomic model of a hydroxylase (1PBD [295]) is shown in stick mode. On the
right hand side of the model a slice through the accompanying X-ray electron
density map of 2.3 Å resolution is shown. Below the atomic structure, an isosurface
depiction of the map superposed to the atomic model is located. In this depiction
the green lines delineate the dimensions of the unit cell and through the transparent
isosurface the match between density and atomic model is apparent. Furthermore,
the unit cell also comprises density from proteins located in the neighboring unit
cells. On the lower right, a close-up is located (not to scale). It shows that the
resolvability of atoms in the electron density map is not equal in the whole map,
which can be seen by comparing the densities defined for the upper and the lower
tyrosine. ( c© A. Griewel)
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Figure 2.10 – Depiction modes of electron density maps (cryo-EM)
The images depict the open state of the Methanococcus maripaludis chaperonin
(EMD-5140 and wwPDB ID 3IYF [377]) at 8 Å resolution. The upper left figure
shows the atomic model in a schematic drawing, which was acquired by the cryo-
electron microscopy map shown on the right. On the lower left, the superposition
of map and structure is shown. The lower right picture shows a slice through the
volume superposed to the ribbons, which cut the slice. ( c© A. Griewel)
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2.2.3. X-ray Crystallography

In most cases, the conformation of a biomolecule is elucidated by X-ray crystal-
lography. In this technique, a beam of X-rays strikes a crystal, which is formed
by the molecule, generating a diffraction pattern. This pattern comprises the
directions and intensities of the X-rays emitted from the crystal and is created
by the interaction of the X-rays with the electron density distribution in the
crystal. It is stored in a machine-readable format and a computer is used to
simulate the effect of a lens focusing the X-rays. In this way, an electron den-
sity map is acquired that can be used to determine the relative locations of the
atoms of the biomolecule. The following introductory overview of the method is
based on the explanations and definitions in a standard textbook [273], which
comprises further information and references.

The first and often most difficult step in a X-ray crystallography experiment is
the growing of a high quality crystal. A crystal is a solid whose constituent atoms
are arranged in an orderly, repeating pattern. Materials without long range
order are called amorphous or vitreous. Protein crystals consist in large parts of
the buffer the protein was solved in and are held together mainly by hydrogen
bonds. Therefore, they are less stable than commonly encountered crystals
such as diamonds. A crystal can be though of as being made of small regular
volumes — the unit cells. All unit cells in a crystal are equal and their shape
belongs to one of the seven lattice systems cubic, tetragonal, orthorhombic,
rhombohedral, hexagonal, monoclinic, or triclinic. However, a unit cell does not
necessarily comprise exactly one copy of the studied molecule but may include
parts of proteins located in neighboring unit cells or even more than one protein
of the crystal.

For an X-ray crystallography experiment to be successful, the grown crystal
must be must be larger than 0.1 mm in all dimensions, without imperfections,
pure in composition, and of regular structure. Several factors are decisive for
the orderly crystallization of a protein in an aqueous solution. These include the
purity of the protein, the pH of the solution, the concentration, the temperature,
and the presence of precipitants. The latter are substances, which facilitate the
formation of crystals such as the frequently used polyethylene glycol.

Protein crystallization is frequently achieved using vapor diffusion: A drop
containing buffer, protein, and precipitant is deposited in a sealed system that
comprises also a larger reservoir with buffer and precipitant in higher concentra-
tion. This causes the evaporation of buffer and precipitant from the droplet and
therefor increases the concentration of the purified protein. If the concentra-
tion of the proteins is high enough and all other conditions are optimal, protein
crystals are formed.
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The crystal is transferred to a capillary along with parts of the remaining so-
lution — the mother liquor — since dried crystals do not produce clear reflection
patterns [26]. The capillary is mounted in a goniometer — a device that allows
for the precise orientation of an object in 3D space using rotations. Then, the
crystal is placed in an intense beam of X–radiation and the diffraction pattern
of the crystal is recorded as it is rotated. X-rays are electromagnetic waves with
length in the range of 1 Å to 10 Å. They can be created using an X-ray tube,
in which high velocity electrons collide with a metal target such as copper and
thereby emit X-rays as bremsstrahlung. However, for high resolution structures
usually the beamlines of a synchrotron are used. The diffraction pattern of the
crystal is recorded on the detector, which can be film, an imaging plate, or a
charge-coupled device sensor.

X-rays are diffracted by the electron clouds of the crystallized molecule. The
reflections for each orientation are recorded along their intensity and a three-
dimensional index. Theoretically it is also possible to utilize a single molecule
for diffraction. However, the amplitude of the reflections grows linearly with the
number of scatterers and therefore a crystal concentrates the diffraction signal
and makes it distinguishable from noise.

The index of each reflection is determined according to its location on the
detector and the orientation of the probe, which in turn is determined by the
goniometer. The indices are frequently called Miller indices and are commonly
denoted by the three letters hkl. The total of all reflections recorded for the
different orientations is then incorporated in the three-dimensional reciprocal
lattice. This lattice yields information on the Fourier transform of the electron
density map and regularly comprises 1 000 to 1 000 000 reflections.

The reflections yield information on the structure factors of the electron den-
sity in the unit cell. A structure factor consists of information on the direction
of the ray, its amplitude and its phase. The direction of a reflection is speci-
fied by its Miller index hkl in the reciprocal lattice and specifies its frequency.
The reflection pattern yields information on the size and shape of the unit cell
as well as the symmetry of the crystal. The amplitude of a structure factor is
proportional to the square root of the intensity of the corresponding reflection.
According to Bragg’s law, each reflection is caused by waves of the same phase.
This phase, however, is not measurable during the experiment and determined
computationally.

There are four standard techniques to solve the phase problem. Ab initio
methods are regularly employed for small molecule crystallography, but are
not suitable for the elucidation of macromolecular structures due to the large
amount of structure factors. In the second approach — called multiple isomor-
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phous replacement — heavy atoms are introduced in the crystal by soaking or
co-crystallization. The changes in the diffraction pattern can then be used to
determine initial phases. The third technique — called anomalous X-ray scat-
tering — also relies on the introduction of heavy atoms in the crystal. From this
crystal diffraction patterns are recorded at wavelengths far below, far above, and
in the middle of the absorption edge of the introduced heavy atom. Again, the
changes in the diffraction pattern can be used for determining initial phases. In
protein crystallography the amino acid seleno-methionine is frequently employed
for this purpose. In the fourth method — called molecular replacement — the
phase problem is solved by taking initial phases from a similar molecular entity.
Therefore, this technique is restricted to cases, in which either a structure of a
homologous protein is known or if the structures differ only in small parts — e. g.,
in a co-crystallized ligand.

The diffraction pattern together with the solution of the phase problem yields
the initial set of structure factors each comprising a location in the reciprocal
lattice, an amplitude as well as a phase. An electron density map of the unit
cell can be determined as Fourier sum of the structure factors. In the best case
it is possible to determine the location of atoms from this maps. Generally,
however, the first estimates of the structure factors are not yet exact. There-
fore, refinement procedures are employed, which, e. g., sharpen the information
contained in the map or bring the content of the initial map in line with the
general knowledge about protein crystals.

Eventually, a molecular model is acquired from the electron density map using,
e. g., skeletonization or the fitting of molecular fragments using the least-squares
method. This also gives the possibility of incorporating prior knowledge such
as stereochemistry and typical bond length and angles. Furthermore, the Ra-
machandran plot [268] can be used to calibrate the torsion angles of the bonds
in the protein backbone. Refinement is an iterative procedure, which can be
carried out in real space by improving the atomic model and in the frequency
domain by adapting the employed phases.

Using the molecular model and the electron density map, the objective of the
refinement is to bring the measured experimental reflections Fobs in accordance
with the structure factors calculated from the computed atomic structure Fcalc.
This agreement of the structure factors is often expressed using the residual
index also known as R-factor , which is defined in Equation 2.17 and measures
how well the computed model predicts the experimental data.

R =

∑
all reflecions

∣∣∣ |Fobs| − |Fcalc|
∣∣∣∑

all reflections

|Fobs|
(2.17)
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An R-factor of 0 corresponds to perfect agreement of the observed and computed
structure factors while a value of 0.6 indicates a random matching of reflections.
The R-factor of the initial map frequently lies close to 0.3–0.4. A typical R-factor
for a refined map depicting a macromolecule lies at 0.2 while electron density
maps of small molecule crystals regularly achieve R-factors below 0.15.1. A
statistically more meaningful criterion is the free R-factor Rfree, which avoids
the circular dependency that can be found in the R-factor. It is calculated by
refining the map without using a small, random set of reflections — the test set.
After refinement, a cross-validation is carried out by assessing the agreement
between the predicted and observed reflections in the test set. It is reported
that in most cases Rfree correlates well with the R-factor especially in successfully
refined maps. As of October 2011 the Rfree was reported for 61 300 structures
stored in the wwPDB with an arithmetic mean of 0.24 and a standard deviation
0.04.

The resolution of a map acquired by X-ray crystallography is the second cen-
tral quality measure of the depicted electron density. It is determined as the
frequency of the highest recorded reflection in the experiment. A map that has
a resolution of 2 Å includes, e. g., reflections of up to 1

2 Å
in the reciprocal lattice.

The resolution gives a limit on the potential resolvability of objects in the elec-
tron density map. In a map of 2 Å resolution, e. g., it is not necessarily possible
to discern all atoms. However, most maps resolution can be interpreted using
the knowledge that proteins consist of a chain of amino acids of generally known
sequence. As of October 2011, the 67 156 X-ray crystallography structures in
the wwPDB with annotated resolution have an average resolution of 2.18 Å with
a standard deviation of 1.18 Å.2

If the crystal was perfect and all atoms were motionless, the resolution would
be solely limited by the wavelength of the X-rays. However, in nature this is
not the case and various kinds of disorder prevent the achievement of electron
density maps at the theoretical resolution limit. On the one hand, macroscopical
errors in the crystal such as point defects but also general packing disorder and
mosaicity impair the diffraction pattern. On the other hand, there is also motion
within the unit cell. For once, the conformations of the molecules can be different
in the unit cells. Certain segments of the protein can be completely flexible
especially if they are exposed to the solvent in the crystal. These atoms are
frequently unresolved and not included in the model. Furthermore, side chains

1More than 95 % of the Cambridge Structural Database [5], which collects structures of
small molecules have an R-factor lower than 0.15.

2The average and standard deviation is calculated using all resolution entries in the
wwPDB — including electron microscopy maps. Due to the small number of maps acquired by
electron microscopy, these have only a negligible influence.
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of the amino acids can adopt a certain, fixed number of different conformations.
In these cases, an occupancy factor is calculated per atom, which indicates the
ratio in which the atom occupied the specified position. Additionally, atoms
vibrate about their mean position, which is often referred to as thermal motion.
This effect is measured by the B–factor, which is an indicator of the isotropic
motion of the atom about its mean position. However, the B–factor is only
insightful if no other errors are present.

Since February 2008, the wwPDB requires the publishing of the recorded
structure factors along with the atomic model. Using this information, the
Electron Density Server1 [178] allows for the download of electron density maps.
The software computes maps in an automated way using the coordinate and
structure factor files from the wwPDB and makes them available if the calculated
R-factor lies within 5 % of the published value. Currently more than 48 000 X-ray
electron density maps available from this resource.

2.2.4. Cryo-Electron Microscopy

Cryo-EM is a method, which can be used for the elucidation of electron mi-
croscopy maps of large biomolecules. For this purpose, the single particle re-
construction technique is frequently used but also tomography methods are em-
ployed, which are not discussed here. In single particle reconstruction, the spec-
imen is depicted in aqueous solution using a transmission electron microscope.
This yields two dimensional projections of the specimen that are classified by the
view they are showing and averaged for increasing the signal-to-noise ratio. By
determining the orientation of the projections, a three-dimensional reconstruc-
tion of the electron density is accomplished. In the following, an introductory
overview of the employed techniques is given, which is based on the explana-
tions and definitions in the standard textbook of cryo-EM [94]. More detailed
descriptions of the involved steps, related experimental techniques, and further
references can be found in this book but also elsewhere [112, 307, 95, 155, 156].

A transmission electron microscope can be used to record projections of a
specimen. For this purpose, the specimen must be enclosed in a thin material
that is partially transparent to an electron beam. The electron beam is emitted
from a cathode, accelerated by an anode and passed through an elaborate set of
lenses, which focus the rays — all under high vacuum conditions since molecules
in the gas phase would also scatter the electron beam. Eventually, the electron
beam is transmitted through the specimen making it carry information on the
specimen’s Coulomb potential distribution. Afterwards, the beam is focused in

1http://eds.bmc.uu.se — Uppsala Universitet, Kingdom of Sweden.
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the objective lens and the resulting image can be visualized using, e. g., a fluo-
rescent screen, photographic film, or a charge-coupled device sensor connected
to a computer.

Biomolecules are delicate objects, which are susceptible to radiation dam-
age. Therefore, micrographs — images of the specimen — are taken under low-
dose conditions, which equals an exposure of less than ten electrons per square
ångström. Biomolecules in aqueous solution generally do not produce high con-
trast in the recorded images. Therefore, a large specimen with molecular weight
larger than approximately 200 kDa — depending on the particle shape — is re-
quired for a successful reconstruction. Various preparation techniques such as
negative staining have been used, which all have different advantages and dis-
advantages. Negatively stained specimen allow, e. g., only for the deduction on
information on the outer shape of the molecule. From all techniques, the prepa-
ration of the specimen in vitrified — i. e., non-crystalline — ice was identified as
being best suited for revealing all features of biomolecules.

Frozen hydrated specimen are prepared by first applying a few microliters of
an aqueous solution containing the specimen to an electron microscopy grid.
Subsequently, the grid is blotted to remove excess buffer assuring a thin layer
of solution with a thickness of less than approximately 1 000 Å. The prepared
grid with the specimen is plunged into a cryogen — usually liquid ethane cooled
by a surrounding bath of liquid nitrogen — achieving cooling rates of 105◦C per
second, which prevents the water from forming crystals. Eventually, the grid is
transferred to a liquid nitrogen bath, inserted in a cryo-holder, transferred to
the microscope and images are taken — this all is done at temperatures typically
below −160◦C.

The complex image formation process in the electron microscope can be mod-
eled using the point spread function (PSF), which describes the response of an
imaging system to a single point of the depicted object. Thus, the image re-
turned by an electron microscope is the convolution of the PSF with the imaged
object’s electron density. The Fourier transform of the PSF is called contrast
transfer function (CTF). Equal to the convolution of the real object with the
PSF, the imaging process can be modeled by taking the product of the CTF
and the Fourier transform of the object’s electron density. Thus, the CTF
describes the transfer characteristics of the optical system with respect to dif-
ferent frequencies. Micrographs of biomolecules are taken in underfocus since
biomolecules are not easily discerned from the background in focused images.
The typical CTF in underfocus has a similar appearance as a band-pass filter
and its general profile looks as follows: It starts with a relatively low value at
frequency zero. Then, the CTF grows and remains at a relatively high level,
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forming a plateau for a certain range of low frequencies. After this interval,
rapid oscillations follow at higher frequencies, which act as virtual band limit.

For the interpretation of the recorded images, a CTF correction is employed,
which includes estimating the parameters of the CTF and subsequently correct-
ing for its effects. Furthermore, the CTF may vary depending on the image
region, which has to be addressed additionally. This procedure yields CTF-
corrected micrographs of the specimen taken under low-dose conditions. The
next step in the method is to locate all depicted particles, to classify them,
and to assign orientations to the views. This process is essentially a combined
object recognition and image registration task, in which similar shapes are rec-
ognized, all particles are assigned to one shape, and eventually orientations are
determined.

In a first step, the particles are located in the micrograph, which is referred
to as particle picking or boxing. This process yields a collection of cutout im-
ages from the micrograph — the boxed particles — which depict projections of
the specimen in various orientations. Only if the projections sample the orien-
tational space well, a high resolution map can be constructed. This, however,
is not always the case since many particles exhibit orientational preferences.
An example of this can be found in micrographs of GroEL, which is shown in
Figure 2.4 on page 31 D. The shape of the complex resembles a cylinder and
frequently lies on the top or the side on the grid. However, a tilted orientation
is observed less frequently, which limits the resolution as will become clear later
on.

The boxed particle images have a very low signal-to-noise ratio. To amplify
the signal, similar views of the particle are identified and the projections are
averaged to decrease the influence of noise. Here, the amount of noise ideally
decreases with the square root of the number of averaged projections. The first
step in this process is the grouping of boxed particle images into classes, which
depict the specimen in the same orientation — i. e., showing the particle from
the same face neglecting rotation and translation in the image plane. This is
done in a process called classification, in which the boxed particles are registered
so that projections that have the same shape are placed in one group. Mainly
intensity based registration methods are employed for this registration task due
to the low signal-to-noise ratio.

By averaging the images contained in one group, an image with a higher
signal-to-noise ratio is created — a class average. For the calculation of a three-
dimensional model, the orientation of the projection of the class average needs
to be determined. This orientation can be specified using, e. g., a fixed reference
frame and three angles. The determination of the relative orientations of the
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class averages to each other can be performed using the Fourier transform of
the 2D images: The Fourier transform of a projection of a 3D image represents
a slice of the Fourier transform of the 3D image. Here, all class averages depict
projections of the specimen in different angles. Therefore, the Fourier transforms
of two class averages must intersect and thus share a common line of intensities.
This line can be used for determining the relative orientation in reciprocal- and
eventually real space. Another method is the recording of a tilt series from
the specimen, which yields images with known relative orientation. However,
the tilted images have lower quality since they suffer from radiation damage
and certain orientations cannot be recorded because of limitations on the tilting
angle. In addition to these methods, there are special techniques for icosahedral
and helical reconstruction.

After assigning orientations to the class averages, the three-dimensional recon-
struction of the electron density map is acquired using weighted back projection.
Similar to an inverse Radon transform, the two dimensional projections of the
specimen are stacked in 3D space according to the determined orientations. The
reconstruction is then performed by inversely projecting or “smearing out” each
class average according to its determined orientation. This process can be car-
ried out in the frequency domain to accelerate the computation. As mentioned
earlier, some orientations may be missing or inaccessible. In these cases the
resolution will be limited in the corresponding orientation.

As in X-ray crystallography, a final iterative refinement step is employed to
achieve a well resolved map. An initial electron density map of the specimen was
determined in the previous steps and is used as reference. Projections are cal-
culated from the initial map and are used as references for refining the assigned
orientations of the particle images. This enables the registration of the particle
images with the calculated projections of the map and yields better resolved
class averages. From these class averages, again a three-dimensional reconstruc-
tion is calculated, which shows the electron density map in more detail. This
process is repeated until the generated electron density map does not improve
during the iterations.

The resolution of electron density maps acquired by cryo-EM is most fre-
quently determined using the Fourier shell correlation coefficient (FSC) [341,
344, 260]. Here, the set of particle images is separated randomly in two sets
of images and two independent reconstructions are performed. Subsequently,
Fourier-transformed three-dimensional images are created and the normalized
cross-correlation coefficient between shells in Fourier space are calculated. The
shell in which this value drops below a certain threshold determines a frequency
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that is reported as the resolution of the map. In most published cryo-EM maps,
a threshold of 0.5 is used for the computation of the resolution.

Cryo-EM has the advantage of depicting the specimen in its genuine sur-
rounding, which promises more insightful electron density maps. However, the
resolution of cryo-EM maps frequently remains limited, since various sources of
noise impede the process of reconstruction. There is, on the one hand, the noise
that is due to image variability and the low-dose conditions, under which the
micrographs are taken. Furthermore, conformational variability of the specimen
prevents the refinement to high resolutions, since averaging of different objects
cannot yield a clear image. On the other hand, this source of noise also has its
benefits as it allows for the elucidation of the specimen’s conformational changes.

Electron density maps acquired by cryo-EM are available through the EM-
DataBank1 [195, 196], which currently provides access to more than 1 100 maps
[385].

2.2.5. Summary

Two experimental methods for the elucidation of electron density maps — X-ray
crystallography and cryo-electron microscopy — have been introduced. Based on
these maps, atomic models can be computed. While both methods are essential
for the advancement of structural biology, they both have advantages and draw-
backs. X-ray crystallography is capable of producing high resolution electron
density maps from crystallized proteins. The proteins are generally of small
size and only in rare cases, such as the ribosome, the elucidation of macro-
molecular machines was successful. The creation of the crystal is one of the
most challenging tasks in X-ray crystallography. It requires more than 500 pmol
of the protein — a large amount considering the size of biomolecules — whereas
cryo-EM requires only 0.25 pmol for the recording of micrographs. Cryo-EM is
limited to large particles with more than 200 kDa total mass. Since the spec-
imen is depicted in aqueous solution, generally no unnatural interactions are
encountered as can be found in the crystal where proteins form a regular lattice.
Biomolecules are flexible objects, as they generally have multiple conformational
states. While crystallized proteins are all forced into a similar conformational
state due to the formation of the crystal lattice, cryo-EM frequently depicts
different conformational states of the molecule. This allows for the analysis
of the dynamics of the biomolecule, but also prevented the refinement of high
resolution electron density maps [96, 74].

1http://www.emdatabank.org — PDBe, RCSB and National Center for Macromolecular
Imaging, Houston, Texas, United States of America.
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X-ray crystallography generally produces high resolution maps, which can be
used to compute atomic models. Cryo-EM is theoretically equally capable of
producing high resolution electron density maps. However, different sources
of noise such as conformational variability of the specimen have prevented the
elucidation of high resolution maps until recently. Examples of these high reso-
lution maps include chaperonins [219, 377] and viral particles [379, 362], since in
these structures the internal symmetry of the objects can be used to boost the
resolution. From these maps, backbone traces and also complete atomic models
have been determined.

The registration of electron density maps with atomic models and other maps
yields information on the conformational states of biomolecules [282, 2, 313,
214, 11, 332]. When considering further available experimental techniques, it
becomes clear that the integration of information from various experimental
resources is going to be a major source for the elucidation of biological pro-
cesses: By integrating information on protein-protein interactions it becomes
possible to identify connections between these molecules [285, 99]. Combining
these techniques with methods for the localization of proteins in cells enables
the revelation of the whereabouts of biological process [292, 313, 17, 99]. This
will eventually allow for both the disentanglement of the elaborate processes
underlying living organisms [234, 10, 355] and a molecular view of biology [24].

2.3. Existing Methods for the Alignment of
Macromolecular Structures

Different approaches for the comparison of molecular representations have been
developed [85, 11]. On the one hand, there are methods for the registration
of atomic structures to each other. These compute a matching of the residues
and subsequently a superposition of the atomic models. On the other hand,
docking methods for the fitting of atomic structures to electron density maps
have been developed, which facilitate the interpretation of electron density maps.
Furthermore, there are methods for the identification of the location of protein
complexes in whole-cell tomograms. To document the current state of the art
and to distinguish this work, a list of computer programs, which address similar
problems as siseek , has been complied. In the following, a broader overview
of the utilization of fitting techniques for the interpretation of macromolecular
structures is given. Subsequently, available computer programs for fitting larger
fragments of atomic models to electron density maps are presented in more
detail. Then, approaches for identifying the content of an electron density map
using a database of atomic reference structures are outlined.
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The resolution of X-ray crystallography electron density maps is generally
sufficient to directly perform an atomic detail interpretation of the map [273].
Cryo-EM maps, on the other hand, have been of limited resolution up to only
recently [95, 219, 377, 362]. The interpretation of these maps is performed
by fitting macromolecular entities to the density maps. Frequently, the atomic
structures of subunits of a depicted complex have been elucidated by X-ray crys-
tallography or NMR spectroscopy and have been used to interpret the cryo-EM
map. This procedure has facilitated the interpretation of maps depicting, e. g.,
the ribosome [102], parts of the spliceosome [312], bacterial pili [199], or insect
flight muscle [371] to name only four.

The historically first dockings were achieved using computer aided methods
for the interactive placement of structures in maps. The assessment of the fit
of the structure to the map was subject to the expert performing the docking
and no objective criterion was employed. Thus, methods for semi-automated
and fully-automated docking of atomic structures to electron density maps were
developed. These employ objective criteria for the measurement of the goodness
of fit between the atomic structure and the map.

The docking problem — i. e., the identification of the position of molecules in
electron density maps — is also relevant to X-ray crystallography. The molecular
replacement technique [84] uses the structure factors of a highly similar protein
to solve the phase-problem. For this purpose, a registration of the similar pro-
teins to the protein under investigation in the unit cell needs to be determined.
This is accomplished by maximizing the similarity of the structure factors de-
termined from the similar protein structure and the experiment. One approach
for solving this problem is the computation of a registration of the structure
factors. [84]

Methods for the rigid docking of atomic structures to electron density maps
employ various measures to determine the similarity between maps, to deter-
mine trial placements, and to score placements. These approaches are outlined
below. Methods for the flexible fitting of proteins to cryo-EM maps [367, 322,
74, 321, 240, 318, 296, 159, 287, 324, 329, 331, 380] are not discussed here since
they generally rely on similar concepts as rigid docking and additionally employ
techniques for handling the flexibility of the proteins. Equally, methods for the
computation of assemblies from rigid docking placements [167, 194, 29, 286, 378]
are not discussed. These approaches either rely on the results of rigid dockings
or employ optimization methods for the simultaneous fitting of all components.

In the following, methods for the rigid docking of atomic structures to electron
density maps and for molecular replacement are introduced chronologically. The
list was assembled for this work and comprises available computer programs
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as well as published approaches that have been developed for solving similar
problems as those addressed in this work. Thereby, it facilitates the comparison
of the presented work to the state of the art.

MOLREP [338, 339, 340] is a method for molecular replacement and was pro-
grammed for solving the phase problem in X-ray crystallography. Using
the implemented concepts, it is also possible to compare electron den-
sity maps. The method employs two major steps, an orientational and
a translational search. The relative orientation of the atomic model with
respect to the measured structure factor is computed using the Patter-
son map [258], in which peaks correspond to inter-atomic distances of the
depicted molecule. Thus, a map of one single protein is independent of
the location of the molecule in the unit cell, however, it is covariant with
the rotation of the molecule. The rotational matching is accomplished by
using solely peaks in a spherical surrounding of the origin — those which
most probably are not inter-molecule distances — and is accelerated using
spherical harmonics [72]. The translational search is accelerated using the
fast Fourier transform. This information together with a packing function,
which avoids superpositions of the molecules in the unit cell, yields the 3D
placement of the molecule in the unit cell. This program is not regularly
employed for docking, but for molecular replacement and can be used to
determine the highest cross-correlation coefficient that can be achieved for
matching two maps.

CoAn – CoFi [350, 351, 349] (Correlative Analysis – Correlation based Fitting)
uses a statistical approach for fitting atomic models to electron density
maps of lower resolution. In a first step, initial placements are identified
by assessing different orientations of the atomic structure on a coarse grid.
The best placements are identified and refined in a second step using a
finer grid in the surrounding of the initial placement. For both searches,
the PM-correlation coefficient of the intensity values of a synthetic map
generated from the atomic structure and the electron density map is em-
ployed. The surrounding of the final placements is statistically analyzed
and a significance value for each placement is calculated.

Situs [369, 370, 367, 368, 53, 365] is a software package for the integration of
biophysical data on molecular structures. It comprises CoLoRes, which
is described below, and a docking tool that uses feature points. Besides
these docking tools, various computer programs and libraries are included
in the package facilitating, e. g., format conversions. Furthermore, it is
tightly linked to Sculptor (see below).
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The feature point docking program of Situs [369] uses topology represent-
ing neural networks [370] to place a user-defined number of codebook vec-
tors in the molecular entities. Placements are determined by exhaustively
combining all sets of codebook vectors from structure and map. Scores are
computed according to the root mean square deviation of the locations of
the matched codebook vectors. A Powell optimization [266] using the fea-
ture point description can be performed for improving the placements and
the final placements are then returned as solutions.

DockEM [279] employs an exhaustive, real space search and uses a local PM-
correlation coefficient as scoring function. For this purpose, a synthetic
map is created that depicts the atomic structure at the specified resolution.
This map is shifted through the electron density map with a constant stride
and at each location the local PM-correlation coefficient is calculated. This
correlation coefficient includes solely voxels for which the synthetic map
has values differing from zero. The procedure is repeated for different
orientations of the molecule and, eventually, placements with high local
PM-correlation coefficients are identified.

EMFit [280, 281] is a program for placing molecular fragments in electron
density maps. In a first step, it performs a coarse exhaustive search and
thereby selects high scoring placements. In a second step, these placements
are refined using an optimization procedure. The computer program offers
various scoring methods including the sum of interpolated densities at
atomic sites or the absence of atomic clashes between symmetry-related
positions of the atomic structure.

Foldhunter [157] uses a cross-correlation search to localize a molecular struc-
ture in an electron density map. The atomic structure is rotated to dif-
ferent orientations and for each orientation the cross-correlation map of
a synthetic map and the provided electron density map is calculated and
thereby placements are identified.

Situs – CoLoRes [53] (Correlation based Low Resolution docking) uses a cross-
correlation approach to determine the best placement of the atomic struc-
ture in the map. For this purpose, the structure is rotated to different
orientations and synthetic maps are created for each orientation. The
computation of the cross-correlation is accelerated by making use of the
convolution theorem as well as the fast Fourier transform. The best scor-
ing solutions can be subject to a Powell optimization [266] improving the
placements to sub-grid accuracy.
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CoLoRes employs an initial filter stage using the Laplacian operator and
thereby creates maps that depict contour information for both objects. It
was found that the contrast between scores of correct placements and false
placements increases when using Laplace filtered maps. Thus, final place-
ments are selected from cross-correlation searches of Laplace filtered maps
from both the atomic structure and the electron density map. CoLoRes is
widely used for docking and it is reported to reliably dock atomic struc-
tures to maps of resolutions as low as 30 Å.

Sculptor [30, 144, 29] is a software for the interactive visualization and docking
of atomic structures and electron density maps. It provides access to the
functionality comprised in the Situs package and further methods through
a graphical user interface. The resulting docking placements can be ex-
plored interactively and the best placements can be identified using, e. g.,
a force-feedback device. For this purpose, the scores of different place-
ments of the structure in the map are precomputed and the user is steered
towards high scoring solutions using the force-feedback.

UCSF Chimera [262, 113] is a computer program for the interactive visualiza-
tion and analysis of molecular structures. When provided with an atomic
structure and an electron density map, it is capable of refining the place-
ment of the atomic structure using an optimization procedure. In this
procedure, placements are scored according the sum of the densities at the
atom positions or using the PM-correlation coefficient and synthetic maps.
The local optimization involves a small number of steps and is therefore
generally computed within seconds.

3SOM [52] maximizes the overlap of isosurfaces determined from a synthetic
map of the atomic structure and the experimental electron density map.
The isosurfaces are specified by thresholding the map at a user-defined
value. Using these surfaces, trial placements are determined by superpos-
ing surface voxels and aligning the maps according to the surface normals.
Then, a rotational scan around the axis defined by the normal is carried out
and all placements are scored according to the number of overlapped sur-
face voxels. The placements with highest surface overlap can be reranked
according to different scoring functions. As a consequence of the method,
the atomic structure must have an exposed surface and sufficient detail
of this surface must be depicted correctly to be able to identify correct
placements. The method is reported to be very fast and proved effective
in case studies. However, it was also reported that it is difficult to identify
correct solutions in the abundant amount of generated placements since
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these are not always assigned the highest score or because the root mean
square deviation (RMSD)1 of the placements is high [107].

EMatch [192, 82, 193] uses information on the spatial arrangement of secondary
structure elements in the depicted proteins. In a first step, α–helices
are identified in the electron density map using image-template match-
ing and thresholding. The determined map is analyzed and the spatial
arrangements of α–helices is computed. This information is used to query
a database holding information on the secondary structure arrangements
of reference proteins.

Mod-EM [328] uses real space PM-correlation coefficients to identify the best
placement of the atomic structure in the map. The method creates a syn-
thetic map from the atomic structure and uses different search strategies
to identify trial placements. If there is only one molecule depicted in the
map, then the center of mass of the two maps is superposed and a ro-
tational scan is performed. Otherwise, optimization procedures based on
the Monte Carlo optimization method can be employed.

ADP EM [107, 183, 184] uses spherical harmonics to accelerate the fitting of
atomic structures to electron density maps. In a first step, all voxels are
identified at which the atomic structure can potentially be placed. For
this purpose, the map is thresholded using a user specified density thresh-
old and the resulting map is eroded by the minimum radius of the atomic
structure. For each of these voxels, concentric spherical layers are de-
scribed by means of spherical harmonics. By expressing the correlation
function in terms of the calculated spherical harmonics, it is possible to
accelerate the scan in the three rotational degrees of freedom. The remain-
ing spatial degrees of freedom are scanned separately. ADP EM makes use
of an initial Laplacian filtering to increase its capabilities of docking into
low resolution electron density maps.

ADP EM is evaluated on a large test set and proved to be as accurate
as CoLoRes for resolutions as low as 30 Å. The computer program is very
fast and requires on average 34 s for the tested maps while the average run
time of CoLoRes without optimization was 25 min.2 Therefore, ADP EM
is used as benchmark in the results chapter.

Phaser [231, 271, 315, 232] is a software that provides methods for the solu-
tion of the phase problem in X-ray crystallography using either molecular

1See Equation 3.20 on page 91.
2The experiments were performed on a single machine with a 2.8 GHz processor.
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replacement or experimental phasing methods. The provided molecular
replacement employs a random walk and assesses various placements of
the model structure in the unit cell. For each placement, structure factors
are calculated and during an optimization process the similarity of these
factors with the measured data is maximized. Multivariate statistics are
applied to measure the quality of fit based on the similarity of the cal-
culated and measured data: The log-likelihood gain indicates how much
better the data can be predicted from the placement than from a random-
atom model. This value can be used to compare the quality of different
models against the same data. Furthermore, a Z-score is calculated, which
indicates the clearness of the solution. It is defined as the multitude of
root mean square deviation that the placements log-likelihood gain lies
above the mean log-likelihood gain.

UROX [302, 250, 249] is an interactive tool for the fitting of atomic structures
to electron density maps, which is inspired by the molecular replacement
technique from X-ray crystallography. The user places the atomic struc-
ture inside the map and for each placement the cross-correlation of the
synthetic map generated from the atomic structure and the electron den-
sity map is calculated. This is facilitated by accelerating the computation
of the correlation in the frequency domain taking into account the sym-
metry of the map.

Segger [264, 263] uses a combination of the watershed method and scale-space
analysis to segment electron density maps. The segments can be used for
identifying fittings of atomic structures to the map. For this purpose, the
center of mass of the structure is superposed with the segment’s center
of mass. The orientation is assigned by either superposing the principal
axes of the objects or performing a coarse initial search. Subsequently,
an optimization procedure is employed for the refinement of the position
using the PM-correlation coefficient of the underlying voxel densities as
score.

MOTIF-EM [290] is a computer program that uses the SIFT descriptor for
comparing regions of electron density maps. In this way, it allows for the
identification of similarities between atomic structures and maps, but also
for the direct comparison of maps. The method assigns one orientation
to each voxel of the map using the covariance matrix of the surrounding
density. According to this reference frame, a fixed-size SIFT descriptor is
computed and saved as 208-dimensional feature vector. Similarities in the
maps are identified using a clique searching strategy to identify distance
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compatible voxels with similar descriptors. No keypoints are calculated
and therefore also no scale-invariance is achieved. Thus, the method com-
pares fixed size sub-volumes of the input-maps.

MOTIF-EM was used for the direct comparison of electron density maps.
In case studies it proved capable of identifying similar sub-volumes of sim-
ulated and experimental input maps, which can be used for the detection
of conformational changes in macromolecules. Furthermore, it was used
to locate atomic structures in electron density maps using synthetically
generated maps. The required computations of the method are quite de-
manding since a descriptor is calculated for every voxel and not just for
salient keypoints. This results in accumulated run times of 22 days for a
single map comparison.1

The above methods can be utilized to identify the unknown content of a
given electron density map using a database of reference molecules. Recently,
first methods addressing this task have been published. These methods compare
the scores measured when registering the reference structures to the map and
thereby identify the content of the map. Thus, the goal of these methods is to
find all similar proteins in the reference database.

SPI-EM [346] (Superfamily Probability In Electron Microscopy) aims to iden-
tify the CATH homologous superfamiliy of a protein depicted in an elec-
tron density map, i. e., it searches for specific fold motives. For single
domain maps, the program FRM [183], which is similar to ADP EM, is
used to identify the best placement in the map and a local correlation coef-
ficient for the best placement of the reference domain is determined. Sub-
sequently, the statistical significance of the matches is assessed. This setup
was tested using 28 synthetic protein domain maps with 8 Å resolution and
was successful in 80 % of the cases. In a second step, multi-domain maps
are analyzed using the program CoLoRes to identify the best placements
of the domains. From this placement, the local correlation coefficient is
computed and used for scoring. The method succeeded on synthetic maps
depicting GroEL and DNA polymerase I. However, it did not succeed on
experimental maps.

FREDS [173] (Fold Recognition Electron Density Search) uses the cross-corre-
lation coefficient determined by MOLREP to identify a correct reference
structure for a given query map. FREDS requires a segmented electron

1The experiments were performed on a 512 node compute cluster with 2.33 GHz processors.
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density to be able to identify correct reference structures. For each ref-
erence structure, the best cross-correlation coefficient of atomic structure
and map is determined using MOLREP. Subsequently, the correlation co-
efficients are normalized according to the domain size of the reference
structure. The reference structure set is assembled by first filtering the
wwPDB using a sequence identity criterion of 30 % and disassembling the
remaining structures in 16 087 domains. The method was successfully
tested on a set of nine manually segmented experimental cryo-EM maps
with resolution of 6–8 Å and used 200–900 h of accumulated computing
time.1

WS-MR [314] (Wide Search Molecular Replacement) uses a combination of
the log-likelihood score and the Z-score determined by Phaser to score
the correspondence between reference structures and the query map. The
references comprise 95 000 domains found in the SCOP database and fa-
cilitate the search for molecular replacement models. Using three case
studies, it was shown that the method is capable of identifying molecules
that make up only a small part of the query map and proteins with low
sequence identity. The calculations were performed on a computer cluster
using an accumulated processing time of 800 days (19 200 h) per run.2

A Fingerprint Based Method [375] uses 3D Zernike moments to identify a
molecule depicted in an electron density map. For this purpose, twenty
Zernike moments are calculated, which allow for the description of 3D ob-
jects similar to geometric moments and spherical harmonics. The center
for calculating the Zernike moments is the center of mass of the considered
object. No keypoints are calculated in this method. The comparison of
the moments is performed using the cosine distance. The electron density
needs to be segmented prior to searching so that the electron density corre-
sponds to the molecule that is about to be identified. In this way it can be
assured that the center of mass of the query map and the reference struc-
tures coincide. All entries of the wwPDB are utilized as reference proteins.
The search is very efficient, since a pre-filter on the molecular weight of
the molecule is employed and in total one 20-dimensional feature vector
is determined for each wwPDB structure. This allows for the screening
of 800 000 structures per second in the performed test.3 The method was
successfully tested on two case studies using segmented densities from a

1Calculations performed on multi-core computers with 2.66 GHz processors.
2The computations were carried out using the Open Science Grid [265] relying on non-

homogeneous hardware.
3Computations performed on a single machine with 3 GHz processor.
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6 Å resolution GroEL map and a 5.5 Å resolution bovine metarhodopsin I
map.

The presented list of related methods comprises twenty-one methods that are
related to the problem of image registration and four methods for identifying
the unknown content of a given electron density map. In Table 2.1 a summary
of the methods and their approaches is found. The table lists the approaches for
computing placements, scoring, and for post optimizing. Furthermore, methods
are marked with a bullet in the placements column if two conditions are fulfilled.
First, the method must not scan placements located on a regular grid. Second,
it may not rely on any more input but the map and its properties. A bullet
in the scoring column indicates that non-trivial descriptors are employed for
determining the goodness of fit.

The table shows that most of the available computer programs rely on an
exhaustive search on a regular grid. Only 3SOM, EMatch, Segger, and Situs
do not perform a brute-fore scan of a set of placements on a regular grid while
also not relying on an initial placement defined by the user.1 This shows that
only four out of the listed seventeen different methods identify placements based
on image features rather than employing an exhaustive scan. A similar finding
holds for the employment of image descriptors. Here, the six methods ADP EM,
3SOM, the fingerprint based method [375], EMatch, MOTIF-EM, and Situs em-
ploy comparisons that are not solely based on the correlation of the superposed
image intensities.

As shown in the previous sections, many state of the art image matching
techniques are feature based. This facilitates, on the one hand, an abstract image
representation and allows, on the other hand, for efficient image comparisons.
Taking into account the growing number of available electron density maps and

13SOM requires the specification of a density threshold and Situs the specification of the
number of feature points.

Table 2.1 (following page) – Existing Methods for the Alignment of Macro-
molecular Structures
The table lists the presented computer programs and summarizes the employed
methods for generating placements, scoring, and for post-processing. Automated
methods that do not rely on a grid scan and fit maps without further user-input
are marked by a • in the Placements column. Those methods, which utilize an ab-
stract descriptor, are marked by a • in the scoring and post-optimization column.
FREDS, Sculptor, and WS-MR are listed along the methods they are based on.
(PO: Post-optimization; CC: Correlation Coefficient; SIDA: sum of interpolated
densities at atom positions)
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Name Placements Scoring and Post-optimization

ADP EM [107,
183, 184]

Grid in a map sub-volume • Spherical harmonics

3SOM [52] (•) Surface alignment (Requires
the specification of a density
threshold.)

• Surface overlap and corre-
lation coefficient

Fingerprint
Based
Method [375]

Manual segmentation, Center
of mass

• Zernike moments

CoAn –
CoFi [350,
351, 349]

Regular grid, Real space CC

DockEM [279] Regular grid, Real space CC
EMatch [192,
82, 193]

• Helix detection, Helix align-
ment

• Helix matching; PO: CC,
Least squares

EMFit [280,
281]

Manual placement, Discrete
orientation scan

CC, SIDA, Number of
atoms not covered by den-
sity; PO: Any scoring func-
tion, Least squares

Foldhunter [157] Cross-correlation CC
Mod-EM [328] Superposition of center of

mass; Orientation by Monte
Carlo optimization

CC

MOLREP [338,
339, 340]
(FREDS [173])

Regular grid, Reciprocal space CC

MOTIF-
EM [290]

Regular grid, Real space • SIFT descriptor

Phaser [231,
271, 315, 232]
(WS-MR [314])

Random walk CC

Segger [264,
263]

• Segmentation, Center of mass
superposition, Orientation by
grid search or principal axes

CC; PO: UCSF Chimera

Situs –
CoLoRes [53]
(Sculptor [30,
144, 29], SPI-
EM [346])

Cross-correlation CC; PO: CC, Powell

Situs [369, 370,
367, 368, 53,
365] (Sculp-
tor [30, 144,
29])

(•) Vector quantization feature
points, Point distribution (Re-
quires the specification of the
number of feature points.)

• Feature point distribution;
PO: Feature points, Powell

UCSF
Chimera [262,
113]

Manual placement, Steepest
ascent optimization

CC, SIDA

UROX [302,
250, 249]

Manual placement, Stochastic
optimization

CC
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the advances made in the field of image analysis, there is a clear demand for
assessing the applicability of modern techniques to the problems of structural
biology. The remainder of this work is geared to this topic and presents a method
coined siseek for electron density map registration and molecule recognition,
which is based on the SIFT.

2.4. Summary

The integration of image data of various levels of scale yields novel insights into
the details of biochemical processes. Imaging methods for the elucidation of
microscopic structures in complex organisms are readily available [234, 10, 355]
and in recent studies, the location of macromolecular machines in whole-cell
tomograms was identified, which eventually makes the assignment of processes to
cell compartments possible [292, 313, 17, 99]. The integration of these findings —
gained from these heterogeneous experimental resources — will continue to yield
information on biological structures at different scales.

The state of the art in both image analysis and structural biology has been
improved majorly in recent years. It is now with ease possible to register two-
dimensional images using freely available computer programs. Also, methods
for the registration of three-dimensional image data are employed regularly for
the registration of medical image data [119]. Additionally, emerging technolo-
gies in structural biology have allowed for new insights into the composition of
cells and organisms. While X-ray crystallography remains the major source of
information on atomic structures of biomolecules [273], further methods have
supplemented this technique in the last years. Cryo-electron microscopy is one
of these methods and a major source of information on the spatial composition
of large biomolecules [94].

The combination of high resolution data gained from X-ray crystallography
and low-resolution information from cryo-EM has facilitated the model build-
ing of various biomolecular complexes [282, 2, 313, 214, 11, 332]. Examples
include — among several others — models of the ribosome [102, 240], parts of
the spliceosome [312], the type III secretion injectisome [224, 223], molecular
motors [352, 109], bacterial flagella [246, 239], bacterial pili [199], and insect
flight muscle [371].

The summary of related publications in Section 2.3 shows that the computer
aided interpretation of macromolecular electron density maps has been in the
focus of research already before bioinformatics was established as distinguish-
able branch of science and still is an active field of research. The compiled
review demonstrates that most of the presented approaches rely on an exhaus-
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tive scan of placements for computing a registration of two maps. Only four of
the seventeen distinguished methods rely on non-trivial, feature based strate-
gies for identifying candidate placements, while only six perform the scoring not
directly based on a correlation of the corresponding density values. Given that
many successful image analysis methods rely on feature based representations,
research is needed that analyzes the applicability of contemporary, feature based
techniques to the problem of interpreting macromolecular electron density maps.

The objective of this work is to employ state of the art image analysis tech-
niques for the analysis of macromolecular electron density maps. For this pur-
pose, a suitable theoretic foundation, the SIFT, was selected, extended, and
implemented as detailed in Chapter 3. The resulting software system siseek was
validated and tested thoroughly. It proved to be productively applicable for the
registration of intermediate and high resolution macromolecular electron density
maps, as detailed in Chapter 5.

62



3. Methods

The objective of this work is the development and validation of a method for
similarity searching in electron density maps. To achieve this goal, keypoints in
three-dimensional (3D) images are detected and descriptors for these keypoints
are generated. The method is based on the scale-invariant feature transform
(SIFT) [217, 218] and this chapter explicates the theoretical foundations, al-
gorithmic concepts, and the parameters of the method. The determination of
optimal parameter settings is discussed in the following chapter.

In the first four sections, methods for deriving an abstract map representation
are introduced, as shown in an overview in Figure 3.1 A. First, an adaption of
the sampling rate according to the map’s resolution is discussed in Section 3.1.
Keypoint detection is explained in Section 3.2. It relies on the theory of scale-
space in a pyramidal setting and is equal to the method employed in the 2D
SIFT [217, 218]. Orientation assignment to points in 3D images is introduced
in Section 3.3, and a method for local neighborhood descriptor computation is
outlined in Section 3.4. Both, the 2D SIFT orientation assignment and descrip-
tor computation, are not directly transferable to 3D space. Thus, extensions to
3D space have been developed as described in the according sections.

Using this map representation, similarity searching in electron density maps
is facilitated. An algorithm for the rigid registration of maps based on the de-
termined keypoints, orientations, and descriptors is introduced in Section 3.5.
Here, the probability that two keypoints originate from the same local neigh-
borhood is assessed using a descriptor similarity measure. This information is
used as basis for the computation of relative orientations of the 3D images that
superpose similar regions as depicted in Figure 3.1 B. Furthermore, a method
for the recognition of molecules that are depicted in an electron density map
is described in Section 3.6. Here, map descriptions for reference protein struc-
tures are stored in a database and the map description of a given query map
is compared against all references. The resulting list ranks the reference pro-
tein structures according to their similarity to the query map as illustrated in
Figure 3.1 C.
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Figure 3.1 – General framework
Panel A illustrates the process of computing a map description, which consists of
the stages keypoint detection, orientation assignment, and neighborhood descriptor
computation. Panel B show a sketch of the approach for registration: By identifying
similar descriptors, alignments for source and target map are computed and used
for superposing the electron density maps. In Panel C an overview of the method
for molecule recognition is shown. For a given query map, a map description is
derived and compared to a database consisting of map descriptions of reference
protein structures. The result list ranks the reference protein structures according
to their similarity to the query map. ( c© A. Griewel)
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3.1. Resolution Model

The definition of scale in scale-space theory is related to the concept of resolu-
tion in both X-ray crystallography and cryo-EM.1 It can be interpreted as the
level of resolution and therefore the amount of structural detail present in the
image. However, there are different measures of resolution defined for cryo-EM
and X-ray2: In X-ray crystallography the resolution is based on the highest fre-
quency structure factor used for the computation of the map [273]. For cryo-EM,
measures that correlate to the definition in X-ray crystallography are sought [94]
and most frequently the Fourier shell correlation coefficient (FSC) [341, 344, 260]
is used. In this work, the resolution of electron density maps is approximated
using a unified model. Each map is assigned a Gaussian point spread function
(PSF) [78, 94, 368] with a standard deviation that depends on the resolution of
the map. This modeling of resolution is frequently used for generating synthetic
maps [350, 279, 367, 320, 328, 159, 329, 264, 366] and simulates an isotropic,
thermal motion for each atom. It does not account for flexible protein domains
or concerted motions of larger segments of macromolecules since there is no
consistent way of predicting these motions.

Maps are provided with an estimate of the resolution and are sampled on a
cubic, isotropic grid. The standard deviation σ of the Gaussian PSF is deter-
mined according to the specified resolution R of the map. Different relations
between σ and R have been used [350, 279, 367, 320, 328, 159, 329, 264, 366]. In
this work, the normalization factor used in the Situs package [366] is employed

σ =
R

2
√

3
(3.1)

This relation was empirically determined by the authors of Situs and verified on
various maps. It proved effective in experiments and is thus chosen for modeling
resolution in this work.

Given the point spread function, synthetic electron density maps at different
resolutions can be created from atomic models as shown in Figure 3.2. This
in turn facilitates the docking of atomic structures to experimental electron
density maps. An exact simulation of the electron density of a single atom
would require elaborate quantum mechanics. Small scale effects are, however,
negligible at expected resolutions. Thus, each non-hydrogen atom is represented
by a Gaussian function with a standard deviation corresponding to the defined
resolution [350, 279, 367, 320, 328, 159, 329, 264, 366]. For atom i, the Gaussian

1Here, resolution does not refer to an image-pyramid as explained in Section 2.1.4.2 on
page 22.

2See page 44 and page 48.
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function is centered on the corresponding atom position ai. Furthermore, a
multiplicative weighting is used to represent the element identified by atomic
number Zi. The electron density D for a complete molecule comprising n atoms
is defined as the sum of the contributions of all atoms a defined in Equation 3.2.
This function is sampled on an isotropic, cubic grid, and the sampling rate can
either be chosen to correspond to another map, or it can be specified by the
user. However, in order to avoid aliasing effects, the sampling interval must be
sufficiently small. The dimensions of the map are chosen so that the molecule
plus a padding of 6σ fits inside the volume. Thus, the truncation error for the
sampling of the Gaussian function is negligible.

D(x) =
n∑
i=1

Zi(√
2π · σ

)3 · e−|ai−x|2
2σ2 (3.2)

3.2. SIFT Keypoint Detection

Keypoints are detected in a multi-stage procedure, which equals the method
applied in the SIFT [217]: After adapting the sampling rate of the provided map,
an image-pyramid is created, and each level of the pyramid is analyzed using a
scale-space representation. From each scale-space representation, keypoints are
determined and saved for further processing. The details of this procedure are
explained below and are depicted in Figure 3.4.

The genuine, provided map is called input map. For the reliable identification
of keypoints, it is necessary to adapt the sampling interval of the input map
with respect to its resolution. The resampled map is called base map and is
used for creating the image-pyramid. For creating the base map, the standard
deviation σ of the input map’s point spread function is analyzed with respect
to the sampling interval d

{σ}vox =
σ

d
=

R

2
√

3 · d
(3.3)

where R is the user-specified resolution of the map. The result of this calculation
{σ}vox is the standard deviation expressed in terms of sampling intervals rather
than in an absolute spatial unit like the ångström.

The sampling interval of the input map din is adapted so that the standard
deviation of its point spread function {σin}vox equals the parameter {σ0}vox,
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Figure 3.2 – Resolution lowering
Maps of different resolutions gen-
erated with siseek for GroEL [34]
are shown. The ribbon model of
GroEL is shown on top. The fol-
lowing maps are blurred to resolu-
tion 2 Å, 4 Å, 8 Å, and 16 Å. The
sampling interval is adapted to
the resolution and equals 0.25 Å,
0.5 Å, 1 Å, and 2 Å respectively.
On the left hand side, an iso-
surface of the respective map is
shown, while the images on the
right hand side display one slice
of the map. The volume of the
maps increases with larger resolu-
tion since the width of the point
spread function is widened and
therefore more volume must be
covered to accommodate the sig-
nal. The number of voxels in the
map, however, does not increase
due to the larger sampling inter-
val. ( c© A. Griewel)
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Figure 3.3 – Sampling of a Gaussian function
The plot shows the density profile of a Gaussian point spread function with standard
deviation σ = 1 Å. Below the plot, three samplings of the function are shown with
different values for {σ}vox = σ

d and the resulting sampling interval d. ( c© A.
Griewel)

which is empirically determined in Section 4.2. The sampling interval d0 of the
base map is determined as

d0 =
{σin}vox · din

{σ0}vox

=
σin

{σ0}vox

(3.4)

The effect of different values of {σ}vox on the sampling interval is illustrated in
Figure 3.3 using a standard Gaussian function with σ = 1.0. The input map is
resampled to a voxel spacing of d0 using trilinear interpolation and the intensity
values of the resampled map are normalized to the interval [0; 1]. The resulting
map is used for further processing and called base map P0.

The map P0 serves as base for an image pyramid with a downsampling factor
of 2. The resolution of P0 is specified by the standard deviation σ0 of the
associated Gaussian point spread function. For each level i+ 1 in the pyramid,
a map Pi+1 is created from a low-pass filtered version of the map in the preceding
level Pi. For this purpose, map Pi with resolution σi is low-pass filtered to a
resolution of 2σi. This is achieved by using the semi-group structure of the linear
Gaussian scale-space

Pi+1(x) = G

(
x;
√

2σ2
i − σ2

i

)
∗ Pi(x) (3.5)

= G (x;σi) ∗ Pi(x)
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where ∗ denotes convolution. After downsampling, the resolution of Pi+1 is 2σi.
With respect to the voxel spacing, however, the resolution is the same as in
the base map, because the voxel spacing has doubled as well. This process is
iterated, until the downsampled map has less than eight voxels in any dimension
as shown in Figure 3.4 A.

Each map in the pyramid representation is analyzed using a linear Gaussian
scale-space representation and called octave. Scale-space maps are sampled with
different scales as shown in Figure 3.4 B. The process of creating a scale-space
representation is equal for all levels of the pyramid. Hence, the process is de-
scribed for octave i using Pi as the base of the scale-space L(x; ς0) = Pi(x). The
scale of the first map in the scale-space is specified by ς0 = σi, where σi is the
resolution of the image in the pyramid. The generated scale-space representa-
tion will be utilized for the detection of blobs at scales in the interval [ς0; 2ς0].
This is facilitated by sampling s Difference of Gaussians maps (DoG maps)
plus one additional map, which is going to be used for interpolation in a later
stage. Thus, in total s + 2 Gaussian maps are created in the scale-space by
filtering. This yields s+ 1 DoG maps after subtraction.

To incorporate scale-normalization [210], the Gaussian maps are separated by
a constant, multiplicative factor k. Given the interval [ς0; 2ς0] and the number
of samples s along the scale dimension, the scale ςj for the Gaussian scale-space
map j ∈ {0, . . . , s+ 2} is determined by

ςj = 2
j/s · ς0 (3.6)

Figure 3.4 (following page) – Keypoint detection
Keypoints are detected by sampling scale-spaces in a pyramidal setup, which is
exemplified here using a map of GroEL [34]. (A) First, an image pyramid is built.
From the left to the right the maps are low-pass filtered and downsampled by a
factor of two. (B) For each level of the pyramid, a scale-space representation is
created. Here, the scale-space representation of the first map on the upper left
corner is shown by displaying one slice of the map. Each scale-space representation
encompasses a scale-interval [ς; 2ς] where ς is the scale of the first map in the octave.
(C) Difference of Gaussians maps are created by subtracting neighboring maps in
the scale-space representation. Red signifies positive and green negative intensity
values. White areas have zero intensity. (D) Keypoints are identified as extrema
in the Difference of Gaussians maps with respect to the spatial as well as the scale
domains. They are depicted as red spheres where the size of the sphere corresponds
to the keypoint’s scale (larger spheres have been omitted for clearer view). ( c© A.
Griewel)
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Here again, the semi-group property of scale-space allows for the computation
of maps for all sampled scales ςj using the base map as input

L(x; ςj) = G
(
x;
√
ς2
j − ς2

0

)
∗ L(x; ς0) (3.7)

This way of building the scale-space is referred to as base formation, since all
scale-space maps are computed from the first map. Alternatively, the scale-space
can be created using incremental formation by applying a Gaussian filter to the
preceding map in scale-space

L(x; ςj) = G
(
x;
√
ς2
j − ς2

j−1

)
∗ L(x; ςj−1) (3.8)

The base formation method employs larger filters due to the larger differences
in scale. Therefore, the resulting maps are more exact, because the Gaussian
filter is sampled with a higher frequency. The incremental formation, on the
other hand, uses smaller filters and is therefore faster.

Difference of Gaussians maps D are calculated by subtracting neighboring
Gaussian maps

D(x;σ) = L(x; ςj+1)− L(x; ςj) (3.9)

as shown in Figure 3.4 C. This yields the DoG scale-space representations, which
cover the range of relevant scales and facilitate the detection of blobs [218].

Keypoints are identified for each octave separately as shown in Figure 3.4 D.
A keypoint is a local extremum in the four-dimensional scale-space hypervolume
generated by the DoG maps of each octave. This hypervolume consists of three
spatial and one scale dimension. Voxels with extremal intensities are detected
using a sequential scan of all voxels. First, each scale-space map is scanned
separately and voxels that are extremal with respect to their 6-neighborhood
are identified. This neighborhood comprises all voxels that are within a distance
of one sampling interval of the considered voxel. Subsequently, it is tested if the
voxel is also a local intensity extremum with respect to the scale-dimension. For
this purpose, the intensity value of the local extremum in the map is compared to
all voxels that lie in the 6-neighborhood in the two neighboring scale-space maps.
If the voxel intensity is an extremum with respect to the defined neighborhood,
it is saved for further assessment as a potential keypoint.

After the initial detection of extremal voxels, the exact position of each local
extremum is interpolated using a Taylor expansion up to the second order [42].
This yields off-grid keypoints and is especially helpful for higher octaves, where
the sampling interval of the map is large. To determine the exact location x̂ of
the on-grid extremum x, the Jacobian J and the Hessian H are calculated at x
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in the DoG map that corresponds to the scale of the extremum. These deriva-
tives are approximated using finite differences between intensities of neighboring
voxels. The exact position of the extremum x̂ is then calculated as

x̂ = x−H−1J (3.10)

and the DoG map intensity value at the interpolated position is given by

D(x̂;σ) = D(x;σ) +
1

2
JT x̂ (3.11)

If the calculated offset is larger than half the voxel spacing, the extremal voxel
is not the closest voxel to the interpolated extremum. In this case, the interpo-
lation is carried out once more using the voxel that is closest to the interpolated
position.

The resulting list of interpolated extrema is screened and keypoints with a
small intensity value are discarded using a thresholding approach [42]. In a first
step, all keypoints with an intensity value smaller than a predetermined param-
eter tcontrast are discarded. Subsequently, the cornerness of the local neighbor-
hood of the keypoint is assessed using the determinant of the Hessian matrix.
The entries of the matrix are computed using differences of intensities that are
interpolated in a sampling interval distance from the location of the keypoint on
the corresponding DoG map. The eigenvalues of the Hessian are proportional
to the principal curvature of the intensities in the local neighborhood. If the
Hessian is indefinite, i. e., if the eigenvalues have different signs, the keypoint is
discarded because it is located at a saddle point. For the remaining keypoints,
the ratio of the largest to smallest eigenvalue is required to be smaller than a
predetermined parameter tcornerness. This ensures, that the principal curvature
is not dominated in one direction and therefore ensures that the location of the
keypoint is well defined.

Eventually, this process yields keypoints (x, σ, e) that are qualified with a
spatial location x and a scale σ. Furthermore, a binary value e is saved, which
indicates whether the keypoint is a maximum or a minimum in the DoG hyper-
volume.

3.3. Orientation assignment

Each keypoint is assigned orientations according to its local neighborhood in
the image. For this purpose, discrete orientations are determined from the gra-
dient in the keypoint’s local neighborhood. These orientations are used to align
descriptors and allow for computing a registration of two maps. To determine
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orientations, the gradient in a local neighborhood is sampled. Based on the set
of gradient vectors, a histogram is created, which in turn allows for computing
dominant orientations.

In the following three sections, a 3D orientation histogram and a geodesic
index are introduced. The orientation histogram tesselates the sphere surface
into equally sized bins. The bins are populated by inserting vectors into the his-
togram, which is a computationally demanding task. Therefore, a geodesic index
is used to accelerate the insertion. Using the assembled orientation histogram,
orientations are computed by identifying peaks in the histogram. These peaks
are used for the calculation of a rotation, which represents the orientation.

The presented method for determining dominant orientations in the local
gradient field follows the procedures used in the SIFT, which determines 2D
orientations using a circle-based histogram [218] as described in Section 2.1.5 on
page 23. In the 2D case, the circle is discretized uniformly by splitting it into
equally sized sectors. However, determining orientations in 3D space is more
intricate than handling 2D orientations. It is, e. g., not possible to spread an
arbitrary number of points uniformly on a sphere surface [289]. To address this
problem, means for uniformly distributing points on the sphere surface have
been identified and implemented for the orientation histogram. Furthermore, a
geodesic index tailored to the orientation histogram’s properties is developed in
this work to speed up the process of inserting vectors into the histogram.

3.3.1. Orientation Histogram

An orientation histogram gathers information on a set of 3D vectors, which
are computed from a local neighborhood in the map. The determination of
orientations must be rotation covariant, because it is not known a priori in
which orientation in 3D space the object is depicted. Thus, a uniform sampling
of the sphere surface is necessary to avoid a bias in the calculation of dominant
orientations. Representing each orientation bin by a point on the sphere surface,
this requires a uniform distribution of points on the 3D sphere.

Uniform distributions of points on the sphere are found in various disciplines
in science. Directly related to this work is single particle reconstruction in
cryo-EM where a uniform distribution of points on the sphere is essential for a
successful classification of particles. Besides that, various questions in several
scientific disciplines such as climate modeling in meteorology [291], molecular
structure in chemistry [111, 186], or viral morphology in biology [330] are related
to the problem.

An ideal distribution of points on the sphere would be highly symmetrical.
This, however, is only possible for 4, 6, 8, 12, and 20 points. The arrangements
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of points for those numbers are described by the five Platonic solids, which are
regular, convex polyhedra [143]. Each corner in one of these solids has the same
number of neighbors at the same distance and therefore equal space around
itself. Distributing any other number of points uniformly on the sphere has no
exact solution and must therefore be approximated [289].

A tessellation of the sphere using polar coordinates creates the frequently
used geographic coordinate system. However, this tesselation does not yield an
equally distributed set of points on the sphere, since areas close to the poles
are sampled finer than those at the equator. Even when configuring the sam-
pling for bins with equal area, the distribution of points is not uniform, because
the sampling between latitudes differs. Other approaches for distributing an
arbitrary number of points uniformly on the sphere employ optimization proce-
dures to maximize or minimize a quality criterion such as the smallest distance
between points. An uniform distribution of points on the sphere can also be
generated using a geodesic grid. These grids are computed by triangulating a
Platonic solid, which yields an approximately uniform tesselation of the sphere
surface [291]. A drawback of this approach is, that only certain numbers of
points can be distributed by this method.

The icosahedron belongs to the set of Platonic solids and is shown in Fig-
ure 3.5. All 20 triangular faces are equivalent and the 12 corners of the icosahe-
dron are distributed isotropically on the sphere each having the same distance
to its neighbors. All 30 edges of the icosahedron are of equal length and sub-
tend an angle of 63.4◦ yielding a coarse sampling of orientations. The resolution
can easily be increased by quadruplicate subdivision of the triangular faces as
also shown in Figure 3.5. The granularity of a geodesic grid is indicated by the
subdivision level , which is 0 for the genuine icosahedron and increments by 1 for
each subdivision.

During subdivision, each face of the geodesic grid is triangulated by introduc-
ing new corners at the midpoint of each edge. This splits each face into four
new faces as shown in Figure 3.6. While the corners of the icosahedron have
five neighbors, all newly introduced corners are connected to six corners. The
coordinates of the newly introduced corners are adjusted, so that they lie on the
circumsphere of the icosahedron, which yields a finer tesselation of the sphere
surface. The number of corners rises exponentially with the level of subdivision
as shown in Figure 3.7 and analyzed in Appendix A.4.

For subdivided icosahedra, the distribution of points on the sphere is not
uniform. This is shown by the red bars in Figure 3.7 that correspond to the
minimum and maximum subtended angle of an edge in the geodesic grid. The
diagram shows that the absolute deviation of the edge length is small. Further-

74



3.3 Orientation assignment

Figure 3.5 – Geodesic grids at different subdivision levels
Geodesic grids of subdivision levels 0–4 are shown. The grid is based on the icosa-
hedron (subdivision level 0) and iteratively subdivided using triangulation. All
corners of the genuine icosahedron are connected to five neighbors, while corners
that have been introduced at a higher level have six neighbors. ( c© A. Griewel)

Figure 3.6 – Geodesic grid subdivision
For the subdivision of an icosahedron face (red dots), four new faces are introduced.
The distance from the icosahedron center to new corners (orange dots) is adapted
so that the corners lie on the circumsphere of the icosahedron. ( c© A. Griewel)
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Figure 3.7 – Geodesic grid properties
The plot shows the properties of the geodesic grid based on the icosahedron with
increasing subdivision level. The number of corners in the grid is scaled according
to the right, logarithmic ordinate. The angle range describes the minimum and
maximum subtended angle by an edge in the geodesic grid and is scaled according
to the left ordinate. See also Appendix A.4 on page 201. ( c© A. Griewel)

more, the relative deviation — i. e., the deviation with respect to the absolute
length of the edges of the geodesic grid — is small. Therefore, the distribution
of points on the sphere using geodesic grids based on a triangulated icosahedron
is suitable for sampling orientations.

Each vector from the center to a corner of the geodesic grid represents a
bin and is called bin vector. Bins are populated by inserting vectors into the
histogram. For the reasons mentioned previously, it is important to assure
a uniform sampling of the sphere surface. Therefore the magnitude of each
inserted vector v is not added to one single bin, but distributed among the bins
that are closest to its direction. Given the structure of the geodesic grid, which
consists solely of triangular faces, the three closest bins are identified for v. The
contribution wa to one of the three closest bins ba ∈ {1; 2; 3} is determined using
inverse distance weighting [298]. The angle between v and the corresponding
bin vectors c1, c2, c3 is utilized as distance measure. The total weight of the
contribution equals the length of the vector |v|

wa(v, c1, c2, c3) =
(�(v, ca))

−1

3∑
i=1

(�(v, ci))−1

· |v| (3.12)
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The defined orientation histogram is based on the concepts of the SIFT. Differ-
ing from other 3D SIFT approaches, the 3D version of the orientation histogram
developed for this work addresses the additional degrees of freedom in 3D space.
It faithfully represents information on the orientations of a set of vectors. This
is facilitated by a uniform distribution of points on the sphere surface and an
insertion function that interpolates the contributions of each inserted vector
among its closest bins.

3.3.2. Geodesic Index

The efficient identification of the closest bins to an inserted vector is critical
for the overall performance of the algorithm. Using an exhaustive search — i. e.,
identifying the closest bins by calculating the angles between all bin vectors and
the inserted vector — results in asymptotically exponential run time with respect
to the subdivision level of the geodesic grid. To speed up the identification of
the closest bins, a geodesic index was developed for this work, which facilitates
the lookup of the closest bins in asymptotically constant time.

All bin vectors are assigned to tiles. These are precomputed surface patches
of the sphere and allow for an efficient access to its contents. The indexing is
based on polar coordinates, since these can be computed efficiently for a given
vector. The sphere is subdivided into tiles by latitudes and longitudes as shown
in Figure 3.8 using an arbitrary reference coordinate frame specifying a fixed
pole N and a fixed orthogonal 0◦ longitude G.

Each tile must contain at least one corner of the geodesic grid. This is ac-
complished by first subdividing the sphere into L equally sized spherical sectors
centered on N. The width wlat of a sector is measured in radians on a great
circle on the unit sphere that touches N and G. It is chosen to be larger than
the maximal geodesic length wgeo of a geodesic grid edge

L =

⌊
π

wgeo

⌋
wlat =

π

L
(3.13)

This guarantees that for each geodesic grid face touching a sector at least one
corner of the face comes to lie on that sector. Each sector is assigned an index
{0, . . . , L− 1} emanating from the pole and arriving at the pole’s antipode.

Sectors are subdivided along longitudes into spherical quadrilaterals, which
are called tiles. The width of each tile wlong(i) is measured in radians around
the pole and depends on the associated sector i. To determine wlong(i), the
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Figure 3.8 – Geodesic index
The first five levels of subdivision of the geodesic grid (white) are shown. For
the efficient identification of neighboring bins of an inserted vector, geodesic grid
corners are indexed according to their polar coordinates (red and green spherical
quadrilaterals). ( c© A. Griewel)
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minimum of the circumferences mlat(i) of the two small circles delimiting sector
i is determined on the unit-sphere

mlat(i) = min
{
|2π sin(i · wlat)|, (3.14)

|2π sin((i+ 1) · wlat)|
}

Sector i is then subdivided into M tiles each of width wlong(i)

M =

⌊
mlat(i)

wgeo

⌋
wlong(i) =

mlat(i)

M
(3.15)

This yields a tesselation, in which the sides of all tiles are longer than the longest
edge in the geodesic grid. Therefore, it is guaranteed, that at least one corner
of the geodesic grid lies on each tile.

Each geodesic grid corner c is assigned to the tile it lies on. This tile is
identified by first determining the index i of the sector

i =
�(c,N)

wlat
(3.16)

Subsequently, the index j of the tile on the sector is identified using the angle
between c and G about the pole N. Thus, each tile is assigned the geodesic grid
corners, which lie on the tile and thus the corners are indexed by their polar
coordinates.

The index is used to identify the three closest bin vectors to a given vector v.
In other words, the index is used to identify the triangular face F of the geodesic
grid that v points to. The algorithm is illustrated in Figure 3.9. It commences
by first determining the set of bin vectors that lie on the same tile as v using the
same procedure as for assigning geodesic grid corners to tiles. In this set, the bin
vector b◦ with smallest angular distance to v is identified. Due to subdivision
in tiles, b◦ is not necessarily a bin vector that touches the geodesic grid face
F . Thus, a bin vector b4 touching F is identified by examining N(b◦), the set
of all corners that are connected to b◦ by a geodesic grid edge. The three bins
that span F and thus are closest to v are identified subsequently by examining
N(b4). The three bin vectors in N(b4) with smallest angular distance to v are
returned for further processing in the orientation histogram.

Using the geodesic index, the closest bins in the geodesic grid are determined
in asymptotically constant time for arbitrary subdivision levels of the geodesic
grid. The polar coordinates of the inserted vector can be determined in constant
time. Subsequently, the three closest bins are determined by analyzing the
neighborhood of two geodesic grid corners. Each grid corner holds a list of
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Figure 3.9 – Geodesic grid algorithm
The three closest bins to an inserted vector v (pink) are determined by first (A)
identifying the tile v is pointing to. (B) Subsequently, the closest bin vector b◦
(green dot) to v on the tile is determined. (C) A bin vector b4 (golden dot)
lying on the triangular geodesic grid face that v is pointing to is identified by
analyzing the neighborhood of b◦ (green hexagon in B). (D) Eventually, the three
bin vectors closest to v (red) are identified by analyzing the neighborhood of b4
(golden hexagon in C). ( c© A. Griewel)

neighbors allowing for the identification of the relevant grid corners in constant
time. The angle between the inserted vector and up to seven geodesic grid
corners is also computed in asymptotically constant time. Therefore, the run
time of one insertion lies in O(1).

The performance of the geodesic grid in an application scenario was affirmed
by measuring the run time of inserting 1 000 000 randomly oriented vectors into
an orientation histogram. The required time is compared to an exhaustive search
and an R*-tree, [18] — a generic spatial index. For the R*-tree each bin is rep-
resented as the geodesic grid corner and a nearest neighbor search is executed
when inserting a vector. The resulting timings are shown in Figure 3.10 and
demonstrate that the geodesic index requires a constant amount of time inde-
pendent of the level of subdivision of the geodesic grid.

From Figure 3.10 it is clear that the geodesic index does not accelerate the
insertion into orientation histograms that consist of a genuine icosahedron with
respect to a brute force search. This is comprehensible since the number of
points in the icosahedron is small and therefore an exhaustive search is performed
quickly. Furthermore, the tesselation of the sphere in tiles is very coarse at this
level as shown in Figure 3.8. However, for all higher levels of subdivision the
performance advantage of the geodesic index is evident.
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Figure 3.10 – Geodesic
index run time
Run time for inserting
1 000 000 randomly
oriented vectors into
an orientation his-
togram of various
levels of subdivision
(logarithmic ordinate).
( c© A. Griewel)

3.3.3. Dominant Orientations

The objective of orientation assignment is to determine a discrete set of orienta-
tions for each keypoint, which is used for descriptor alignment and registration.
Orientations are determined as illustrated in Figure 3.11 and summarized in the
following: Gradient vectors are sampled in a Gaussian window that depends
on the keypoint’s location and scale — the latter determining both, the size of
the window and the scale-space map, which is used for calculating the gradient.
All sampled gradient vectors are accumulated in an orientation histogram, and
dominant orientations are subsequently identified in a two step procedure: First,
prominent peaks in the histogram yield a first axis of rotation. Subsequently,
a 2D histogram is created, in which again prominent peaks are identified. The
axis identified in the 3D histogram together with the prominent bin in the 2D
histogram completely specify a 3D rotation, which is saved as orientation for
the keypoint.

Each keypoint is detected as extremum in one specific scale-space map in one
specific octave. This map is used for sampling gradient vectors and thus for
determining dominant orientations. Since the sampling interval differs from oc-
tave to octave, the sampling of gradient vectors is not performed according to
the voxel spacing but rather dependent on the scale of the keypoint. Thus, gra-
dient vectors are sampled on a cubic, isotropic lattice centered on the keypoint
as shown in Figure 3.11. The sampling interval of the lattice is set to wsampσ,
where σ is the scale of the keypoint and wsamp is a parameter. For each lattice
point lying inside a circular truncation window, a gradient vector is computed
using finite difference approximation. Since the density values needed for cal-
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Figure 3.11 – Sketch of the
gradient sampling for orienta-
tion assignment
For each keypoint with scale
σ, dominant orientations are
determined. These are com-
puted by sampling the gradi-
ent on an isotropic, cubic grid
with sampling interval wsampσ
inside a Gaussian window (in-
tensities of arrows) centered on
the keypoint (cross). In the
sketch, the grid depicts the
voxel spacing while the arrows
depict sampled gradient vec-
tors illustrating that the sam-
pling of the gradient is inde-
pendent of the sampling inter-
val of the map. The keypoint’s
scale σ and truncation-radius
wwidthwσσ are shown on top
of the figure while the Gaus-
sian weighting function with
standard deviation wσσ and
the sampling interval wsampσ is
shown at the bottom. ( c© A.
Griewel)

σ
w  w σwidth σ

w σσ
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culating the differences are not at voxel positions, these values are determined
using trilinear interpolation.

For orientation assignment, the gradient is considered only in a Gaussian
window. Therefore, the magnitude of each gradient vector is multiplied by a
Gaussian weighting function, which depends on the distance between sampled
gradient and keypoint. The standard deviation of the Gaussian weighting func-
tion is determined as wσσ, where σ is the keypoint’s scale and wσ is a parameter.
For speeding up the calculation, the Gaussian window is truncated at wwidthwσσ,
where wwidth is a parameter.

The weighted gradient vectors are accumulated in an orientation histogram,
which captures the gradient in the neighborhood of the keypoint. The subdivi-
sion level of this histogram is determined by the parameter h3D

g . Calculating the
3D orientation assignment in this way makes it scale-invariant, since the com-
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Figure 3.12 – Orientation histogram
Gradient vectors (gold) are sampled in a local neighborhood (sphere) of the key-
point. Each gradient vector is weighted according to its distance to the keypoint.
This can be seen by the length of the gradient vectors, which is smaller in outer
regions of the sphere. All gradient vectors are added to an orientation histogram
(red), which is used for orientation assignment. ( c© A. Griewel)

putation solely depends on the scale of the keypoint σ and not on the sampling
interval of the map.

Dominant orientations are computed by first identifying dominant bins in the
orientation histogram and subsequently fixing a rotation around the bin vector.
This algorithm is described below and illustrated in Figure 3.13. Let m3D be
the maximum entry in the histogram. Each bin that has a value larger than
h3D

t m3D is considered as dominant bin, where h3D
t is a parameter. For each

dominant bin, a 2D orientation histogram is assembled using the entries of the
3D orientation histogram. Each bin in the 3D histogram is interpreted as bin
vector with length according to the entry. These vectors are projected to the
plane that is orthogonal to the dominant bin and assembled in a 2D histogram
consisting of h2D

g bins. This histogram gathers 2D vectors similar to its 3D
counterpart using inverse distance weighting for each inserted vector and its
two adjacent bins. The same thresholding strategy as before is applied. Using
the maximum entry m2D in the 2D histogram and a threshold h2D

t , all bins
that are larger than a threshold h2D

t m2D are selected for the computation of
dominant orientations.

Eventually, discrete orientations R are computed using the peaks in the orien-
tation histogram and the dominant 2D bins. Orientations are saved as rotations
relative to a given coordinate frame: A dominant peak of the orientation his-
togram specifies the 3D rotation axis for an orientation. The dominant 2D
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Figure 3.13 – Dominant orientations
Dominant orientations are computed from an orientation histogram (green) in a
two stage procedure. Each red orientation histograms corresponds to one dominant
bin in the 3D histogram and the dominant bin is colored black. From top right to
bottom left, new dominant orientation are analyzed (previously processed domi-
nant bins remain black). The red and golden orientation histograms are aligned so
that the considered dominant bin points to the lower right corner. For each dom-
inant bin — i. e., red orientation histogram — a 2D histogram (gray) is assembled.
Dominant bins in this 2D histogram specify a rotation angle around the axis de-
fined by the dominant bin. The complete orientation is then calculated as rotation
around the dominant bin by the angle determined in the 2D histogram. In the
displayed case, six dominant orientations are computed for the genuine orientation
histogram. These are displayed as golden orientation histograms, which are rotated
accordingly. ( c© A. Griewel)
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bins define the rotation around this axis. The combination of axis and rota-
tion angle around the axis completely specifies the 3D rotation relative to the
given coordinate frame and thus determines the orientation. Thus, the compu-
tation addresses all degrees of freedom of a 3D rotation and therefore rotation
invariance for orientation assignment is achieved. The resulting dominant ori-
entations R serve as reference coordinate frame for calculating descriptors and
for computing registrations.

3.4. Neighborhood Descriptor Computation

For each orientation of every keypoint, a neighborhood descriptor is created.
The descriptor consists of orientation histograms that represent the gradient
in spatial neighborhoods of the keypoint. Using all entries in the orientation
histograms, a feature vector is generated from the descriptor, which is employed
for matching and similarity searching. The process of calculating descriptors
and the associated feature vectors is described in the following and summarized
in Figure 3.14.

The descriptor is calculated by first setting up a cubic lattice, which is centered
on the keypoint and aligned with the considered orientation. The points of
the lattice are separated by a constant distance ∆ = δσ, which depends on a
parameter δ and the scale of the keypoint σ. Each lattice point is assigned the
cubic volume according to the lattice. The number of cubes that are comprised
in the descriptor is specified by the parameter r. For all points that lie inside or
on the surface of a sphere with radius r∆, an orientation histogram is created.
Thus, the spatial extent of the descriptor solely depends on the scale of the
keypoint. Therefore, the descriptor is scale-invariant since it is not dependent
on the sampling interval of the map. A sketch of a two-dimensional, central
slice of a descriptor exemplifying the effects of r is shown in Figure 3.15. Three-
dimensional images of descriptors for various values of r are shown in Figure 3.16.

For each cube, an orientation histogram is calculated. All orientation his-
tograms of the descriptor are of the same level of subdivision g. The bins of the
histograms are populated by gradient vectors interpolated inside the correspond-
ing cube, as similarly done for the computation of the orientation histogram.
These are calculated at positions that are specified by a second, cubic lattice,
which spans the inside of the cube and comprises p points per dimension. There-
fore, p3 gradient vectors are calculated and added to each orientation histogram.
The sampled gradient vectors are weighted using a keypoint-centered Gaussian
function of standard deviation σdr∆ — similar to the orientation assignment.
This gives larger weight to gradients that are closer to the keypoint.
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Δ = δσ

σ rΔ

A) B)

C) D)

Figure 3.14 – Sketch of the construction of a local neighborhood descriptor
A keypoint is shown in the center of A) and its scale is indicated by a circle of
radius σ. The descriptor is calculated by setting up a keypoint centered, cubic
lattice with spacing ∆ = δσ, which is aligned to the given orientation. B) All
lattice points inside a sphere of radius r∆ are included in the descriptor. C) For
each cube surrounding these lattice points, p3 gradient vectors (arrows) are sampled
on a lattice relative to the cube — the sampling of the map is depicted as the
underlying grid. Each of the gradient vectors is weighting according to a Gaussian
function with standard deviation σdr∆, which is illustrated using the intensities of
the arrows. D) For each cube, the weighted gradient vectors are inserted into the
orientation histogram. ( c© A. Griewel)
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0) 1) 2 & 3) 4)

Figure 3.15 – 2D sketches of local neighborhood descriptors
A sketch of the central slice of descriptors with different numbers of cubes is shown.
The number of cubes is specified by the parameter r, which determines the radius
of a sphere in terms of cube edge length. All cubes that lie inside the sphere and
on a cubic lattice centered on the keypoint are included in the descriptor. Due to
the spherical restriction and the properties of the Euclidean distance, the number
of cubes changes only if r equals the square root of the sum of three squared
integral values. Here, examples are shown for

√
0,
√

1,
√

2,
√

3, and
√

4. There
is no difference in the two-dimensional central slice for

√
2 and

√
3. However, the

three-dimensional shapes of the descriptors differs as shown in Figure 3.16. ( c© A.
Griewel)
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Figure 3.16 – 3D examples of local neighborhood descriptors
A keypoint descriptor is created by subdividing the local neighborhood into cubic
cells and calculating orientation histograms inside each cube. All cubes with a cen-
ter that is closer to the keypoint than r are considered where r is specified relative to
the cube edge length ∆. Here, descriptors are shown for r ∈ {

√
0;
√

1;
√

2;
√

3;
√

4}.
( c© A. Griewel)
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√
0

√
1

√
2

√
3

√
4 r

g B(g) 1 7 19 27 33 C(r)

0 12 12 84 228 324 396
1 42 42 294 798 1 134 1 386
2 162 162 1 134 3 079 4 374 5 346

Table 3.1 – Feature vector dimensionality
The feature vector dimensionality is determined by the total number of orientation
histogram bins in the descriptor. This again depends on the number of cubes in the
descriptor C, which depends on the parameter r. The number of orientation his-
togram bins per cube B is given by the subdivision level g. The total dimensionality
of the feature vector is determined as C(r) ·B(g).

After creating all orientation histograms, a feature vector f = (x1, . . . , xd)
is assembled by concatenating the histogram entries in a canonical order. The
total dimensionality d of the feature vector depends on the number of cubes and
the subdivision level of the orientation histograms in the descriptor. A list of
the resulting dimensionality of the feature vector for a selection of parameter
combinations r and g is shown in Table 3.1.

The distance Ddescr of two feature vectors fa = (xa1, . . . , x
a
d) and

f b = (xb1, . . . , x
b
d) is defined as the Euclidean distance

Ddescr(f
a, f b) =

√√√√ d∑
i=1

(fai − f bi )2 (3.17)

Furthermore, each feature vector is normalized to unit length using the Eu-
clidean norm. This allows for the identification of similarity in volumes that
have a similar structure, but have different overall intensity.

The final descriptor data structure gives access to all information that was
gathered during its computation. This includes the spatial location of the key-
point x, the keypoint’s scale σ, the orientation R used for calculating the de-
scriptor, and the feature vector f . The set of all keypoints, orientations, and
descriptors that have been computed for one map is called the map description.

3.5. Map Registration

The matching of descriptors is based on the Euclidean distance of the feature
vectors. Distinct descriptor matches yield correspondences between keypoints,
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which are used to compute a registration of the given maps. Here, each keypoint
creates one placement of the target map onto the source map. Eventually, final
placements are selected by assessing all created placements for consistency.

Matching is performed on a per-keypoint basis. For each source keypoint,
the best matching, compatible keypoint from the target map is identified. Two
keypoints are compatible if the following two conditions are fulfilled. First, the
keypoints must both correspond to either a maximum or a minimum in DoG
scale-space. Second, the scales σ1 and σ2 of the keypoints must lie within half
an octave distance

1√
2
≤ σ1

σ2
≤
√

2 (3.18)

The registration is based on a set of keypoint matches, i. e., associations of
source- and target keypoints. Each source keypoint is matched to at most one
target keypoint based on the associated descriptors. For this, two requirements
must be fulfilled. First, the keypoints must be compatible. Second, there must
be a pair of associated descriptors, which has a distinctively low feature vector
distance as defined below. The distance of a given pair of source and target
keypoint is then defined as the minimum distance between any pair of associated
descriptors.

For the registration, only relevant matches are to be considered. Therefore,
an absolute threshold τabs can be enforced on descriptor similarity discarding
all matches with larger distances. For certain combinations of parameters, an
absolute threshold does not perform well. In these cases a threshold on the
distinctiveness of the best match can be utilized (cf. [218]). The distinctiveness
is analyzed using the ratio between the distance values computed for the clos-
est and second closest match. If this value lies below a predetermined value
τdist, the matches are considered distinct and are saved for the calculation of a
transformation of the target map.

A registration of two given maps is calculated for each identified source-target
keypoint match. For this purpose, the spatial information contained in the
matched descriptors comprising location and orientation for both the source
(xs,Rs) and the target (xt,Rt) keypoint is utilized. Based on this information,
a rigid transformation A(c) superposing the matched descriptors can be calcu-
lated. This transformation superposes the matched keypoints of the target map
to the matched keypoint in the source map in the corresponding orientations.
Assuming that the orientations Rs and Rt are specified as rotation matrices,
the transformation can be calculated as shown in Equation 3.19. For each of
the determined keypoint matches, the target map is transformed according to
A and the resulting coordinate frame is saved as one placement.
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3.5 Map Registration

A(c) = R′ · c + (xs −R′ · xt) | R′ = Rs ·Rt
T (3.19)

An example of the outcome of a registration is shown in Figure 3.17. There are
five clusters of placements identified for the displayed registration. The cluster
in the middle of the figure is created by the protein that is contained in the
center of the unit cell. The four clusters that are found on the periphery of the
figure are induced from neighboring proteins, which protrude into the unit cell
of this experimental X-ray map.

The figure shows that many placements lie closely together and therefore hold
redundant information. Thus, relevant placements are identified by analyzing
the distribution of the placements by means of single linkage clustering. The
distance measure for clustering is the root mean square deviation (RMSD) met-
ric. For two placements of the same molecule A = {ai} and B = {bi}— where
i ∈ {1, . . . , n} identifies the atom and ai as well as bi the atom location in the
two placements — the RMSD is calculated using the Euclidean distance between
the position of corresponding atoms. This calculation is carried out in asymp-
totically constant time using an efficient formulation of the RMSD, which is
applicable to rigid objects only [270]. The distance threshold is defined as four
times the voxel spacing of the base map. If the target map does not comprise
an atomic model, the locations of those voxels that are larger than an intensity
threshold are utilized for the calculation of the RMSD. This intensity thresh-
old defaults to the mean plus the standard deviation of the intensity values in
the map and can be altered interactively. Each cluster is represented by only
one placement, which has the highest score determined according to one of the
scoring functions detailed below.

RMSD(A,B) =

√√√√ 1

n

n∑
i=1

|ai − bi|2 (3.20)

Each placement is assigned a score as a measure of the goodness of fit between
the superposition of source and target map. These measures can either be based
on the calculated keypoints, but may also utilize the map intensities or the
atomic model, if provided. The following scoring functions are available:

Keypoint Matches A keypoint match is encountered, if a compatible source-
and a target keypoint are spatially closer than an error margin. This
error margin is defined as the minimum of the scales of the two keypoints.
Furthermore, it is required that the keypoints are compatible. Keypoints
that lie spatially close to each other are determined by executing a nearest
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Figure 3.17 – Map registration
The target is a synthetic map of a hydroxylase (red ribbon; wwPDB ID 1PBD [295]),
which is registered to its experimental electron density map (transparent surface,
low pass filtered map for clearer view). All source keypoints that have been matched
are displayed as green spheres. Each matched source keypoint generates one place-
ment, which is determined using its match partner. The placements are shown as
blue spheres that are connected to their corresponding source keypoint using a line.
( c© A. Griewel)
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neighbor query on an R*-tree [130, 18, 132]. This operation is highly
efficient, and therefore the run time of this scoring function is low.

Weighted Keypoint Matches As in the previous scoring function, keypoint
matches are determined. These, however, are weighted by their spatial
distance giving less weight to inexact matches. The total score of a match-
ing s is determined using the distance d between the matched keypoints
and the scale of the source keypoint σ

s = 1− d

σ
(3.21)

This yields a value that lies in the interval [0; 1] for each match. The total
score comprises the sum of all keypoint match scores.

Correlation This score is implemented for a pair of map and atomic model.
It determines the PM-correlation coefficient between the source map and
a synthetic map generated from the atomic model [368]. Only points
that have an intensity value larger than zero in the synthetic map are
considered. This is the computationally most expensive scoring function.

Atom Interpolation This scoring function can be applied for evaluating the
placement of an atomic model in an electron density map. It interpolates
the intensities at each position of an atom and reports the sum of the
interpolated values as a score [281]. The function is quickly evaluated and
well suited for docking larger atomic models into high resolution electron
density maps.

Enclosed Atoms The score function requires an atomic model and a thresholded
electron density map. Voxels with an intensity higher than the threshold
are set active and the remaining voxels are inactive. The score is defined
as the number of atoms that lie on an active voxel of the segmented map.

Eventually, the resulting placements can be optimized with respect to the
specified scoring function. A simulated annealing [176] method is available,
which iteratively processes all determined placements. The purpose of this op-
timization is to localize a close local minimum of the scoring function and thus
only 1 000 steps, a cooling factor of 0.9, and an initial temperature of 10−3 of
the initial score are used. In each step of the stochastic optimization, the place-
ment is randomly altered. The translational displacement is calculated using
an uniform distribution of points in a spherical surrounding of 2 Å around the
previous placement. The rotation is determined by choosing a random point on
the sphere [67] and rotating around the axis formed by sphere center and the
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random point. The rotation angle is determined by drawing from an uniform
distribution in the interval [−2◦; 2◦]. All parameters have been determined in
parameter studies using synthetic maps of various proteins.

3.6. Molecule Recognition

The computed descriptors yield an abstract representation of the macromolecule
depicted in an electron density map. This representation can not only be used
for registration, but also for the identification of the content of a map. No atomic
interpretation of the map is necessary for this task, since the method solely relies
on the information given by the electron density. Thus, the identification of a
molecule in a map — molecule recognition1 — can be performed using the map
description without relying on modeled atomic structures.

For molecule recognition, a set of predetermined reference molecules is used,
which comprises all structures that are to be identified. The proposed method
is generically applicable to any set of reference molecules, which can contain
either complete structures or building blocks of the molecules. The references
can be supplied as atomic structures or as density maps giving the possibility to
search in non-interpreted electron densities. Furthermore, the set can be focused
for a specific set of molecules, or it can contain a broad amount of molecular
structures.

In Section 5.3, molecule recognition is used to identify arbitrary proteins in
electron density maps. To identify all known proteins successfully, the reference
set must comprise all known building blocks of proteins. Different classifica-
tions of protein structures have been assembled, which can be used as reference
sets [179]. These rely on evolutionary or structural criteria or a combination
of both and are either automatically generated or manually curated. The most
prominent examples of such classifications are FSSP [146], SCOP [247], and
CATH [254]. To enable successful molecule recognition, the reference set must
comprise an instance of the molecule or a part of the depicted molecule in a sim-
ilar conformation. Equally sufficient is a close homolog or part of that homolog
that must also have a corresponding conformation. If no structure in the refer-
ence set corresponds to the protein depicted in the query map in both sequence
and overall conformation, the map descriptions are going to differ largely and
therefore no similarities on the image level will be identified. Thus, the refer-
ence protein set must cover a large amount of the known proteins. However, the
selection of references is not part of the method, since the method is generic and

1Not to be confused with molecular recognition, which is a term used in chemistry and
biology [108].
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Figure 3.18 – Database entity relationship diagram
Entity relationship diagram of the utilized data model. Primary keys (PK) and
foreign keys (FK) are indicated in the first row, the second row describes the content
as explained in the text, and the third row defines the type of the attributes. (BLOB
is an acronym standing for binary large object and is not to be confused with blobs
that are detected in images.) ( c© A. Griewel)

applicable to any set of references. Thus, the selection of a suited database is
discussed in the specific test of molecule recognition in Section 5.3 on page 172.

All keypoints that have been detected in the reference structures are stored
in a relational database system [145] using the entity-relationship model shown
in Figure 3.18. The database scheme is not normalized, so that it is possible to
query for descriptors and to directly identify the corresponding reference mod-
els using foreign keys. For each query descriptor, the closest reference descrip-
tors are identified using the feature vector distance defined in Equation 3.17
on page 89 as similarity measure. This approach is similar to the k-nearest
neighbor problem, in which the k nearest neighbors to a query object are to
be identified according to a given distance measure. No indices or parallel
computing are currently used to accelerate the processing of the high dimen-
sional feature vectors. However, there are indices that support nearest neigh-
bor queries in higher dimension [21, 19]. Furthermore, algorithms tailored to
modern parallel hardware have been proposed for accelerating nearest neighbor
queries [105, 106, 201, 202, 165].

The content of a query electron density map is identified using a voting
scheme. To evaluate the voting, each query keypoint is assigning a match list
of best matching reference structures. The list is created by comparing each
descriptor of the query keypoint to all compatible1 reference descriptors in the

1See Section 3.5 on page 90.
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database. The result is a list of descriptor matches. Each match is assigned
a score, which corresponds to the smallest distance value that is encountered
for a pair of compatible reference- and query descriptor.1 The list potentially
comprises reference structures more than once, since more than one reference
descriptor may match the query descriptor. For the voting procedure, dupli-
cates are removed from the match list. Thus, the resulting list for each keypoint
contains unique reference structures assigned with the smallest distance encoun-
tered during comparison.

The comparison of feature vectors using the Euclidean distance is done in
high dimensional feature spaces, which introduces problems that are frequently
referred to as the curse of dimensionality [20, 28, 140]. Among other findings,
it was shown that distance measures lose their discriminative power in higher
dimensions. This is induced by the exponential increase in volume, which is
caused by adding dimensions to the feature space. To address this problem, ap-
propriate scoring schemes are required to allow for a robust recognition method.
Here, two scoring schemes are devised, which are used for weighting the matches
to reference structures that are saved for each keypoint in its match list. The
first scoring scheme, termed 1-NN′, is based on a method developed for the
SIFT [218]. It is a modification of a 1-nearest neighbor search for each key-
point. The second scoring scheme, LR, uses local regression [61, 62, 140] and
determines the content of the electron density map depending on a set of feature
vectors that are close to the query feature vector. These weight functions are
explained below. Both scoring methods yield a result list, which is ordered ac-
cording to the score. The first entry of this list identifies the depicted molecule.
It is also possible, that the first entries identify the content of the electron den-
sity map. This is the case if the reference structures make up only parts of the
map or if the depicted molecule matches a class of reference structures rather
than one exact reference.

In 1-NN′ scoring each query keypoint has one vote, which it may cast for one
reference structure. To decide whether the vote is valid, the two closest compat-
ible reference proteins with feature vector distance of η0 and η1 are extracted
from the match list. The vote of a keypoint is only cast, if the distance of the
closest match η0 is significantly smaller than the distance of the second closest
η1. Similar to the procedure used during matching, this requirement is assessed
using a fixed threshold τNN, which determines the maximal allowed ratio of the
distance of closest and second closest match

η0

η1
< τNN (3.22)

1Cf. Section 3.5 on page 90.
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If this requirement is fulfilled, a vote of weight one is cast for the reference
structure that belongs to the matching reference descriptor. The results of
evaluating the match lists of the query keypoints are summed up per reference
structure in the result list.

In LR scoring, each matched descriptor is assigned a weight according to a
weight function. In local regression, the tri-cube function is frequently employed
for this purpose but other functions as the Gaussian or the Epanechnikov kernel
are equally applicable [140]. For the weighting, a function is desired, which is
capable of assigning high values to true matches and low values to false matches.
Here, a weight function based on the tri-cube function is employed. The tri-cube
function t assigns a reference descriptor with a feature vector distance η to the
query descriptor a weight in the interval of [0;1]. The non-normalized formula
of the tri-cube function is

t(η) =

{
(1− |η|3)3 if |η| ≤ 1

0 else
(3.23)

For the presented application, normalization is not required and the range of
the function is adapted by a variable transform to the interval [0; τLR], where
τLR is a parameter. Furthermore, the slope of the function is of interest, which
can be controlled by the parameter λLR. This yields the final weight function

w(η) =


(

1−
(

η
τLR

)λLR
)λLR

if |η| ≤ τLR

0 else

(3.24)

As before, all scores of all matches are gathered in the result list. For LR scoring,
the calculated, single scores are summed up per reference structure and yield
the result list.

3.7. Summary

An approach for identifying similarities in 3D macromolecular electron density
maps is described in this chapter. The method relies on scale-space theory [213]
and the scale-invariant feature transform (SIFT) [217, 218]. It uses an abstract
description of the map that consists of keypoints, orientations, and descriptors.
All parameters for descriptor calculation depend on the scale of the keypoint.
Thus, the map description in its entirety is scale-invariant since it does not
depend on the sampling properties of the map, but rather on the properties of
the depicted molecule.
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While scale-space theory is equally applicable to 3D space, this is not true
for all parts of the SIFT. The keypoint detection method of this work is equal
to the SIFT. For orientation assignment and descriptor computation the data
structures were extended to address the additional degrees of freedom in 3D
space. For this purpose, an orientation histogram has been developed, which
is accelerated by a geodesic index and comprises uniformly distributed bins.
Both, the orientation assignment and descriptor computation rely on various
parameters that allow for detailed parameter-studies and therefore enable the
identification of suitable settings.

The compact map description can be used for various purposes. Two applica-
tions are explicated here: map registration and molecule recognition. For both
applications, descriptors are converted to feature vectors. These are compared
using the Euclidean distance, which allows for analyzing the similarity of local
neighborhoods of the maps. Based on this comparison, placements are pro-
posed in the map registration application. These placements are subsequently
validated using detailed scoring functions and clustering methods. In molecule
recognition, the similarity value of two feature vectors is used to identify a
protein depicted in an electron density map. Here, again, feature vectors are
compared and similar reference structures are identified in a voting procedure.
Compared to other approaches for the docking of molecular structures into elec-
tron density maps, this method allows for new means of comparing the content
of maps. Its abstract description is constrained to salient features in the map,
and there is no need for brute-force comparisons of two maps.

All tasks — i. e., calculating the map description, computing a registration,
and performing molecule recognition — rely on various parameters, which have
been introduced in this chapter. A summary of all parameters is listed in Ta-
ble 3.2 along with a short description and the page number the parameter is
defined on. In the following Chapter 4, the robustness of each component of the
method is assessed in detail and optimal values for each parameter are deter-
mined.
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Keypoint Detection

Parameter Description Page

{σ0}vox Initial PSF standard deviation 66
s Number of scale-space samples per octave 69

tcontrast Contrast threshold 72
tcornerness Cornerness threshold 72

Orientation Assignment

Parameter Description Page

wsamp Sampling interval of gradient vectors 81
wσ Standard deviation of the Gaussian weight function 82

wwidth Width of the truncation window 82
h3D

g Subdivision of the 3D geodesic grid 82

h3D
t Threshold for the 3D orientation histogram 83
h2D

g Number of bins in the 2D histogram 83

h2D
t Threshold for the 2D histogram 83

Neighborhood Descriptor

Parameter Description Page

r Radius of the descriptor, i. e., number of cubes in the
descriptor

85

δ Cube width 85
g Subdivision level of the orientation histograms 85
σd Standard deviation of the Gaussian weight function 85
p Number of sampled gradient vectors in one dimension

per cube
85

τabs Absolute similarity threshold 90
τdist Distinctiveness similarity threshold 90

Table 3.2 – Parameters
The table lists the parameters of the method for the three stages keypoint detection,
orientation assignment, and descriptor computation. For each parameter, a short
description and the page number on which the parameter is introduced is given.
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In the previous Chapter 3, a method for similarity searching in electron density
maps based on the SIFT [218] was described. It relies on a map description,
which is determined in three main stages, namely keypoint detection, orientation
assignment, and descriptor computation. Furthermore, means for computing
a registration of two maps and for molecule recognition have been described.
For all these methods, parameters have been introduced. Different settings
for these parameters are studied in this chapter with the goal of identifying
a parameter set that enables map registration and molecule recognition. The
resulting parameter set will then be used in Chapter 5 for similarity searching
in experimentally acquired electron density maps.

Optimal parameters are determined in repeatability experiments that are per-
formed on synthetically generated maps. Similar studies assess the repeatabil-
ity of keypoint detection in 2D [237, 218, 238] and 3D images [137, 278, 138].
Here, the influence of discretization noise, resolution lowering, and additive white
Gaussian noise is investigated. These analyzes are based on average repeatabil-
ity rates, since there are no predetermined landmarks in electron density maps
of proteins. The aim of the parameterization is to maximize the similarity of
the generated map descriptions regardless of the introduced distortions. The
presented studies assess this question for several reasonable combinations of pa-
rameters.

First, the training set and the experimental setup are introduced. Subse-
quently, the repeatability of keypoint detection is determined in Section 4.2.
Here, different parameter combinations are assessed and an optimal set of pa-
rameters is selected. The same is done for orientation assignment in Section 4.3.
In Section 4.4 the properties of the descriptor are analyzed in detail and two sets
of suitable descriptor parameters are identified. The chapter concludes with a
summary giving an overview of the determined parameter set.

4.1. Experimental Setup

A training set comprising fifteen diverse protein structures is used to assess
the repeatability of keypoint detection, orientation assignment and descriptor
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computation. The members of the training set are manually selected from the
CATH database [254], which classifies protein domains by fold motives using a
hierarchical system. This system consists of the four levels class, architecture,
topology, and homologous superfamily. The lowest level — homologous super-
family — is clustered into sequence families using sequence identity thresholds.
For the training set, a representative is selected for each CATH architecture that
comprises more than 500 entries. This results in a set consisting of the fifteen
protein domains listed in Table 4.1 and shown in Figure 4.1.1

The training set covers a wide range of molecular structures, which can be
depicted in X-ray crystallography and cryo-EM experiments. In cryo-EM, how-
ever, larger molecules are required for a successful experiment, which are not
found in the training set. This is, on the one hand, due to the complex com-
putations performed for parametrization. On the other hand, these molecules
also consist of domains that are represented in CATH. Therefore, only large
scale keypoints that correspond to the assembly of domains are omitted from
the parametrization. Considering the protein domain level, the training set
comprises a representative set of the main CATH architectures. Since CATH
architectures cluster similar protein domains, the training set consists of a di-
verse range of protein structures, which could equally be subject to registration
or molecule recognition. Therefore, the training set comprises a representative
selection of protein structures.

Three disturbances have been identified as having an influence on the repeata-
bility of keypoint detection, orientation assignment, and descriptor computation.
These include the discretization error, the signal-to-noise ratio (SNR), and the
resolution of the map. Discretization error is introduced by the sampling of the
underlying signal. Its influence on the repeatability is assessed using synthetic
maps generated from a molecule in random orientations using different resolu-
tions and sampling intervals. Since there is no ground truth for the location
of keypoints in a protein map, a set of reference and test map descriptions is
created. By comparing the descriptions computed from all test maps to the
descriptions determined from all reference maps, the repeatability is determined
as an average value.

Using a specified test molecule, n reference maps and n test maps are created
with the specified resolution. Each map depicts the molecule in a different,
random orientation. The orientations are generated by picking a point on the
sphere-surface [67] that yields a rotation axis. Subsequently, the angle of rotation
around the axis is specified by drawing a number from a uniformly distributed
in the range [0◦; 360◦[. If specified, noise is added to the test maps, but not to

1The notation of identifiers in this work is explicated in Appendix A.2 on page 199.

102



4.1 Experimental Setup

Class / Architecture Domain Ref. Description

Mainly Alpha
Up–down Bundle 2LIS:A00 [185] Sperm lysin
Orthogonal Bundle 1OAI:A00 [122] Nuclear RNA export factor
Alpha Horseshoe 1IHG:A02 [325] Cyclophilin 40

Mainly Beta
Beta Barrel 1GVK:B02 [166] Elastase 1ja
Sandwich 2HNU:A00 [200] Oxytocin-neurophysin 1
Ribbon 1H8P:A02 [354] Seminal plasma protein PDC-

109
Distorted Sandwich 1M3Y:A01 [248] Major capsid protein of PBCV-1
Roll 1NH2:D02 [31] Transcription initiation factor

IIA small chain

Mixed Alpha–Beta
Alpha–Beta Complex 1J0P:A00 [255] Cytochrome c3
Roll 3DLK:B01 [14] p51 RT
Alpha–Beta Barrel 2EIY:B02 [120] Branched-chain amino acid

aminotransferase
2–Layer Sandwich 1C0P:A02 [336] D-amino acid oxidase
3–Layer (aba) Sandwich 2HBA:A00 [60] 50S ribosomal protein L9
3–Layer (bba) Sandwich 2QJ2:A01 [327] Hepatocyte growth factor
4–Layer Sandwich 1B25:A01 [149] Formaldehyde ferrodoxin oxi-

doreductase

Table 4.1 – List of CATH domains contained in the training set
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4. VALIDATION AND PARAMETERIZATION

Figure 4.1 – Training set depiction
CATH domains contained in the training set. From left to right and top to bot-
tom the domains 1C0P:A02, 2HNU:A00, 2EIY:B02, 1OAI:A00, 2HBA:A00, 1B25:A01,
1IHG:A02, 2LIS:A00, 1J0P:A00, 3DLK:B01, 1M3Y:A01, 1H8P:A02, 1GVK:B02,
1NH2:D02, and 2QJ2:A01 are shown. ( c© A. Griewel)
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4.1 Experimental Setup

the reference maps. Eventually, keypoints and descriptors are determined for
all 2n maps.

This process yields n2 pairs of reference and test map descriptions. All maps
are generated synthetically and depict the molecule in different orientations.
The comparison of the map descriptions is performed by applying the inverse
rotations to the keypoints and descriptors superposing the underlying molecules.
The resulting, rotated keypoints and descriptors can be compared directly since
their coordinate frames are the same after rotation. A pairing of reference and
test map is called trial pair.

The SNR of the test maps is lowered using additive white Gaussian noise.
All intensities in the maps are positive, therefore the SNR is defined as the
quotient of the mean signal intensity µsignal and the standard deviation of the
noise σnoise [115] as shown in Equation 4.1.

SNR =
µsignal

σnoise
(4.1)

Varying the SNR of a test map is accomplished by adding a random value to
the intensity of each voxel of the map. This value is drawn from a Gaussian
distribution [33] with a standard deviation of

σnoise =
µsignal

SNR
(4.2)

Examples for maps at different signal-to-noise ratios are shown in Figure 4.2.
The mean intensity µsignal is determined independently for each map. It is

solely based on voxels with an intensity larger than 10−3m, where m is the
maximal intensity of the image. Thus, all voxels that have an intensity of
less than one thousandths of the maximum intensity in the image are ignored
when computing µsignal. This means effectively that only voxels in an envelope
around the protein are considered. Using this calculation, the influence of the
orientation and shape of the depicted protein are minimized as can be seen in
the following example: Given a rod-like protein depicted in two maps — once
parallel to the map’s grid, once diagonal to the grid while both maps share
the same padding of one voxel. The second map would mainly consist of zero-
intensity voxels. Thus, the mean µsignal would be lower than for the first map
when considering all voxels. This would result in a lower standard deviation
σnoise for the noise generating function and thus yield less distortion only due
to a differing orientation. Using the above explained calculation of µsignal, the
resulting σnoise depends on intensities inside an envelope around the protein
volume only and is independent of the orientation of the depicted protein.

Using this setup, the repeatability of keypoint location and orientation assign-
ment as well as the descriptor properties can be assessed. For one molecule, this
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4. VALIDATION AND PARAMETERIZATION

Figure 4.2 – Adaption of the signal-to-noise ratio
A slice through a synthetic map of the molecule GroEL at 1 Å sampling interval
and 3.5 Å resolution is shown (left). In the following slices the signal-to-noise ratio
is adapted to 10, 5, 2, and 1 from the left to the right using additive white Gaussian
noise. ( c© A. Griewel)

is done by generating all trial pairs and determining the average value of the
considered attribute. In the following keypoint detection study, n = 5 reference
and test maps are used yielding in total 25 trial pairs. Larger values for n do not
show significant changes in the results. The final, reported value is the average
value of all fifteen molecules in the training set.

4.2. Keypoint Detection

A robust detection of keypoints is vital for the success of identifying similarities
in electron density maps: Only if a keypoint has been identified in a neigh-
borhood, descriptors will be generated, which can be used for comparison. An
excess detection of keypoints, however, is not beneficial for solving the problem
of similarity searching, since it will introduce errors and lower efficiency.

Following related studies [137, 278, 138], three objectives are specified that
are required to be fulfilled for a high quality keypoint detection method

Sufficient Amount of Repeatable Keypoints A large number of distinctive, re-
peatable keypoints facilitates the description of the map in its entirety.

High Ratio of Repeatable Keypoints A stable description determines key-
points in the same location relative to the molecule independent of noise
and orientation.

Small Number of Excess Keypoints Keypoints that are detected due to noise
must be avoided since they introduce false matchings and decrease effi-
ciency.
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4.2 Keypoint Detection

To quantify the performance of the method with respect to the objectives,
three values are determined for each trial pair. These are the number of reference
keypoints nref , the number of test keypoints ntest, and the number of repeatable
keypoints nmatch. The latter measure nmatch is defined as the number of reference
keypoints that have a test keypoint in their neighborhood that is compatible1.
Here, the neighborhood of the reference keypoint is defined as a sphere using
the keypoint’s scale as radius.

Using these three values, which are computed for each trial pair, three quan-
tities are defined for the repeatability test, which are shown in Equation 4.3 and
allow for assessing the fulfillment of the objectives. The three quantities are
the averages of the number of detected reference keypoints P#ref , the ratio of
repeatedly detected keypoints Pperc, and the excess ratio Pexc, which quantifies
the amount of test keypoints with respect to the number of reference keypoints

P#ref = 〈nmatch〉 Pperc =

〈
nmatch

nref

〉
Pexc =

〈
ntest

nref

〉
(4.3)

Here, the chevrons 〈·〉 denote the arithmetic mean of the enclosed quantity,
which is calculated per trial pair. The repeatability values presented in the
following are the arithmetic mean of the above mentioned quantities for the
complete training set.

The described test is performed under different external conditions and for
different internal parameter sets for every protein domain in the training set.
The external conditions that are assessed include the initial voxel spacing, res-
olution, and signal-to-noise ratio. The voxel spacing is set to 1 Å, 2 Å, and 3 Å
while initial resolutions of 3.5 Å, 6.9 Å, and 10.4 Å are considered. These val-
ues corresponds to Gaussian point spread functions with standard deviations
of 1 Å, 2 Å, and 3 Å. Furthermore, the signal-to-noise ratio is adapted to differ-
ent levels. One noiseless setup — i. e., without added white Gaussian noise — is
complemented by setups with SNR 5, 2, and 1. This yields 3 ·3 ·5 = 45 different
combinations of sampling intervals, resolutions, and SNRs that are termed exter-
nal conditions in the following. The assessed resolutions and sampling rates are
typical for maps accessible through the internet. A resolution of 3.5 Å is at the
lower range of resolutions encountered in X-ray crystallography and therefore al-
lows for a parameterization for high resolution maps. Maps at the intermediate
resolution 10 Å are frequently acquired by cryo-EM maps and comprise struc-
tural features such as secondary structure motives. Maps of lower resolution
are not included in the study, since the protein domains in the test set are not
sufficiently large. However, the results have been validated for large molecules
in low resolution maps in subsequent, selected case studies.

1See Section 3.5 on page 89.
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The relevant internal parameters need to be set so that the repeatability is
optimal with respect to the objectives specified on page 106. These parame-
ters include the initial sampling interval, which is determined according to the
parameter {σ0}vox ∈ {0.8; 0.9; . . . 1.4}. This parameter specifies the standard
deviation of the Gaussian point spread function associated with the base map
in terms of voxels. Closely related to this parameter is the number of samples
s ∈ {4; 5; . . . 10} that are created for each octave. Additionally, the thresholds
on contrast tcontrast and cornerness tcornerness need to be specified. These latter
two parameters are set to 0.02 and 10 in the following experiments and their
determination is explained at the end of the section.

The findings on keypoint repeatability are summarized in this section using
selected plots, which demonstrate the effects of the internal parameters under
different external conditions. A complete list of plots showing the effects for all
combinations of external and internal parameters is shown in Appendix A.5 on
page 203. For all experiments, the scale-space representations are built using
base formation, i. e., by convolving the base map of each octave with a Gaussian
to achieve the desired resolution. The results for incremental formation are also
discussed at the end of the section.

Figures 4.3, 4.4, 4.5 and 4.6 are split into nine panels. These correspond to
the external conditions applied to the experiment, i. e., initial voxel spacing and
resolution. For each SNR — the third external distortion — one set of plots is
shown. Inside each panel, a heat map is located, which uses a rainbow color
scheme and summarizes the outcome of the experiment when applying different
values for s and {σ0}vox. Each panel in the heat map represents a parameter
set. The three panels on the lower left are empty here. These fields correspond
to experiments, in which the initial sampling rate is not able to represent the
signal faithfully according to the sampling theorem: The width of the Gaussian
point spread function is lower than 1.0 in terms of voxels, which introduces
aliasing effects [115]. In practice, it is assumed that all maps are sampled in a
way that the underlying signal is represented faithfully. Therefore, maps with
insufficient sampling rate are neither considered in the repeatability tests nor
for the determination of parameters. For completeness, the plots of these maps
are listed in Appendix A.5. In the following, the main observations made during
the analysis of the plots are noted first. Subsequently, conclusions are drawn
from these observations, which yield an optimal parameter set.

The number of keypoints detected by siseek in reference maps P#ref is shown
in Figure 4.3 for different values of s and {σ0}vox. These keypoints are detected
in noiseless maps. The value P#ref depends on the ratio of the initial standard

deviation to the number of samples in the octave:
{σ0}vox

s . If the value of
{σ0}vox

s
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Figure 4.3 – Number of detected keypoints P#ref in noiseless maps
The heat maps show values for different resolutions (table columns) and voxel
spacings (VS, table rows). The initial sampling rate {σ0}vox (heat map rows)
and the number of samples per octave s (heat map columns) are varied for each
combination of resolution and voxel spacing.

is high, few keypoints are detected (lower left corner of the heat map). For
lower ratios — especially above the diagonal in the plot — the number of detected
keypoints rises. Additionally, the number of detected keypoints rises with the
number of samples s. With respect to the first objective, these plots suggest to
choose a parameter combination located on or above the diagonal in the plot,
which satisfies

10 {σ0}vox − 4 ≤ s

The ratio of repeatedly detected keypoints Pperc is initially analyzed using
noiseless test maps and the resulting average values are shown in Figure 4.4.
The repeatability for parameter combinations below the diagonal in the plots is
relatively small and close to 40 %. Larger rates of 70 %–80 % are observed for
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Figure 4.4 – Ratio of repeatedly detected keypoints Pperc in noiseless maps
The heat maps show values for different resolutions (table columns) and voxel
spacings (VS, table rows). The initial sampling rate {σ0}vox (heat map rows)
and the number of samples per octave s (heat map columns) are varied for each
combination of resolution and voxel spacing.

parameter sets above the diagonal. Here, the repeatability for parameter sets
above the diagonal with {σ0}vox ≤ 1 is lower than for larger values of {σ0}vox.
With respect to the second objective, these plots also suggest a parameter com-
bination located on or above the diagonal in the plot with {σ0}vox > 1.

Following the assessment of noiseless conditions, the influence of noise on the
repeatability of keypoint detection is assessed. The results for Pperc at SNR 5
are shown in Figure 4.5. As expected, the repeatability rates deteriorate with
larger amounts of noise but still resemble the findings for the noiseless scenario.
For values that are located on the diagonal, repeatability rates of up to 65 % are
reached. Parameter combinations located above the diagonal yield even higher
rates for {σ0}vox ≥ 1. In external conditions with larger amounts of noise — i. e.,
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4 5 6 7 8 9 10

1.40

1.30

1.20

1.10

1.00

0.90

0.80

0.0 0.2 0.4 0.6 0.8 1.0

Figure 4.5 – Ratio of repeatedly detected keypoints Pperc in maps with SNR 5
The heat maps show values for different resolutions (table columns) and voxel
spacings (VS, table rows). The initial sampling rate {σ0}vox (heat map rows)
and the number of samples per octave s (heat map columns) are varied for each
combination of resolution and voxel spacing.

SNR 2 and SNR 1 — the observed value Pperc deteriorates to approximately 30 %
for parameter combinations located on the diagonal of the plot.

The excess ratio Pexc lies close to one for all experiments in noiseless maps.
This means that the number of detected keypoints is on average the same in
reference and test map. With added noise, the number of detected keypoints in
the test map deviates from the number of keypoints detected in the reference
maps, which results in excess ratios Pexc differing from one. In Figure 4.6 the
values of Pexc at SNR 5 are shown. For almost all parameter sets above the
diagonal, the excess ratio is larger than 2. This means that twice as many
keypoints are detected in the test map, as in the noiseless reference map.
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Figure 4.6 – Excess ratio Pexc in maps with SNR 5
The heat maps show values for different resolutions (table columns) and voxel
spacings (VS, table rows). The initial sampling rate {σ0}vox (heat map rows)
and the number of samples per octave s (heat map columns) are varied for each
combination of resolution and voxel spacing. An “A” in the heat maps indicates
that the measured value lies above the displayed scale.
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The interpretation of the results is based on the effects of the two studied
parameters. While s specifies the number of samples in each scale-space repre-
sentation, {σ0}vox determines the sampling interval of the base map as shown in
Figure 3.3 on page 68. For larger values of {σ0}vox, a smaller sampling interval
is required. Therefore, maps consisting of more voxels are generated. Smaller
values of {σ0}vox have the contrary effect and are beneficial in terms of efficiency,
since these require less voxels in the base map.

A main result from the examination of the heat maps is that the repeatability
is only large for parameter combinations above the diagonal. This is analyzed
by first considering only one {σ0}vox — i. e., one row in the heat map — and
subsequently the whole heat map: The small number of keypoints for parameter
combinations with small {σ0}vox on the left of the heat maps can be attributed
to the method by which keypoints are detected. These are local extrema in
the DoG scale-space that are identified by comparing intensities of neighboring
voxels. Here, not only the spatial neighborhood, but also the neighborhood
with respect to scale is considered. If the spacing of samples s with respect to
scale is too large, it is not possible to identify the relevant extrema. A finer
sampling of the scale-dimension allows for the identification of less pronounced
local extrema. These corresponds to blobs that are only slightly lighter or darker
than their surrounding. Thus, a larger number of samples results in an increased
amount of detected extrema. If the sampling along the scale-domain is, however,
too fine, the unstable extrema are detected that are frequently induced by noise.
This is documented by the large excess ratios for parameter combinations above
the diagonal under noisy external conditions.

Considering all combinations of s and {σ0}vox, it is apparent that the re-
peatability depends on the ratio of the number of samples s and the standard
deviation of the initial Gaussian point spread function in terms of voxels {σ0}vox.
The larger {σ0}vox, the more scale-space samples s are required for a repeatable
keypoint detection. In other words: a finer sampling of the spatial domain re-
quires also a finer sampling of the scale-domain. This can also be explained by
the keypoint detection method: If the sampling frequency of a map rises, the
intensity differences of neighboring voxels become generally smaller. The initial
scale of an octave depends on the point spread function of the base map. If
{σ0}vox is larger, the width of the Gaussian function used for building the scale-
space with respect to voxels is also larger. Therefore, extrema in the DoG maps
become less pronounced in finer sampled maps because a wider filter is used.
Increasing the number of samples s addresses this effect by increasing the reso-
lution along the scale-domain and allowing for the detection of less pronounced
local extrema.
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The repeatability of keypoint detection is decreased, if the input map is resam-
pled so that the initial sampling interval is smaller than the standard deviation
of the Gaussian point spread function {σ0}vox ≤ 1. In these cases noticeable
aliasing effects occur because the signal is not represented faithfully as explained
by the signaling theorem. This can be explained by the Fourier transform of
the Gaussian function, which is again a Gaussian function. This function ap-
proaches, but never reaches zero. Therefore, a finite approximation will always
introduce aliasing effects when sampling a Gaussian signal. These effects are
insignificant if {σ0}vox is sufficiently large and sufficient padding is used. For
small values of {σ0}vox ≤ 1, however, these effects become significant and impair
the repeatable detection of keypoints.

Assembling the above findings yields that parameter combinations located on
the diagonal of the plots are most suitable for repeatedly detecting keypoints.
At this, the sampling rate must allow for a faithful representation of the signal.
Therefore, the standard deviation of the Gaussian point spread function of the
first map in the scale space map must be sufficiently large to avoid significant
aliasing. Inspecting the presented plots and those in Appendix A.5, an optimal
parameter combination with respect to the presented objectives is {σ0}vox = 1.1
and s = 7. This parameter combination lies on the diagonal of the plots and
yields a large number of keypoints that are highly repeatable while showing
small excess ratios.

All presented measurements are performed on scale-spaces that are created
using base formation and a sampled Gaussian kernel. Using a discrete Gaus-
sian kernel [205] did not improve the repeatability of keypoints. In a second
experiment, the incremental formation is used for creating the scale-space rep-
resentations. It was found, that only half the keypoints are detected using this
setup while the repeatability ratios Pperc are comparable. However, this setup
is more susceptible to noise, which can be explained by the small standard devi-
ations employed in the Gaussian filters. These are regularly less than one voxel
and result in significant aliasing.

The parameters contrast threshold tcontrast and cornerness threshold tcornerness

remain to be determined. They are utilized to discard poorly defined keypoints
that are either located in regions with little information content — i. e., only
small changes in the signal — and keypoints that are located along edges. The
test indicated that the repeatability will attain a maximum for tcornerness = 10
and tcontrast = 0.05. These values have been validated with respect to exper-
imental electron density maps and it was found that a contrast threshold of
0.05 discards valuable keypoints. This is caused by gradual differences in over-
all intensity, which can be observed in experimental data. Therefore, a lower
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contrast threshold of tcontrast = 0.02 was determined by comparing experimental
and synthetic maps, while keeping tcornerness = 10.

4.3. Orientation Assignment

Seven parameters have been introduced that are required for orientation assign-
ment. These are the width of the window wwidth, the standard deviation of the
Gaussian weight function wσ, and the relative sampling interval for gradient
vector calculation wsamp. These first three parameters specify spatial lengths
with respect to the scale of the keypoint. Furthermore, there are the histogram
parameters granularity h3D

g and h2D
g as well as the cutoffs h3D

t and h2D
t .

The parameters are determined using an experimental setup similar to the one
used for determining the repeatability of keypoints. The same voxel spacings,
resolutions and SNRs are assessed. However, the locations of the keypoints in
this setup are constant with respect to the protein. This is accomplished by
determining a fixed set of keypoints on the genuine protein. These are rotated
according to the same random rotation that is applied to the protein. Therefore
the orientation histogram is assembled in the same location with respect to the
protein.

Besides the experimental setup, a distance measure for the comparison of
two rotations is needed. A frequent choice for this task is the angle between
the quaternions representing the rotations [187]. Here, however, a measure is
needed that determines the minimum angle of rotation about any axis and does
not rely on the distance between the rotation axes. The reason for this is found
in the properties of the descriptors, which are robust in matching for rotations
of up to 10◦ as shown in Section 4.4 on page 119.

In the described setup, the distance between a reference rotation Rref and a
test rotation Rtest is measured. The similarity of the two rotations is assessed
using the transforming rotation Rtrans, which is defined as the rotation that
yields Rtest when applied prior to Rref . In terms of rotation matrices, Rtrans

is defined as the rotation that yields Rtest when right multiplied to Rref . The
transforming rotation is then derived by solving this equation for Rtrans using
the properties of rotation matrices

Rref ·Rtrans = Rtest

⇔ Rref
T ·Rref ·Rtrans = Rref

T ·Rtest

⇔ Rtrans = Rref
T ·Rtest

(4.4)

The distance between two rotations is defined by interpreting the rotation
Rtrans as pair of a rotation axis and rotation angle d�. The angle d� is used as
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Window Histogram

wσ ∈ {1; 1.5;2; 2.5; 3} h3D
g ∈ {2;3; 4; 5}

wwidth ∈ {2; 3} h3D
t ∈ {0.8; 0.9}

wsamp ∈ {0.5; 0.75; 1} h2D
g ∈ {36; 72}
h2D

t ∈ {0.8;0.9}

Table 4.2 – Tested parameter sets for orientation assignment
The study for identifying optimal parameters for orientation assignment included
all combinations of the above shown parameters. The parameters wσ, wwidth, and
wsamp specify lengths with respect to the scale σ of the corresponding keypoint.
The combination of parameters that yield optimal repeatability of orientation as-
signment are bold.

the distance measure between Rref and Rtest. It describes the amount of rotation
that is necessary to transform the reference rotation into the test rotation.

The following studies are based on protein domain [1OAI:A00]CATH from the
previously introduced test set. This protein was chosen because it comprises
different structural features and is of medium size. All combinations of param-
eters shown in Table 4.2 have been assessed to identify the most suitable setup.
The parameters wσ and wsamp specify parameters with respect to the scale of
the considered keypoint. The width of the window wwidth is specified relative to
the standard deviation of the Gaussian weight function wσ. Using this setup,
the average number of orientations is determined and the repeatability of the
orientation assignment is assessed. This is defined as the average ratio of de-
tected keypoints that have at least one orientation with d� < 10◦ in reference
and test map.

Four objectives are identified for the selection of an optimal parameter set:

High Repeatability To determine comparable descriptors, it is essential that
orientations are assigned within the defined error bound d� < 10◦.

Small Number of Orientations per Keypoint A small amount of orientations
per keypoint minimizes the amount of calculated descriptors and therefore
increases efficiency.

Small Window The orientation of the keypoint is to be determined based on
the information contained in the local neighborhood. Therefore, a small
window width expressed in wwidth and wσ is desired.

Small Number of Samples The number of samples computed for the determi-
nation of the orientation histogram influences the run time. Thus, a small
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4.3 Orientation Assignment

number of samples per orientation histogram and therefore a large value
for wsamp is beneficial.

In the analysis of the generated repeatability values, the parameters marked in
Table 4.2 were identified as optimally fulfilling these objectives. For all assessed
resolutions, the repeatability rate lies above 97 % for noiseless maps and is larger
than 90 % for SNR 1. This is achieved by assigning on average 7.7 orientations
to a keypoint.

The experiments show that the repeatability of orientation assignment rises
when increasing the standard deviation wσ up to 2σ. Larger values do not im-
prove the repeatability. Here, a window cutoff wwidth of 2wσ suffices for a robust
orientation assignment. A three-times subdivided geodesic grid h3D

g = 3 for the

orientation histogram in combination with a 2D histogram comprising h2D
g = 36

bins proved as optimal for the chosen criterion d� < 10◦. Finer granulari-
ties of the histograms do not improve the repeatability. The thresholds of the
histograms h3D

t and h2D
t have a limiting effect on the number of assigned orienta-

tions. They are chosen to achieve maximal repeatability at a minimum amount
of assigned orientations. The last parameter — subsampling wsamp — is essential
for achieving a high repeatability rate. Using no subsampling, the repeatability
drops to 87 %. Even for a subsampling of wsamp = 0.75 the repeatability is only
at 92 %. Therefore, the smallest assessed subsampling of wsamp = 0.5 is utilized.

These parameters have been determined using keypoints that are located at
the same position with respect to the protein. The keypoint location may, how-
ever, vary within the keypoint’s scale. To analyze the repeatability of orientation
assignment for genuinely detected keypoints, the test setup introduced in Sec-
tion 4.1 is utilized. The ratio of matched keypoints that have been assigned the
same orientation is determined with respect to the total number of matched key-
points. The results for SNR 5 are shown in Figure 4.7, while the remaining plots
are located in Appendix A.5. The plots show that for the selected parameter
combination of s = 7 and {σ0}vox = 1.1 a repeatability rate of more than 85 % is
achieved. In the noiseless scenario — shown in the appendix — more than 90 %
of the orientation assignments are repeatable. For the smaller SNRs 2 and 1
this value deteriorates to approximately 70 % and 60 % respectively.

These findings show that the orientation assignment is robust against the
allowed changes in the location of the keypoint and also to large amounts of
noise. Therefore, it is a robust basis for the computation of descriptors.
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Figure 4.7 – Repeatability of orientation assignment in maps with SNR 5
The heat maps show values for different resolutions (table columns) and voxel
spacings (VS, table rows). The initial sampling rate {σ0}vox (heat map rows)
and the number of samples per octave s (heat map columns) are varied for each
combination of resolution and voxel spacing.
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4.4 Neighborhood Descriptor Computation

4.4. Neighborhood Descriptor Computation

The computation of robust and distinguishable descriptors allows for the com-
parison of keypoints based on their local neighborhood. The descriptor yields a
feature vector, which facilitates the comparison of the surrounding of keypoints
in feature space. Based on this comparison, keypoints are matched and irrel-
evant matches are discarded, which effectively reduces the number of possible
keypoint assignments.

A descriptor captures the gradient field in the surrounding of the keypoint.
The neighborhood of the keypoint is subdivided into cubic volumes, which in
turn are represented using an orientation histogram as described in Section 3.4.
Five parameters have been introduced that control the form of the descriptor.
The edge length of the cubes δ is specified relative to the keypoint’s scale σ.
The number of considered cubes is specified by a radius r. For each cube, an
orientation histogram of subdivision level g is assembled and the histogram is
populated by inserting p3 gradient vectors that are calculated inside the cube.
Additionally, the gradient vectors are weighted according to a Gaussian function
with standard deviation σd.

Four objectives are defined for the selection of suitable descriptor parameters:

High Discriminative Power The descriptors must be capable of discriminating
between descriptors from similar and non-similar local neighborhoods.

Low Dimensionality High dimensional feature vectors require longer run times
for the computation of the distance function. Furthermore, high dimen-
sional feature vectors do not necessarily increase the discriminative power
of descriptors when employing nearest neighbor searching using the Eu-
clidean distance. This metric looses contrast in high dimensional spaces,
which is also known as the curse of dimensionality [20, 28, 140]. For these
two reasons, a small number of cubes and a low subdivision level of the
orientation histogram are beneficial for efficiency.1

Locality Enlarging the volume comprised in the cubes in turn increases the
discriminative power of the descriptor. However, enlarging the volume
makes the descriptor comprise information on a more global and not a local
neighborhood. Therefore, a small total volume of the descriptor is desired,
which yields feature vectors based on the keypoint’s close surrounding only.

Small Total Number of Samples For each cube in the descriptor, p3 samples
are calculated and inserted in the orientation histogram. For an efficient

1These two parameters determine the dimensionality of the feature vector as shown in
Table 3.1 on page 89.
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and effective calculation, the value of p must be chosen as low as possible
while guaranteeing a stable computation of feature vectors.

4.4.1. Robustness to Distortions

A robustness test of the descriptor properties and the resulting feature vector
is performed in a first step. This test elucidates the properties of the computed
feature vectors and their distance in feature space with respect to the allowed
spatial distortions. Thus, it enables the characterization of the distance function
with respect to the utilized parameter set as explained in the following.

A synthetic, noiseless map of the training set protein domain [1OAI:A00]CATH
at resolution 3.5 Å and sampling interval 1 Å is used for the robustness test.
The protein domain was chosen since it belongs to a large architecture class in
CATH, and the high resolution scenario because the largest amount of descrip-
tors is determined in this scenario. For each descriptor that is detected in the
synthetic map, the robustness with respect to a rigid transformation on that
map is assessed. The transformation comprises a random dislocation in a spher-
ical volume that has the radius of the corresponding keypoint’s scale σ. The
rotation is performed around a random axis that is determined by randomly
picking a point on the sphere [67] while the rotation angle ϕ is a parameter.

The influence of the allowed random translational displacement for a keypoint
on descriptors and their comparison is analyzed at ϕ = 0◦. In combination with
rotations ϕ > 0◦ about a random axis, also the influence of orientation assign-
ment is evaluated. Here, only positive values ϕ ∈ [0◦; 80◦] are considered since
negative ϕ yield the same results. For each keypoint in the map, 100 random
rigid transformations are performed and for each displacement the average Eu-
clidean distance to the genuine descriptor is determined. The distance ρ(ϕ)
for a given rotation ϕ is defined as the average of all computed feature vector
distances.

The robustness test is performed for various combinations of parameters that
are listed in Table 4.3. In the following, only the results for p = 4 yielding
43 = 64 insertions to each orientation histogram are shown. Using solely 23 = 8
insertions does not yield stable results and the calculation of 83 = 512 gradient
vectors shows only minor improvements over p = 4. Figure 4.8 shows the re-
sults of the robustness test for ϕ ∈ [0◦; 40◦] and σd = 1.0 using an orientation
histogram of subdivision level 0 and 1, respectively. The results for the angular
range ϕ ∈ [0◦; 80◦] and σd ∈ {0.5; 1.0; 1.5} are shown in Appendix A.6.1 on
page 212.

The influence of a random translational offset can be analyzed at the Y–
intercept in Figure 4.8 where no random rotation is applied (ϕ = 0◦). Four
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Figure 4.8 – Effect of random displacements on feature vector distance
The plots show the change in feature vector distance ρ (ordinate) when applying
a random rigid transformation to the descriptor with specified rotation angle ϕ
around an arbitrary axis (abscissa). For the upper plot, an orientation histogram
of subdivision level 0 is used. The lower plot shows the result for subdivision level
1. Each line corresponds to a combination of δ and r. The parameter sets can
be grouped into cohorts (colors) by cube width δ. Lines in each cohort are not
distinguished by r for clearer view. The value of r can be determined by the slope
of the curve: The steeper the curve, the larger r. ( c© A. Griewel)
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δ ∈ {1; 2; 3; 4} p ∈ {2; 4; 8}
r ∈

{√
1;
√

2;
√

3;
√

4;
√

5
}

g ∈ {0; 1}
σd ∈ {0.5; 1.0; 1.5}

Table 4.3 – Tested descriptor parameter sets
The properties of the descriptor with respect to random displacements are analyzed
using all combinations of the above shown parameters.

Figure 4.9 – Effect of random displacement on descriptors with respect to
feature vector volume
Two squares with relative edge length 1 and 2 (solid line) are shown on the left
and the right hand side. The squares are translated by the same vector (arrow) to
a new location (dashed line). For the smaller square only 25 % of the same area is
covered after dislocation. For the larger square this values is 56 %. ( c© A. Griewel)

cohorts can be identified in both diagrams, which correspond to the width δ of
one descriptor cube. Small values for the cube width δ yield large differences
in ρ(0◦) while larger values decrease the average distance. This is caused by
the larger ratio of the volume in one cube that remains the same when the
cube is translated. A sketch exemplifying this fact for a square is shown in
Figure 4.9: If the displacement relative to the cube width is large, the part of the
map underlying each cube is going to change considerably. If the displacement
is relatively small, the underlying volume of the map is going to be equal in
large parts. In the latter case, the orientation histogram of the cube is mainly
populated by gradient vectors calculated in the same location as before the
displacement and thus the feature vectors are more similar.

A significant increase in the average distance ρ is reached above approximately
10◦ for all sets of parameter combinations with δ > 1. The tolerance to a rota-
tional offset, which keeps the average distance ρ low for rotations of less than
10◦, is introduced by the interpolation of the inserted gradient vectors to the
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4.4 Neighborhood Descriptor Computation

three neighboring bins. This 10◦ limit was used for the parametrization of the
orientation assignment in Section 4.3. There, the distance measure d� < 10◦

determines the amount of allowed rotation around an arbitrary axis. This mea-
sure is equal to restraining the analyzed random rotation to ϕ < 10◦. Thus,
the allowed error in orientation assignment is parametrized so that the aver-
age distance ρ for two descriptors computed within these bound is significantly
smaller than for descriptors with large rotational offsets — and for this reason
also random descriptors.

The slope and the absolute levels of all curves in Figure 4.8 is smaller for
orientation histograms of subdivision level 0 than for level 1. This is caused by
the finer sampling of the sphere surface and the larger dimension of the feature
vector when using orientation histogram of subdivision level 1. The slope of ρ(ϕ)
is smaller for cohorts of smaller δ for both values of g, which can be attributed
to the large initial distance ρ(0◦). Furthermore, the slope of ρ differs within
each cohort and corresponds to the number of cubes and thus the feature vector
dimensionality.

In summary, the average distance ρ depends on the cube width δ and the
dimensionality of the feature vector. Larger cubes make the descriptor more
robust to a rigid transformation and decrease the initial average distance ρ(0◦).
A larger dimensionality of the feature vector increases the slope of ρ. On the one
hand, this increases the contrast in the distance function and identifies matches
more clearly. On the other hand, this requires matches to be more exact in order
to be identified as correct.

Different values for the weighting of gradient vectors σd yield similar results
as shown in Appendix A.6.1 on page 212. A standard deviation of σd = 0.5 di-
minishes the magnitude of the gradient vectors sampled in large distances from
the keypoint and therefore the influence of these gradient vectors during com-
parison. However, it also decreases the discriminative power of the descriptor,
which is indicated by the smaller slope in the average feature distance ρ(ϕ). A
comparison of the results using standard deviations of 1.0 and 1.5 shows only
little differences. Therefore, σd = 1.0 is used for weighting the gradient vectors
that are used for descriptor calculation.

4.4.2. Parameter Preselection

Following the analysis of the descriptor’s properties with respect to random
rigid displacements, a preliminary selection of parameters is performed using a
synthetic database. In this test, the capability of the computed feature vectors to
identify correct matches in a larger database is assessed as explained below. This
test serves to identify reasonable parameter settings that yield descriptors, which
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δ ∈ {2; 3; 4; 5} p ∈ {4; 8}
r ∈

{√
0;
√

1;
√

2;
√

3;
√

4
}

g ∈ {0; 1}
σd ∈ {0.5; 1.0; 1.5}

Table 4.4 – Tested descriptor paramter sets
During the parameter preselection all combinations of the above shown parameters
are assessed. This table deviates from Table 4.3 in δ and r.

are able to discriminate true from false matches in a larger pool of descriptors.
The parameter settings determined in this test will be analyzed in more detail
in the following section.

The database comprises map descriptions generated for protein domains con-
tained in the training set — the query proteins — and supplementary decoys.
The decoy set is assembled according to two objectives. On the one hand, no
descriptor from the query protein domains is to be found in the decoy set. On
the other hand, the protein domains need to share a certain degree of similarity
to model a realistic classification scenario. Therefore, the decoy set comprises
domains from the protein classification CATH that are taken from the same
CATH architectures that were also used in the training set. The CATH IDs of
the utilized protein domains in the decoy set are 1AOC:A00, 1GK9:A01, 1HQ0:A00,
1LB3:A00, 1N2M:C00, 1RWH:A03, 1TIG:A00, 2AWK:A00, 2B49:A00, 2GTQ:A05,
2R0X:A00, 2V9L:A00, 2VHK:A00, 3D1G:A01, and 7ODC:A02. For all combina-
tions of parameters shown in Table 4.4, a database consisting of query- and
decoy descriptors is created. For this purpose, synthetic maps are created for
all protein domains using a sampling interval of 1 Å and a resolution of 3.5 Å.
This yields 4 315 and 28 806 query keypoints and descriptors as well as 6 743 and
45 554 decoy keypoints and descriptors. In total, 11 058 keypoints and 74 360
descriptors are contained in the database.

The created databases — one for each combination of parameters listed in
Table 4.4 — are queried using descriptors computed from the query protein do-
mains. The location and orientation of the query keypoints are determined on a
noiseless synthetic map. To simulate the influence of the allowed translation and
rotation, the descriptor coordinate frames are dislocated randomly as described
in the previous test on page 120. Furthermore, white Gaussian noise is added
to the map prior to descriptor computation yielding a SNR of 2. The database
is queried for all descriptors found in the query proteins. The keypoint com-
patibility requirement is dropped in this test making the identification of the
correct match more challenging because more descriptor matches are allowed.
For each set of parameter combinations, the success rate, i. e., the rate of key-
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points that are matched correctly, is calculated. A threshold on the absolute
value of the feature vector distance τabs = 0.5, the absolute criterion, is used in
this test. This value was chosen by visually inspecting the plots shown in the
robustness test and serves as a first estimate. For the distinctiveness criterion
a threshold of τdist = 0.9 is employed, which proved effective in preliminary
test. Both thresholds are enforced separately, to allow for an assessment of their
performance.

Figure 4.10 shows a scatter plot of the success rates for different combina-
tions of parameters when using τabs = 0.5 and τdist = 0.9. The plot shows that
descriptors with small cube volumes δ = 2 and descriptors with only one cube
r2 = 0 have limited discriminative power. This is also true for r2 = 1 in combi-
nation with several other parameters. Parameter setting that perform well with
respect to both, the absolute and the distinctiveness criterion, have a relatively
low dimensionality and cube widths of δ ≥ 3. For high dimensional descrip-
tors, the distinctiveness criterion yields larger success rates than the absolute
threshold criterion. The robustness test of the descriptors showed that the slope
of the average distance ρ with respect to the average rotation ϕ increases with
the dimensionality of the feature vector. Thus, high dimensional feature vectors
have a larger distance when applying the same random dislocation and therefore
lie more frequently above 0.5. This implies that the absolute threshold crite-
rion is violated more frequently when using these combinations of parameters.
Summarizing, the plot shows that two requirements must be met for comput-
ing descriptors that are capable of discriminating local neighborhoods: A large
number of dimensions in the feature vector and a large volume. These properties
are displayed as size and shape of the symbols in Figure 4.10.

The plots in Figure 4.11 and Figure 4.12 show magnifications of the area
[94 %; 100 %] × [94 %; 100 %] of Figure 4.10. They allow for the discrimination
of parameter sets that have high success rates with respect to both criteria.
These parameter sets are also listed in Table 4.5, which additionally details pa-
rameter sets that perform well with respect to the distinctiveness criterion only.
The plot in Figure 4.11 illustrates that also a low-dimensional feature vector
(r; δ; g) = (

√
1; 5; 0) with 84 dimensions is capable of successfully identifying

correct matches in more than 94 % of cases using either criterion. The plot in
Figure 4.12 gives information on the total width of the descriptor and the num-
ber of samples necessary for calculating the descriptor using a fixed number of
samples p3 = 64. This number of samples is chosen since it proved as suitable
in the robustness test and because larger values require more computing time.
The plot also endorses the mentioned parameter set, which yields descriptors
that require few gradient vectors to be calculated and have a small total width.
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Figure 4.10 – Parameter preselection: Success rates
The plot shows the success rates determined in the parameter preselection test
using the absolute threshold τabs = 0.5 (abscissa) and the distinctiveness criterion
τdist = 0.9 (ordinate). The color of each symbol indicates the number of cubes as
determined by r while the shape shows the width of each cube δ. The size of each
symbol corresponds to the dimensionality of the feature vector. ( c© A. Griewel)
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Figure 4.11 – Parameter preselection: High success rates (I)
The plot shows a magnifications of the area [94 %; 100 %] × [94 %; 100 %] of Fig-
ure 4.10. The color of each symbol indicates the number of cubes as determined
by r while the shape shows the width of each cube δ. The symbol size corre-
sponds to the dimensionality of the feature vector and the labels show the exact
dimensionality. ( c© A. Griewel)

Considering these findings, the descriptor parametrization (r2; δ; g) = (1; 5; 0)
yields the best descriptor with respect to the specified objectives in this test,
where the correct matching descriptor is to be identified in a pool of 74 360
descriptors.

Using a larger value for weighting the sampled gradient vectors, σd = 1.5,
deteriorates the success rates slightly while a smaller value σd = 0.5 increases
the success rate. As explained earlier, smaller values for σd make the descriptor
less discriminative and therefore the increase with the feature vector distance
becomes less pronounced. Using a larger number of sampled gradient vectors
per cube p = 8 increases the success rates consistently by a small amount. Thus,
a larger number of samples can be used to produce more exact results, which
requires more computing time.
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Figure 4.12 – Parameter preselection: High success rates (II)
The plot shows a magnification of the area [94 %; 100 %] × [94 %; 100 %] of Fig-
ure 4.10. The color of each symbol indicates the number of cubes as determined by
r while the shape shows the width of each cube δ. The symbol size corresponds to
the total width of the descriptor rδ while the labels indicate the number of sampled
gradient vectors. ( c© A. Griewel)
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g r2 δ Dimensionality Total Width # Samples

0 1 5 84 5.0 448
0 1 6 84 6.0 448
0 2 4 228 5.66 1 216
0 2 5 228 7.07 1 216
0 2 6 228 8.49 1 216
0 2 7 228 9.9 1 216
0 3 3 324 5.2 1 728
0 3 4 324 6.93 1 728
0 3 5 324 8.66 1 728
0 3 6 324 10.39 1 728
0 3 7 324 12.12 1 728
0 4 3 396 6.0 2 112
0 4 4 396 8.0 2 112
0 4 5 396 10.0 2 112
0 4 6 396 12.0 2 112
0 4 7 396 14.0 2 112
1 1 5 294 5.0 448
1 1 6 294 6.0 448

1 2 4 798 5.66 1 216
1 2 5 798 7.07 1 216
1 2 6 798 8.49 1 216
1 3 4 1 134 6.93 1 216
1 3 5 1 134 8.66 1 216
1 3 6 1 134 10.39 1 216
1 4 4 1 386 8.0 2 112
1 4 5 1 386 10.0 2 112
1 4 6 1 386 12.0 2 112

Table 4.5 – Properties of parameter combinations with high success rates
The table shows the parameter sets, for which success rates of more than 94 % are
achieved as shown in Figure 4.10. The three leftmost columns show the parameters
while the three right most columns show the determined properties dimensionality,
total width, and number of samples. While parameter sets above the line perform
well with respect to both criteria τabs = 0.5 and τdist = 0.9, the settings below the
line perform well only with respect to the distinctiveness criterion.
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During parameter preselection, combinations for descriptor-parameters have
been identified that are capable of discriminating true from false matches in a
set of 74 360 descriptors. With respect to the defined objectives, the parameter
set (r; δ; g; p;σd) = (

√
1; 5; 0; 4; 1.0) was shown to be capable of successfully iden-

tifying descriptor matches. However, this test does not yield information on the
properties of the calculated distances with respect to the chosen parametriza-
tion. This aspect is analyzed in more detail in the next section.

4.4.3. Classification Performance

The parameter sets chosen in the preselection are analyzed in more detail to
determine exact values for τabs and τdist. For both, query- and decoy descrip-
tors, the minimal distance to a descriptor in a database containing only query
descriptors is determined. The resulting distributions are plotted and on this
basis two parameter settings for descriptor computation are selected. The first
parameter set yields a 84-dimensional descriptor, which is capable of identify-
ing correct matches in a smaller set of descriptors. The second set yields a
1 134-dimensional descriptor and separates matches and decoys more clearly.
For both parameter sets, optimal thresholds are selected based on the analysis
of the diagrams.

For this analysis, a database containing keypoints and descriptors computed
from the query proteins used in parameter preselection is created. This database
is queried using descriptors that are detected in both query- and decoy proteins.
The descriptors are computed in synthetic maps at SNR 2 in positions that are
within the allowed range from the keypoints in the noiseless maps — i. e., within
a 10◦ random rotation and a translation of maximal length σ. For each keypoint,
the distance η0 to the best matching descriptor in the database is determined.
Furthermore, the smallest distance η1 to a descriptor that originates from a
different keypoint is stored. Based on these two values, the distribution of
the values of τabs and τdist is analyzed using the 4 315 query keypoints with
28 806 descriptors as well as the 6 743 decoy keypoints with 45 554 descriptors.
Optimal values for the thresholds τabs and τdist are determined from this sample
distributions.

The distance values for all descriptors have been determined for all parameter
sets listed in Table 4.5. For each parameter set, a kernel density plot [293] show-
ing the distribution of the distance for query- and decoy descriptors is shown
in Appendix A.6.2 on page 216. Additionally, the sample quantiles, means, and
standard deviations for these distributions are tabulated in the appendix. First,
the parameterization (r2; δ; g) = (1; 5; 0), which was determined to be effective
in the parameter preselection, is chosen for closer analysis. Second, a descrip-
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tor that separates true from false matches more clearly is required for large
databases, as, e. g., a database comprising all domains of CATH. Based on the
computed density plots, the parameter set (r2; δ; g) = (3; 6; 1) is chosen because
it separates the distribution of the distances of query- and decoy descriptors
more clearly. In the following, the former parameter set is going to be referred
to as parameter set A while the latter set is called parameter set B.

The plots in Figure 4.13 show the distributions of the distances of query- and
decoy descriptors for both selected parameter sets. For parameter set A, the
sample mean and standard deviation of the distributions are 0.22±0.04 for true
matches and 0.38± 0.05 for decoys. These values are larger for parameter set B
with 0.38±0.06 and 0.69±0.05. This is in accordance with the properties of the
descriptor that have been determined in the robustness test in Section 4.4.1. It
was found that, on the one hand, the total distance decreases with larger cube
widths and, on the other hand, increases with higher dimensionality. Thus, the
average distance values for parameter set B are larger since the dimensionality
of this descriptor is 13.5 times the dimensionality of descriptors computed with
parameter set A. For both parameter sets, the amount of overlap in the query-
and decoy distance distributions is small. Therefore, an absolute threshold on
the Euclidean feature vector distance yields a sensible criterion for discarding
false matches. To allow for maximal detection of true positives, a value of
τabs = 0.3 is chosen for parameter set A and a value of τabs = 0.6 for parameter
set B.

The distinctiveness criterion is equally effective in separating true matches
from decoy matches. The plots show distributions for the distinctiveness crite-
rion on the right hand side. For parameter set A, the sample mean and standard
deviation are 0.61± 0.13 and 0.96± 0.04 for query- and decoy matches respec-
tively. For parameter set B, these values lie in a similar range at 0.56 ± 0.12
and 0.98 ± 0.02. From the plots, it can be deduced that decoy matches have a
distinctiveness score of close to one. This means that the distance of the second
best matching descriptor is of a similar magnitude as the distance of the best
matching keypoint. True matches, on the other hand, have a smaller distinc-
tiveness score. Here, the ratio of the distance of best to the second best match
is large indicating that the best match is distinct. For both parameter sets, A
and B, a threshold of τdist = 0.9 separates the two classes well while discarding
a minimal amount of true positives.

The values for the thresholds τabs and τdist have been chosen by visual in-
spection of the diagrams. The quality of the selected thresholds is verified by
determining recall, precision, and false positive rate (FPR) for the two parame-
ter sets [323]. These rates are defined according to the table of confusion, which
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Figure 4.13 – Sample distributions of feature vector distances
The kernel density plots show the relative distribution of distances achieved by true
hits (pink) and decoys (blue) when querying a test-database containing only the
query descriptors. The left plots show the smallest Euclidean distance η0, which is
achieved by each descriptor. The right plots depict the distances calculated with the
distinction criterion η0

η1
. The utilized parameter set is indicated for each diagram

with parameter set A (r2; δ; g) = (1; 5; 0) and parameter set B (r2; δ; g) = (3; 6; 1).
( c© A. Griewel)
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4.4 Neighborhood Descriptor Computation
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Figure 4.14 – Confusion matrix
The table of confusion classifies the outcome of a binary classification experiment.
The input set is separated into actual positives P and actual negatives N. Fur-
thermore, it is divided into predicted positives P′ and predicted negatives N′. This
partitioning creates four classes: The correctly classified true positives (TP) and
true negatives (TN) and the wrongly classified false negatives (FN) and false posi-
tives (FP). ( c© A. Griewel)

is shown in Figure 4.14. Recall — also known as true positive rate — specifies
the rate of true matches that are identified successfully. Precision is the rate of
correctly predicted true matches with respect to the total number of predicted
matches. The FPR is determined as the ratio of false positives to the total num-
ber of negatives. According to the quantities introduced in Figure 4.14, these
ratios are defined as

Recall :=
TP

P
Precision :=

TP

P′
FPR :=

FP

N
(4.5)

Precision, recall, and FPR are calculated using three different classifiers. The
first classifier consists solely of the absolute criterion η0 < τabs while the second
classifiers uses only the distinctiveness criterion η0

η1
< τdist. The third classifier

uses a combination of both criteria η0 < τabs ∧ η0
η1
< τdist. The results are listed

in Table 4.6 and show that the descriptors are highly discriminative.
For parameter set A, recall and precision for the absolute criterion τabs lie

above 95 % and 92 %. For the distinctiveness criterion, a recall of more than
97 % and a precision of more than 88 % is achieved. Combining the two criteria
diminishes the recall to 94 % and raises the precision to 96 % while the FPR lies
at 2.14 %. Thus, the combination of both criteria yields a highly discriminative
scoring function. In cases where a high recall rate is most important and a high
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4. VALIDATION AND PARAMETERIZATION

Parameter set A (r; δ; g) = (1; 5; 0)

τabs = 0.3 τdist = 0.9 τabs = 0.3 ∧ τdist = 0.9

Recall (%) 95.64 97.27 94.32
Precision (%) 92.39 88.23 96.54

FPR (%) 5.04 8.03 2.14

Parameter set B (r; δ; g) = (3; 6; 1)

τabs = 0.6 τdist = 0.9 τabs = 0.6 ∧ τdist = 0.9

Recall (%) 100.00 98.49 98.49
Precision (%) 97.23 99.04 99.43

FPR (%) 1.82 0.61 0.36

Table 4.6 – Classification performance on the test set
Recall, precision and false positive rate (FPR) are listed in percent for the matching
experiments. These measures were calculated for three different classifiers: the
absolute criterion τabs, the distinctiveness criterion τdist, and the combination of
both criteria.

precision is not the primary objective, the application of the distinctiveness cri-
terion alone yields the best results. These are situations as, e. g., the registration
to electron density maps where only a few resulting matches are reported that
can be postprocessed easily. Therefore, only the distinctiveness criterion with
τdist = 0.9 is used for the registration task.

As already seen in Figure 4.13, descriptors determined using parameter set
B separate decoys more clearly from true matches. All recall rates lie above
98 % with precisions of more than 97 % and FPRs of less than 1.9 %. Using
the combination of both criteria yields the highest precision of 99.43 % while
achieving a recall of 98.49 %. This indicates that descriptors computed using
parameter set B are well capable of separating true matches from decoys. Thus,
this parameter set is used for database searching using the combination of both
criteria with τabs = 0.6 and τdist = 0.9.

With higher dimensionality of the feature vector, the mean of the distribution
of the Euclidean distance increases as shown in Appendix A.6.2 on page 216.
This explains the poor performance of high dimensional descriptors during the
parameter preselection. Here, a large quantity of the correctly matched distances
lies above the chosen threshold τabs = 0.5 and is therefore discarded.
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4.5 Summary

In a nutshell, these findings yield two parameter sets that perform optimal
with respect to the specified objectives. On the one hand, the parameter set
(r; δ; g; p;σd) = (

√
1; 5; 0; 4; 1.0) yields a compact descriptor with low dimen-

sionality. It proved effective in all tests and is capable of separating true from
false matches using the threshold τdist = 0.9. On the other hand, the param-
eter set (r; δ; g; p;σd) = (

√
3; 6; 1; 8; 1.0) yields a clearer separation of true and

false matches at the cost of more run time, larger total volume, and higher
dimensionality. However, in applications where a multitude of descriptors is
compared — as in database searching — this setting is more appropriate. Here,
the two thresholds τabs = 0.6 and τdist = 0.9 have been determined for separating
true from false matches.

4.5. Summary

The performance of keypoint detection, orientation assignment, and descrip-
tor matching has been evaluated separately. For this purpose, a representative
training set of protein domains has been assembled. Based on synthetic maps
generated from these protein domains, controlled experiments have been per-
formed to assess the performance of each of the mentioned tasks. The influence
of discretization, resolution, and additive white Gaussian noise on the compu-
tation of keypoints, orientations, and descriptors has been assessed thoroughly.
From the experimental results, the parameter set listed in Table 4.7 has been
determined, which fulfills the defined objectives best and yields the most repeat-
able results under the test conditions.

Using this parameter set, a keypoint repeatability of 74 % is achieved in a
noiseless scenario. The assignment of orientations is repeatable — i. e., within a
rotation of 10◦ around an arbitrary axis — in 90 % of the repeatedly detected
keypoints using on average seven orientations per keypoint. For the descriptor,
two parameter sets are determined that are capable of separating true and false
matches. One of the parameter sets yields a small descriptor, which can be
computed quickly. Using this descriptor, a recall of more than 97 % is achieved
at a precision of 88 %. Using the larger descriptor makes the matching more
expensive in terms of time and memory, but makes the discrimination clearer
with a recall of 96 % and a precision of more than 99 %.

These values have been achieved using the standard PSF for modeling the
imaging system. Furthermore, a representative training set of protein domains
was used for generating the synthetic maps. Therefore, the parameter set is
considered optimal for the purpose of similarly searching in electron density
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4. VALIDATION AND PARAMETERIZATION

Keypoint Detection

Initial PSF standard deviation {σ0}vox = 1.1
Number of scale-space samples per octave s= 7
Contrast threshold tcontrast = 0.02
Cornerness threshold tcornerness = 10

Orientation Assignment

Sampling interval of gradient vectors wsamp = 0.5
Standard deviation of the Gaussian weight function wσ = 2
Width of the truncation window wwidth = 4
Subdivision of the 3D geodesic grid h3D

g = 3

Threshold for the 3D orientation histogram h3D
t = 0.8

Number of bins in the 2D histogram h2D
g = 36

Threshold for the 2D histogram h2D
t = 0.9

Neighborhood Descriptor

Param. set A Param. set B

Radius of the descriptor r
√

1
√

3
Cube width δ 5 6
Subdivision level of g 0 1

the orientation histograms
Standard deviation of σd 1.0 1.0

the Gaussian weight function
Number of sampled gradient vectors p 4 8

in one dimension per cube
Absolute similarity threshold τabs 0.6
Distinctiveness similarity threshold τdist 0.9 0.9

Table 4.7 – Selected parameter set
The tables show the parameter set that is selected for keypoint detection, orienta-
tions, and descriptors from electron density maps. For neighborhood descriptors,
two parameter sets are listed: Parameter set A is more efficient with respect to run
time, while parameter set B separates true from false matches more clearly.
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4.5 Summary

maps. The overall performance of siseek using this parameterization is assessed
in the following chapter using both synthetic and experimental maps.
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5. Results and Discussion

The proposed method, called siseek , was engineered for the purpose of simi-
larity searching in electron density maps of macromolecules and macromolec-
ular assemblies. The previous two chapters introduce the constituents of the
method — keypoint detection, orientation assignment, descriptor computation,
registration, and molecule recognition — and elaborate on the settings of their
respective optimal parameters. In the following, the performance of siseek is
analyzed with respect to effectiveness, i. e., “How close is the registration to
ground truth data”, and efficiency, i. e., “How large is the runtime”. The goal of
this chapter is to demonstrate that siseek can effectively be used for registration
based on selected experiments involving typical, experimental electron density
maps. Also, a proof of concept for molecule recognition is shown in this chapter.

In a first step, docking scenarios are created using synthetic maps, for which
ground truth information is available. These are used for assessing the perfor-
mance of siseek at various resolutions and signal-to-noise ratios. Subsequently,
atomic models are docked into experimental electron density maps that have
been determined by cryo-EM and X-ray crystallography. In the following tests
two experimental X-ray crystallography maps are registered. These experiments
are solely based on the electron density maps and do not require the atomic de-
tail interpretation of the maps. Eventually, the map description is used for
molecule recognition, i. e., to identify the content of an electron density map
using a database of reference structures.

siseek efficiently and effectively registers intermediate and high resolution
macromolecular electron density maps. This is first shown on synthetic maps
and then demonstrated on selected experimental X-ray crystallography and
cryo-EM maps. The experiments also show that the performance of siseek for
registering low resolution maps is limited. In a proof of concept, it is shown that
siseek is also applicable to the problem of molecule recognition. In most exper-
iments, the correct molecules are identified, however, due to the large demands
on computing power the number of test cases is limited and thus further research
in this area is required for clearly determining the capabilities and limitations
of siseek in molecule recognition.
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5. RESULTS AND DISCUSSION

5.1. Synthetic Data

A test set based on complexes downloaded from the Worldwide Protein Data
Bank (wwPDB) is assembled to assess siseek ’s performance for registering macro-
molecular electron density maps. By creating synthetic maps from the atomic
models, a known reference — also called gold standard or ground truth — is avail-
able, which can be used to analyze the quality of the placements. The synthetic
maps enable a detailed inspection of the method’s effectiveness and efficiency
with respect to resolution lowering and additive Gaussian noise. They also facil-
itate a comparison to other approaches. This is neither possible for experimental
cryo-EM nor for experimental X-ray crystallography maps because the atomic
models that are determined from these maps are already interpretations of the
experimental data.

The test set consists of 23 atomic protein complexes, which are listed in Ta-
ble 5.1 and shown in Appendix A.7 on page 221. The complexes are built from
35 distinct polypeptide chains and comprise 234 subunits in total. This selection
is based on a previously published test set [107], which is altered by removing
incomplete models and Cα traces since these do not correspond to biologically
relevant structures. Furthermore, the test set is supplemented with complexes
comprising smaller proteins. The subunits of the test set complexes have chain
lengths ranging from 4 amino acids in a small polypeptide to 1 045 residues in
a large protein.

The complexes are disassembled and all subunits are saved separately. One
experiment in this test consists of docking a single subunit to a synthetic map
that is created from the atomic model of the complete complex. All subunits are
rotated and translated randomly to avoid bias. This is necessary since it was
shown in Section 4.2 that the keypoint detection is susceptible to discretization
noise. For each complex, five maps are created with resolutions of 2.5 Å, 5 Å,
7.5 Å, 10 Å, and 12.5 Å using a voxel spacing of one fifth of the resolution. This
yields a well sampled Gaussian point spread function with a standard deviation
of 1.44 voxels in a 6σ window. After creating a map at the desired resolution,
the signal-to-noise ratio (SNR) is adapted as described in Section 4.1. For each
resolution, one noiseless map as well as maps at SNRs of 10, 5, 2, and 1 are
created.

In each experiment, the position of one subunit of a complex in a map de-
picting the whole complex is to be determined. The accuracy of the docking is
measured using the root mean square deviation (RMSD)1 metric. Here, the dis-
tance between the ground truth placement and the closest, reported placement

1See Equation 3.20 on page 91.
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5.1 Synthetic Data

ID Ref. Chain Length #M Description #Total

1A6D [80] A 545 8 Thermosome α Subunit 16
B 543 8 Thermosome β Subunit

1AW5 [83] A 340 8 5-Aminolevulinate Dehydratase 8
1E6V [121] AD 553 1 Methyl-Coenzyme M Reductase I α

Subunit
6

BE 443 1 M.-C. M R. I β Subunit
CF 258 1 M.-C. M R. I γ Subunit

1FPY [110] A–L 468 1 Glutamine Synthetase 12
1G8G [334] AB 511 3 Sulfate Adenylyltransferase 6
1GD1 [305] OPQR 334 1 Holo-D-Glyceraldehyde-3-Phosphate

Dehydrogenase
4

1GK8 [326] ACEG 475 2 Ribulose-1,5 Bisphosphate Carboxy-
lase Large Chain

16

IKMO 140 2 R. B. C. Small Chain 1
1H2I [304] A–K 209 1 DNA Repair Protein RAD52 Homolog 11
1IJG [303] A–L 309 1 Bacteriophage Φ29 Upper Collar Pro-

tein
12

1J2P [125] A–G 246 1 Proteasome α Subunit 7
1K32 [37] A–F 1 045 1 Tricorn Protease 6
1KF6 [153] AM 602 1 Fumarate Reductase Flavoprotein 8

BN 243 1 F. R. Iron-Sulfur Protein
CO 130 1 F. R. 15 kDa Hydrophobic Protein
DP 119 1 F. R. 13 kDa Hydrophobic Protein

1L1F [310] A–F 505 1 Glutamate Dehydrogenase 1 6
1MFR [131] A–X 176 1 M Ferritin 24
1N6D [174] A–F 1 071 1 Tricorn Protease 12

G–L 4 1 RVRK
1NIC [1] A 340 3 Nitrite Reductase 3
1PMA [220] AC–O 233 1 Proteasome 28

12BP–Z 211 1 Proteasome
1Q5B [142] ABC 880 1 EP-cadherin 3
1RUZ [104] HJL 328 1 Hemagglutinin 6

IMK 160 1 Hemagglutinin
1SX4 [56] A–G 524 1 GroEL 21

H–N 524 1 GroEL
O–U 97 1 GroES

1W3A [222] A 315 6 Hemolytic Lectin LSLA 6
1XMV [372] A 356 6 RecA 6
7AHL [311] A–G 293 1 α–Hemolysin 7

Total 234

Table 5.1 – Test set protein structures
The table lists the wwPDB ID (ID), the corresponding reference (Ref.), the com-
prised chains (Chain), the chain length (Length), the number of models (#M), a
description, and the total number of subunits (#Total).
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5. RESULTS AND DISCUSSION

according to the distance metric is reported as the result of the experiment.
All experiments without placements or with a minimal RMSD larger than 5 Å
are regarded as failure. The total accuracy for one combination of SNR and
resolution is computed as the average RMSD of all non-failed experiments. The
failure rate is determined as the ratio of all experiments without placements or
with an RMSD larger than 5 Å with respect to the total number of experiments,
which is 234.

siseek , with the parameters listed in Table 4.7, is used to determine the place-
ments of the subunits in maps of their corresponding complexes. Each docking
commences by reading the map of the complex and the atomic coordinates of the
rotated atomic structure, for which a synthetic map is created. Subsequently,
map descriptions are calculated for both maps. Then, the map descriptions
are matched and placements are saved. All placements are clustered using a
threshold of four times the sampling interval of the base map to remove du-
plicates. The position of each remaining representative is optimized using the
atom interpolation scoring function.

The performance of the method is compared to the docking software ADP EM1

[107], which was developed for docking atomic structures to cryo-EM maps. This
software is chosen since it is reported to implement one of the most efficient
methods available. Furthermore, it was thoroughly evaluated on a larger test
set, is fully automated, and reported to be the most reliable tool for this docking
task [107]. In its default configuration, ADP EM employs the Laplacian filter
to boost the robustness against resolution lowering. ADP EM creates spheri-
cal harmonics representations of concentric spherical layers surrounding every
other voxel for both the atomic model and the map. This representation is used
to determine placements by exhaustively comparing all computed representa-
tions. Two experiments — with and without the Laplacian pre-filtering — are
performed using the default parameters of ADP EM. This yields up to fifty
placements for each experiment out of which the minimal RMSD to the ground
truth placement is determined and reported as a result.

The accuracy and failure rates for both programs and all combinations of
resolution and SNR are shown in Figure 5.1. Parameter combinations, in which
more than 30 % of the docking experiments fail, are not shown in the accuracy
plot.

Overall, siseek works well on high resolution maps, while the performance
drops, as expected, when lowering the SNR or the resolution. The performance
analysis of siseek at different levels of resolution shows:

1See Section 2.3 on page 55.
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Figure 5.1 – Test results
The plots show the accuracy and failure rates for siseek (S), ADP EM with Lapla-
cian pre-filtering (AL), and ADP EM without using the Laplacian pre-filter. Dock-

ings with no placement or an RMSD of more than 5 Å are considered as failure and
are reported as failure ratio in the plots on the right hand side. Dots in the ac-
curacy plot are only shown for combinations of SNR and resolution with a failure
rate of less than 30 %. ( c© A. Griewel)

143



5. RESULTS AND DISCUSSION

Figure 5.2 – Small or unstructured proteins
Examples of small or unstructured proteins in the test set include [1N6D:G-L],
[1GK8:IKMO], [1H2I:A-K], [1SX4:O-U], [1KF6:CO], [1IJG:A-L], [1MFR:A-X],
and [7AHL:A-G]. One subunit of each protein is colored red in the otherwise gray-
colored complexes. The polypeptide [1N6D:G] consists of four residues only and is
shown here as sphere model for clearer view. ( c© A. Griewel)

2.5 Å The correct placement for all subunits is identified even at low SNRs.
The average RMSD of the best placements is less than 0.5 Å and therefore
smaller than the sampling interval of the map.

5.0 Å The accuracy of the placements remains high with an average RMSD of
less than 0.5 Å for maps with SNR ≤ 5. Six failures are reported for these
cases that correspond to the chains G–L from 1N6D, which comprise solely
four amino acids as shown in Figure 5.2. For SNR ≤ 2, the docking of
subunits of 1H2I, [1GK8:IKMO], and 1MFR fails. These are either small or
non-globular subunits, which cannot easily be discerned from their neigh-
boring subunits.

7.5 Å For SNR ≤ 10 the docking accuracy remains high and no further dockings
fail. At SNR 5, the previously mentioned subunits are partially docked in-
correctly. For lower SNRs, more than 38 % failures are reported. The failed
experiments include subunits from [1SX4:O-U], [1KF6:CO], and 1IJG be-
sides the already mentioned subunits, which are all shown in Figure 5.2.
These subunits have little internal structure, are very elongated or form
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5.1 Synthetic Data

Figure 5.3 – Large or discernible proteins
Examples of large or discernible molecules in the test set include [1Q5B:A-C],
[1L1F:A-F], [1SX4:A-G], [1XMV:A], [1N6D:A-F], and [1NIC:A]. Instances of
these proteins are shown in red while the remainder of the complexes is colored
gray. ( c© A. Griewel)

close connections to their neighboring subunits. Thus, they are not easily
discerned from their surrounding in the complex and therefore the docking
fails.

10 Å For SNR ≤ 2, the docking fails in more than 80 % of the cases. Only for
very pronounced subunits with high amounts of structural detail, place-
ments are identified correctly. Examples of these subunits are shown in
Figure 5.3. At SNR 5, 44 % of the docking experiments fail, which cor-
responds to the subunits mentioned previously plus subunits from 7AHL,
1NIC, 1AW5, 1RUZ, and 1PMA. For SNR ≤ 10, the docking is successful
except for single subunits of 1H2I, [1GK8:IKMO], 1MFR, and 1IJG.

12.5 Å More than 95 % of the docking experiments fail at SNRs 1 and 2. For
SNR = 5 more than 60 % of the docking experiments fail. For the scenarios
with high SNRs, failure rates of 32 % and 42 % are measured. These
failures originate from the already mentioned subunits with little internal
structure.

The observations demonstrate that the method is able to successfully identify
the position of the subunits in high-quality maps depicting molecular complexes.
The success of the method depends, on the one hand, on the resolution and SNR
of the map, which must allow for the identification of the subunit. On the other
hand, the size and shape of the subunit as well as its mode of interaction with
neighboring subunits are decisive. While the small polypeptide [1N6D:G-L] is
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5. RESULTS AND DISCUSSION

only detected at a resolution of 2.5 Å, prolonged structures such as 1Q5B are
successfully docked even at 12.5 Å resolution. Structures that are less globular
and comprise little secondary structure content are not identified at lower reso-
lutions. In the test set, these structures are intertwined with their neighboring
subunits. This causes a superposition of their densities at lower resolutions and
therefore prevents the correct localization of keypoints.

The influence of the added white Gaussian noise on the docking results is
stronger at lower resolutions. This can be explained by the sampling interval
of the base map, which depends on the resolution. For high resolution maps,
the number of created octaves is larger than for low resolution maps since the
sampling interval in the base map is smaller. This allows for the attenuation of
noise in higher octaves. If the resolution of the map is low, the effect of noise is
larger because less octaves are created and therefore the noise is not attenuated
as well.

As a comparison, the software ADP EM [107] is used for the docking of atomic
subunits to maps of their complexes. At first, the default configuration using
a preprocessing of the input map by the Laplacian filter is analyzed. The re-
sulting accuracies and failure rates are shown in Figure 5.1. ADP EM with the
Laplacian preprocessing yields correct placements for almost all scenarios. Even
at 12.5 Å resolution with SNR 2 correct placements are identified for more than
90 % of the test cases. For noisy maps with 2.5 Å resolution, the docking fails in
more than 20 % of the cases. These failures are partially caused by an abnormal
termination of the program. However, they also originate from the sampling of
rotational space: In high resolution maps the angular space needs to be sam-
pled finely to identify matches. The default configuration of ADP EM uses a
coarse sampling of angular space, which does not suffice for identifying correct
placements in all maps. Furthermore, the docking into maps at SNR 1 fails for
all resolutions in more than 20 %, which can be attributed to the low SNR and
the properties of the Laplacian, which amplifies noise.

Using ADP EM without the Laplacian filter increases the failure rate for low
resolutions significantly. The failure rate is only lower for SNR 1 at resolutions
better than 7.5 Å. This can be explained by the amplification of noise, which is
induced by the Laplacian. Besides this fact, the failure rate rises proportionally
to the resolution of the map for all SNRs. This shows, that the Laplacian
filter is essential for successfully docking subunits to low resolution maps when
using correlative methods. Applying the Laplacian in siseek , however, does
not improve the performance, but diminishes the repeatability rate of keypoint
detection.
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Figure 5.4 – Test set run time
The average run time of the programs is plotted against the resolution using a
logarithmic ordinate. The timings for siseek (S) as well as ADP EM with Lapla-
cian pre-filtering (AL) and without pre-filtering (AC) are shown. The icons for

ADP EM at 2.5 Å are grayed out to indicate that the program aborted some of the
experiments with an abnormal termination and that this number is based only on
the data from the successful runs. ( c© A. Griewel)

A comparison of the average run times of ADP EM and siseek is shown in
Figure 5.4. The plot demonstrates that siseek requires less run time especially
for high resolution maps and is on average an order of magnitude faster than
ADP EM for high resolution maps: For 2.5 Å resolution, siseek is 15.8 times
faster than ADP EM. However, ADP EM failed in several experiments at 2.5 Å
resolution due to an abnormal termination of the program. Considering all
experimental scenarios, the ratio for 2.5 Å is probably higher since the ratio for
5 Å lies at 17.21. For lower resolutions, the ratio of the run times is falling to
13.81 at 7.5 Å, 9.05 at 10 Å, and 7.07 at 12.5 Å.

The run time for ADP EM is higher because it creates and compares descrip-
tors for every other voxel of the map. In siseek , the sampling interval of the
map is adapted to the resolution and therefore a representation is chosen that
is adequate for the content of the signal. Furthermore, the methods used in
siseek depend on the depicted object and do not perform an exhaustive search
for comparing the maps. Thus, the run time does not increase with the number
of voxels, but rather with the information content of the map. Therefore, the
run time of siseek is considerably lower than the run time of ADP EM.
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Considering all scenarios, ADP EM is more robust to resolution lowering and
noise than siseek . However, maps from X-ray crystallography generally have
high resolutions and recently also maps from cryo-EM allowing for atomic de-
tail interpretation have been acquired [219, 377, 362] . For very low resolution
maps, as frequently acquired by cryo-EM, the docking accuracy of ADP EM
remains higher, which is facilitated by applying the Laplacian filter to the map
prior to docking. This results in a bandpass filtered map, in which edges — i. e.,
transitions from the interior of the protein to the solvent — are marked. Using
this preprocessing, the contrast [53] in the map is increased, which is benefi-
cial for most docking scenarios. ADP EM performs an exhaustive search using
probes on a regular grid and therefore no keypoints are employed. This results in
increased run times. However, the identification of keypoints is the major source
of error in siseek and thus is one cause of its higher failure rates. This problem
can be addressed by a closer investigation of the keypoint detection method,
the assessment of alternative approaches, or by also computing descriptors for
points on a regular grid inside the map.

Summarizing, these findings shows that siseek is able to successfully locate
proteins of different sizes and shapes if the map comprises sufficient detail a
priori. For intermediately sized proteins, placements are identified for resolutions
as low as 7.5 Å, even if noise is present. siseek makes use of the given resolution
of the map and is therefore not dependent on the sampling interval of the genuine
map. Thus, it is possible to dock very small molecules to maps if the resolution
and sampling of the signal are sufficient. Furthermore, the run time depends
on the content of the signal rather than on the number of voxels in the map. If
there is only little variation in the signal, few keypoints are identified and the
run time of the program is small.

5.2. Map Registration

In this section, siseek is used to register experimental maps acquired by cryo-EM
and X-ray crystallography to demonstrate the applicability of the method to ex-
perimental data. In the first section, atomic structures are registered to high
resolution cryo-EM maps, which is a frequent task carried out for the inter-
pretation of electron density maps. Here, the recently published structures of
chaperonins [219, 377] and viral capsid proteins [379, 362] are used as docking
targets since the resolution of these maps are sufficiently high. Subsequently,
atomic structures are registered to their corresponding X-ray crystallography
maps. These experiments show that siseek is able to identify even only par-
tially depicted proteins in X-ray crystallography maps. In the remaining two
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registration experiments, two experimental X-ray crystallography maps are reg-
istered. By superposing two experimental maps, similarities and differences of
the depicted objects can be identified. This is the case if only certain parts of
the depicted molecules are equal in configuration, or if the conformations of the
proteins are only similar for certain parts of the molecule.

The utilized experimental maps are acquired through the internet. Cryo-EM
maps are downloaded from the EMDataBank [196] and are identified by the let-
ters EMD followed by a four digit number such as EMD-5001. Atomic structures
are provided by the wwPDB [23] and are assigned a four letter identifier — a
number followed by three alphanumerical characters. Using this identifier, it
is possible to download X-ray crystallography electron density maps for many
atomic structures from the Electron Density Server [178]. Maps that are not
sampled on a cubic grid are converted to a cubic grid using Situs [365]. In the
following text, the key properties of the maps are summarized. A list of all
attributes of the utilized maps including experimental method, resolution, di-
mension, sampling interval, the number of detected keypoints, and the number
of computed descriptors is found in Table 5.4 on page 171. All performance mea-
surements are performed on one core of a computer equipped with a 2.67 GHz
Intel Core i5 CPU with 8 192 KiB cache and 8 GiB main memory.

5.2.1. Cryo-Electron Microscopy

Recently, high resolution cryo-EM maps with atomic- and sub-nanometer reso-
lution have been published [385]. The acquirement of these maps was possible
due to the high symmetry of the depicted objects as well as the tremendous
advances made in the field of cryo-EM, and it is expected that even more high
resolution maps will be acquired in the future [342, 158, 95, 64]. All maps pre-
sented here were calculated using the single particle reconstruction technique
and the specified resolutions have been determined using the Fourier shell cor-
relation coefficient (FSC) with a cutoff at 0.5. The docking is performed using
the parameters listed in Table 4.7. Subsequent to the matching procedure,
placements are clustered and optimized using the atom interpolation score as
described in Section 3.5 on page 93.

5.2.1.1. GroEL

While the structure of many synthesized proteins is encoded in their sequence,
some proteins require assistance in folding. Chaperonins aid this process by
enclosing newly synthesized or misfolded proteins in a cavity. Thereby, the
proteins are shielded from other proteins in the solution that might interfere
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with the process of folding. Upon release from the cavity into the surrounding
solution, the protein is folded correctly or, if the fold is still incorrect, it might
bind again to a chaperonin. During this process chaperonins undergo large
conformational changes and consume energy. [139]

Chaperonins are found in all domains of life [361] and can be subdivided into
two groups [129] based on the mechanism of encapsulation of the substrate:
Group I chaperonins require a separate lid for sealing the cavity while group II
chaperonins posses a built-in lid. The bacterial chaperonins — also found in the
endosymbiotic organelles mitochondria and plastids — belong to group I and are
well studied using the model system GroEL/GroES. The archeal chaperonin [80],
also known as thermosome, and the eukaryotic chaperonin [63], also known as
TRiC or CCT, belong to group II. All chaperonins consist of a multimeric double
ring. Each ring is formed by 7–9 monomers, each having a molecular weight of
approximately 60 kDa [190].

The bacterial chaperonin GroEL from E. coli aids protein folding together
with its co-chaperonin GroES. Each of the fourteen subunits of GroEL has a
molecular weight of approximately 53 kDa and consists of three domains. The
equatorial domain is located at the center of the complex and links the two
rings, which comprise seven subunits each. The intermediate domain connects
the equatorial to the apical domain, which in turn interacts with GroES and
undergoes considerable rearrangements upon substrate binding [87].

The double-ring complex of GroEL, consisting of fourteen subunits, was de-
picted at 4.2 Å using cryo-EM [219]. The acquired map is available through the
EMDataBank with accession code EMD-5001. A Cα trace was calculated from
the map and deposited as wwPDB structure 3CAU. This trace is not suitable
for docking using siseek since Cα traces merely represent the overall shape of
a protein. Therefore, one subunit from an atomic model of GroEL acquired by
X-ray crystallography and deposited as 1XCK [13] in the wwPDB is docked to
the experimental map.

The experimental cryo-EM map consists of 8 × 106 voxels at a sampling in-
terval of 1.06 Å. For the atomic model of the GroEL monomer, a synthetic map
consisting of 0.5× 106 voxels is created automatically at the same voxel spacing
using the resolution of the experimental map. siseek computes 997 keypoints
and 7 012 descriptors for the synthetic map and 12 764 keypoints and 65 499
descriptors for the experimental map. The keypoint detection for both maps
is accomplished in 8 min, the subsequent comparison of descriptors in 2 min,
and the post-optimization in 17 s. The complete registration of the monomer to
the experimental electron density map is therefore performed in 10 min. All 14
subunits in the experimental map are identified successfully and the resulting
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Figure 5.5 – Docking: GroEL
The assembly generated by docking subunits to an experimental cryo-EM map of
GroEL at 4.2 Å resolution is shown. In A, a side view of the complex superposed
to the electron density is depicted while C shows a top view. Panel B does not
include the electron density and allows for a clearer view of the assembly. ( c© A.
Griewel)

assembly is shown in Figure 5.5. The average all-atom RMSD1 to an optimally
fitted model of 1XCK is 0.72 Å. Thus, the calculated placements resemble the
reference structure almost perfectly with only minimal deviations.

5.2.1.2. Methanococcus Maripaludis Chaperonin

This group II chaperonin is found in the cytosol of the archaeon Methanococ-
cus maripaludis (Mm–cpn) and is composed of sixteen identical subunits. Each
subunit has an approximate molecular weight of 58 kDa and consists of an equa-
torial, intermediate, and apical domain. In group II chaperonins the apical
domain also comprises a protruding lid-segment, which is used to seal the cavity
that is formed to aid protein folding. [129]

The mechanism of chamber closure of Mm–cpn has been studied using a wild-
type chaperonin and a “lidless” mutant [377]. The mutant is able to bind un-
folded polypeptides and hydrolyze adenosine triphosphate, but it lacks the abil-
ity to aid folding of a stringent substrate. Two atomic models of these complexes
have been determined by cryo-EM single particle reconstruction. These maps
depict the wild-type complex in the closed conformation and the lidless Mm–cpn
in the opened conformation.

A map depicting the closed state of wild-type Mm–cpn at 4.3 Å resolution is
accessible under EMD-5137. An atomic model was determined from this map

1See Equation 3.20 on page 91.
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and deposited as wwPDB structure 3LOS. Docking one subunit to the map and
thereby assembling this complex takes 16 min. The experimental map consists of
7.1×106 voxels with a sampling interval of 1.33 Å. In this map, 20 963 keypoints
with 166 226 descriptors are computed. The synthetic map, which is created for
a monomer from 3LOS, comprises 0.3×106 voxels at the same sampling interval.
For this map, 899 keypoints with 5 637 descriptors are computed. Keypoint
detection and descriptor computation is accomplished in 13 min. The subsequent
docking and post-optimization are accomplished in less than three minutes. The
resulting placements have an average RMSD to the deposited atomic model of
2.79 Å and resemble the complex closely, as shown in Figure 5.6.

The opened state of lidless Mm–cpn is depicted in map EMD-5140 at 8 Å
resolution and supplemented with an atomic model deposited in the wwPDB
with ID 3IYF. The experimental map comprises 13.8 × 106 voxels while the
synthetic map consists of 0.4×106 voxels. Both maps have a sampling interval of
1.33 Å. Since the resolution is considerably lower for this experimental map, less
keypoints are detected. The experimental map is described by 2 439 keypoints
and 16 987 descriptors, while for the synthetic map of one subunit of 3LOS

only 149 keypoints with 797 descriptors are computed. The registration of the
synthetic map of the monomer to the complex is performed in less than 4 min.
The resulting placements are shown in Figure 5.7. They resemble the reference
complex closely with an average RMSD of 0.72 Å so that the complex is clearly
assembled correctly.

5.2.1.3. Rotavirus Particle 6

Rotavirus belongs to the family of Reoviridae and is the cause of severe diarrhea
among infants and young children. Viral particles are up to 770 Å in diameter
and contain — among other molecules — the viral genome, which consists of 11
molecules of double-stranded RNA. The virus capsid is non-enveloped and con-
sists of three layers, which have icosahedral symmetry. The outer layer is lost
during cell entry and a double-layered particle remains. The outer layer of this
double-layered capsid is mainly formed by 780 copies of viral particle 6 (VP6),
which is highly antigenic. [261]

The atomic structure of VP6 has been determined by X-ray crystallography
at 1.95 Å resolution (1QHD) [227]. Three molecules of VP6 arrange in a tower-
like trimer, which forms the capsid and can be identified in low-resolution single
particle reconstructions of the virion. A monomer is approximately 95 Å long,
has a molecular weight of 47 kDa and can be subdivided into two domains: The
proximal B-domain, which comprises mainly α–helices, and the distal H-domain,
which consists of a β-barrel [36].
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Figure 5.6 – Docking: Methanococcus maripaludis chaperonin closed confor-
mation
An assembly of Methanococcus maripaludis chaperonin in the closed conformation
is shown. The complex was generated by docking subunits to an experimental 4.3 Å
resolution cryo-EM map. Panels A and B show a top view while panels C and D
depict a side view of the chaperonin. In A and C no electron density is included
to allow for a clearer view of the complex. Panels B and D also contain the elec-
tron density and show the high level of detail in the map and also the considerable
amount of noise. ( c© A. Griewel)
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Figure 5.7 – Docking: Methanococcus maripaludis chaperonin opened confor-
mation
An assembly of a Methanococcus maripaludis chaperonin mutant is shown, which
was created by docking subunits to an experimental 8 Å resolution cryo-EM map.
Panels A and B display top views of the complex while C and D depict a side
view. The electron density depicted in B and D shows that α–helices are clearly
discernible in the map. ( c© A. Griewel)
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Figure 5.8 – Docking: Rotavirus particle 6
The assembly of a trimer of rotavirus particle 6 was generated by docking an atomic
model of one monomer to the experimental cryo-EM map. Panel A shows a side
view and C shows a top view of the trimer — both without superposed density.
The electron density displayed in B demonstrates that the backbone of the map
and the docked monomers are superposed well. ( c© A. Griewel)

A high resolution structure of VP6 was recently acquired by cryo-EM sin-
gle particle reconstruction [379]. The experimental map EMD-1461 consists of
1.7× 106 voxels at a sampling interval of 1.23 Å with a resolution of 3.8 Å. For
the docking, a synthetic map of a monomer from the atomic structure 1QHD is
created. This map has 0.3× 106 voxels and uses the same resolution and voxel
spacing. For the experimental map 10 291 keypoints and 70 751 descriptors and
for the synthetic map 910 keypoints and 6 134 descriptors are computed. The
docking is performed in less than 7.5 min using 5 min for computing keypoints
and descriptors and the remaining 2.5 min for matching and optimization. The
resulting placements are shown in Figure 5.8 with an average RMSD of 1.26 Å
to an optimally fitted model of 1QHD, which is larger than in the previous ex-
periments. However, the placements fit well into the electron density as shown
in Figure 5.8 B and perfectly resemble VP6 as shown in panels A and B of
Figure 5.8.

5.2.1.4. Papillomavirus Structural Protein L1

Bovine papillomavirus type 1 causes tumors in cattle and is used as a model
system for studying the properties of other members of the family of Papillo-
maviridae in molecular biology. The virions are non-enveloped and comprise an
icosahedrally symmetric capsid, which is 550–600 Å in diameter and contains
the circular, double-stranded DNA genome. [50]
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The capsid of bovine papillomavirus type 1 is formed by the structural pro-
teins L1 and L2, which are encoded in the viral DNA [44]. The capsid comprises
72 L1 pentamers, which have a molecular weight of approximately 250 kDa. The
molecular structure of L1 in the capsid was studied using cryo-EM single particle
reconstruction and yielded high resolution maps, in which the trace of the L1
chain is clearly depicted. The map shows the β-jelly roll fold [36], which forms
the core of the protein L1 and revealed that the protein’s N- and C-terminal
segments mediate nearly all inter-pentamer contacts. These segments penetrate
neighboring pentamers and intricately participate in their folded structure. This
interaction is further stabilized by ionic interactions and disulfide bonds which
collectively facilitate the structural integrity of the assembly of the viral cap-
sid [362].

Two maps were acquired in a study of bovine papillomavirus type 1 [362].
In map EMD-5155 icosahedral averaging was applied and the map depicts seven
pentamers of the capsid as discussed below. For map EMD-5156, additionally
non-icosahedral averaging of the pentamers was used, which allowed for the cre-
ation of a high resolution map depicting one pentamer. The map consists of
1.7 × 106 voxels with a sampling interval of 1.24 Å, has a resolution of 4.2 Å
and shows features equal to an X-ray density map of about 3.5 Å resolution.
An atomic model was determined from this map and deposited in the wwPDB
with ID 3IYJ. The synthetic map generated from one subunit of this structure
comprises 0.4×106 voxels at the same sampling interval and resolution. For the
experimental map 7 930 keypoints and 62 141 descriptors and for the synthetic
map 1 132 keypoints with 7 744 descriptors are computed. The run time of the
docking totaled less than 7 min, where 5 min are used for keypoint and descriptor
computation and the remaining 2 min for matching and post-optimization. The
resulting assembly is shown in Figure 5.9 and has an average RMSD of 0.28 Å
to the deposited map. This shows that the computed placements have a mini-
mum deviation to the reference structure and that the assembly was computed
correctly.

The icosahedrally averaged map EMD-5155 shows seven pentamers and has
a resolution of 4.9 Å. The experimental map is very large and consists of more
than 22.2 × 106 voxels at a sampling interval of 1.24 Å. For this map 93 735
keypoints and 732 659 descriptors are computed. For the atomic structure, a
synthetic map with 0.6 × 106 voxels is generated, for which 909 keypoints and
6 481 descriptors are computed. The docking is performed in 88 min using 49 min
for keypoint detection and descriptor computation, 20 min for matching, and
19 min for the final optimization. As shown in Figure 5.10 and Figure 5.11, the
icosahedrally symmetric segment of the capsid with seven pentamers is correctly
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Figure 5.9 – Docking: Bovine papillomavirus pentamer
The assembly of the pentamer of bovine papillomavirus type 1 structural protein
L1 was created by docking an atomic model of one monomer to an experimental
cryo-EM map. Panel A of the figure shows the complex with each monomer colored
differently while B demonstrates the intricate fold of the pentamer by coloring solely
one monomer in red. In C, a top view of the superposition of the atomic structures
and the electron density is shown. Panel D depicts a side view of the pentamer
with one monomer drawn in stick mode. This view shows that large parts of the
structure are clearly resolved while certain regions remain blurred. ( c© A. Griewel)
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Figure 5.10 – Docking: Bovine papillomavirus icosahedral unit (I)
The cryo-EM map depicts the icosahedral unit of the bovine papillomavirus type 1
capsid comprising seven pentamers of the viral protein L1. The density is colored
according to the distance to the center of the capsid, with lighter colors indicating
larger distance. ( c© A. Griewel)
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Figure 5.11 – Docking: Bovine papillomavirus icosahedral unit (II)
The assembly was generated by docking one monomer to the electron density shown
in Figure 5.10 and shows that in this large map all placements of the monomer are
identified correctly. ( c© A. Griewel)
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assembled, which demonstrates that also very large maps can be analyzed using
the presented method.

5.2.2. X-ray Crystallography

An abundant amount of atomic structures of biomolecules has been determined
using X-ray crystallography. For all atomic models published in the wwPDB
after February 2008 the deposition of the experimentally measured structure
factors is required. Using these measurements and the deposited atomic struc-
tures, the Electron Density Server [178] provides access to experimental maps
that are automatically generated using the experimental structure factors de-
posited in the wwPDB. Generally, X-ray crystallography maps are not sampled
on cubic grids. Therefore, the downloaded maps are resampled using the Situs
software package [365].

In the first two presented experiments, atomic structures of acetyl-coenzyme A
synthetase and erythrocruorin are registered to their corresponding electron
density maps. In these experiments, it is shown that also partially depicted
molecules are successfully identified by siseek and that these proteins can also
be found in large maps. The following two experiments align two experimen-
tal X-ray crystallography maps. In the first experiment, similar segments of
DNA gyrase are successfully identified in two maps. In the second experiment,
equine and human carboxyhemoglobin, which share less than 90 % sequence
identity, are registered. These experimental setups were selected to demonstrate
different application scenarios of siseek . The experimental data was chosen so
that the electron density maps sample different resolutions typically found in
the wwPDB and different molecular structures.

5.2.2.1. Acetyl-Coenzyme A Synthetase

The synthesis of acetyl-coenzyme A (acetyl-CoA) is catalyzed by acetyl-CoA
synthetase, which has an approximate molecular weight of 72 kDa. The pro-
tein consists of a C- and an N-terminal domain that are connected by a hinge
region. An electron density map of the protein complexed with adenosine-5′-
propylphosphate and CoA is deposited as wwPDB ID 1PG4. In this structure,
the C-terminal domain is rotated so that the two domains of the protein form
binding pockets, which accommodate the ligands. [128, 126]

In a first step, the atomic structure of 1PG4 is docked to the corresponding
experimental electron density map. The map has a resolution of 1.75 Å and
consists of 5.5 × 106 voxels with a sampling interval of 0.6 Å. The unit cell
comprises two complete molecules of acetyl-CoA synthetase and several partially
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depicted copies of the protein, which originate from neighboring cells. For this
map, 37 002 keypoints and 231 871 descriptors are computed. For the synthetic
map — generated for one monomer and consisting of 1.5 × 106 voxels — 4 380
keypoints with 32 631 descriptors are computed. The docking of the synthetic
map is performed in 54 min using 21 min for creating the map description and
the remaining 33 min for matching and optimization. The resulting placements
are shown in Figure 5.12 and have an RMSD of 0.02 Å to the structure deposited
in the wwPDB.

Figure 5.12 A shows that the calculated position of the protein fits well into
the density map. In Figure 5.12 B a superposition of the deposited atomic struc-
ture 1PG4 and the predicted placements is displayed. Figure 5.12 C shows the
positioning of the proteins in the complete unit cell and reveals that several
copies of acetyl-CoA synthetase are partially contained in the unit cell. Fig-
ure 5.12 D shows a tilted view of the unit cell where all detected copies of the
protein are shown without the electron density. The copies of the proteins are
arranged in seven lines in the unit cell, which are depicted in different colors for
clearer view. These proteins have been detected, even though they are depicted
only partially in the unit cell.

5.2.2.2. Erythrocruorin

Erythrocruorins are respiratory complexes that are found in annelids and serve
the same function as erythrocytes in other life forms: the transport of oxygen.
The complex is not encapsulated in cells but contained freely in solution. It
is composed of multiple copies of both oxygen-carrying globins and structural
subunits and has a high molecular weight of more than 3.5 MDa. The X-ray
crystallography map of 1X9F [316], which is considered here, depicts a part of
the structure of the erythrocruorin found in Lumbricus terrestris — the earth
worm. The globin subunits, which form a dodecameric sub-complex in the
erythrocruorin, have a molecular weight of approximately 16 kDa each. They
form tetramers, which are aligned around a three-fold symmetry axis. Thus,
the globin sub-complex is arranged as a trimer of tetramers. The asymmetric
unit of the crystal includes one dodecameric complex — i. e., three copies of each
type of globin. The sequence identity of the four globins ranges from 28 % to
47 %. [284, 316]

In this experiment, all four subunits are docked to the experimental X-ray
map of 1X9F, which has a resolution of 2.6 Å and a sampling interval of 0.9 Å.
The number of voxels, keypoints and descriptors for both, the experimental
and the synthetic maps, are listed in Table 5.2. The docking is performed in
less than 13 min where 8 min are used for computing the map description and
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Figure 5.12 – Docking: Acetyl-coenzyme A
The figures were created by docking an atomic model of acetyl-coenzyme A syn-
thetase to an experimental X-ray crystallography electron density map. Panel A
shows a stick model of the computed placement superposed to the electron den-
sity while B depicts the superposition of the atomic model from the wwPDB and
the computed placements. Panel C exemplifies that the two instances shown in B
make up only a small portion of the unit cell and that additionally many partially
depicted synthetases are contained in the unit cell. Panel D comprises all copies of
partially depicted proteins that are identified by the docking. Thereby, an assembly
of all proteins depicted in the unit cell is created. ( c© A. Griewel)
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Description Dimension # Voxels # Keypoints # Descriptors

Experimental map 137×144×102 2 M 16 233 92 922
[1X9F:AEI] 54× 58 ×60 0.2 M 556 3 746
[1X9F:BFJ] 59× 66 ×57 0.2 M 590 3 484
[1X9F:CGK] 59× 64 ×59 0.2 M 558 3 488
[1X9F:DHL] 51× 64 ×57 0.2 M 621 3 634

Table 5.2 – Erythrocruorin properties
The table lists the properties of the maps that are used for assembling erythro-
cruorin.

5 min for matching and optimization. The calculated placements are shown in
Figure 5.13. They have an average RMSD of 0.47 Å to the deposited structure
showing that the placements correctly resemble the macromolecular assembly of
erythrocruorin.

5.2.2.3. DNA Gyrase

DNA gyrase is a type II topoisomerase — these allow one DNA molecule to
pass through another molecule of DNA. In prokaryotes, DNA gyrase relieves
strain in the circular prokaryotic DNA when it is unwound by a helicase, which
is especially important during DNA replication. This process is facilitated by
binding DNA at two positions. The DNA held in position one is cleaved and the
DNA held in the second position is passed through the opening. Afterwards,
the cleaved strand is resealed. Since DNA gyrase is not found in humans, it is
a frequent target for antibiotics. [229, 357, 117]

DNA gyrase is a dimer and each monomer consists of an A and B subunit.
Subunit A can be subdivided further into a structural domain and a DNA bind-
ing domain, which are connected by α–helices to the dimerization domain (see
Figure 5.14). Here, two experimental X-ray crystallography maps depicting
parts of DNA gyrase subunit A are registered. The first map with wwPDB ID
1AB4 [48] shows a 50 kDa segment of a monomer of subunit A, which comprises
all four domains. The map has a resolution of 2.8 Å, is sampled with an interval
of 0.9 Å and consists of 0.7× 106 voxels. The second map, 1X75 [73], depicts a
complex of a subunit A dimer with a dimer of the toxin CcdB. The gyrase seg-
ments have a molecular weight of 26 kDa and comprise the dimerization domain
plus the connecting α–helices. The toxic CcdB dimer binds to the gyrase and
has a molecular weight of 20 kDa. The map consists of 0.5× 106 voxels and has
the same resolution and voxel spacing as 1AB4.
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Figure 5.13 – Docking: Erythrocruorin
The placements are created by docking the atomic structures of the four globin sub-
units of the Lumbricus terrestris erythrocruorin to the experimentally determined
X-ray map. Panel A shows the placements of the subunits in the unit cell while B
depicts a superposition of the computed placements with the structure deposited
in the wwPDB. In panel C, the docking result is colored by subunit exemplifying
that the assembly is a trimer of tetramers. In panel D, the fit of one tetramer into
the electron density map is shown. ( c© A. Griewel)
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The map description of the experimental maps is generated by first detecting
all keypoints and subsequently discarding those keypoint, which do not touch an
atom of the deposited structure. In this way, a registration using solely keypoints
from the experimental map is performed while suppressing matches to partially
depicted molecules from neighboring unit cells, which effectively minimizes the
run time used for matching. The description of the experimental X-ray crys-
tallography map 1X75 consists of 6 274 keypoints and 35 048 descriptors. For
the experimental map of 1AB4, 6 735 keypoints with 38 670 descriptors are com-
puted. The docking of the maps is performed in less than 5 min using 4 min
for computing the map descriptions and another 32 s for matching. When using
all detected keypoints without discarding those that do not touch the atomic
structure, the complete docking is performed in 10 min.

Figure 5.14 shows the computed placements for registering the two experimen-
tal X-ray crystallography maps 1X75— the source map — and 1AB4. In panel A
of the figure, a superposition of the molecules as schematic drawing is shown.
The source map is shown in red and the two correct placements of 1AB4 are
displayed in blue and cyan. The dimerization domain and the connecting he-
lices are superposed, while CcdB of 1X75 and the DNA binding and structural
domain of 1AB4 do not find counterparts in the other map. Figure 5.14 B and
Figure 5.14 C display the same placement and superpose the electron densities
of 1X75 and 1AB4. Figure 5.14 D shows a clipped region of the map, which is
rotated by 90◦ around a horizontal axis depicting solely the dimerization domain
and the connecting helices.

5.2.2.4. Hemoglobins

One of the main functions of hemoglobin is the transport of oxygen. The most
common mammalian hemoglobin is contained in erythrocytes and comprises four
subunits — two α and two β chains. Each of the subunits contains a heme group,
whose iron atom facilitates oxygen binding and interacts with the polypeptide
chain through the imidazole ring of a histidine. Oxygen binding in hemoglobin is
cooperative, which is facilitated by small conformational changes in the protein
chain that effectively allow for the efficient uptake of oxygen in the lung and the
delivery of oxygen to the tissue. A competitive binder to the oxygen molecule is
carbon monoxide, which binds approximately 230 times stronger to hemoglobin
than oxygen and forms the complex carboxyhemoglobin. [135, 198, 22]

The molecular weight of an assembled hemoglobin tetramer is approximately
66 kDa. The α and β subunits are structurally similar and resemble the myo-
globin fold [36], even though the amino acid sequence of the α and β chains
differs significantly. Furthermore, the sequence of equal subunits differs between
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Figure 5.14 – Registration: Gyrase
Two experimental X-ray crystallography maps depicting parts of DNA gyrase, have
been registered and the resulting placements are shown. In A, only the correspond-
ing atomic models are drawn for clearer view. The model of the source map 1X75

is colored red and the two identified placements of 1AB4 are colored blue and cyan.
The superposed parts correspond to the dimerization domain and the connecting
helices of DNA gyrase. The structural and DNA binding domain in the blue and
cyan structures are not superposed. This is also true for the red proteins, which
correspond to the toxin CcdB. In panel B, the experimental electron density of
1X75 is superposed to the placements, while in panel C the electron density for
the left instance of 1AB4 is shown. In D, the superposed segments of the proteins
along the electron density map of 1X75 are shown in a view that is rotated by 90◦

around a horizontal axis. ( c© A. Griewel)
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2DN3 2D5X

α β α β

2DN3
α – 45 87 44
β 43 – 42 83

2D5X
α 87 44 – 45
β 42 83 44 –

Table 5.3 – Hemoglobin sequence identity
Sequence identities in percent between the α and β chains of human (2DN3) and
equine (2D5X) hemoglobin.

species and this difference grows with evolutionary distance [135]. Here, two ex-
perimental X-ray crystallography electron density maps of human (2DN3 [256])
and equine (2D5X [376]) carboxyhemoglobin are registered, which each depict the
complex of one α and one β subunit in a similar conformation. The sequence
identity between the depicted polypeptide chains in these maps was computed
using the Smith–Waterman algorithm [309] and is shown in Table 5.3. While
the same chains between the two species have similarities of more than 83 %,
the identity between the chains is less than 45 %.

The map of 2DN3 shows a dimer of the α and β subunit of human carboxy-
hemoglobin. It has a sampling interval of 0.4 Å, a resolution of 1.25 Å, and
comprises 2.8× 106 voxels. The second map depicts a dimer of α and β subunit
of equine hemoglobin at a resolution of 1.45 Å and a sampling interval of 0.5 Å
using 1.7× 106 voxels. A description is computed for both maps and restricted
to keypoints and descriptors that touch the corresponding atomic structure as
described for DNA gyrase in Section 5.2.2.3. Here, 2DN3 with both subunits
is considered as source map. The two subunits of equine hemoglobin 2D5X

are docked separately to the source map, since their relative orientation differs
slightly from that shown in 2DN3. For the source map, 2 431 keypoints and
16 574 descriptors are computed. The first target map comprises the α subunit
of equine carboxyhemoglobin and 1 167 keypoints with 7 647 descriptors; the
second target map depicts the β subunit from 2D5X with 1 269 keypoints with
8 545 descriptors. The docking is performed in less than 10 min using 8 min for
creating the map description and 2 min for matching.

The placements resulting from the registration are displayed in Figure 5.15.
Panel A of the figure shows that the two subunits of equine carboxyhemoglobin
resemble the conformation of human hemoglobin. In panel B, the two maps
are superposed and show that the unit cells of the two crystals are different.
Here, several densities seem to be unregistered, which is due to the different
unit cells. In panel C, a clipped superposition of low-pass filtered versions of
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the two maps is shown, which demonstrates the good fit in the relevant central
region of the unit cell. The last panel, Figure 5.15 D, shows the superposition of
the atomic detail α subunit of 2D5X and the electron density map of 2DN3. The
view is clipped and shows that the atoms of equine carboxyhemoglobin match
the electron density of human carboxyhemoglobin well.

5.2.3. Summary

The performed experiments demonstrate the capability of siseek to successfully
register experimental electron density maps. The run time, including compu-
tation of the map description and matching, ranges from 4–88 min depending
on the maps’ size. The resulting placements have minimal deviation from the
given reference placements and therefore the placements can effectively be used
for biophysical studies. Thus, siseek can be utilized for quickly computing a
registration of intermediate and high resolution electron density maps.

First, it was shown that siseek successfully calculates the correct placements
for atomic structures in high resolution cryo-EM maps. This was demonstrated
using six case studies based on experimental electron density maps of GroEL
and the Methanococcus Maripaludis chaperonin as well as rotavirus particle 6
and papillomavirus structural protein L1. These experiments also show that it
is possible to handle very large maps such as the icosahedrally averaged map of
the papillomavirus structural protein L1, which consist of more than 22.2× 106

voxels. Subsequently, the docking of atomic structures to experimental X-ray
maps was demonstrated on acetyl-CoA synthetase and erythrocruorin. The
correct positions of the proteins have been identified correctly for all subunits.
Furthermore, it was shown that siseek identifies also proteins if they are only
partially depicted as in the map of acetyl-CoA synthetase. Additionally, the case
study of erythrocruorin showed that it is also possible to successfully identify
small subunits in larger maps.

In the last two experiments, experimental X-ray maps are registered. In the
first case study, two maps showing domains of DNA gyrase in similar confor-
mation are registered. siseek successfully computes a registration of the maps,
which superposes the similar domains correctly. Since these maps also com-
prise other protein domains, the experiment shows that the registration of two
experimental electron density maps can also be based on similar sub-volumes
depicting similar domains. In the second case study, maps of human- and equine
carboxyhemoglobin are registered. These proteins have a sequence identity of
less than 90 % in the corresponding chains and the successful registration of
the maps shows that also proteins with non-identical but similar sequence and
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5.2 Map Registration

Figure 5.15 – Registration: Hemoglobin
The registration was created using the two experimental X-ray crystallography
maps of 2DN3 and 2D5X, which depict human and equine hemoglobin. In panel
A, the registration of the α (red) and β (blue) chains of 2D5X to 2DN3 is shown
using the corresponding atomic models. Panel B depicts the registered electron
density maps. A smaller, clipped version of the same view as in B is shown in C for
low-pass filtered versions of the maps. The black spots depict clipped density and
the superposition of the densities can be seen for the registered central part of the
maps. In D, the placement of the α chain of equine hemoglobin in the experimental
electron density of human hemoglobin exemplifies the agreement between the two
structures. ( c© A. Griewel)
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conformation can be registered using siseek . All figures regarding the utilized
maps, their descriptions, and the timings are summarized in Table 5.4.

170



5.2 Map Registration

ID T R GSI X Y Z # RSI X Y Z # # K # D Time

(Å) (˚ ()A ˚ )nim()A

5001 C 4.2 1.06 200×200× 200 8.0 1.10 193×193× 193 7.2 12 764 65 499 10
1XCK S 72× 87× 72 0.5 70× 84× 70 0.4 997 7 012

5137 C 4.3 1.33 192×192× 192 7.1 1.13 227×227× 227 11.7 20 963 166 226 13
3LOS S 71× 65× 77 0.4 84× 77× 91 0.6 899 5 637

5140 C 8.0 1.33 240×240× 240 13.8 2.10 153×153× 153 3.6 2 439 16 987 4
3IYF S 75× 66× 91 0.5 48× 42× 58 0.1 149 797

1461 C 3.8 1.23 106×122× 134 1.7 1.00 131×151× 166 3.3 10 291 70 751 8
1QHD S 77× 84× 54 0.3 95×104× 67 0.7 910 6 134

5155 C 4.9 1.24 285×287× 272 22.2 1.10 320×323× 306 31.6 93 735 732 659 88
3IYJ S 94× 77× 87 0.6 106× 87× 98 0.9 909 6 481

5156 C 4.2 1.24 118×122× 119 1.7 0.94 155×160× 156 3.9 7 930 62 141 7
3IYJ S 69× 93× 67 0.4 91×122× 88 1.0 1 132 7 744

1PG4 X 1.75 0.6 163×167× 202 5.5 0.46 213×219× 264 12.3 37 002 231 871 54
1PG4 S 119×114× 144 2.0 156×149× 189 4.4 4 380 32 631

1X9F X 2.6 0.9 137×144× 102 2.0 0.68 181×190× 135 4.6 16 233 92 922 13
[1X9F:A] S 54× 58× 60 0.2 72× 77× 80 0.4 556 3 746
[1X9F:B] S 59× 66× 57 0.2 78× 88× 76 0.5 590 3 484
[1X9F:C] S 59× 64× 59 0.2 78× 85× 78 0.5 558 3 488
[1X9F:D] S 51× 64× 57 0.2 68× 85× 76 0.4 621 3 634

1X75 X 2.8 0.9 79× 72× 91 0.5 0.73 97× 89× 112 1.0 6 274 35 048 5
1AB4 X 2.8 0.9 74× 79× 122 0.7 91× 97× 150 1.3 6 735 38 670

2DN3 X 1.25 0.4 158×127× 140 2.8 0.33 193×155× 171 5.1 2 431 16 574 10
2D5X A X 1.45 0.5 123×112× 126 1.7 162×148× 166 4.0 1 167 7 647
2D5X B X 1.45 0.5 123×112× 126 1.7 0.33 162×148× 166 4 1 269 8 545

Table 5.4 – Registration results
The table lists the properties of the maps used in the registration experiments.
It shows the ID of the map (EMDataBank entries are identified by their number
only), the type of the map (S for synthetic, X for X-ray, and C for cryo-EM) and
the map resolution. Column 4–8 tabulate the genuine sampling interval (GSI), the
number of voxels in the X, Y, and Z dimension and the approximate total amount
of voxels in millions. The following columns 9–13 list the sampling interval (RSI)
and the corresponding number of voxels in millions after resampling. The last three
columns specify the number of detected keypoints (# K) and descriptors (# D),
and list the run times of the dockings in minutes.
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5.3. Molecule Recognition

In this proof of concept study, siseek is used to identify the content of an electron
microscopy map. For this application, a database of reference protein structures
is assembled, which comprises common patterns observed in proteins. For all
reference structures, a map description is computed and saved in a distributed
database. The depicted protein structure(s) in the query map are then identi-
fied by comparing all query descriptors to the descriptors in the database and
analyzing the results. In the following, the choice and content of the reference
set are explained and the properties of the created database are summarized.
Then, the computer setup is detailed. Finally, a proof of concept of the method
is given using selected synthetic-, cryo-EM-, and X-ray maps. Here, the 1-NN′

and also the LR scoring schemes are assessed. Subsequently, ways to reduce
the run time needed by the approach are discussed. Finally, all findings are
summarized.

Reference Set

There are three predominant classifications of proteins, which generally disas-
semble the biomolecules into their domains and categorize them. The FSSP [146]
(Families of Structurally Similar Proteins) is assembled automatically and re-
lies solely on the structural alignment of proteins. A second catalog is pro-
vided by SCOP [247, 66, 6, 7] (Structural Classification Of Proteins), which is
a mainly manually curated database of protein domains. The third classifica-
tion is called CATH [254] (Class, Architecture, Topology, Homologous super-
familiy) and employs a semi-automated procedure to classify protein domains
according to a hierarchic scheme. While the three databases agree on most as-
signments, they differ in details which is mainly due to divergences in domain
assignments [133, 179].

In this experiment, the largely accepted SCOP database is employed for the
identification of molecules that are depicted in electron density maps. Repre-
sentatives for classes in SCOP are readily accessible through internet resources
as explained below. The catalog is curated mainly manually and based on evo-
lutionary, functional, and structural similarity criteria. Protein domains are
assigned to groups, which adhere to a hierarchic system. The root of the hi-
erarchy forms the class level, which is assigned on the basis of the secondary
structure content and its topological organization. The more specific fold level
is based on the 3D arrangement of secondary structure elements but does not
consider evolutionary relatedness. Proteins in one fold are required to have
secondary structures in the same arrangement with the same topological con-
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nections. Each fold is further subdivided into superfamilies. Members of one
superfamily share structural and also functional features but lack clear evidence
of an evolutionary relationship. The family level groups those proteins, for which
a clear evolutionary relatedness can be deduced. Families are further subdivided
into proteins, which cluster highly similar sequences, and species, which is the
most specific level and makes distinctions based on the expression system. The
current version 1.75 of SCOP comprises 110 800 domains, which are grouped in
3 902 families, 1 962 superfamilies, 1 195 folds, and seven classes1.

In SCOP, structures are classified at different levels: from the abstract class-
level down to the family- and the species level. To enable an efficient molecule
recognition application, a sufficient level of detail for the domains to be included
in the reference database must be selected. Using only one representative for
an abstract folding motive — such as a superfamiliy representative — is not suf-
ficient for the identification of protein structures. This can be seen by the
investigation of proteins that are contained in one fold class: Even though these
share an abstract similarity in the relative orientation of secondary structure
motives, the actual sequence of the protein and the specific conformation differ
considerably. This renders similarity searching without the knowledge of the
contained molecule impossible.

To select a sufficient level of detail, the findings from the registration exper-
iments in Section 5.2 are summarized here. The studies of DNA gyrase and
acetyl-CoA synthetase demonstrated that it is possible to identify partially de-
picted proteins. The case study of erythrocruorin showed that it is also possible
to successfully identify small subunits in larger maps. The case study of human-
and equine carboxyhemoglobin, which have a sequence identity of less than
90 % in the corresponding chains, showed that proteins with similar sequence
and conformation can be registered successfully. This exemplifies that it is pos-
sible to employ a set of reference domains, which does not contain highly similar
domains. This has two advantages: On the one hand, the redundancy in the
database is reduced. Therefore, less descriptors are stored and the run time is
lowered. On the other hand, it allows for a scoring based on the distinctiveness
of a match, which is only possible if the protein structures contained in the
reference set are unique. A second requirement on the set of reference domains
is that its structures cover all available conformations of the contained protein
domains. Complete movements of domains do not destroy the correct matching,
since siseek is able to detect intact subunits. The quality of the matches will,
however, degrade if the intrinsic conformation of the domain changes by, e. g.,
changes in side-chain conformations.

1The SCOP classification mentions eleven classes out of which four are “not true classes”.
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Based on these observations, a subset of the SCOP database, which is filtered
according to sequence identity, is chosen as reference set. The sequences and
structures for these domains are provided by the ASTRAL compendium [54, 55,
39], which also devises sequences for multi-chain domains. This set of protein
domains comprises only the highest quality representative for each identified
cluster of similar sequences. Here, the quality is measured according to the res-
olution, the R-factor, and the stereochemical accuracy of the protein domain.
In the following, the ASTRAL SCOP set in version 1.75 with protein domains
of less than 95 % sequence identity is utilized. This set comprises 16 712 dis-
tinct domains, which have been created using coordinates from the wwPDB.
For structures containing multiple models, which mostly correspond to NMR
structures, only the first model is utilized.

The results of the registration experiments were computed using a 84-dimen-
sional descriptor as outlined in Section 4.4.3 on page 130. For molecule recog-
nition, however, a descriptor with 1 134 dimensions is utilized. This descriptor
was chosen by inspecting the feature vector distance distributions shown in Ap-
pendix A.6.2 on page 216. These distributions show that the high dimensional
descriptor, which also covers a larger map volume, separates true from false
matches more clearly. This result was confirmed by performing preliminary
studies with feature vectors of dimensionality 84 and 228, which both showed
worse performance than the 1 134 dimensional descriptor on both synthetic and
experimental maps. However, the high dimensional feature vector is also more
susceptible to noise as discussed later on.

For all atomic structures in the reference set, a synthetic map is created us-
ing a resolution of 1.73 Å and a sampling interval of 0.5 Å. This level of detail
is finer than the average resolution of electron density maps in the wwPDB
and allows for the effective matching of query descriptors, and thereby enables
the molecule recognition. For each synthetic map, a complete map description
is determined and saved in a database. This includes the information on the
detected keypoints, the orientation histograms, and also all descriptors as ex-
plained in Section 3.6. In total, the database contains 16 614 925 keypoints and
128 022 590 descriptors, which are created according to parameter set 2 listed
in Table 4.7. This results in a database with a total size of 1.29 TiB with the
utilized library [145].

Computer Setup

Due to its size, the database is distributed on a compute cluster. This decreases
the run time and allows for the partitioning of the data. Using a distributed
file system, the reference domains are stored at a central location and allocated
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# CPU Freq. # Cores Cache Main Memory
(GHz) (KiB) (GiB)

2 2.33 8 6 144 31.4
1 2.53 8 12 288 62.9

10 2.53 16 12 288 31.4
1 2.53 8 12 288 31.4
3 2.53 16 12 288 62.9

Table 5.5 – Properties of the utilized compute cluster
The compute cluster consists of 17 machines, which are equipped with Intel Xeon
processors. The table lists the number of (#) computers with a specific CPU
frequency (freq.), number of cores, cache and main memory size.

to different cluster nodes. The database partitions are created locally on every
node, and results are again reported to a central repository. The access to the
generated results is transparent, i. e., independent of the cluster node the result
is computed on. This is facilitated by a system, which accounts for the allocation
of references to cluster nodes and also for the association of results to reference
domains.

The cluster consists of 17 computers, which are summarized in Table 5.5. The
cluster is shared with other users and jobs are scheduled by a queuing system,
which allocates jobs to machines based on priorities. The set of reference do-
mains is split in 1 088 partitions that are assigned to specific cluster nodes. Thus,
each node is given 64 partitions, which comprise on average the descriptions of
15 domains from the reference set. These database partitions are queried us-
ing descriptors computed from the given map. The query for each partition is
independent of the processing of other partitions, and therefore the queries are
carried out in a concurrent manner with no order specified on their execution.
When calculating the final result, all processes on all nodes must be finished
and the best scoring matches are reported to a central repository.

Query Setup

The experimental setup is analyzed using test maps. The set of test maps in-
cludes two experimental X-ray crystallography maps, 2D5X and 1X75, which
depict protein domains that are comprised in the reference database. Further-
more, two protein structures that are represented by highly similar domains are
used in the queries — 1UMO and 2DN2. Synthetic maps of the proteins and also ex-
perimental maps from X-ray crystallography are used for querying the reference
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ID Ref. Type Res. Description

1UMO [76] S Cytoglobin
2DN2 [256] S Doxygenated hemoglobin

148L [189] X 1.9 T4 Lysozyme
1GFL [373] X 1.9 Green fluorescent protein
1PBD [295] X 2.3 Hydroxylase
1T5H [127] X 2.0 4-chlorobenzoyl-coenzyme A ligase
1UMO [76] X 2.59 Cytoglobin
1W0E [359] X 2.8 Cytochome P450
1X75 [73] X 2.8 DNA gyrase in complex with CcdB
2CG9 [3] X 3.1 Heat shock protein 90
2D5X [376] X 1.45 Carboxyhemoglobin
2DN2 [256] X 1.25 Doxygenated hemoglobin
2EWA [347] X 2.1 Protein kinase

EMD-1461 [379] C 3.8 Rotavirus particle 6
EMD-5001 [219] C 4.2 GroEL

Table 5.6 – Molecule recognition test maps
The table lists the maps used for assessing the molecule recognition setup. Besides
the ID of the map, the reference (Ref.), the type of the map (S for synthetic, X
for X-ray crystallography, and C for cryo-EM), the resolution (Res.), and a short
description are tabulated.

database. This allows for the analysis of the differences between querying with a
synthetic map and an experimental map. Eventually, seven experimental maps
from X-ray crystallography — 1PBD, 1T5H, 148L, 1GFL, 1W0E, 2CG9, and 2EWA—
and two high resolution maps from cryo-EM — EMD-1461 and EMD-5001— are
employed in the experiment. All proteins included in the test set are listed in
Table 5.6.

Two scoring schemes for interpreting matches of query- and reference key-
points — 1-NN′- and LR scoring — are introduced in Section 3.6. In the fol-
lowing, the parameterization of 1-NN′ scoring and the results for querying the
reference database using this scoring scheme are discussed. Then, a parameter-
ization for LR scoring is determined and the results of the queries are analyzed
accordingly. Subsequently, a comparison of the two scoring schemes summarizes
the findings.
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1-NN′ Scoring Scheme

For the 1-NN′ scoring scheme, a threshold τNN is utilized to discard indistinct
keypoint matches. These are matches, in which the best matched keypoint and
the second best matched keypoint have similar distance to the query keypoint.
The threshold equals the distinctiveness criterion and therefore τNN = 0.9 is
used. The result lists of the performed queries are shown in Table 5.7, where all
reported reference domains are listed with their ID1 and corresponding score.

For the experimental map 2D5X, the correct matching α and β domains are
identified as the top two hits. Furthermore, various α and β domains of other
hemoglobins are reported as matches for 2D5X. Thus, the molecule recognition
successfully identified the domains depicted in the map, and also reports matches
to other instances of the globin family. For 1X75, the A chain, which corresponds
to the connecting helices and the dimerization domain of DNA gyrase, is cor-
rectly identified as first hit. The second hit is [3VUB:A_]SCOP [216], which is the
reference domain for CcdB and also comprised in the map of 1X752. However,
the number of votes is low, which is due to the low resolution of the density
map.

In a next step, the synthetic and experimental maps of human hemoglobin
2DN2 and human cytoglobin 1UMO are used as queries. The synthetic maps for
these proteins are created using the same settings as for the reference database,
i. e., a sampling interval of 0.5 Å and a resolution of 1.73 Å.

For the synthetic map of 2DN2, only correctly matching domains from the
globin family are reported. The first-ranked domain is [1FHJ:A_]SCOP [86], which
is the α chain of hemoglobin of chrysocyon brachyurus — the maned wolf. It
has a sequence identity of less than 90 % with [2DN2:A] and is depicted in
the aquo-met conformation. This conformation resembles the map created by
2DN2 more closely than the protein structure of 2DN3, which depicts human
hemoglobin bound to carbon monoxide. For the experimental map of 2DN2,
only four matches are reported. These correspond to the α chains of the already
mentioned proteins 1FHJ and 2DN3 as well as two other hemoglobin chains. The
scores of these references are low and only for 6 keypoints distinctive matches
were found. The β domain depicted in 2DN2 is not matched. This is due to
the additional noise in the map, but also to the fact that several hemoglobin
structures are comprised in the reference database, which limits the applicability
of the distinctiveness score.

For the synthetic map of 1UMO the correctly matching domain [1URV:A_]SCOP
[76] is ranked first and has a considerably higher score than the other matches.

1The notation of identifiers in this work is explicated in Appendix A.2 on page 199.
2See also Section 5.2.2.3 on page 163.
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(X) 148L (X) 1GFL (X) 2D5X (S) 1UMO (S) 2DN2

1P5C:A_ 8 1MYW:A_ 65 2D5X:B1 58 1URV:A_ 514 2D5X:A1 189
1SWY:A_ 7 1H6R:A_ 58 2D5X:A1 47 1A9W:E_ 6 2QSS:A1 143
2F2Q:A1 7 1OXD:A_ 42 1JEB:A_ 7 1UC3:A_ 3 2D5X:B1 96
1P37:A_ 6 1KP5:A_ 41 2QSS:A1 7 2V1F:A1 3 2QSS:B1 62
1T8F:A_ 6 2F01:A1 1 2DN3:B1 7 1O5Z:A1 2 1WMU:A_ 61
1JTM:A_ 6 1GGX:A_ 1 2DN3:A1 6 1CQX:A1 1 1I3D:A_ 54
1L64:A_ 5 2QSS:B1 5 1HBG:A_ 1 1FHJ:A_ 49
146L:A_ 4 1FHJ:A_ 5 1XQ5:A_ 1 2DN3:A1 47
157L:A_ 1 1QPW:A_ 4 1EOV:A2 1 1FHJ:B_ 33

1OUT:B_ 2 1ECD:A_ 1 3D1K:B1 28
1WMU:A_ 2 1DJX:B1 1 1CG5:A_ 22
1WMU:B_ 2 1QGO:A_ 1 2DN3:B1 20
1FHJ:B_ 2 1W98:B1 1 1WMU:B_ 20
1SHR:B_ 1 1V93:A_ 1 1SHR:B_ 20
1A4F:B_ 1 1G2U:A_ 1 2H8F:B1 17
1QPW:B_ 1 1JB0:B_ 1 1V4W:B_ 16
1HBR:B_ 1 2B9V:A2 1 1JEB:A_ 13
3BJ1:B1 1 1NKP:B_ 1 1JEB:B_ 13
1A4F:A_ 1 1JL7:A_ 1 3D1K:A1 13
1CG5:A_ 1 1R6F:A_ 1 1CH4:A_ 13

(X) 1PBD (X) 1T5H (X) 1UMO (X) 1W0E (X) 1X75

none 3CW9:A1 96 none 1TQN:A_ 35 1X75:A1 2
1PG4:A_ 1 3VUB:A_ 1
1MDB:A_ 1

(X) 2CG9 (X) 2DN2 (X) 2EWA (C) EMD-1461 (C) EMD-5001

1USU:A_ 2 2DN3:A1 2 2GFS:A1 10 none 1YNJ:D1 7
1FHJ:A_ 2 1PME:A_ 1 2NPP:B1 2
1QPW:A_ 1 1Q8Y:A_ 1 1SMY:C_ 1
1HBR:B_ 1

Table 5.7 – Molecule recognition results: 1-NN′ scoring scheme
The table shows the result lists using the 1-NN′ scoring scheme. Each query map
is denoted by its ID and an identifier of its type (S for synthetic, X for X-ray
crystallography, C for cryo-EM). All lists are truncated to 20 entries.
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For the experimental map of 1UMO, however, no matches are reported. This is
due to the properties of the experimental map, which has a low resolution of
2.59 Å and a high R-factor of 0.212. The low resolution prevents the detection of
small-scale keypoints and thus fewer keypoints for matching with the database
are available. The high R-factor shows that there are differences between the
experimental and the synthetic map, which is another reason for the failure.

For the maps 148L, 1GFL, 1T5H, 1W0E, 2CG9, and 2EWA domains from the
correct SCOP families are identified. For 148L, 1W0E, and 2EWA all matches stem
from the correct protein level — i. e., the next, more specific level after the family
level. The map of 1GFL clearly matches four domains, which are all instances of
the green fluorescent protein. The latter domains are similar in fold, but do not
belong to the group of green fluorescent proteins. The IDs correspond to a red
fluorescent protein, which also belongs to the family of fluorescent proteins, and
streptavidin, which also shares the beta barrel fold of 1GFL. The map of 1T5H

is clearly matched to its counterpart 3CW9 [272], which differs from 1T5H by a
hinge movement of the domains and therefore by the relative orientation of the
two comprised domains. Thus, the two domains do not differ in their internal
structure and are therefore clearly matched in contrast to 1UMO. Furthermore,
1PG4 [128] and 1MDB [230] are reported as matches for 1T5H, which also belong
to the family of acetyl-CoA synthetase-like proteins. For the map of 2CG9, the
correctly matching domain of [1USU:A_]SCOP [235] is identified by one hit.

For the experimental maps of 1PBD and EMD-1461, no matches are reported.
This is due to the lower resolution of the maps in combination with higher lev-
els of noise. Thus, the correctly matching descriptors have a relatively large
distance to the query descriptors and are not identified as distinctly match-
ing. The reference domains reported for EMD-5001 are incorrect and based on
matches of descriptors of larger scale. The SCOP subdivides proteins into do-
mains and therefore generally small-scale descriptors are computed. Thus —
using this database — it is more probable that a large-scale match is distinct
because fewer large-scale descriptors exit.

The scores reported in Table 5.7 show that the amount of votes is relatively
low. This is, on the one hand, due to noise in the recorded data and also the
noise, which is introduced by allowing small changes in the conformation. The
low scores are, on the other hand, also due to the combination of the SCOP
database with the 1-NN′ scoring scheme. The 1-NN′ scoring scheme requires
distinctive reference matches and if the reference database comprises structures
twice — as is the case for, e. g., hemoglobins or [1X75:A]— matches can not be
identified as distinct.
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LR Scoring Scheme

Based on these observations, the performance of an alternative weighting method
is assessed. The LR scoring scheme is inspired by local regression and employs
a finite support weighting function. Thus, all feature vectors within a distance
τLR of the query are regarded according to their calculated weight. The weights
of all keypoint matches are summed up, and thereby matching references are
identified.

For the LR scoring scheme, the parameters τLR and λLR need to be deter-
mined, which define the shape of the weight function. Subsequently, the query
results can be examined. In Figure 5.16 the relative distribution of true- and
decoy matches as introduced in Section 4.4.3 is shown along the tri-cube func-
tion. From this diagram it is clear, that the tri-cube function is not sufficient
to separate true from false matches, because is assigns diminished weights al-
ready to true matches. Thus, the support of the tri-cube function is adapted to
the interval [0; 0.6], where τLR = 0.6 is the absolute threshold that was already
specified in Table 4.7 for discriminating true from false matches based on the
absolute value of the calculated distance. Again, this function assigns dimin-
ished values to true matches, because the slope of the adapted tri-cube function
is not sufficiently steep. Thus, the slope of the function is adapted using an
exponent of λLR = 10.

The results of the LR scoring are listed in Table 5.8 and Table 5.9. In contrast
to the 1-NN′ scoring scheme, the lists have real valued scores and do not always
have a clear cut-off. Using the LR scoring scheme, the correctly matching do-
mains carboxyhemoglobin 2D5X are identified successfully and rank first with
scores that are twice as high as for the following matches. The remaining top
twenty matches are also hemoglobin domains except for rank 16 and 17, which
correspond to domains that also have large amounts of α-helical structure. For
DNA gyrase and CcdB depicted in the experimental map of 1X75, the three
references ranked first are the correctly identified domains of [3VUB:A_]SCOP,
[1AB4:A_]SCOP [48], and [1X75:A1]SCOP. However, all matches for this map are
very small yielding total scores of 0.0107, 0.0043, and 0.0021. This shows that
most correct matches have a feature vector distance that is only slightly less
than 0.6. Again, this low matching score can be attributed to the low resolution
and high R-factor of 1X75.

For the synthetic map of 1UMO, the correctly matching domain of
[1URV:A_]SCOP is ranked first with a large score of more than 500, while the
remaining matches in the list have a total score of less than 108. These scores
are very high in comparison to the scores observed for experimental maps, which
can be attributed to the depiction of the surrounding solvent. The synthetic
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Figure 5.16 – Parameterization of the LR scoring scheme
The plot shows the weighting of feature vector matches in the LR scoring scheme.
The relative distributions of true- and decoy matches as introduced in Section 4.4.3
are shown as dashed lines in light pink and light blue respectively. The tri-cube
weight function t is drawn as solid line in green and a tri-cube function t[0;0.6] with
a support in the interval [0; 0.6] is shown as solid line in yellow. The utilized weight
function w is plotted as solid red line. For all true matches, w assigns weights close
to one. The value of w decreases continuously with larger feature vector distance
and assigns a weight of zero to decoy matches. ( c© A. Griewel)
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(X) 148L (X) 1GFL (X) 1PBD (X) 1T5H (X) 1UMO

1SWY:A_ 22.099 1H6R:A_ 21.042 1K0I:A1 0.002 3CW9:A1 4.701 1URV:A_ 0.000
1L64:A_ 21.576 1KP5:A_ 16.023 1W8O:A3 0.002 1RY2:A_ 0.014
157L:A_ 20.465 1OXD:A_ 15.878 1HDH:A_ 0.001 1LCI:A_ 0.009
1JTM:A_ 19.666 1MYW:A_ 15.061 1FL2:A2 0.001 3C07:A2 0.005
2F2Q:A1 18.542 1GGX:A_ 0.142 2FCT:A1 0.000 1RRH:A1 0.004
146L:A_ 17.777 1UIS:A_ 0.070 1K7H:A_ 0.000 1PG4:A_ 0.001
1T8F:A_ 17.340 1MOU:A_ 0.044 1VYB:A_ 0.000 1JLW:A2 0.001
1P37:A_ 14.012 1G4M:A2 0.034 1NKG:A3 0.000 1YA0:A1 0.001
1P5C:A_ 13.438 1XQM:A_ 0.028 1UKC:A_ 0.000 2ALR:A_ 0.001
2BPT:A1 2.738 1MF7:A_ 0.015 2QP8:A1 0.000 1MLA:A1 0.000
1NVU:S_ 2.690 1UYN:X_ 0.012 1FLG:A_ 0.000 1MDB:A_ 0.000
1W27:A_ 2.430 2RH7:A1 0.011 1HPL:A2 0.000 3ENB:A1 0.000
1RT8:A_ 2.408 1XDP:A2 0.010 1T0B:A_ 0.000 2GG2:A1 0.000
1JDH:A_ 2.212 1GL4:A1 0.010 1J0H:A3 0.000 1XRT:A2 0.000
1SU7:A_ 2.065 2B4W:A1 0.009 1NME:,1 0.000 1CI9:A_ 0.000
1D0X:A2 1.965 1UYR:A2 0.008 1FWX:A2 0.000 1JKG:A_ 0.000
1YQS:A1 1.918 3LKF:A_ 0.007 2EBS:A1 0.000 2D5B:A1 0.000
1HZ4:A_ 1.905 1JZ8:A4 0.007 1DKL:A_ 0.000 1SR8:A_ 0.000
2RDZ:A1 1.890 1PJX:A_ 0.007 3PNP:A_ 0.000 1T47:A2 0.000
1CI9:A_ 1.867 1N2S:A_ 0.007 1JUH:A_ 0.000 1SU7:A_ 0.000

(X) 1W0E (X) 1X75 (X) 2CG9 (X) 2D5X (X) 2DN2

1TQN:A_ 0.176 3VUB:A_ 0.011 none 2D5X:B1 59.220 2QSS:A1 0.596
1AB4:A_ 0.004 2D5X:A1 52.512 2DN3:A1 0.427
1X75:A1 0.002 2QSS:B1 29.429 1SVD:M1 0.288
2PNW:A1 0.000 2QSS:A1 25.535 1WMU:A_ 0.273
1G9F:A_ 0.000 1WMU:B_ 24.857 1QPW:A_ 0.236
1M47:A_ 0.000 1FHJ:A_ 19.420 2V3Q:A1 0.231
1YQ2:A3 0.000 1WMU:A_ 18.657 1VKF:A_ 0.220
1NE8:A_ 0.000 1FHJ:B_ 17.516 1BR2:A2 0.219
2FCT:A1 0.000 2DN3:B1 16.702 2CAR:A1 0.199
2VK9:A1 0.000 2DN3:A1 16.016 1JEB:A_ 0.198
1VAV:A_ 0.000 1SHR:B_ 15.722 2OK5:A1 0.186
1BHG:A3 0.000 1A4F:B_ 15.510 1CG5:A_ 0.173
1Y2O:A1 0.000 1QPW:A_ 13.220 1TUA:A2 0.169
1HQT:A_ 0.000 1CH4:A_ 12.900 1KI9:A_ 0.168
1LJ5:A_ 0.000 1I3D:A_ 12.271 1R8K:A_ 0.162
1YQ2:A5 0.000 2BPT:A1 11.748 1LUC:A_ 0.159
1PDZ:A1 0.000 1XU9:A_ 10.662 1PDA:A1 0.155
1HZ4:A_ 0.000 3D1K:A1 10.600 1QNT:A1 0.153
2A1H:A1 0.000 1V4W:A_ 10.554 1KU1:A_ 0.153
1WZL:A3 0.000 1JEB:A_ 10.015 1XTT:A1 0.145

Table 5.8 – Molecule recognition results: LR scoring scheme (I)
The table shows the first part of the result lists using the LR scoring scheme. Each
query map is denoted by its ID and an identifier of its type (S for synthetic, X for
X-ray crystallography, C for cryo-EM). All lists are truncated to 20 entries.
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(X) 2EWA (C) EMD-1461 (C) EMD-5001 (S) 1UMO (S) 2DN2

2GFS:A1 1.212 1QHD:A2 0.173 none 1URV:A_ 543.075 2D5X:A1 606.407
1PME:A_ 1.085 1W6S:A_ 0.025 2BPT:A1 107.409 2QSS:A1 584.394
1UKH:A_ 0.600 1LRW:A_ 0.017 1CQX:A1 85.214 1I3D:A_ 494.661
1GZ8:A_ 0.311 2AD6:A1 0.017 1DOW:A_ 80.975 1FHJ:A_ 468.825
1OB3:A_ 0.278 2C0H:A1 0.014 2OV9:A1 74.472 2D5X:B1 452.944
1Q8Y:A_ 0.249 1RA0:A2 0.012 2J7Y:A1 74.058 2QSS:B1 451.930
1Q5K:A_ 0.159 1QBA:A3 0.012 2H8F:B1 73.078 1WMU:A_ 441.592
3BLH:A1 0.149 1SU7:A_ 0.010 1F5N:A1 71.653 2DN3:A1 401.654
1UNL:A_ 0.117 2NT0:A2 0.010 1FEW:A_ 71.055 2H8F:B1 397.686
1CM8:A_ 0.104 2QFR:A2 0.008 1V4W:A_ 70.796 1FHJ:B_ 387.076
1UA2:A_ 0.056 1A4M:A_ 0.007 2H8P:C1 70.402 1WMU:B_ 383.731
3BQC:A1 0.022 1ECE:A_ 0.007 1UED:A_ 68.718 1XQ5:A_ 354.235
1BLX:A_ 0.018 1H1N:A_ 0.006 2D4C:A1 68.349 1CH4:A_ 338.526
1JKS:A_ 0.017 1OGY:A2 0.006 2UUI:A1 68.046 3BJ1:B1 332.216
1TKI:A_ 0.013 1G01:A_ 0.005 1W7J:A2 67.352 3D1K:B1 322.952
1O6Y:A_ 0.010 1AUI:A_ 0.005 2DI4:A1 66.764 1V4W:A_ 322.811
1U59:A_ 0.008 1UUQ:A_ 0.005 1RE5:A_ 66.739 1SHR:B_ 318.035
1XBB:A_ 0.006 1FWX:A2 0.005 1WA5:C_ 64.516 1CG5:A_ 308.005
1YWN:A1 0.005 1RBL:A1 0.004 1L2P:A_ 64.038 1JEB:A_ 305.592
1LUF:A_ 0.004 1CXL:A4 0.004 2AY1:A_ 63.035 2DN3:B1 298.004

Table 5.9 – Molecule recognition results: LR scoring scheme (II)
The table shows the second part of the result lists using the LR scoring scheme.
Each query map is denoted by its ID and an identifier of its type (S for synthetic,
X for X-ray crystallography, C for cryo-EM). All lists are truncated to 20 entries.

maps are not distorted by noise, and therefore the surrounding of the protein
does not have density. This causes smaller distances between the feature vectors
that generally also comprises solvent. For the experimental map of 1UMO, one
matching descriptor of the corresponding cytoglobin 1URV is reported, which has
a large distance and therefore yields a weight close to zero. Thus, even though
one correct match is reported, the docking itself has failed.

For the synthetic map of deoxy hemoglobin 2DN2, the first twenty matches all
belong to the correct globin family. For the experimental map of this protein
complex, the first two matches identify references that correspond to α chains
of human and bovine hemoglobin. The reported, total scores are less than one,
which indicates that the distances of correctly matched descriptors were close
to the threshold τLR = 0.6.

The content of the experimental electron density maps of 148L, 1GFL, and
1T5H are identified with a significantly higher vote for the matching protein
domains than for other domains. For 1PBD, 1W0E, 2EWA, and EMD-1461 matching
domains are also ranked first. However, their total score is low and indicates that
all descriptor matches have a large distance only slightly smaller than 0.6. The
correctly matching reference domain of 1K0I [356] for the hydroxylase 1PBD is
ranked first, but has a marginal score of 0.0023. The second best match for this
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map is not similar to 1PBD and has a score 0.0015, which is close to the score
of 1K0I. For 1W0E, the correctly matching domain of 1TQN [374] is identified
as sole match. The reference list of the protein kinase depicted in 2EWA ranks
the representative of the protein, 2GFS [114], first. Other entries in the list
are also members of the SCOP family protein kinases, catalytic subunit. For
the cryo-EM map of EMD-1461 the distal H-domain [1QHD:A2]SCOP [228], which
mainly comprises β-strands, is identified in rank one with a score significantly
higher than for all other references. The proximal D-domain [1QHD:A2]SCOP is
not among the list of the first twenty matches. This is due to the large amount
of noise in the D-domain, which can be seen in the lower part of Figure 5.8.

Using the LR scoring scheme, no matches for 2CG9 and EMD-5001 are identi-
fied. This means that no descriptor matches with distance of less than 0.6 have
been found, and therefore no votes were assigned to the reference domains.

Both scoring scheme have different advantages and drawbacks. LR scoring
does not require unique entries in the database since it is not based on distinc-
tive matches. Therefore, this scoring would also be applicable for searching a
redundant database of protein structures, such as the set of all available electron
density maps. 1-NN′ scoring, however, is more discriminative and also reports
if no distinct matches are found. LR scoring generally returns a list of matches
that requires interpretation.

To secure the result, two methods for post-processing are proposed. On the
one hand, the entries in the reported reference list can be analyzed for consis-
tency. In reference lists without pronounced matches in rank one, the consis-
tency of the votes can be analyzed. This would, e. g., in the case of the protein
kinase 2EWA assure the relationship to the protein kinases, catalytic subunit fam-
ily. On the other hand, the matching algorithm can be employed for assuring
the content of the result list. Since all keypoints, orientation histograms, and de-
scriptors are saved in the database, a calculation of reference domain placements
with respect to the query map is readily available. Using the implemented clus-
tering and scoring, these placements can be assessed for validity by analyzing
the consistency of the placements.

Run Time

The accumulated run times of the performed queries are listed in Table 5.10 and
show that the current setup requires large amounts of computing time. For most
queries, the required run time is larger than 100 days on a single processor — for
2DN2 the runtime is even longer than one year. This is, on the one hand, due to
the high dimensionality of the feature vector but, on the other hand, also due
to the number of descriptors in the database, which is larger than 128 million
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ID Type # Keypoints # Descriptors Time (days)

1UMO S 2 426 18 645 232
2DN2 S 4 399 32 051 395

1W0E X 2 587 13 732 13
2EWA X 4 362 23 381 127
148L X 4 503 29 306 131
1GFL X 7 617 45 908 235
1PBD X 4 111 24 005 149
1T5H X 5 246 31 012 160
1UMO X 3 263 18 852 15
1X75 X 6 247 35 045 24
2CG9 X 4 643 24 094 24
2D5X X 7 182 47 173 266
2DN2 X 10 525 71 220 415

EMD-1461 C 10 291 70 751 178
EMD-5001 C 12 764 65 499 125

Table 5.10 – Molecule recognition: Map properties and run time
The table lists the properties of the performed queries. Maps are identified by their
ID and type (S for synthetic, X for X-ray, and C for cryo-EM). For each map, the
number of (#) detected keypoints and descriptors is listed along the required run
times, which are specified in days of computing time on a single processor.

entries. Furthermore, the run time of the query also depends on the resolution
of the map. If the resolution of the map is low, as for e. g.1X75 and 2CG9, only
keypoints at larger scale are detected. These are compatible to fewer keypoints
in the database and thus fewer comparisons are performed.

The high run times make the search in the current setup impractical. How-
ever, the problem of similarity searching is reduced to computing distances be-
tween feature vectors, which is a well studied problem in computer science.
The problem of comparing feature vectors belongs to the class of embarrass-
ingly parallel problems [93], which are problems that are easily separated into
parallel tasks. Recent advances in parallel computing hardware have allowed
for speeding up nearest neighbor searching 300-fold using one single graphics
card [105, 106, 201, 202, 165]. Therefore, most of the performed queries can
be performed in less than one day of computing using such hardware. Fur-
ther speedups can be achieved by partitioning the database and allocating the
computations to several computers with the corresponding hardware. It can be
expected, that the capabilities of parallel processing hardware will improve even
more in the next years, which would allow for using the molecule recognition in
practice.
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Summary

This section showed an implementation of the molecule recognition setup as de-
scribed in Section 3.6 on page 94. The reference database is equipped with map
descriptions computed from synthetic maps of the atomic structures included in
the 95 % sequence identity filtered set of SCOP domains. These maps are cre-
ated at a resolution of 1.73 Å using a sampling interval of 0.5 Å. The database
is queried with map descriptions determined from synthetic, X-ray crystallog-
raphy, and cryo-EM maps and the resulting matches are evaluated using two
different scoring schemes.

For synthetic maps, the related protein domains are identified clearly as
matches in both scoring schemes. The performance of clearly identifying mole-
cules in experimental maps, however, was not as clear. Even though the match-
ing domains are identified in the first rank for nearly all maps, they are assigned
marginal scores. This indicates that the distance between the determined fea-
ture vectors for correctly matched descriptors are close to randomly matched
descriptors. This is due to several reasons. First of all, the differences in the ex-
perimental query map and the synthetic maps of the reference domains can differ
significantly. This is due to differences in resolution and general discrepancies
between the maps, as measured by the R-factor. These discrepancies prevent
the exact location of keypoints in the map. Without exactly located keypoints
no descriptor match can be performed. Additionally, the high dimensionality of
the feature vector impedes a clear classification in the presence of noise. This is
a well studied effect, known as curse of dimensionality [20, 28, 140].

Even though molecule recognition is not yet regularly applicable, it is a
promising application. To make siseek applicable in practice, the large run
time of the approach need to be addressed, by either relying on a smaller set of
reference domains, using a descriptor with fewer dimensions, or by employing
state of the art hardware for parallel processing. Furthermore additional tests of
feature vectors and their correspondences between experimental and synthetic
maps are required to improve the scoring schemes. Eventually, means for post-
processing and thus assuring correct matches need to be analyzed. Approaches
for addressing these issues have been proposed that can also be used in this
application [218]. If these issues can be solved, molecule recognition with siseek
will enable practical, novel means of research in the field of molecular biology
and enable large-scale comparisons of genuine electron density maps.
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5.4. Summary

In this chapter, siseek was used in various experimental setups. In the first
section, the general capabilities of siseek have been investigated by docking sub-
units to synthetic maps of their corresponding complexes. The validation showed
that the subunits are successfully located in high and intermediate resolution
electron density maps, even if noise is present. However, siseek is more prone
to resolution lowering than the docking tool ADP EM, which is able to identify
the correct placements of subunits even in low resolution maps.

Subsequently, siseek was employed to determine registrations of experimental
and synthetic maps. First, atomic structures of subunits were docked to ex-
perimental cryo-EM maps of their complexes. In six case studies on high and
intermediate resolution cryo-EM maps correct superpositions were determined.
Subsequently, atomic structures were registered to their corresponding X-ray
crystallography maps. This application demonstrated that siseek is capable of
detecting partially depicted molecules. Eventually, two experimental maps ac-
quired by X-ray crystallography have been registered. The experiments showed
that also segments of proteins are sufficient to calculate correct registrations.
Furthermore, the docking of maps depicting similar but non-identical proteins
was assessed using experimental maps of equine and human carboxyhemoglobin.
The experiment showed that small differences in protein sequence are tolerable
for the registration if the overall conformation of the proteins is highly similar.

Eventually, molecule recognition was tested using various synthetic and ex-
perimental query maps. In the performed test, the reference database consists
of the ASTRAL SCOP set version 1.75 with protein domains of less than 95 %
sequence identity [54, 55, 39]. Two scoring schemes for interpreting the re-
sults are proposed, which both have advantages and drawbacks. However, the
method is able to successfully identify matching subunits for most of the per-
formed queries. The molecule recognition setup is a proof of concept and not
yet regularly applicable in practice — especially due to large run times. Ways
for addressing the identified challenges have been proposed in order to facilitate
further research towards this promising application.

187





6. Conclusion

This work presents an approach for similarity searching in electron density maps
coined siseek , which has been implemented in a software system. The first part of
this chapter comprises a summary of the methods used in siseek . Subsequently,
the key findings of the validation and the applicability to experimental data
are reviewed. This is followed by an outlook, which highlights ways for future
research opportunities.

The methods presented in this work are based upon the scale-invariant fea-
ture transform (SIFT) and implemented in the software system siseek , which
computes an abstract representation for macromolecular electron density maps
in three steps. First, it detects scale-invariant keypoints, which mark blobs of
various size in the analyzed map. Second, keypoints are assigned discrete orien-
tations based on the gradient in the local neighborhood. Third, a descriptor is
calculated for each orientation. The size of the descriptor depends on the scale
of the keypoint and captures information on the gradient in the local neighbor-
hood of the keypoint. Each descriptor yields a high dimensional feature vector,
which is used to compare the keypoints’ neighborhoods. The set of the key-
points, orientations, and descriptors yields a map description, which is utilized
for the registration of 3D electron density maps. By computing the Euclidean
distance between the calculated feature vectors of source- and target map, the
similarity of the local neighborhoods can be analyzed. Based on the most similar
descriptors, registrations of the maps are computed using the known location
and orientation of the descriptors. Additionally, the map description can be used
for molecule recognition, i. e., for determining the content of a macromolecular
electron density map. In this application, the descriptors of a query map are
compared to a set of reference protein descriptors, and the content of the map
is identified based on a voting scheme.

The presented work is based upon the SIFT and extends this method to 3D,
differing from other approaches. siseek relies on the identical keypoint detection
algorithm as the SIFT, as scale-space theory is equally applicable to 3D space. It
introduces new methods for assigning discrete orientations to a keypoint based
on the local gradient field. These methods handle all degrees of freedom of 3D
space properly, since they employ a uniform geodesic grid sampling the sphere
surface. Furthermore, a geodesic index has been developed, which facilitates
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the efficient processing of gradient vectors. Descriptors, which are calculated for
each orientation, have been designed inspired by the 2D SIFT descriptor, but
allowing for several parameters to be set. This enables a detailed analysis of the
descriptor properties, which is carried out in the validation.

A validation of all stages of siseek — keypoint detection, orientation assign-
ment, and descriptor calculation — was performed separately in several experi-
ments based on synthetic maps of proteins. During these tests, optimal param-
eters for all objects used in the method have been determined, which allows for
the identification of similarities in both synthetic and experimental maps. The
basic keypoint detection experiments show that repeatability rates of up to 74 %
are achieved. Equally, the repeatability of orientation assignment to keypoints
was assessed yielding a rate of more than 90 %. Also, the utilized descriptors
and feature vectors were assessed in detail. The descriptor parameters and their
effect on the calculated distances was investigated. Based on these finding, rea-
sonable parameters were selected that successfully discriminate true from false
matches with a recall of more than 97 % and a precision more than of 88 % in
the performed experiments.

The performance of siseek was first assessed by registering synthetic and ex-
perimental electron density maps. First, synthetically generated maps of dif-
ferent resolutions and signal-to-noise ratios are used. It was shown that siseek
successfully docks atomic structures to maps as low as 7.5 Å resolution with
an RMSD of less than 1 Å. For these tasks siseek requires less time than other
computer programs geared to solving the same problem. In the performed ex-
periments, siseek was on average an order of magnitude faster since it relies
only on the content and the resolution of the map and not on the provided
sampling interval. Thus, the experiments on synthetic maps showed that siseek
is capable of successfully identifying similar volumes in high and intermediate
resolution maps. The failures in low resolution maps are mainly due to the key-
point detection step, which fails if structural detail is insufficiently depicted in
the maps.

In the results chapter, typical experimental maps acquired by cryo-EM and
X-ray crystallography are used. In the first experiments, atomic structures have
been docked to high resolution cryo-EM maps with resolutions as low as 8 Å. For
all maps, the correct position of the subunits was determined showing that siseek
performed well on the test cases. For X-ray crystallography maps, it was shown
that also partially depicted atomic structures are successfully identified. Thus,
it is possible to register maps based on similar sub-volumes, rather than having
to consider the complete electron density map. Eventually, two experimental
X-ray crystallography maps were registered. siseek successfully identified similar
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subvolumes and computed registrations accordingly. This application allows for
the analysis of similarities and differences between the maps. The alignments
can reveal inconsistencies between two experimental maps and thereby highlight
differences between the measured data. This is also true for a registration of a
synthetic map with an experimentally determined X-ray crystallography map.

In a second experimental setup, a molecule recognition experiment was car-
ried out. In this test, the content of experimental electron density maps is
matched to a database of reference structures, which consists of the ASTRAL
SCOP set version 1.75 with protein domains of less than 95 % sequence iden-
tity [54, 55, 39]. For molecule recognition, a high dimensional feature vector is
selected, which allows for the identification of similar subvolumes. The database
is queried using the map description of the electron density map. Subsequently,
relevant references are identified in a voting procedure, which is based on the
computed descriptor matches. siseek was tested using synthetic and experimen-
tal maps. For the noiseless synthetic maps, the correctly matching domains are
identified clearly. For experimental maps, however, the votes were not as clear.
This is due to the noise in the maps and also to the high dimensional feature
vector, which especially susceptible to noise. However, for the large majority
of the maps, the correct domains were identified. Besides this, the application
requires large computing times. An approach for accelerating the computation
through indexing and parallel computation has been proposed. Based on a more
efficient setup, further research can allow for a more detailed analysis of the ap-
plication. Thus, it is conceivable that further research and progress in hardware
will facilitate an efficient molecule recognition setup.

Reasons for success and failure have been carefully analyzed in order to char-
acterize the performance of siseek . In summary, the objective of developing a
method for similarity searching in macromolecular electron density maps and
demonstrating the applicability to experimental data has been reached. This
was shown in two experimental scenarios: electron density map registration and
molecule recognition. For the first application, electron density map registration,
siseek can be used on intermediate and high resolution electron density maps. It
was demonstrated in experiments that intermediately sized proteins are reliably
identified for resolutions as low as 7.5 Å, even if noise is present. However, the
performance of siseek on low resolution electron density maps remains limited
and therefore docking to these maps cannot be supported. Furthermore, a proof
of concept for molecule recognition in macromolecular electron density maps us-
ing siseek has been presented. The current implementation of this application
requires large run times and was validated only on a small set of proteins and
therefore further research on this application is needed.
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In the chapter on results of this work, several applications of siseek have been
outlined. However, there are several topics worth investigating with respect to
future research, which are summarized in the following. These include, on the
one hand, ways for improving the method itself and thus improving the results
of registration and molecule recognition. On the other hand, new applications
of siseek are listed since the method can, in theory, also be used for registering
other types of 3D images.

– In the last section of the chapter on results, a setup for molecule recogni-
tion in electron density maps was proposed. The current implementation
of the method requires large run times and is therefore impracticable.
Fortunately, most of the calculations carried out in siseek belong to the
class of embarrassingly parallel problems [93]. This does not only hold
for feature vector comparison but also for computations performed during
keypoint detection, orientation assignment, and descriptor calculation. All
these computations can be accelerated largely using modern parallel pro-
cessing hardware as explained in the discussion of the molecule recognition
experiment.

– Currently, siseek uses a command line interface in combination with a
static molecular viewer [269]. Based on the modularized implementation of
siseek , an incorporation of the software into interactive molecular viewers
is possible with little effort. This would, e. g., enable the integration of the
calculated placements with other bioinformatics programs and allow for an
interactive adjustment of the results. Using a highly efficient, optimally
hardware-supported implementation for the parallel calculations of siseek ,
significantly lower run times can be expected allowing for an interactive
interpretation of the macromolecular electron density maps.

– Both descriptor parameter sets yield high dimensional feature vectors —
the descriptor used for registration is 84-dimensional and the descriptor
used for database searching even has 1 134 dimensions. A further analysis
of the descriptor properties may give new insights into frequently observed
structures in proteins. Using dimensionality reduction [170], the true infor-
mation content of the feature vectors can be analyzed and smaller feature
vectors could be used. Furthermore, a closer analysis of the descriptor dis-
tinctiveness with respect to the large amount of reference feature vectors
is worth of investigation: Based on the sampled distance and distinctive-
ness distributions introduced in Section 4.4.3 on page 130, it is possible to
develop an algorithm for automatically determining optimal descriptor pa-
rameters and matching thresholds. Given this algorithm — in combination
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with a high-performance setup for descriptor comparison — a method for
scanning a wide range of descriptor parameters can be developed. This, in
turn, allows for specifying objectives, e. g., minimization of the run time
or the maximization of the recall and precision rate, and then to select the
parameter set which best fits these objectives.

– The map descriptions are employable not only for similarity searching in
a pair of synthetic- and experimental map but also for a pair of two ex-
perimental maps, as demonstrated by registering X-ray crystallography
maps of DNA gyrase and hemoglobin in Section 5.2. Using this finding for
molecule recognition, a direct search of structural features in the experi-
mental data can be facilitated by setting up the reference database with
experimental maps. One application of this setup is the identification
of similar subvolumes between the experimental maps. This application
would allow for new findings in the field of biophysics by identifying the
similarities and differences of electron density maps in an automated man-
ner. Furthermore, it could allow for the identification of given protein
motives in the set of experimental reference maps. This can be facilitated
by designing the sought structural motive in silicio and using it as query
protein. In comparison to the atom-based classifications of protein struc-
tures, this application operates on the experimentally measured electron
density maps and does not rely on atomic interpretations.

– Further investigations of the stages of the method are going to be a topic
for future research. For orientation assignment, high repeatability rates
have been achieved, and for the computed descriptors a high discriminative
power was shown. However, for keypoint detection only repeatability rates
of up to 74 % have been achieved. Keypoint detection lies at the heart of
the siseek since keypoints are used for identifying salient features and form
the basis for orientation assignment as well as descriptor computation.
Increasing this rate will improve the recognition performance and decrease
the required run time.

– Further investigations of the resolution model in structural biology can
lead to a higher success rate. siseek relies on real space, i. e., spatial fea-
tures of electron density maps. Synthetic maps are created using a stan-
dard modeling for resolution lowering as described in Section 3.1, i. e., the
convolution with a Gaussian function. This treatment of resolution is only
sufficient if the resolution is lowered by independent isotropic movements
of each atom. However, especially for maps with low resolutions this is not
the case, but large, concerted motions of protein subunits are responsible
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for the lack of high frequency information. Furthermore, the resolvability
of spatial features in different regions of a map may differ, e. g., if certain
parts of the protein are more rigid, while other parts show more flexibility
and are thus less well resolved. On the one hand, the scale-space approach
in combination with the knowledge of protein structure features could al-
low for the development of a new criterion to estimate the resolvability of
objects in certain regions of a map. An experimental setup for assessing
this criterion requires a thorough simulation pipeline, which also supplies
ground truth, and proteins with known internal kinetics. On the other
hand, siseek would benefit from a detailed description of local resolvabil-
ity. This description would allow for the application of locally adapted
filters and therefore enable a more thorough detection of keypoints on
experimental maps.

– A major challenge of structural biology is going to be the integration
of data from different sources and scales. Today, it is possible to ana-
lyze the atomic structure of macromolecules and their assemblies on a
fine scale using methods like X-ray crystallography or cryo-EM. Further-
more, methods for the analysis of the spatial organization of molecules
in complete cells on a larger scale are an active topic of current research.
Combining information from these scales will yield new insights into the
mechanisms underlying life. A major opportunity of the scale-space ap-
proach lies in its intrinsic handling of objects of different size. However,
the currently recorded whole-cell images are extremely noisy and have low
resolution from the standpoint of molecular biology. Based on the tremen-
dous advancements in the field of cryo-EM and the overall improvement
of imaging techniques, a belief in cell images that are high in both quality
and resolution seems justified. Considering the high complexity of current
electron density maps, which depict solely single molecular structures, it
can be foreseen that these maps are going to be very large in size and
will elude themselves from manual interpretation. Therefore, software for
image analysis at different scales, such as siseek , will be needed to aid
the expert scientist in the analysis of experimental data, and also for the
automated interpretation of data.

– In this work, siseek is applied to data acquired in X-ray crystallography
and cryo-EM experiments. In principle, siseek could equally be applied to
maps acquired by new techniques such as, e. g., X-ray free electron lasers
(XFEL). Furthermore, siseek is based on the generic SIFT and there-
fore, in theory, not limited to macromolecular electron density maps but
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generally applicable to 3D image data. It will be interesting to assess new
parameterizations for applying the method to other 3D image data — such
as medical images — and to assess siseek ’s performance on objects other
than macromolecules.

The presented method siseek provides means for similarity searching in elec-
tron density maps by applying state of the art techniques from the field of image
analysis. It allows for detecting similar regions in high- and intermediate reso-
lution electron density maps using less run time than other programs, and thus
enables the efficient identification of correspondences in maps. siseek computes
a map representation, which consists of keypoints, orientations, and descriptors
and thereby captures the content of a map. It explicitly addresses both, X-ray
crystallography and cryo-EM maps, and supplies new means for their inter-
pretation by combining the principles of scale-space theory with the resolution
measure found in both X-ray crystallography and cryo-EM. siseek allows for the
docking of atomic structures to experimental cryo-EM and X-ray crystallogra-
phy maps and provides means for the registration of two maps depicting similar
proteins. The latter allows for the comparison of two experimental maps and
thus supplements the means for analyzing the macromolecular electron density
maps. Thus, siseek can be used for registering intermediate and high resolution
electron density maps enabling novel ways of research in the fields of bioinfor-
matics as well as molecular and structural biology.
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A.1 Mathematical Notation

A.1. Mathematical Notation

Three-dimensional vectors and voxels are denoted by bold symbols

x =

xy
z

 (A.1)

The Euclidean norm of a vector is denoted as

|x| =
√
x2 + y2 + z2 (A.2)

The Euclidean distance of two vectors x and y is calculated as

|x− y| =

∣∣∣∣∣∣
x1

x2

x3

−
y1

y2

y3

∣∣∣∣∣∣ =

√√√√ 3∑
i=1

(xi − yi)2 (A.3)

The angle � between two vectors x and y is calculated as

�(x,y) = arccos

(
x · y
|x| · |y|

)
(A.4)

Intervals are denoted using square brackets and semicolons. Thus, the closed
interval between a and b is denoted by [a; b], the left half-open interval by ]a; b],
the right half-open interval by [a; b[, and the open interval by ]a; b[. Sets are
denoted using curly braces and semicolons such as {a; b; c}.

The two functions arg min(f(x)) and arg max(f(x)) yield the set of local min-
ima and maxima of the function f . In this work, arg min and arg max are used
to identify voxels in images that have an intensity value that is either larger or
smaller than the voxels in the 6-neighborhood. This neighborhood includes all
voxels that have a distance of one sampling interval to the considered voxel.

The partial derivatives with respect to multi-dimensional functions need to be
calculated for the detection of keypoints. The notation for derivatives is defined
in Section 2.1 on page 11.

A.2. Atomic Structure and Electron Density Map
Identifiers

Throughout this work, atomic structures are referenced by their wwPDB [23]
identifier consisting of four alphanumeric, capital characters such as 4DFR. Spe-
cific chains of a structure contained in a wwPDB file are referenced using the
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chain identifiers such as [1AW5:A] or [1L1F:A-F]. Furthermore, SCOP [247,
66, 6, 7] domains are identified by their wwPDB ID, a character identifying the
chain, and another character identifying the domain along a subscript “SCOP”
such as [3VUB:A_]SCOP. CATH [254] domains are identified by the wwPDB ID,
the chain ID, and a two-digit domain number along a subscript “CATH” such as
[1B25:A01]CATH. In lists that relate only to one database the subscripts CATH
and SCOP may be dropped.

Electron density maps are referenced by their corresponding identifiers. For
synthetic maps and experimental X-ray crystallography maps, the wwPDB iden-
tifier is used. Entries from the EMDataBank [196] are referenced with their
4-digit number and the prefix “EMD” such as EMD-5001.

A.3. Laplacian of Gaussian

The Laplacian of Gaussian in 3D results from the application of the Laplacian
operator to the Gaussian function and is therefore the sum of all unmixed second-
order partial derivatives of the Gaussian function. The 3D normalized isotropic
Gaussian function with standard deviation σ for a variable x = (x, y, z)T is
defined as

G(x;σ) =
1(√

2πσ
)3 · e− |x|22σ2 (A.5)

The first-order partial derivative of Equation A.5 with respect to one of the
three dimensions a ∈ {x, y, z} is given in Equation A.6 and the unmixed second-
order partial derivative in Equation A.7.

Ga(x;σ) =
∂G

∂a
(x;σ) =

1(√
2πσ

)3 · (− a

σ2

)
· e−

|x|2

2σ2 (A.6)

Gaa(x;σ) =
∂2G

∂a2
(x;σ) =

1

(2π)
3
2 σ5

·
(
a2

σ2
− 1

)
· e−

|x|2

2σ2 (A.7)

The Laplacian ∇2 of the 3D isotropic Gaussian function is defined as the sum
of the three unmixed second-order partial derivatives

∇2G(x;σ) =
∑

a∈{x,y,z}

∂2G

∂a2
(x;σ) =

1

(2π)
3
2 σ5

·

(
|x|2

σ2
− 3

)
· e−

|x|2

2σ2 (A.8)
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A.4. Geodesic Grid Properties

A geodesic grid is created by subdividing an icosahedron. The geodesic grid
of subdivision level 0 corresponds to the genuine icosahedron, which comprises
12 vertices, 30 edges, and 20 faces. When subdividing a given geodesic grid —
called the genuine grid in the following — new vertices are created at the center
of each genuine edge. These newly created vertices are translated outwards along
a straight line between the icosahedron center and the vertex so that they lie on
the circumsphere of the genuine icosahedron. The new vertices are connected
to the genuine vertices that lie on the same genuine edge. Furthermore, all new
corners that lie on a genuine face are connected by an edge. This splits each
face into four new faces during subdivision as shown in Figure 3.6 on page 75.

Using this description, recurrence relations for the number of vertices Vg,
the number of edges Eg, and the number of faces Fg for subdivision level i ∈
{0; 1; 2; . . .} are defined in Equation A.9, Equation A.10, and Equation A.11.

Vg(0) = 12 Vg(i) = Vg(i− 1) + Eg(i− 1) | i > 0 (A.9)

Eg(0) = 30 Eg(i) = 2 · Eg(i− 1) + 3 · Fg(i− 1) | i > 0 (A.10)

Fg(0) = 20 Fg(i) = 4 · Fg(i− 1) | i > 0 (A.11)

Closed forms for these relations are

Vg(i) = 4i · 10 + 2 Eg(i) = 4i · 30 Fg(i) = 4i · 20 (A.12)

They have been derived in three steps. For the number of faces Fg, the
closed form in Equation A.13 is obtained directly from the recurrence relation
in Equation A.11.

Fg(i) = 4i · 20 (A.13)

The closed form for number of edges Eg is derived in Equation A.14. It
depends on both the number of faces Fg and the number of edges Eg in the
preceding subdivision level i− 1.

Eg(i) = 2 · Eg(i− 1) + 3 · Fg(i− 1) (A.14)

= 22 · Eg(i− 2) + 21 · 3 · Fg(i− 2) + 20 · 3 · Fg(i− 1)

= 2k · Eg(i− k) + 3 ·
k−1∑
j=0

2j · Fg(i− j − 1)

= 2i · Eg(0) + 3 ·
i−1∑
j=0

2j · Fg(i− j − 1)
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= 2i · Eg(0) + 3 ·
i−1∑
j=0

2j · 4i−j−1 · 20

= 2i · 30 + 60 ·
i−1∑
j=0

22i · 2−j · 2−2

= 2i · 30 + 15 · 4i ·
i−1∑
j=0

(
1

2

)j

= 2i · 30 + 15 · 4i ·
1−

(
1
2

)i
1− 1

2

= 2i · 30 + 30 · 4i ·

(
1−

(
1

2

)i)

= 30 ·

(
2i + 4i − 4i ·

(
1

2

)i)
= 30 ·

(
2i + 4i − 2i

)
= 4i · 30

A closed form for the number of vertices Vg in subdivision level i can be
calculated using Euler’s formula [69], which specifies the relationship between
the number of faces, edges, and vertices in convex polyhedra. Using the defined
functions, Euler’s formula is given in Equation A.15.

2 = Vg(i)− Eg(i) + Fg(i) (A.15)

Thus, the number of vertices Vg in subdivision level i can be calculated as shown
in Equation A.16.

Vg(i) = 2 + Eg(i)− Fg(i) (A.16)

= 2 + 4i · 30− 4i · 20

= 4i · 10 + 2

A list of the number of vertices, edges, and faces in the geodesic grid for
subdivision levels 0–8 is found in Table A.1. Furthermore, the table lists the
minimal and maximal angles that are subtended by the geodesic grid edges. A
plot of these values is found in Figure 3.7 on page 76.

202



A.5 Keypoint Repeatability

Level #Corners #Edges #Faces Min. � Max. �

0 12 30 20 63.44 63.44
1 42 120 80 31.72 36.00
2 162 480 320 15.86 18.70
3 642 1 920 1 280 7.93 9.44
4 2 562 7 680 5 120 3.97 4.73
5 10 242 30 720 20 480 1.98 2.37
6 40 962 122 880 81 920 0.99 1.18
7 163 842 491 520 327 680 0.50 0.59
8 655 362 1 966 080 1 310 720 0.25 0.30

Table A.1 – Geodesic grid properties
The number of (#) corners, edges, and faces is listed for subdivision level 0–8 of
the geodesic grid. Furthermore, the minimal and maximal angle that is subtended
by an edge of the grid is specified in degree.

A.5. Keypoint Repeatability

The following pages show the achieved repeatability rates for all experiments
detailed in Section 4.2 on page 106 and Section 4.3 on page 115. The heat maps
are rainbow colored and show the detected number of keypoints, the excess ratio,
the repeatability by distance, and the repeatability by orientation for various
internal parameters in different external conditions. An “A” in the diagrams
denotes a value that is above the scale. The internal parameters are the number
of intervals s for each octave, which is shown on the horizontal axis of each
heat map, and the initial width of the point spread function {σ0}vox, which is
shown on the vertical axis of each heat map. Furthermore, different initial voxel
spacings (VS) and resolutions are assessed, as indicated by the rows and columns
of the table. The SNR is varied as indicated by the headings of each diagram.
Further details on the experiments are found in Chapter 4 on page 101
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Without Added Noise

Number of Keypoints (no added noise)

Resolution
3.5 Å
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Resolution
6.9 Å
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Repeatability by Distance (no added noise)
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Signal to Noise Ratio 5.0

Number of Keypoints (SNR 5.0)
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Resolution
10.4 Å
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VS
1 Å

4 5 6 7 8 9 10

1.40

1.30

1.20

1.10

1.00

0.90

0.80

A

A A A

A A A A

A A A A A

A A A A A A

0.0 0.5 1.0 1.5 2.0

4 5 6 7 8 9 10

1.40

1.30

1.20

1.10

1.00

0.90

0.80

A

A A

A A A A

A A A A A

A A A A A A

0.0 0.5 1.0 1.5 2.0

4 5 6 7 8 9 10

1.40

1.30

1.20

1.10

1.00

0.90

0.80

A

A A

A A A A

A A A A A

A A A A A A

0.0 0.5 1.0 1.5 2.0

VS
2 Å
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4 5 6 7 8 9 10

1.40

1.30

1.20

1.10

1.00

0.90

0.80

A A

A A A

A A A A

A A A A A

A A A A A A

A A A A A A A

A A A A A A A

0.0 0.5 1.0 1.5 2.0

4 5 6 7 8 9 10

1.40

1.30

1.20

1.10

1.00

0.90

0.80

A

A A

A A A

A A A A

A A A A A

A A A A A A

0.0 0.5 1.0 1.5 2.0

4 5 6 7 8 9 10

1.40

1.30

1.20

1.10

1.00

0.90

0.80

A A

A A A

A A A A

A A A A A

A A A A A A

0.0 0.5 1.0 1.5 2.0

208



A.5 Keypoint Repeatability

Repeatability by Distance (SNR 2.0)

Resolution
3.5 Å
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A.6. Descriptor Analysis

In the following, diagrams and tables are listed that supplement the analysis of
the descriptor properties with respect to different parameter sets.

A.6.1. Robustness to Distortions

The change in feature vector distance under random displacement was analyzed
with respect to the amount of rotation in Section 4.4.1 on page 120. Here,
additional diagrams showing the measured distance when using different values
for the weighting σd of the gradient vectors are shown. The value for σd and g
are shown in the diagram headings. The width of the desriptor δ is indicated by
the color of the line and denoted as w in the legend. The value for r2, denoted
as r2 in the legend, is not indicated in the plot for clearer view. However, it can
be determined by the slope of the curve: The steeper the curve, the larger r.
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A.6.2. Classification Performance

The classification performance of the feature vector was analyzed in detail for
all parameter combinations determined in the parameter preselection detailed
in Section 4.4.2 on page 123. On the next page, the relative distributions of true
and decoy feature vector distances is shown in several plots for all parameter
sets. As before, the pink line corresponds to the distribution of true matches,
while the blue line corresponds to the distribution of decoy matches. On fol-
lowing page, a table lists a summary of the properties of the distributions. The
table gives exact values for the minimum (Min.), 25 % quantile (25%), the me-
dian (Med.), the mean, the 75 % quantile (75%), the maximum (Max.), and
the standard deviation (Std. Dev.) of the distributions. The following two
pages give the same information — plots and a table — for the distribution of
the sample distinctiveness values as explained in Section 4.4.3 on page 130.
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Sample distribution plots for distance values
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Sample distribution properties for distance values

Title Min. 25% Med. Mean 75% Max. Std. Dev.

I0 R1 W5 decoy 0.172 0.346 0.378 0.377 0.407 0.574 0.048
I0 R1 W5 query 0.081 0.193 0.217 0.222 0.246 0.409 0.041
I0 R1 W6 decoy 0.104 0.325 0.348 0.350 0.373 0.550 0.041
I0 R1 W6 query 0.053 0.168 0.193 0.199 0.223 0.392 0.042
I0 R2 W4 decoy 0.249 0.504 0.547 0.540 0.582 0.723 0.059
I0 R2 W4 query 0.152 0.266 0.295 0.298 0.325 0.528 0.046
I0 R2 W5 decoy 0.177 0.468 0.497 0.496 0.523 0.734 0.048
I0 R2 W5 query 0.081 0.221 0.250 0.255 0.284 0.488 0.047
I0 R2 W6 decoy 0.106 0.432 0.455 0.458 0.479 0.667 0.045
I0 R2 W6 query 0.053 0.199 0.231 0.237 0.268 0.484 0.052
I0 R2 W7 decoy 0.110 0.398 0.419 0.424 0.445 0.602 0.045
I0 R2 W7 query 0.080 0.190 0.224 0.230 0.264 0.498 0.056
I0 R3 W3 decoy 0.311 0.567 0.630 0.622 0.686 0.820 0.080
I0 R3 W3 query 0.199 0.352 0.384 0.385 0.419 0.585 0.052
I0 R3 W4 decoy 0.251 0.553 0.593 0.586 0.623 0.775 0.057
I0 R3 W4 query 0.160 0.275 0.304 0.308 0.338 0.569 0.047
I0 R3 W5 decoy 0.176 0.509 0.535 0.535 0.561 0.778 0.049
I0 R3 W5 query 0.078 0.231 0.264 0.269 0.301 0.510 0.051
I0 R3 W6 decoy 0.111 0.467 0.489 0.492 0.515 0.691 0.047
I0 R3 W6 query 0.057 0.214 0.250 0.254 0.288 0.501 0.055
I0 R3 W7 decoy 0.112 0.430 0.452 0.456 0.479 0.630 0.047
I0 R3 W7 query 0.084 0.207 0.243 0.249 0.285 0.575 0.059
I0 R4 W3 decoy 0.311 0.602 0.663 0.655 0.715 0.843 0.078
I0 R4 W3 query 0.209 0.357 0.389 0.390 0.424 0.592 0.053
I0 R4 W4 decoy 0.254 0.584 0.620 0.614 0.648 0.840 0.055
I0 R4 W4 query 0.164 0.280 0.312 0.316 0.348 0.583 0.050
I0 R4 W5 decoy 0.179 0.536 0.560 0.561 0.585 0.788 0.049
I0 R4 W5 query 0.083 0.239 0.274 0.279 0.311 0.510 0.053
I0 R4 W6 decoy 0.107 0.490 0.513 0.515 0.538 0.717 0.048
I0 R4 W6 query 0.057 0.225 0.261 0.266 0.301 0.539 0.057
I0 R4 W7 decoy 0.112 0.451 0.473 0.477 0.500 0.654 0.048
I0 R4 W7 query 0.088 0.218 0.257 0.261 0.298 0.591 0.060
I1 R1 W5 decoy 0.304 0.537 0.577 0.574 0.615 0.774 0.059
I1 R1 W5 query 0.147 0.301 0.331 0.333 0.363 0.589 0.050
I1 R1 W6 decoy 0.291 0.510 0.540 0.539 0.568 0.746 0.048
I1 R1 W6 query 0.155 0.267 0.295 0.299 0.326 0.572 0.048
I1 R2 W4 decoy 0.399 0.705 0.756 0.749 0.799 0.924 0.067
I1 R2 W4 query 0.217 0.383 0.416 0.418 0.453 0.692 0.054
I1 R2 W5 decoy 0.310 0.672 0.704 0.702 0.733 0.872 0.051
I1 R2 W5 query 0.212 0.327 0.359 0.363 0.396 0.626 0.052
I1 R2 W6 decoy 0.291 0.625 0.650 0.652 0.675 0.835 0.046
I1 R2 W6 query 0.188 0.294 0.328 0.333 0.365 0.597 0.054
I1 R3 W4 decoy 0.404 0.756 0.803 0.795 0.841 0.963 0.062
I1 R3 W4 query 0.247 0.389 0.424 0.428 0.467 0.709 0.057
I1 R3 W5 decoy 0.312 0.714 0.744 0.741 0.769 0.936 0.049
I1 R3 W5 query 0.227 0.335 0.370 0.376 0.412 0.645 0.058
I1 R3 W6 decoy 0.294 0.662 0.684 0.687 0.709 0.864 0.046
I1 R3 W6 query 0.189 0.305 0.342 0.346 0.381 0.599 0.057
I1 R4 W4 decoy 0.406 0.787 0.832 0.822 0.864 0.981 0.059
I1 R4 W4 query 0.248 0.393 0.427 0.433 0.475 0.739 0.059
I1 R4 W5 decoy 0.315 0.741 0.767 0.765 0.791 0.941 0.047
I1 R4 W5 query 0.226 0.342 0.379 0.384 0.424 0.637 0.058
I1 R4 W6 decoy 0.295 0.682 0.703 0.707 0.728 0.885 0.046
I1 R4 W6 query 0.203 0.314 0.354 0.359 0.398 0.635 0.061
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Sample distribution plots for distinctiveness values
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Sample distribution properties for distinctiveness values

Title Min. 25% Med. Mean 75% Max. Std. Dev.

I0 R1 W5 decoy 0.625 0.943 0.972 0.959 0.988 1.000 0.040
I0 R1 W5 query 0.272 0.517 0.588 0.609 0.685 0.999 0.129
I0 R1 W6 decoy 0.636 0.943 0.972 0.960 0.988 1.000 0.039
I0 R1 W6 query 0.225 0.494 0.571 0.591 0.670 1.000 0.133
I0 R2 W4 decoy 0.659 0.955 0.977 0.968 0.991 1.000 0.033
I0 R2 W4 query 0.303 0.499 0.558 0.576 0.636 0.999 0.112
I0 R2 W5 decoy 0.701 0.959 0.979 0.970 0.991 1.000 0.030
I0 R2 W5 query 0.244 0.462 0.527 0.545 0.607 0.997 0.118
I0 R2 W6 decoy 0.673 0.959 0.979 0.970 0.992 1.000 0.030
I0 R2 W6 query 0.235 0.463 0.539 0.557 0.633 1.000 0.131
I0 R2 W7 decoy 0.724 0.960 0.980 0.971 0.992 1.000 0.028
I0 R2 W7 query 0.246 0.486 0.577 0.589 0.674 1.000 0.139
I0 R3 W3 decoy 0.723 0.952 0.977 0.966 0.990 1.000 0.034
I0 R3 W3 query 0.322 0.561 0.625 0.640 0.707 0.999 0.112
I0 R3 W4 decoy 0.725 0.960 0.980 0.971 0.992 1.000 0.030
I0 R3 W4 query 0.293 0.477 0.535 0.553 0.606 1.000 0.110
I0 R3 W5 decoy 0.692 0.963 0.981 0.973 0.992 1.000 0.028
I0 R3 W5 query 0.266 0.454 0.522 0.539 0.600 0.999 0.121
I0 R3 W6 decoy 0.673 0.963 0.982 0.973 0.992 1.000 0.027
I0 R3 W6 query 0.254 0.467 0.546 0.563 0.638 0.999 0.132
I0 R3 W7 decoy 0.742 0.964 0.982 0.974 0.992 1.000 0.027
I0 R3 W7 query 0.254 0.500 0.587 0.599 0.684 0.999 0.139
I0 R4 W3 decoy 0.718 0.957 0.979 0.968 0.991 1.000 0.032
I0 R4 W3 query 0.349 0.544 0.603 0.618 0.678 0.996 0.107
I0 R4 W4 decoy 0.741 0.963 0.982 0.973 0.993 1.000 0.028
I0 R4 W4 query 0.276 0.466 0.526 0.543 0.598 0.997 0.110
I0 R4 W5 decoy 0.701 0.964 0.982 0.974 0.993 1.000 0.026
I0 R4 W5 query 0.271 0.453 0.517 0.537 0.597 0.999 0.121
I0 R4 W6 decoy 0.675 0.965 0.983 0.975 0.993 1.000 0.026
I0 R4 W6 query 0.267 0.472 0.550 0.567 0.640 1.000 0.132
I0 R4 W7 decoy 0.749 0.966 0.983 0.975 0.993 1.000 0.025
I0 R4 W7 query 0.273 0.506 0.593 0.606 0.689 0.999 0.138
I1 R1 W5 decoy 0.706 0.957 0.979 0.969 0.991 1.000 0.031
I1 R1 W5 query 0.280 0.530 0.590 0.602 0.661 0.998 0.107
I1 R1 W6 decoy 0.794 0.960 0.980 0.971 0.992 1.000 0.028
I1 R1 W6 query 0.252 0.514 0.571 0.585 0.644 0.999 0.109
I1 R2 W4 decoy 0.775 0.966 0.983 0.975 0.993 1.000 0.025
I1 R2 W4 query 0.283 0.514 0.569 0.582 0.634 0.996 0.100
I1 R2 W5 decoy 0.779 0.969 0.985 0.978 0.994 1.000 0.023
I1 R2 W5 query 0.284 0.484 0.540 0.554 0.605 1.000 0.105
I1 R2 W6 decoy 0.795 0.971 0.986 0.979 0.994 1.000 0.021
I1 R2 W6 query 0.259 0.483 0.544 0.561 0.619 0.997 0.113
I1 R3 W4 decoy 0.764 0.969 0.985 0.977 0.994 1.000 0.024
I1 R3 W4 query 0.293 0.499 0.553 0.566 0.617 1.000 0.101
I1 R3 W5 decoy 0.781 0.973 0.986 0.980 0.995 1.000 0.021
I1 R3 W5 query 0.287 0.478 0.533 0.551 0.604 1.000 0.110
I1 R3 W6 decoy 0.804 0.974 0.987 0.981 0.995 1.000 0.019
I1 R3 W6 query 0.293 0.483 0.546 0.563 0.622 1.000 0.116
I1 R4 W4 decoy 0.752 0.972 0.986 0.979 0.995 1.000 0.022
I1 R4 W4 query 0.298 0.489 0.543 0.556 0.605 1.000 0.101
I1 R4 W5 decoy 0.788 0.975 0.988 0.982 0.995 1.000 0.019
I1 R4 W5 query 0.287 0.474 0.532 0.547 0.599 0.999 0.109
I1 R4 W6 decoy 0.797 0.976 0.988 0.983 0.995 1.000 0.018
I1 R4 W6 query 0.287 0.487 0.549 0.567 0.627 1.000 0.120
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A.7. Test Set

The following figures show the test set complexes and monomers utilized in
Section 5.1. There are in total 23 complexes, which contain 234 copies of 35
distinct monomers.

The first page shows — from left to right and top to bottom — the complexes
1KF6, 1E6V, 1A6D, 1NIC, 1Q5B (middle), 1GD1, 1RUZ, 1W3A, 1N6D, 1G8G, 1IJG.

The second page shows the complexes 1AW5, 1K32, 1L1F, 1GK8, 1PMA, 1MFR,
7AHL, 1H2I, 1J2P, 1SX4, 1XMV, 1FPY.

The third page shows the distinct monomers [1A6D:A], [1A6D:B], [1AW5:A],
[1E6V:AD], [1E6V:BE], [1E6V:CF], [1FPY:A-L], [1G8G:AB], [1GD1:OPQR],
[1GK8:ACEG], [1GK8:IKMO], [1H2I:A-K], [1IJG:A-L], [1J2P:A-G],
[1K32:A-F], [1KF6:AM], [1KF6:BN], [1KF6:CO], [1KF6:DP],
[1L1F:A-F], [1MFR:A-X], [1N6D:A-F], [1N6D:G-L], [1NIC:A], [1PMA:AC-O],
[1PMA:12BP-Z], [1Q5B:ABC], [1RUZ:HJL], [1RUZ:IMK], [1SX4:A-G],
[1SX4:H-N], [1SX4:O-U], [1W3A:A], [1XMV:A], [7AHL:A-G].
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A.8 Utilized Computer Progams

A.8. Utilized Computer Progams

Creating this work was supported by several computer programs. The soft-
ware siseek is written in C++ [317], using the standard C++ and the boost1

library. Furthermore, the external visualization program FlexV2, the database
SQLite3 [145], and a library providing an implementation of an R-tree4 [132]
have been used. The code of the software system was written mainly in vi5

using the version control system git6.
This work was written using LATEX and the reference manager JabRef7. Sta-

tistical evaluations were carried out using R8 [267], Microsoft Excel 20079, and
google documents10. Drawings were created in Microsoft Powerpoint 200711

and Adobe Illustrator CS4 14.0.012. Molecular drawings were created using the
computer programs UCSF Chimera13 [262] and FlexV14 in combination with
POV-ray15.

A.9. Software Architecture and Implementation

siseek is interactive and can be controlled through a command line interface
(CLI). The available commands are listed in the following Appendix A.9.1. The
implementation of siseek is split into several libraries, which encapsulate spe-
cific functionality. An overview of the software architecture is discussed in Ap-
pendix A.9.2.

A.9.1. Command Line Interface

The functionality of siseek can be invoked by issuing commands, which include
the following:

1http://www.boost.org
2http://www.biosolveit.de/flexv
3http://www.sqlite.org
4http://www2.research.att.com/~marioh/spatialindex
5http://www.vim.org
6http://git-scm.com
7http://jabref.sourceforge.net
8http://www.r-project.org
9http://office.microsoft.com/en-us/excel

10http://docs.google.com
11http://office.microsoft.com/en-us/powerpoint
12http://www.adobe.com/products/illustrator
13http://www.cgl.ucsf.edu/chimera
14http://www.biosolveit.de/flexv
15http://www.povray.org
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SELOUTP, INFO, INFO TIME, INFO DOCK, INFO SOL, SETPARAM

These commands allow for the interaction of the user with the internal status
of objects and the program. SETPARAM can be used for changing internal
parameters such as the current scoring function. The INFO* commands yield
information on all molecular objects — i. e., molecules or maps — and the output
of calculations can be redirected using SELOUTP.

READMAP, WRITMAP, READPDB, WRITEPDB, WRITEPLM, CLEAR

Atomic structures in PDB file format [364] can be read using READPDB, while
READMAP reads in density maps in Situs [365] format. CLEAR can be used to
delete all molecular objects. The WRITE* commands allow for saving molecular
objects and placements in files.

BLUR, INJECT, COPY, SET THRS, RESAMPLE, FILTER MAP, NOISE

These commands allow for altering molecular objects. COPY creates a copy of
the given molecular object, while BLUR creates a synthetic map for an atomic
structure. INJECT associates an atomic structure to a map and thereby allows
for restricting the map description to relevant parts. SET THRS alters the
isosurface threshold of the map, RESAMPLE resamples the map using trilinear
interpolation, and NOISE adds white Gaussian noise to a map. FILTER MAP
applies a filter to a map — available filters include the sampled Gaussian, the
discrete Gaussian, the first partial derivative of the Gaussian, the Sobel, the
Harris, the Difference of Gaussians, the Laplacian of Gaussian, and the sinc
filter.

SIFT, DOCK, RESCORE, CLUSTER, OPTIMIZE

These commands enable the registration of maps. SIFT calculates a map de-
scription for a given molecular object and DOCK allows for docking two molec-
ular objects. The resulting placements can be RESCOREd, CLUSTERed, and
OPTIMIZEd using the provided commands. For these commands, one of the
scoring functions detailed in Section 3.5 can be selected using the SETPARAM
command (number of keypoint matches, weighted number of keypoint matches,
correlation of the maps, sum of the densities interpolated at the atom positions,
number of atoms enclosed in the current isosurface).
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DB/ADD, DB/ADD BULK, DB/CREATE IDX, DB/LOAD,
DB/EXTRACT

For molecule recognition, a database storing map descriptions has been im-
plemented. The interaction with this database is provided by the DB/* com-
mands. They allow for inserting map descriptions in the database (ADD and
ADD BULK), the creation of an index on the row ID, and the extraction of
map descriptions from the database (LOAD and EXTRACT).

DRAW, DRAWSLICE, DRAWPLM

The calculated placements can be analyzed interactively using the visualiza-
tion software FlexV [269]. DRAW allows for the depiction of molecular objects
DRAWSLICE draws slices of maps, and DRAWPLM is dedicated to displaying
molecular objects in the positions that were calculated by the registration.

A.9.2. Software Architecture

The software is implemented in C++ [317] and divided into libraries as shown
in Figure A.1. All but the external libraries were genuinely implemented by the
author of this work.

The external libraries are used throughout siseek and include the C++ stan-
dard template library [236], the boost library [386], an R-tree [132], and a
database [145]. Furthermore, the stand-alone external display program FlexV
[269] is used to interact with the user.

The basis of siseek is the math library, which supplies functionality for 3D
linear algebra. It includes representations for a 3D vector, a point, a matrix,
a rotation, a 3D box, an icosahedron, and a sphere. It also comprises the
implementation of the 3D orientation histogram and the geodesic grid introduced
in Section 3.3.1 on page 73 and Section 3.3.2 on page 77. Additionally, methods
for the efficient computation of the RMSD [270] between two sets of points and
means for creating random 3D vectors are provided. Furthermore, methods
for computing the 3D Delaunay triangulation of a set of points are included,
which were used in a first prototype [124]. The math library also provides
an abstract implementation of clustering algorithms, which allow for analyzing
any set of objects given a suitable metric on the objects. Furthermore, an
abstract implementation of the Monte Carlo optimization method is provided.
The math library also contains a graph representation and an implementation
of an algorithm for finding maximal cliques in these graphs [40].

The libraries containing map and molecule representations both rely on the
math library. The molecule library provides basic functionality for representing
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Figure A.1 – Software architecture
siseek is implemented in C++ [317] and divided into libraries. It uses the ex-
ternal C++ standard template library and the boost library [386], which pro-
vide basic functionality. Furthermore, the external display program FlexV [269],
a database [145] (SQLite) and an R-tree implementation [132] (SpatialIndex) are
included. The foundation for the functionality of the software is formed by the map
and molecule library, which both rely on the math library. Map representations
are generated by the SIFT library, which solely relies on the map and math library.
The functionality for registration and recognition is based on the MoleculeObject,
which is a facade providing and enriching access to objects of the map and molecule
libraries. User interaction with siseek is facilitated through a menu, which is based
on an abstract implementation of a command line interface. Three-dimensional
scenes can be exported by the drawing library and either be displayed by the ex-
ternal program FlexV or other programs. ( c© A. Griewel)
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molecular structures, i. e., atoms along their properties and their connectivity.
Furthermore, it contains the functionality for creating synthetic maps. The map
library provides an efficient representation of electron density maps sampled on
a cubic grid. It enables efficient filtering by exploiting filter properties such as
separability [115]. Since all libraries are modular and encapsulate functionality,
it is possible to easily use libraries of siseek in other software. This has been
done with the map library, which forms the basis of DoGSite [348], a software
for the detection of active sites of proteins.

The SIFT library encapsulates functionality for the automated computation
of map descriptions. It relies solely on the map and math libraries and enables
the computation of map representations. Furthermore, it provides the function-
ality for saving SIFT objects in a database. All SIFT functionality except the
orientation histogram and geodesic index are located in this module. The latter
two are generic objects, which can well be used in other modules and are thus
situated in the math library.

Registration and recognition both rely on the MoleculeObject, which is a
facade encapsulating access to the relevant objects of the map, molecule, and
SIFT libraries. Both registration and recognition solely use functionality from
the SIFT library, however, the MoleculeObject also provides access to the basic
objects map and molecule for, e. g., displaying solutions in the external viewer.

The user interacts with the software through a menu, which is based on an
abstract implementation of a CLI. Using the draw library, it is possible to dis-
play molecules and maps using the visualization program FlexV, which has been
altered for efficiently displaying macromolecular objects, i. e., proteins and elec-
tron density maps. For this purpose, an implementation of the marching cubes
algorithm [215] was added to the software, which allows for displaying isosurfaces
of electron density maps.
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Structure of a Chaperonin GroEL-Protein Substrate Complex by Cryo-
electron Microscopy. J Mol Biol, 348(1):219–230, 2005. 150

[88] M. Ferrant, S. K. Warfield, A. Nabavi, F. A. Jolesz, and R. Kikinis. Reg-
istration of 3D Intraoperative MR Images of the Brain Using a Finite
Element Biomechanical Model. In S. L. Delp, A. M. DiGioia, and B. Jara-
maz, editors, Proceedings of the Third International Conference on Medi-
cal Image Computing and Computer-Assisted Intervention, volume 1935 of
Lecture Notes in Computer Science, pages 19–28, Berlin, Germany, 2000.
Springer. 10

[89] B. Fischer and J. Modersitzki. Ill-posed medicine – an introduction to
image registration. Inverse Prob, 24(3):034008, 2008. 9

[90] E. Fischer. Einfluss der Configuration auf die Wirkung der Enzyme. Ber
Dtsch Chem Ges, 27(3):2985–2993, 1894. 28

[91] M. A. Fischler and R. C. Bolles. Random sample consensus: A paradigm
for model fitting with applications to image analysis and automated car-
tography. Commun ACM, 24(6):381–395, 1981. 17

[92] J. M. Fitzpatrick, D. L. G. Hill, and C. R. M. Jr. Image Registration.
In J. Beutel and M. Sonka, editors, Handbook of Medical Imaging: Medi-
cal Image Processing and Analysis, volume 2 of Press Monograph Series,
chapter 8, pages 447–514. SPIE Press, Bellingham, WA, 2000. 10

[93] I. Foster. Designing and building parallel programs: concepts and tools for
parallel software engineering. Addison-Wesley, Boston, MA, 1995. 185,
192

241



REFERENCES

[94] J. Frank. Three-Dimensional Electron Microscopy of Macromolecular As-
semblies. Oxford University Press, New York, NY, 2006. 1, 2, 3, 37, 45,
61, 65

[95] J. Frank. Single-particle reconstruction of biological macromolecules in
electron microscopy – 30 years. Q Rev Biophys, 42(3):139–158, 2009. 45,
51, 149

[96] J. Frank and R. K. Agrawal. A ratchet-like inter-subunit reorganization
of the ribosome during translocation. Nature, 406(6793):318–322, 2000.
49

[97] S. Frantz. Local and Semi-Global Approaches to the Extraction of 3D
Anatomical Landmarks from 3D Tomographic Images. Akademische Ver-
lagsgesellschaft Aka GmbH, Berlin, Germany, 2001. 14

[98] W. T. Freeman and E. H. Adelson. The design and use of steerable filters.
IEEE Trans Pattern Anal Mach Intell, 13(9):891–906, 1991. 18

[99] F. Förster, B.-G. Han, and M. Beck. Visual proteomics. Methods Enzymol,
483:215–243, 2010. 1, 10, 19, 50, 61

[100] W. Förstner. A feature based correspondence algorithm for image match-
ing. Int Arch Photogram Rem Sens, 26(3):150–166, 1986. 15

[101] W. Förstner and E. Gülch. A fast operator for detection and precise lo-
cation of distinct points, corners and centres of circular features. In Pro-
coceedings of the ISPRS Intercommission Conference on Fast Processing
of Photogrammetric Data, pages 281–305, 1987. 15

[102] I. S. Gabashvili, R. K. Agrawal, C. M. Spahn, R. A. Grassucci, D. I.
Svergun, J. Frank, and P. Penczek. Solution structure of the E. coli 70S
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