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Abstract

In deterministic environments object detection and recognition are based on the
assumption that object categories are known. However, in unexplored environments
these assumptions cannot be fulfilled since there is not enough prior information
about what kinds of objects and how many objects there are. Thus the execution of
computer vision tasks in such environments requires the ability of detecting category-
independent objects and discovering novel object categories.

In this thesis, a set of novel methods is presented to explore objects and categories
in unexplored environments. The first step to achieve this is to detect objects,
then to recognize objects belonging to known categories. If there are unknown
objects, these object should be clustered as new categories, and be described and
be related to known categories. Thus the proposed methods in this thesis can be
separated into two parts that concern the problems of category-independent object
detection and novel object category discovery, respectively. When humans explore
an environment, 3D information is indispensable in addition to 2D information.
Therefore, the presented methods are all based on multimodal data (i.e. the 2D
images and 3D point clouds).

Concerning the first problem, most existing methods either can only detect one
object per image or need to sample a large number of regions to cover multiple ob-
ject instances. This thesis first proposes a set of novel category-independent object
features that describe an object on a stand-alone instance regardless of its category.
Based on these features, a cross-modal co-segmentation method is proposed to si-
multaneously segment paired images and 3D point clouds which are obtained by
RGB+D cameras, and to detect and localize multiple category-independent object
instances without sampling extra regions. A new discriminative model is designed,
namely cross-modal higher-order Conditional Random Field model, which consists
of unimodal and cross-modal terms. Unimodal terms include unary, pair, and higher
order potentials, which are computed from the new category-independent features.
Cross-modal terms add global constraints that keep the cross-modal spatial con-
sistency in both 2D and 3D space. The category-independent object detection is
treated as a labeling process with three kinds of labels (i.e. the object, the back-
ground and the boundary). Taking advantage of these labels, single object instances
can be separated efficiently from a resulting labeled map. By comparison with state-
of-the-art methods, experimental results on a public RGB+D dataset show that the
proposed method yields a promising performance.
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After localizing objects in an unexplored environment, a dynamic category hier-
archy is proposed to improve object recognition and discover novel categories for the
second problem. First, multimodal object attributes are extended from 2D ones to
describe objects since they have excellent generalizability across categories, by which
novel categories can also be depicted. Then a supervised hierarchical latent Dirichlet
allocation model (shLDA) is presented to organize a large scale number of categories.
A category hierarchy is an inherent structure in the human mind, and more impor-
tantly it can dynamically change. However, existing methods concern building static
category hierarchies. In this thesis, a novel framework is presented to build such a
dynamic hierarchy based on the multimodal attributes and the shLDA model. The
framework can effectively recognize objects belonging to known categories and can
detect and distinguish objects belonging to unknown categories. After discovering
novel categories, the framework can integrate them into the hierarchy and construct
a new one, thus forming a dynamic category hierarchy. Experiments first demon-
strate the improvement of multimodal attributes with respect to 2D ones. Then they
show the promising performance of object recognition and novel category discovery
by comparing with state-of-the-art methods. Moreover, this novel framework can
find the most representative object attributes to compactly describe objects.

Finally we draw some conclusions, and discuss limitations of the presented work
and suggest the directions for future work.



Kurztassung

In abgeschlossenen Umgebungen basieren Objektdetektion und Identifizierung oft
auf der Annahme, dass Objektkategorien vorab bekannt sind. Allerdings kann diese
Annahme in unbekannten Umgebungen nicht erfiillt werden, da die Art und Anzahl
der Objekte unbekannt ist. Aus diesem Grund wére fiir die maschinelle Bildver-
arbeitung in solchen Umgebungen die Fahigkeit wichtig, unabhangig von bereits
bekannten Kategorien Objekte im Bild zu detektieren und neue Objektkategorien
zu entdecken.

In dieser Arbeit wird eine Reihe neuer Methoden vorgestellt, um Objekte und
Kategorien in unbekannten Umgebungen zu erforschen. Den ersten Schritt stellt
hierbei die Detektion der Objekte dar. Es folgt die Klassifikation derjenigen Objekte,
die zu den bekannten Kategorien gehéren. Wenn unbekannte Objekte existieren,
sollen fiir diese neue Kategorien entdeckt und mit den bereits bekannten Kategorien
in Verbindung gebracht werden.

Somit lassen sich die in dieser Arbeit behandelten Methoden in zwei Klassen
unterteilen, zum FEinen mit dem Ziel der Kategorie-unabhangigen Objekterken-
nung und zum Anderen mit dem Ziel der Entdeckung neuartiger Objektkategorien.
Wenn eine Umgebung erkundet wird, sind neben den 2D-Informationen die 3D-
Informationen unverzichtbar. Daher basieren die vorgestellten Methoden auf multi-
modalten Daten (2D-Bildern und 3D-Punktwolken).

Im Hinblick auf die erste Problemstellung konnen die meisten bekannten Verfahren
entweder nur ein Objekt pro Bild erkennen oder mehrere Objektinstanzen nur beim
Erproben einer groflen Anzahl von Regionen bestimmen. Diese Arbeit fithrt zuerst
eine Reihe von neuen Kategorie-unabhéngigen Objekteigenschaften ein, die ein Ob-
jekt unabhangig von dessen Kategorie als eine eigenstandige Instanz beschreiben.
Basierend auf diesen Merkmalen wird eine ,,intermodale“ Segmentierungs-Methode
vorgestellt, um gleichzeitig Bilddaten und 3D-Punktwolken zu verarbeiten. Diese
werden durch RGB+D-Kameras erzeugt. Somit konnen mehrere Kategorie-unabhéngige
Objekt-Instanzen ohne die Erprobung zusatzlicher Regionen erkannt und zu lokalisiert
werden. Es wird ein neues Entscheidungs-Modell entwickelt, das ,,Cross-Modal
Higher-Order Conditional Random Field Model“. Dieses verwendet sowohl ,,uni-
modale® als auch ,,intermodale“ Merkmale. ,,Uni-modale“ Merkmale beschreiben
Potentiale verschiedener Ordnung, die von den entwickelten Kategorie-unabhangigen
Merkmalen berechnet werden. ,Intermodale® Merkmale definieren globale Bedin-
gungen, um die Integritat der Daten im 2D-und 3D-Raum zu sichern. Die Kategorie-
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unabhangige Objekterkennung wird als Klassifizierungsvorgang der Regionen in drei
Klassen (Objekt, Hintergrund und Grenze) behandelt. Unter Ausnutzung dieser
Kennzeichnung konnen einzelne Objektinstanzen effizient aus der resultierenden
Karte isoliert werden. Ein Vergleich mit den géngigen Methoden fiir diese Problem-
stellung zeigt die Leistungsfahigkeit des entwickelten Verfahrens. Dieser Vergleich
erfolgt unter Verwendung eines 6ffentlich zuganglichen RGB + D Datensatzes.

Im Hinblick auf die zweite Problemstellung wird nach der Lokalisierung von Ob-
jekten in einer unbekannten Umgebung eine dynamische Kategorie-Hierarchie zur
Verbesserung Objekterkennung und zur Entdeckung neuer Kategorien eingefiihrt.
Die 2D Merkmale werden zur Objektbeschreibung zu multimodalen Objektattributen
erweitert, da diese eine sehr gute Generalisierbarkeit versprechen und somit auch
neuartige Kategorien formuliert werden kénnen. Die grofle Anzahl an Kategorien
wird in einem ,,supervised hierarchical latent Dirichlet allocation model (shLLDA)“
organisiert. Eine Kategorie-Hierarchie ist eine inharente Struktur des menschlichen
Gehirns, die sich dynamisch dndert. Allerdings implementieren die bisherigen Meth-
oden den Aufbau von statischer Kategorie-Hierarchien. In dieser Arbeit wird ein
neuartiges Framework vorgestellt, um eine dynamische Hierarchie basiert auf den
multimodalen Attributen und dem shLDA Modell zu erzeugen. Das Framework kann
die zu bekannten Kategorien gehorenden Objekte effektiv erkennen und kann auch
die zu unbekannten Kategorien gehorenden Objekte erkennen und unterscheiden.
Nach der Entdeckung neuer Kategorien kann das Framework diese in die bestehende
Hierarchie integrieren und eine neue erzeugen, wodurch eine dynamische Kategorien-
Hierarchie entsteht.

Experimente demonstrieren zuerst die Verbesserung der multimodalen Attribute
gegeniiber 2D-Merkmalen. Die Leistung der Objekterkennung und Entdeckung
neuartiger Kategorien wird durch den Vergleich mit gangigen Methoden gezeigt.
Dariiber hinaus kann dieses neuartige Framwork die relevanten Objektattribute in
einer kompakten Form beschreiben.

In einem Fazit werden die Einschrankungen der beschriebenen Verfahren disku-
tiert und es wird ein Ausblick auf mogliche zukiinftige Forschungsrichtungen gegeben.
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Chapter

Introduction

1.1. Motivation

This thesis presents novel methods for exploring objects and categories in unex-
plored environments based on multimodal data, which include object detection and
category discovery. Human beings have an amazing ability to quickly find unfamiliar
objects and relate them with similar object categories, by which people can explore
our world. This ability is also important for artificial intelligent systems. For ex-
ample, when robots work in an unexplored environment, it is not guaranteed that
all objects in such an environment have been learned by the robots. Hence, robots
need to learn new objects belonging to novel categories based on their knowledge of
known object categories. As shown in Fig. 1.1, one can image such a scene where
a robot is asked to deliver a cup of coffee from the kitchen to the meeting room.
However, the robot has never been in this kitchen before and consequently does not
know any objects in it. Actually, there is no cup but many mugs. The robot only
has knowledge about the cup category, so it cannot find the object that it needs
and therefore cannot continue its tasks. If the robot is equipped with an intelligent
method which endows it with the ability of automatically learning novel categories
from known knowledge, it can learn this new mug category from the knowledge
about the cup category. Furthermore, if this intelligent method can further find the
relationship between the mug category and the cup category, which have the same
superordinates as container, the robot would know the mug can also be used to fill
coffee in and then it can continue with the following steps.

However, to develop such an intelligent method is an extremely challenging task.
From this example, we found several key points to execute such a complex task.
First the robot should detect and localize all objects in which it is interested. Then
it should describe these objects to recognize objects it knows and cognize objects
it does not know. The new objects should be connected to the knowledge of the
robot to discover their characteristics and functions for the following steps. Thus
this complex task can be divided into three sub-problems.
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Find the
kitchen

Identify
the mug
and
replace

the cup

Continue with
other steps

Figure 1.1.: An example of the necessity of learning to discover novel categories in
unexplored environments.

In general, a complex environment contains more than one object which increases
the complexity of object recognition. Furthermore, when these objects are placed
messily, one object may be occluded by others, which also obstructs object recog-
nition. Therefore, the first step of categorizing more than one object is usually to
segment a scene into several parts. Each part only involves one object. However, this
segmentation problem is also a challenging and open problem due to similar objects,
clutter backgrounds and occlusion. Although many methods have been proposed to
effectively segment images (e.g. Stein et al. (2008), Bagon et al. (2008)), the segmen-
tation based on only images cannot achieve a promising performance for complicated
scenes yet, which motivates this thesis to resort to multimodal data. Therefore in
this thesis, the presented work is based on multimodal data (i.e. 2D images and 3D
point cloud data). The 3D data can complement 2D data well. When one object is
occluded by others and is difficult to segment it in an image, its 3D point cloud may
be easily segmented. If two objects look similar, their positions in 3D are different
and are easily distinguished.

Since the aim of this thesis is to explore novel categories, it is necessary to develop
efficiently generalizable descriptions for objects, which can transfer the knowledge
from known categories to those unknown categories. This is also a challenging
problem. The object attribute is a good description which was originally proposed
by Farhadi et al. (2009) and Lampert et al. (2009b) and is widely used in the
literature. However, in current literature object attributes are based on images. For
some attributes, extracting them from 3D space is more efficient; especially in case
of shape attributes.



1.2 Related Work

How to organize categories in an efficient manner is also a key problem for present-
ing the relationship of object categories. Besides describing novel categories using
generalizable object attributes, determining category relationships is also useful for
deriving object functions for further work.

The aforementioned three sub-problems simulate the human cognitive procedure.
Let us recall the human cognitive procedure of discovering novel categories from
a mass of objects. For example, when someone enters a strange kitchen to find
something, he will focus on different objects and then recognize which known object
he needs or find some new objects as substitutes. According to this procedure,
it is natural to divide these problems into two sub-tasks, detecting and localizing
category-independent objects, and distinguishing and categorizing novel objects. In
this thesis, the presented work corresponds to these two sub-tasks. The first sub-
task is to solve the first problem of segmentation, and the second sub-task is to solve
the last two problems, generalized object description and category organization.

1.2. Related Work

In this section we consider the aforementioned problems as a whole and introduce the
common way of how to solve them. This problem is a key issue for many computer
vision tasks, so a lot of research has carried out on different methods trying to solve
this problem. These methods have similar procedures, which is illustrated by the
block diagram shown in Fig. 1.2.

At first, most methods separately present objects by unsupervised segmentation
(e.g. Lee and Grauman (2012), Russell et al. (2006), Sivic et al. (2008)), or given
bounded boxes (e.g. Fritz and Schiele (2008)), or saliency detection (e.g. Li et al.
(2010e)). Subsequently, a set of features is extracted from these objects, followed by
the next step of clustering similar objects into one category. Besides these common
steps, some methods can refine the segmentation of objects by the discovered results
(e.g. Lee and Grauman (2009), Russell et al. (2006)), and some methods also output
corresponding classifiers for different object categories (e.g. Grauman and Darrell
(2006)).

These methods can be categorized into different classes from different aspects.
At the first step, most methods employed different technologies to present objects
separately, while others omit this step by directly extracting features from the whole
image (e.g. Kim et al. (2008), Liu and Chen (2007b)). By presenting objects sepa-
rately, several advantages can achieved. The extracted features can be confined to
single objects, avoiding the influence of other objects or background, which can im-
prove the performance of clustering results. As shown in Lee and Grauman (2012),
segmenting an image into different parts, where each part contains one object, can
model the interaction between different parts. Through this, the relationship be-
tween known categories and unknown categories can be obtained, which forms an
object graph leading to practical improvements of category discovery. In Li et al.
(2010e), the foreground objects to be discovered are detected by saliency, which
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Figure 1.2.: A classical block diagram of novel category discovery.

causes the method to focus on those parts with higher objectiveness. In Bodesheim
(2011), the author employed a generic object detector to find regions of interest to
avoid the influence of background. However, the results of these methods rely on
the performance of segmentation or saliency detection. The inaccurate segments
and salient regions may cause some outliers at the next clustering step, which may
reduce the accuracy of novel category discovery. On the other hand, those methods
that directly extract different features, such as SIFT from a whole image (e.g. Liu
and Chen (2007b), Lou et al. (2010)), HoG (e.g. Winn and Jojic (2005)), match fea-
tures across images and subsequently filter out the parts with lower correspondence
of features. Then the clustering is based on those well-matched features to discover
object categories. These methods rely entirely on features matching, therefore the
mismatched features may result in failed object discovery.

Different methods also extract different features to describe objects. Many ex-
cellent features have been proposed for describing visual appearance, such as SIFT
(Lowe (2004)), MSER (Matas et al. (2004)) and HoG (Dalal and Triggs (2005)).
Many methods employ one or more kinds of features to represent objects. For ex-
ample, Liu and Chen (2007b), Dueck and Frey (2007) and Grauman and Darrell
(2006) only utilize SIFT features, while Cho et al. (2010) consider MSER and SIFT
simultaneously. Although these methods achieve some good results, the mismatched
features still decrease the accuracy of object category discovery. Recently, a new
‘bag of feature” has been proposed in Fei-Fei and Perona (2005). The bag of feature
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constructs a set of visual words which forms a vocabulary, then an image or object
is composited by a subset of this vocabulary. Since the bag of feature can integrate
different kinds of features and be represented in a concise manner, many meth-
ods employ it to describe objects, such as (Pineda et al. (2010), Lee and Grauman
(2012), Sivic et al. (2008), Kim et al. (2008), Lou et al. (2010), Russell et al. (2006),
Fritz and Schiele (2008)). However, the bag of feature ignores the spatial relation-
ship among features, which is an important aspect for the presence of objects in an
image. Therefore in Lee and Grauman (2012) the proposed method also takes into
account the spatial relationship among objects. The aforementioned features are
all non-semantic, which cannot endow the discovered object categories with specific
semantic meanings. Therefore, more recently some methods have been using object
semantic attributes to describe objects. For example, in Rohrbach et al. (2010)
the authors employed the algorithm proposed in Lampert et al. (2009b) to generate
object semantic attributes and then made use of linguistic knowledge to provide the
semantic links between known and unknown object categories for discovering novel
object categories.

Different clustering techniques are employed by different methods in the clustering
step. The two most popular clustering techniques for unsupervised object discov-
ery are the latent variables methods (Russell et al. (2006), Liu and Chen (2007b),
Fritz and Schiele (2008), Li et al. (2010e), Bodesheim (2011)) and spectral clus-
tering schemes (Lee and Grauman (2012), Grauman and Darrell (2006), Lee and
Grauman (2009), Kim et al. (2008), Pineda et al. (2010), Triebel et al. (2010)).
The latent variables methods are also referred as discrete independent component
analysis, including Latent Dirichlet Allocation (Blei et al. (2003)), Probabilistic La-
tent Semantic Analysis (Hofmann (1999)), and simple Gaussian Mixture Models
(Reynolds (2008)). A good introduction to this topic can be found in Buntine and
Jakulin (2006). The spectral clustering is a family of techniques relying on the
eigen-decomposition of a modified similarity matrix, which can be roughly divided
into two categories, the Laplacian eigenmap (Belkin and Niyogi (2003)) and Kernel
Principle Components Aanlysis (Bengio et al. (2004)). In Tuytelaars et al. (2010)
the authors gave a comprehensive review of unsupervised object discovery based on
these two major clustering techniques. Besides them, other clustering techniques are
also used. In Dueck and Frey (2007), the author employed the affinity propagation
clustering (Frey and Dueck (2007)) to find a better exemplars to represent object
categories. The information bottleneck (Slonim and Tishby (1999)) and locality-
sensitive hashing (Cohen et al. (2001)) methods are also used for clustering novel
object categories in Lou et al. (2010) and Pineda et al. (2010) respectively. The
most relevant clustering method used in this thesis was also used in Sivic et al.
(2008) where the authors employed a hierarchical model to cluster and organize
object categories which can yield relationships among categories.

After clustering and discovering novel object categories, some methods explicitly
provide a classifier for each category. For example, in Grauman and Darrell (2006),
the algorithm outputs a set of classifiers trained from the clustered objects to recog-
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nize the novel categories from images. Some methods provide feedback for refining
object segmentation. For example, in Russell et al. (2006), the segments are sorted
by outputs of the topic model algorithm and the better object segmentation can
be obtained by choosing the segments with high scores from the pool of segments
obtained by multiple segmentations.

Most of these methods are based on 2D images. However, in 3D scene unsuper-
vised object category discovery is also important for many tasks, such as object
mapping (e.g. Herbst et al. (2011)) and robot navigation (e.g. Modayil and Kuipers
(2004)). To discover novel object categories, it is necessary to provide multiple ob-
ject instances in different space or time. Most of the aforementioned methods use
different images containing the same object category to discover this category. But
the temporal difference is also useful for discovering novel categories, especially in
dynamic environments (e.g. Modayil and Kuipers (2004)) or in a visual tracking
system (e.g. Liu and Chen (2007a)).

The methods mentioned here are related to the method proposed in this thesis,
however, there are significant differences between them. First, the proposed method
employs a more elaborate algorithm to efficiently and accurately segment objects
from the background. Note that the segmented objects are not all foreground objects
but those objects to be discovered, which are interesting to the whole method and
users. By this, the object descriptions are more precise and will yield more accurate
results for novel category discovery. Second, the proposed method employs both non-
semantic features and semantic object attributes to describe objects, which provide
not only accurate descriptions but also semantic meanings for those discovered novel
categories, which is extremely helpful for the next reasoning tasks. Last but not
least, the presented work also constructs an efficient hierarchical category structure
which is similar to human cognition for learning novel categories and improves the
performance of category discovery.

1.3. Category-independent Objects Detection

Similarly to most methods mentioned above, the presented work in this thesis also
detects objects before discovering novel object categories. In a complex environ-
ment, objects are various and background is cluttered. Thus directly extracting
features to describe each object is inevitably influenced by background due to simi-
lar color, shape and texture. Although many excellent features can be extracted to
match objects across images, there are still some mismatched results lowering the
performance of object discovery. By segmenting objects to different parts from an
image, the extracted features avoid being affected by other objects or background.
However, the performance of object category discovery relies heavily on the accu-
racy of segmentation. Therefore, an efficient and precise segmentation method is
necessary. Moreover, if the segments used by category discovery methods are dis-
tinct from the background segments, the algorithm of novel category discovery can
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focus further on objects themselves and will have a better performance. Thus the
presented method in this thesis will detect the generic objects first.

Segmentation cannot be done based on the assumption that object categories are
known, since the aim of object discovery is to find novel object categories in un-
explored environments. In such an environment, there must be some objects that
belong to unknown categories, except objects belonging to known categories. Thus
a category-independent object detector is really needed. On the one hand, although
there are many excellent category-specific detectors that achieve promising results
(e.g. Lampert et al. (2009a), Lehmann et al. (2009), Torralba et al. (2007)), they
are not suitable for the problem in this thesis. Because these methods need to train
a specific detector for each category, they cannot be applied to those unknown ob-
jects. Consequently, when there are objects of unknown categories, these methods
cannot correctly detect and localize them. On the other hand, the unsupervised seg-
mentation methods are also not suitable for category-independent object detection.
Although a lot of unsupervised segmentation methods are widely used in the com-
puter vision community (e.g. Shi and Malik (2000), Felzenszwalb and Huttenlocher
(2004)), they cannot guarantee that each segment contains an entire object because
an object may be broken by oversegments.

In a complex environment, the influence comes not only from the cluttered back-
ground, but also from other foreground objects since there may be too many ob-
jects. To obtain good object segments for object category discovery, the category-
independent detector should only detect objects of interest. Recently, a set of
category-independent object detectors have been proposed based on various meth-
ods, such as object ranking (e.g. Alexe et al. (2010), Rahtu et al. (2011)), saliency
detection (e.g. Feng et al. (2011), Liu et al. (2011b)), and structure segmenta-
tion(e.g. Endres and Hoiem (2010), Collet et al. (2011)). However, due to the
limitations that object ranking methods cannot achieve sufficient accuracy, saliency
detection can only detect a single object per image, and the results of structure
segmentation heavily relys on initial segmentation, they need to be improved signif-
icantly before applying them to novel category discovery.

In this thesis, the proposed object detection aims at detecting and localizing
generic objects which are interesting for novel object category discovery. The pro-
posed method uses the multimodal data (i.e. 2D images and 3D point cloud data)
to enhance the performance of object detection and localization. The basic idea is
illustrated in Fig. 1.3.

This method is a kind of novel conditional random fields, namely Cross-Modal
Higher-order Conditional Random Field (CMH-CRF) model, which simultaneously
utilizes 2D and 3D oversegments as basic nodes for decreasing computational costs.
A set of new multimodal category-independent features are developed first. Then,
the CMH-CRF model is designed to integrate the 2D and 3D potentials and the
cross-modal potentials into one uniform model. After inferencing the CMH-CRF
model, the 2D and 3D labeling results are simultaneously obtained. The pixel-wise
results can then be produced by combining 2D and 3D results at pixel level. The
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Figure 1.3.: Overview of the proposed generic object detection method. From the
first row to the third row, there are the original image and point cloud,
their features and their potentials used in the proposed model. In the
fourth row, 2D and 3D labeling results are shown. By combining the
2D and 3D results at the pixel level, the final results are obtained and

shown in the fifth row.
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final results that each region only contains a single object instance can be achieved
by a simple algorithm.

1.4. Novel Categories Detection and Clustering

After detecting and localizing generic objects, the task of novel category discovery
can be executed based on these segmented regions. To discover novel object cat-
egories means no prior knowledge about the novel categories, but the knowledge
about known categories can be taken into account. Like with human beings, novel
knowledge is always derived from experience. Naturally, humans always use at-
tributes to describe objects. For example, an apple may be portrayed by a set of
attributes, such as red color, ball shape and sweet taste. Furthermore, humans will
construct a dynamic structure for all known categories to facilitate memorizing and
utilizing objects. For instance, a vase on a dining table is always looked at as a
container for arranging flowers, while it will often be regarded as an artwork when
people see it in a museum. Thus, given single object instances, there are three key
issues to the problem of category discovery, which are (a) object description, (b)
learning method and (c¢) organization of categories.

For the first issue, a generalizable description should be chosen since it must be
generalized from known categories to unknown ones. In this thesis, object attributes
are chosen because of their excellent generalizability and natural consistency to hu-
man cognition. Based on the algorithm proposed in Farhadi et al. (2009), a new set
of attributes are developed. From the semantic aspect, attributes can be divided into
two classes, the semantic attributes and the non-semantic attributes.Through the
semantic attributes, the novel categories can obtain a certain number of semantic
tags which can help us to deduce the new categories’ functions. Besides seman-
tic attributes, to accurately describe an object requires non-semantic attributes as
well. On the one hand, because of the limited knowledge one the object’s semantic
attributes and the limitation of the ability of the human language to accurately
describe an object by compact statements, the difference between objects cannot be
described only by semantic attributes, at least not by simple semantic attributes.
On the other hand, because of the limitation of computer vision, it is not easy to
obtain an attribute classifier to represent complex semantic attributes.

From the modal aspect, attributes can also be divided into two classes, the uni-
modal attributes and the multimodal attributes. In current literature, the existing
attributes are all trained from unimodal data, such as color and texture, which are
referred to as unimodal attributes in this thesis. However, some attributes cannot
be trained from only one modality. For example, training an attribute ‘cup handle’
needs texture and 3D shape features. Therefore, opposite unimodal attributes, in
this work the new multimodal attributes are first proposed, which are trained from
multimodal data.

For the second and third issue, a novel supervised hierarchical topic model is
developed to learn to discover novel categories and organize them in a dynamic
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hierarchy. The topic models (e.g. Hofmann (2001), Blei et al. (2003)) were originally
proposed for document analysis, and then they were widely extended to the field
of computer vision for unsupervised object discovery. The supervised hierarchical
topic model was developed to integrate the advantages of the supervised topic model
(Hannah et al. (2011)) and the hierarchical topic model (Blei et al. (2010)). By the
supervised method a more precise relationship among the known categories can be
built than that built by the general unsupervised topic model. By the hierarchical
method, a concise structure can be built to keep consistent with natural human
cognition of learning novel categories.

Build a ;

Annotated l_.\ Train Node | — N
Objects :'|> | 4 Catagoly Classifiers 4
Estiact Hierarchy

- Predict New
Opjects Tr Samples
Attributes

Non-annotated
N
Objects :O ]

Figure 1.4.: Block diagram of the proposed method for discovering novel object cat-
egories from dynamic category hierarchies.

A block diagram of the proposed novel category discovery method is illustrated in
Fig. 1.4. Attributes of annotated objects in the training dataset are computed based
on the extracted base features. Given these attributes, a hierarchy representing the
relationship among current categories can be built by using a supervised hierarchical
topic model. For each node in the built hierarchy a classifier can then be trained
based on those object samples assigned to this node. For new object samples, their
attributes are also computed, then node classifiers are used to determine if they
belong to known concrete categories or unseen categories. If new object samples are
corresponding to unseen categories, the proposed method can indicate their super-
ordinates and the hierarchy will branch off at appropriate nodes to generate new
paths to represent new categories. Therefore the proposed methods feed predictive
results back to the built hierarchy, by which the hierarchy can change dynamically.

1.5. Contributions

The main contribution of the presented work is a set of novel methods towards unsu-
pervised novel category discovery in unexplored environments based on multimodal
data. First a set of multimodal category-independent object features is developed
for the novel multimodal co-segmentation method, which is extended from the ro-
bust higher order conditional random field (Kohli et al. (2009)). Then the object
attributes are extended to more comprehensive version by integrating multimodal
data. A novel supervised hierarchical latent Dirichlet allocation is developed to dis-
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cover novel categories and construct a hierarchical topological structure for category
relationship. The particular research contributions can be summarized as follows.

e A set of novel category-independent object features is developed based on
multimodal data. The methods computing 2D saliency and oversegments are
extended to be executed on 3D data, which yield effective 3D saliency and
oversegments to complement 2D ones. The 2D and 3D unary features are
implemented on 2D and 3D saliency and oversegments. The novel 2D pairwise
and clique features are developed based on 2D oversegments and 2D object
boundaries computed by global probability of boundary (Maire et al. (2008)).
Since there is no efficient algorithm to obtain 3D boundary, 3D pairwise and
clique features are developed by using the statistics of 3D point cloud among
adjacent 3D oversegments.

e A novel multimodal co-segmentation method, called Cross-Modal Higher or-
der Conditional Random Field (CMH-CRF) model is developed to efficiently
detect and localize category-independent objects. To the best of our knowl-
edge, this is the first time that co-segmentation is extended to multimodality.
It is also the first time that higher order CRF model is extended to cross-
modality. By integrating novel cross-modal potentials, the proposed method
can simultaneously label 2D and 3D oversegments. Different from general fig-
ure/background segmentation methods, we use three kinds of labels to make
the object instances easily distinguishable from the final labeling results.

e We extend object attributes to describe objects more comprehensively. First
the new intra-class non-semantic object attributes is developed to improve the
original object attributes to describe objects more accurately. Furthermore,
since some object attributes are multimodal, which cannot be computed from
only one modality, the new multimodal object attributes are implemented
based on the original object attribute algorithm.

e A new supervised hierarchical topic model is developed to efficiently build
category hierarchies from known categories. The proposed topic model has
the supervised topic model’s and hierarchical topic model’s advantages. The
more accurate clusters can be obtained in the supervised manner and the
more compact structure of clusters can be obtained in the hierarchical manner.
Furthermore, this new topic model organizes categories in a manner similarly
to the organization of categories in the human mind.

e A new framework is implemented to precisely build dynamic category hier-
archies and efficiently discover novel categories. The new category will be
identified by the classifiers associated with each node in the built category
hierarchy, and the new node will be branched off in this hierarchy to form
a dynamic category hierarchy. When novel objects belonging to more than
one new category are identified, the new node will automatically divide into
several nodes to represent all new categories.
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1.6. Thesis Outline

This thesis is organized in nine chapters. In the following chapter, the theoretical
foundation of the graphical model is introduced, which is strongly related to the
proposed novel methods. The basic concepts of probabilistic graphical model will
be explained first, including Bayesian networks and Markov networks. Next, we
introduce two of the most important models in this area, the conditional random
fields and topic models. Two important extensions of these are presented. Finally,
the relevant state-of-the-art methods are also reviewed here.

The state-of-the-art on the problems in this thesis will be presented in Chapter
3. We state them through two parts. In the first part, we introduce methods
of category-independent object detection, by dividing them into four categories.
The category-independent object features used in these methods are also briefly
introduced. We analyze the characteristics of these methods and point out their
limitations. Next the co-segmentation frameworks are presented which are also
related to the topic in this part. In the second part, the object attributes and related
work are introduced, followed by hierarchical object model and novelty detection.

In Chapter 4, how to implement the category-independent object features is de-
scribed. We first extend 2D saliency and oversegments to 3D version. Then how
to compute unary features, pairwise features, higher order features and cross-modal
features that are used in Chapter 5 will be presented. Finally, extensive experi-
ments are carried out. In these experiments, parameters for 2D and 3D saliency and
oversegments are first tested, from which the best parameters are chosen to com-
pute category-independent features. Then the distinctiveness of unary and pairwise
features are also evaluated in experiments.

The CMH-CRF model is presented in Chapter 5. This model includes not only
the unary and pairwise potentials, but also higher-order and cross-modal potentials.
All of these potentials are defined on 2D and 3D modalities, respectively, which will
be introduced in turn. Finally, extensive experiments will be carried out on a public
RGB+D (which is referred to as red, green, blue and depth respectively) dataset to
show state-of-the-art performance of the proposed model.

The extension of object attributes will be introduced in Chapter 6. We first in-
troduce how to learn semantic attributes. Then the non-semantic attributes are
extended by adding the intra-class ones. Next the algorithm of learning multimodal
attributes is presented. Extensive experiments are executed and show the improve-
ments achieved by our extensions.

In Chapter 7, a supervised hierarchical latent Dirichlet allocation is proposed. We
give its graphical model, generative process, and probabilistic inference. Why this
model can represent relationships among categories well is also discussed. Finally,
the proposed model is evaluated on several public datasets, including well-known
image datasets and one public RGB+4D dataset. The experiments show the satis-
factory performance of the proposed model.
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The method for novel category discovery given single object instances is involved
in Chapter 8. First the proposed framework is introduced. How to train the clas-
sifiers for each node in the built category hierarchy by the method in Chapter 7 is
described subsequently. Then the algorithm of identifying novel category objects
and distinguishing novel categories is presented. Finally, we execute extensive ex-
periments on several public datasets and show the promising performance of the
proposed method.

In the final chapter 9, we conclude this thesis with a brief summary. It summarizes
the main achievements of this thesis, discusses limitations of the presented work and
suggests the directions for future work.






Chapter 2

Probabilistic Graphical Models

Probabilistic models have a dominant position in the field of modern artificial in-
telligence. As a diagrammatic representation of probabilistic models, the proba-
bilistic graphical models have several advantages (Bishop (2006)): 1) visualizing the
structure of a probabilistic model in a simple way, 2) simplifying the analysis of
conditional independence of a probabilistic model, and 3) simplifying the inference
and learning of a complicated probabilistic model. In this chapter, we will first
introduce the general concepts of probabilistic graphical models, then two concrete
models which are extensively used in this thesis.

2.1. Probabilistic Graphical Model

A probabilistic graphical model can be denoted by a graph G =< V,& >, where
V is the set of vertices (also called nodes) connected by edges in £. Each node in
V corresponds to a random variable (or group of random variables) and each edge
in £ denotes the probabilistic relationship between connected random variables.
An example of a graphical model is shown in Fig. 2.1. The left one is called
undirected graphical model where the edges have no directions and only express
the soft constraints between variables. The middle one is called directed graphical
model (also called Bayesian networks) where the edges carry arrows and denote the
causality between connected variables. Directed graphs and undirected graphs can
be converted to the factor graphs (shown in Fig. 2.1(c)), which are useful for solving
inference problems.

2.1.1. Bayesian Networks

The Bayesian networks (BNs) are among of the most popular probabilistic graphical
models and were originally proposed by Pearl (1985). Let {X, : v € V} denote the
set of variables associated with all nodes in the graph. For each node v € V, there is
a set of parent nodes, denoted by pa(v). Using U, to represent a vector consisting
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(a) (b) (c)

Figure 2.1.: An example of graphical models. From left to right, they are a undi-
rected graph, a directed graph and a factor graph.

of a set of variables corresponding to pa(v), if the conditional probability p(X,|U,)
exists, the joint probability distribution of the probabilistic model can be expressed
as:

p(X,) = | [ p(X.]U) (2.1)

where p(X,|U,) is also called the local conditional probability of the node v. If
the node v does not have parents (i.e. pa(v) = @), then p(X,|U,) = p(X,). Thus
the BNs can efficiently decompose the probability p(X,). For example, the directed
graph of Fig. 2.1(b) describes the following conditional distribution:

p(X) = p(x1)p(w2)p(23]71, 12)p(T4]73) (2.2)

where the right side is the product of a set of local conditional probabilities. The
rules of conditional independence can be expressed by “D-separation” (Jordan and
Weiss (2002), Gallager (1962)).

Inference

The most common function of BNs is for the inference of uncertainty, which in-
cludes two aspects. If all distributions of parent nodes are determined, the distri-
bution of a child node could be computed from local conditional distributions. If
all distributions of child nodes are known, the distributions of parent nodes can be
yielded by the Bayesian rules (Hartigan (1983)) which computes the posterior via
local conditional distributions. The first inference is called causal reasoning, and
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the second is called diagnostic reasoning. Several methods can serve as exact infer-
ence for small BNs, such as variable-elimination (Zhang and Poole (1996), Cozman
(2000)), elimination-tree (Dechter (1999)) and junction tree (Murphy and Paskin
(2002)). However, in most computer vision problems, there are thousands of nodes
in graphical models; the exact inference is intractable since it is NP hard. Hence it
is necessary to employ approximate inference methods, such as loopy belief propa-
gation (Murphy et al. (1999), Ihler et al. (2006)), variational methods (Jaakkola and
Jordan (2000), Bishop (2006)) and Markov chain Monte Carlo sampling methods
(MCMC, Fruehwirth-Schnatter (2001)).

Here we only briefly introduce the Gibbs sampling, an important MCMC method
(Bishop (2006)) which will be used in this thesis. For other approximate inference
methods, readers can refer to corresponding literature. The MCMC method is a
family of methods iteratively drawing samples from an intractable target distribution
p(z). Given an initial global configuration z(*) € X, we can obtain subsequent states
by a first-order Markov process:

OB q(x|x(t71)) t=1,2,---. (2.3)

where g(x|z*~Y) is transition distribution which describes the probabilities of trans-
forming the state 2(~Y to current state z. After sufficient iterations, the state will
be approximately distributed as p(z).

As a special case of MCMC, the Gibbs sampling originally proposed by Geman
and Geman (1984) is well suited to state spaces with internal structure. Consider
a multivariate random variable x = (x1, 29, -+ ,zy) and a distribution over this
p(x) = p(x1, 29, -+ ,xxn). Assuming that some initial states for the Markov chain
are chosen, each step of the Gibbs sampling is to replace the value of one variable
by a value drawn from the distribution of this variable conditioned on the given
values of other variables. Formally, the algorithm of Gibbs sampling can be listed
as (Bishop (2006)):

Algorithm 2.1: Gibbs sampling

1 Initialize {x; : i =1,--- | N};
2 for (r=1,---,T)do
3 Sample z7t! ~ p(zq |2, 23, -+, 2});
4 Sample 25 ~ p(zo|a], 23, -, 2%);
5 :

T+1 :
6 | Sample 27" ~ p(z;la], -+, 2], ,7});
7 :

+1 .

8 | Sample ™ ~ p(zn|a], 2T, -, 2}_1);
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Learning

The learning of BNs involves two aspects: learning parameters and learning network
structures. Here we are only concerned with the first one. When the network struc-
ture is known and the data is complete, the maximum likelihood estimate (MLE)
can learn parameters in BNs. If the data is incomplete or the network involves hid-
den nodes, the gradient ascent algorithm (Binder et al. (1997)) can be employed for
learning parameters. The expectation maximization (EM, Dempster et al. (1977))
is also an important algorithm to learn model parameters given incomplete data.

2.1.2. Markov Networks

The Markov Networks( also called Markov Random Fields (MRFs)) are an undi-
rected graphical model which can also be denoted by G(V, E). The joint distribution
of MRFs can be formulated as:

P(X,) = 2 [Toeleo) (2.4)
ceC
where ¢ is a clique which denotes a set of nodes that are connected to each other
and are conditionally dependent on other cliques, v¥.(x.) denotes a non-negative
potential function, Z is a normalizing constant known as the partition function, and
C is the set of all cliques.
For example, the joint distribution of a Markov network as shown in Fig. 2.1(a)
can be written as:

P(xy, 29,23, 24) = %w(xlws)i/f(xm$3)¢($37$4) (2.5)

where the right side are the products of all potentials. For a different number of
variables in a clique, there are different MRFs. For example, if the number of
variables in every clique is not more than 2, an MRF model is called pairwise MRF,
which can be written as:

Pe) = [Tow) [] vuteon) (26)

wiEV (Ii,a?j)eg

where 1);(z;) denotes the unary potential, ¢;; is the pairwise potential and (z;, z;)
denotes an edge in the edge set &£.

Inference

The basic principle of the inference of MRFs is the same as that of BNs. Actually,
BNs and MRF's can be represented by the same graph via moralization. Therefore
the methods of inference mentioned in section 2.1.1 are derived from MRFs. Two
algorithms, loopy brief propagation (LPB, Murphy et al. (1999), Thler et al. (2006))
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and graph-cut (GC, Kohli and Torr (2007)) are most popularly used for the inference
of MRFs.

Taking eq. 2.6 as example, we assume that m;;(z;) is a “message” passed from
node j to neighbor node 7. Given the initial messages, the LBP algorithm propagates
and updates the message m;;(x;) iteratively till them converge. Two approaches can
be used for message updating, the Sum-product:

mij(a;) — Y Wiw) i) [ mu(a:) (2.7)

keN;\j
and the Max-product:

mij () <= max Py (x;) s (25, 75) [T mwi(e:) (2.8)
¢ keN\j
where N;\j denotes all nodes in the neighboring system of node i except node j.
When all messages are converge, the belief b(x;) of node i is defined as:

bla)octbs(as) | | myias) (2.9)

JeN;

The results that maximizes the belief b(x;) are used as the final ones.

The GC algorithm (Kumar and Hebert (2003b),Arora et al. (2007)) can be used
to exactly infer MRF models if the energy function of MRF's is submodular. Other-
wise, the MRF model can be approximately inferred by using two approximate GC
approaches. The first approach is to use approximate submodular functions instead
of the distribution of MRFs and then infers them by the GC algorithm (e.g. Kumar
and Hebert (2003a)). Another approach is to employ some extended GC algorithms
for approximate inference (e.g. Boykov et al. (2001)).

Learning

Due to the normalizing constant Z, the learning of MRFs is much more difficult
than that of BNs. In BNs, all local factors take the probabilistic forms where the
normalizing constant is unnecessary for computing the joint distribution. In other
words, the normalizing constant of BNs is always fixed to 1. However, the local factor
of MRF's does not possess the probabilistic form, and it should be converted to this
form by dividing the normalizing constant after computing the joint distribution
or marginal distribution. When learning the parameters of MRFs, the normalizing
constant is related to each parameter. That is to say, changing any parameter will
influence the normalizing constant. We cannot directly use MLE or the gradient
ascent algorithm to learn these parameters. Thus, in general the exact learning of
parameters for MRF's is intractable. Currently, only little research work involves the
approximate learning of MRFs. In Welling and Hinton (2002), the authors proposed
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the contrastive divergence algorithm based on the Mean Field to learn parameters
for MRFs. A Bayesian learning algorithm based on MCMC has been discussed for
learning parameters of the undirected graphical model in Murray and Ghahramani
(2004).

2.2. Conditional Random Field Model

In this section we first introduce the definition of the general Conditional Random
Fields (CRF) model via an image labeling task. Subsequently an extension of the
CRF model, the Robust Higher-order CRF model and its inference are presented
since the first sub-task in this thesis is solved based on it. Finally we will briefly
review other extensions of the CRF model.

2.2.1. General CRF model

Generally, a CRF model is defined on unary and pairwise cliques. Consider a task of
labeling an image. Let V denote the set of all nodes where each node corresponds to
one pixel in an image. Given two sets of variables, x = {x;,7 € V} representing the
labels of all pixels to be assigned, and y = {y;,i € V} denoting the observed features
of all pixels. The label set is denoted by £ = {l1,ls,--- ,lx}. The labeling task is to
assign a label to each random variable x;, and the configuration of labels is denoted
by x which takes values from the set L = £V¥. The most common way of labeling
an image is to compute the maximum a posteriori, i.e. x* = argmax, p(x|y). By
applying the Bayesian rule, it can be written as:

p(x[y)ocp(x, y)ocp(x)p(y|x) (2.10)

A model defined on the posteriori presenting by the term in the left side of this
equation is called discriminative model. If the posteriori is directly modeled by Gibbs
distribution, (x,y) is named Conditional Random Field (CRFs) and the model is
thereby called CRF model. The CRF model is first proposed in Lafferty et al. (2001).
Formally, the CRF model is defined as:

Definition 2.1. For random fields x and y, if x obeys the Markov property when
conditioned on y

p(xi|y7xj7j ;é?,,jEV) :p(xi|yaxjajeM)a (211>
(x,y) is a Conditional Random Field.

By the Hammersley-Clifford theorem (Li (2009)), the posteriori of this CRF obeys
the Gibbs distribution:

1
Z(y,0)

exp (—Zz/)c(xc,y,ﬁ)) (2.12)

ceC

p(x|y,0) =
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where Z(y,0) = >, exp (= X cc Ye(Xe, ¥, 0)) is the normalizing constant, 1. is the
potential function with parameter 6 defined on the clique ¢ and C is the set of all
cliques. The corresponding Gibbs energy is defined as:

E(x) = —logp(x[y) —log Z = ) th(x.). (2.13)
ceC
where we omit y and € in the right items for concise representation. The task of
labeling an image is to find a label configuration that maximizes a posteriori of
p(x]y,#), which is equal to minimizing the energy function.

x* = argmax p(x|y) = arg min F(x) (2.14)

Thus the most important issue for a CRF model is to define an appropriate Gibbs
energy function. In the classic CRF model, the potential is defined as the linear
combination of multiple features. For example, the energy of a linear CRF model
with unary and pairwise potentials can be written as (Kumar and Hebert (2003b)):

E(x) = Y dhi(w) + Y, i, ;)

i€V (i,4)e€ (2.15)
= ZZ Orp fr (i y) + Z Z Z O2aga (i, 75, y)
i€V k i€V jeN; d

where v;(z;) and ;;(z;, x;) are the unary and pairwise potentials. fi(z;,y) denotes
the k-th item in the D dimensional unary feature f(z;,y), ga(z;, z;,y) is the d-th
item in the B dimensional pairwise feature g(z;, z;,y), 01 = {01k, k = 1,--- , D} and
0y = {0q,d = 1,--- , B} are the set of parameters for unary and pairwise potentials
respectively. This energy function can be efficiently optimized by the LBP algorithm
(Murphy et al. (1999)).

Another energy function often used takes the form of the contrast sensitive Potts
model (Boykov et al. (2001)), where the unary potential is defined as ;(z;) =
—log(p(x:|yi)), the negative log of the likelihood of a label being assigned to variable
7, and the pairwise potential is defined as:

. 0 if T, = Zj,
Vij (v 25) = { 0, + 0, exp(—0s||I; — I;||*) otherwise, (2.16)

where [; and I; are the color vectors of pixel ¢ and j respectively, 6, 0, and 03 are
model parameters. This energy function can be efficiently optimized by a graph-cut
algorithm (Boykov et al. (2001)) since its potentials are submodular.

2.2.2. Robust Higher-order CRFs

The pairwise potential in a CRF model is a kind of hard constraint. It encourages
two variables taking the same label and smoothes object boundaries. For most
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Building

Grass

Figure 2.2.: Comparison between the pairwise CRF model and the higher-order CRF
model (Kohli et al. (2009)). The left-top is the original image. The ob-
ject segmentation in the right-top is obtained using the unary likelihood
potentials. The left-bottom is the result of performing inference in the
pairwise CRF. The right-bottom is the segmentation obtained by the
RH-CRF model proposed in Kohli et al. (2009).
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objects this leads to better results, however, it may cause oversmoothness of object
boundaries. Thus it prevents the model finding the fine contours for certain object
classes such as trees and bushes. Kohli et al. proposed to add robust higher-
order potentials to improve the results of segmenting complex objects (Kohli et al.
(2009)). As shown in Fig. 2.2, the resulting object contours are indeed improved by
the Robust Higher-order CRF model (RH-CRF).

The Gibbs energy of the RH-CRF model is defined as:

E(x) =Y thi(a) + > tilmiay) + ) de(xc) (2.17)
i€V (i,5)€€ ceC
where .. is the higher order potential defined on a clique c¢. This robust higher order
potential in Kohli et al. (2009) is defined as:

Ni(xc) éfymaa: 1f Ni(xc) < Qa

2.18
Yrmaz otherwise, ( )

¢C(XC) = {
where N;(x.) denotes the number of nodes which have different labels to the domi-
nant label in the clique ¢, and can be calculated by N;(x.) = ming(|c|—ng(x.)). Here
|c| is the number of all nodes in clique ¢ and ng(x,.) is the number of nodes taking
label [. The truncation parameter denoted by () is used to control the rigidity of
this higher order potential. The 7,,,, is defined as:

| 2iee (F(1) = w)°]l

el

) (2.19)

where f(7) is the color vector of pixel i, p is the mean color vector computed from
all pixels in the clique ¢ and parameters 0, 05y, 05y, and 05 are also learned from
training data.

Through the robust higher order potential, the cost penalizing that not all pixels
in a clique take the same label is a linear truncated function of the number of
inconsistent variables, as shown in Fig. 2.3 (Kohli et al. (2009)).

Ymaz = |C|9a (ghp + ghv eXP(_ehﬂ

Figure 2.3.: Behavior of the robust higher order model potential (Kohli et al. (2009)).
This figure shows how the cost changes with the number of variables
not taking the dominant label in the clique.
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The RH-CRF model can be inferred by the GC-based a-expansion and af-swap
algorithm (Boykov et al. (2001)) since the higher order potential can be transformed
to the submodular quadratic pseudo-boolean function. Note that eq. 2.18 can be
reformulated as:

Ve(Xc) = miﬂ{f,gleigfcﬂd — n(Xe)), Ymaz } (2.20)

where F. is a non-decreasing concave function. This formulation can be further
generalized to the form:

elxe) = mingimin (P = fu(%))0k + 0); Ymas ) (221)

where parameter P and function fi(x.) are defined as:

P=>wkVkeL (2.22)

iec

Frlxe) = > wfoi () (2.23)
iE€c
where

1 otherwise,

() = { (2.24)
The weights wf > 0 (i € ¢, k € L) control the relative importance of different

variables when preserving consistency of the labeling of the clique. Parameters v,

0. and 7,4, satisfy the constraints which are 6, = % and Vi < Yimaz for Vk € L.
Note that eq. 2.21 is equivalent to the form of pseudo-boolean function:

f(te) =min(0o + > wd(1—1),01 + > wlts, Onaa) (2.25)

i€c i€c
where t. = {t; € {0,1},i € ¢} denotes a set of binary random variables included in
the clique ¢, and w?, w}, 0y, 01, 0,4, satisfy the constraints:

w) =0  w =0,
emam = 90 emax = 017
(0 + > w1 —t;) = Opaa) (2.26)

i€C
v (01 + Zwilt,; = Omaz)) = 1, Vt. € {0, 1}‘0‘

1E€C

where v is a boolean OR operator.

Kohli et al. proved that eq. 2.25 can be transformed to the submodular quadratic
pseudo-boolean function (Kohli et al. (2009)). Therefore the higher order potentials
can be optimized by the GC-based a-expansion and af-swap algorithm. Kohli et
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al. also proved that the robust higher order potential possesses high efficiency, since
only two extra auxiliary variables need to be added for each higher order potential
and the complexity of the algorithm increases linearly with the size of the clique.
For the detailed proof, readers can refer to Kohli et al. (2009) and Boykov et al.
(2001).

2.2.3. Other Extensions of CRFs

Besides the RH-CRF model, there are a lot of different extensions of the CRF model.
These extensions introduced different structures of models, utilizing the higher level
and more forms of context information. Roughly, these extensions can be divided
into four classes.

Dynamic Conditional Random Field Model

The dynamic CRF (DCRF) models (Sutton and McCallum (2005a), Wang and Mori
(2009), Sutton et al. (2007), Shimosaka et al. (2007), Wang and Suter (2007), Wu
et al. (2007)) simultaneously assign different kinds of labels to variables, by which
the correlation among different kinds of labels can improve the labeling results. For
example, a common way for object recognition via CRF models is to segment images
first, then extract features from segments, and finally classify features to obtain the
recognitive results. Actually, the segmenting and classifying are closely correlated.
On the one hand, the segmenting results determine the accuracy of feature extract-
ing and further effect the performance of classifiers. On the other hand, the class of
objects also provides top-down information for image segmentation. Thus simulta-
neously segmenting and recognizing images, and making use of correlation between
these two kinds of labels can improve the performance of object recognition.

Denoting by x = {x™,m = 1,--- , M} all the assignments of total M labeling
tasks, where x™ = {zI",i € V} is the assignment of the m-th labeling task given
an image. The intra-clique that only considers the variables in one labeling task
is denoted by ¢!, and the inter-clique that considers the neighbor variables among
multiple labeling tasks is denoted by ¢2. Let C* and C? denote the set of all c's and
c?s respectively. The DCRF can be formulated as:

p(x|y) ——eXp DY daexh,y,0)) (2.27)

cleCl c2eC?

where xﬁ denotes the collection of all assignments in cliques ¢! and ¢?, and 1.2 is
the potential defined on cliques ¢! and ¢. An illustration is shown in Fig. 2.4. It
can be seen from this graph that the assignment of each variable of one labeling task
relies on not only the whole observed image, but also the assignments of adjacent
labeling tasks.

If the correlation of variables located at the same spatial position is only consid-
ered, the DCRF can be simplified to an FCRF model (Wang and Suter (2007), Wu
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Figure 2.4.: A general graphical representation of DCRF.

et al. (2007)), which can be treated as a special case of DCRF. Moreover, there are
several other kinds of DCRF, such as the edge DCRF model (Sutton et al. (2007)).

Hidden Conditional Random Field Model

The hidden CRF model (HCRF, Quattoni et al. (2007), Sung et al. (2007), Welling
and Sutton (2005), Wang et al. (2006), Chu et al. (2007), Morency et al. (2007))
employs a middle layer called hidden variable layer between the observation and
the common variable layer, as shown in Fig. 2.5. The HCRF augments the repre-
sentability of the CRF model by adding the capability of modeling substructures of
objects. For example, the hidden variables can be used to describe parts of objects,

such as the head, foot for animals, wing and tail for airplanes. A HCRF model can
be defined as:

p(xly) = S1p(x by, 6) = 2 exp (Y elhe x, v, ) (2.28)

ceC

where c is the clique defined on the hidden layer. It can be seen from Fig. 2.5
that the hidden layer and labeling layer rely on the whole observation, and the
assignments for variables in the labeling layer rely on both the hidden layer and the
observation. This is similar to the DCRF, but the difference is that the hidden layer
is only considered as middle variables and need not be labeled.
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Figure 2.5.: A general graphical representation of HCRF.

Moreover, special HCRF's can be defined by adding some constraints on the hidden
layer with special physical meanings. For example, when the hidden variables are
used to describe object parts for object recognition, these hidden variables can be
restricted to special locations, which yields the Layout Consistent CRF model (Winn
and Shotton (2006),Zouhar et al. (2010)).

Tree Structured Conditional Random Field Model

In a standard CRF model the edges often take the lattice form, which can conve-
niently and accurately express the local context information. However, it is difficult
to represent the large scale and global context information with this structure. One
solution to represent large scale context is to transform the lattice structure to the
tree structure (Bradley and Guestrin (2010), Lu et al. (2009), Duvenaud et al. (2011),
Huang et al. (2011), Ladicky et al. (2009)), by which the directly connecting vari-
ables in the lattice structure are indirectly connected by the same parent nodes in a
tree structure. Thus the tree structure CRF can model large scale context through
transferring data via multiple layers. Furthermore, we can accurately and efficiently
infer the tree structure graphical model and learn its parameters, since the tree is an
acyclic structure. By introducing multiple hidden layers h = {hy, hy,---  hy — 1},
the tree structure CRF model can be defined as:
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1 T2

p(X|Y) - 7 €Xp (Cél wcl (X017 Yy, 91) + 622 wCQ (hTfl,c%Xy 92) + ;1 ; é(ht,]u htJrl,]; 93))
(2.29)

where ¢' and ¢? denote the intra-clique in layer 7" and T — 1 respectively, hp_; 2 is

the collection of all variables in clique ¢ and h; ; is the label of variable ¢ in the ¢-th

layer.

Figure 2.6.: A general graphical representation of tree CRF.

A quadtree CRF model is illustrated in Fig. 2.6 corresponding to this equation.
Similar to the HCRF model, the tree structure CRF model is implemented by intro-
ducing the hidden layer, while the difference is that the tree structure CRF model
introduces the hidden variables layer by layer where the observed image locates at
the bottom.

Mixed Condition Random Field Model
The mixed CRF model is usually defined as the wighted sum of multiple CRF

models, which can be formulated as:

p(xly) = wmpm(x[y) (2.30)

where p,,(x|y) is the m-th CRF unit, w,, may be some simple weight coefficient
(Sutton et al. (2006)), or some probabilistic model with special physical meanings
(He et al. (2006)).
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Furthermore, there are other kinds of extensions of CRF with respect to different
application background, such as self-Markov CRF (Do and Artieres (2005), Ngo
et al. (2010)), segmented CRF (Liu et al. (2007)) and author related CRF (Mao and
Lebanon (2007)).

2.3. The Topic Model

In this section, the general idea of topic models will be introduced first. Then we fo-
cus on the hierarchical Latent Dirichlet Allocation (hLDA), including the generative
process and inference. This model will be extended for solving other sub-problems
in this thesis. Finally, state-of-the-art work will be briefly reviewed, including the
application of topic models in the fields of document analysis and computer vision.

2.3.1. Basic Concepts of the Topic Model

The concept of the topic model was proposed in recent year for document analysis.
The topic model is a kind of probabilistic model. It introduces the topic space where
a document can be represented by topics. Each topic is a probabilistic distribution
over the word space. Thus the topic model has two advantages, as it can: 1) present
documents in a lower dimension space, and 2) extract the latent semantics for a
collection of documents.

Given a collection of documents denoted by D = {d;,ds, - ,dy}, where each
document consists of a collection of words d; = {wy,ws, -+ ,w,,} sampling from a
vocabulary containing V' terms, and we assume that the document collection com-
prises K topics. Thus a classic topic model generates a document by the following
process:

1. For a document d, draw a multinomial distribution over all K topics, 6(d) ~
Dir(«),

2. For a word w,, in the document d:
a) Draw an assignment of topic, z, ~ Multi(f)

b) Generate the word w,,, w, ~ Multi(w,|z,,0,)

where 0, ~ Dir(f). This generative process corresponds to the Latent Dirichlet
Allocation (LDA) model proposed in Blei et al. (2003). The Dir(«) is the Dirichlet
priori distribution for sampling topics. Multi(-) denotes the multinomial probability
of which the Dirichlet distribution is the conjunct distribution. A graphical model
of LDA is illustrated in Fig. 2.7(a).

Now we introduce some basic concepts of topic models based on LDA.

e Bayesian Hierarchical Model. LDA is the two-levels hierarchical model
where 6 and 0, are not the parameters, but random variables sampled from
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Figure 2.7.: The graphical model for LDA and HLDA.

Dirichlet priori distribution which is controlled by the hyper-parameters a and
B as shown in the figure. The second level is z, and w,, which are drawn from
the multinomial distribution controlled by 6 and 6,.

e Exchangeability. Consider a set of N random variables {wy,ws, -, wy}.
For any permutation, or reordering of these variables, if the probability satis-
fies:

p(wl, Wy, - - - ,UJN) = p(w‘r(l)7 Wr2)y " - aw‘r(N)) (2-31)

where 7(-) denotes any permutation, then these variables are exchangeable.
The topic models assume that all words in a document satisfy the exchange-
ability and do not consider the orders of words, which simplifies the complexity
of models.

e Latent Variable. In a latent variable model, some latent variables will be
introduced, such as topics in LDA. These hidden variables are invisible, mean-
ing they do not exist in the real data. But they can make the description and
inference of the model more clear and simple. For example, by using topics, a
document can be described in a lower dimensional topic space.

e Conjunction. In the Bayesian rule p(f|z)ocp(x|0)p(6), the conjunction dis-
tributions mean that posteriori and priori have the same probability density
and only have different parameters. The conjunction distributions signifi-
cantly simplify the model inference. For example, the Dirichlet distribution
and multinomial distribution are the conjunction distributions.

The topic model concerns two distributions: 1) the “document ~ topic” distri-
bution and 2) the “topic ~ word” distribution. In the LDA model, the priori of
these two distributions are both symmetrical Dirichlet distributions, which come
from Dir(«) and Dir(8). In Griffiths and Steyvers (2004), the author gave a simple
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approach to choose the values of @ and 3. Moreover, some research projects em-
ployed some nonparametric methods to introduce more complex priori, such as the
Dirichlet process (Teh (2010)) and the Pitman-Yor process (Teh (2006)).

The inference of the LDA model is a difficult optimizing problem, since the exact
inference is intractable. Usually, three approximate approaches are used for topic
model inference, the Gibbs sampling (Griffiths and Steyvers (2004), He et al. (2009)),
the variational inference (Blei et al. (2003)) and the expectation propagation (Minka
(2001)). Generally, the Gibbs sampling is the most simple algorithm to infer topic
models with promising performance. Particularly, the collapsed Gibbs sampling was
employed for LDA inference (Griffiths and Steyvers (2004)). This sampling method
integrates the hidden variables 0(-) and 6,(-) and only samples the assignments of
topics for all words, which significantly simplifies the algorithm complexity.

2.3.2. Hierarchical Latent Dirichlet Allocation

The hierarchical LDA (hLDA, Blei et al. (2010)) is extended from the LDA by
transforming the flat topic structure to a tree-like topic structure. It adds the
nested Chinese restaurant process into the model. Its graphical model is shown
in Fig. 2.7(b). Compared to LDA, the hLDA has several advantages. First, it
has a hierarchical, tree-like structure. Second, nodes (i.e. the topics) are generated
directly from data. Third, the structure of the hLDA model can change dynamically
as more and more samples are input.

The hLLDA assumes that words in a document are generated according to a mix-
ture model consisting of topics. The mixing proportions of topics are random and
document-specific. Topics in hLDA are organized as a tree with fixed depth L. Each
node in the tree has an associated topic. The document is then generated from L
topics that form a path from the root to a leaf in the tree. To build a dynamic tree
with a changeable structure and fixed depth, the nested Chinese restaurant pro-
cess (nCRP) is used to generate paths.The first document generates an initial single
branch tree with L nodes, which forms a single L-level path. The nCRP is then used
to determine that subsequent documents are assigned either to one of the existing
paths, or to a novel path branching off at any existing non-leaf node of the tree. The
probability of assigning documents to a novel path is controlled by the parameter
of nCRP, 7. A smaller value of v results in a tree with fewer branches. Supposing
that the infinite tree defined by nCRP is obtained and to use c; denotes the path
for the d-th document, the formally generative process of hLDA is as follows:

1. For each node k € T in the infinite tree, draw a topic Sy ~ Dir(n),

2. For each document, d € {1,2, ..., D},
a) Draw cg ~ nCRP(7),
b) Draw a distribution over levels in the tree, 0, | {m, 7} ~ GEM (m,7),

¢) For each word,



32

Probabilistic Graphical Models

i. Choose level Zy,, | 04 ~ Multi(0,),

ii. Choose word Wy, | {zan, Ca, B} ~ Multi(Be,|24.n]), which is param-
eterized by the topic in position z4, on the path c4.

Thus for a particular document W, the generative model of this sampling process
can be represented by a joint distribution of observed and hidden variables given
the hyper parameters:

p(W, z,C, 07 ﬂ|0é, n, T) = ley[lp(wl|2“ G, 5)]9(22|9)p(9|@)p(5|n)p(C|T) (232)

Two main steps are carried out for hLDA inference: the sampling of level alloca-
tions and the sampling of path assignments. Given current path assignments and
the current values of all other variables, the level allocation of variable 2,4, for word
n in document d needs to be sampled from its distribution:

p(zd,n | Z,(d7n), cC,w,m,, n)OCp(Zd,n | Zd,—nv m, ﬂ-)p(wdﬂ’b | z,C, W,(d}n), T]) <233)

where z_(4,,) and w_4,,) denote the vectors of level allocations and observed words
leaving out z(g,) and w4 ,) respectively. And zq_, is the level allocations excluding
Zq, in document d.

The first term in eq. 2.33 defines a stick-breaking distribution over levels which
has an infinite number of components. If £ < max(z4_,), its first component is
computed as:

k—1
P(zan | Za—n,m, 7) = E[Vi [ [(1 = V)[40, m. 7]
j=1
k—1
= E[Vi|zg—n, m, 7] | | E[1 = Vi|2Z4—n, m. 7] (2.34)
j=1

(1 —m)m + #[2q_n > 7]
T+ #[Zd,—n = j]

_ m7 + #|zq, nzk]k
B 7T+#[Zd n/k]

H

Jj=

where #[-] denotes the number of elements of an array that satisfy conditions in the
bracket.

The second term in eq. 2.33 defines the distribution of a given word based on
a possible assignment. The parameter 3; is generated from a symmetric Dirichlet
distribution with hyperparameter n. Thus this distribution can be computed as:

p(wdn|z C,W_ (d,n)» )OC#[ zd,naczd,nawf(d,n) = wd,n] + n (235)

which describes the smoothed frequency that a word wy,, is sampled to the topic at
level z4,, of the path c,.
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The first term in eq. 2.33 has an infinite number of components, thus the distribu-
tion of a new component emerging over topic assignments is formulated differently:

P(Zdn > MAX 24 _p|Zd—n, W, T, T, 1))
maxzq _n
=1~ Z p(zd,n = j|zd7—nawam7ﬂ—7n)
j=1

(2.36)

When the level allocation variables are given, the path associated with each doc-
ument conditioned on all other paths needs to be sampled:

p(cd | W,C_g4, Y7 z,1,7, QO)OCp(Cd | C 4, 7)p(wd | C,W_g, 7, 77) (237)

where the first term in this equation is the prior of paths implied by the nested CRP,
and the second term is the probability of the data given a particular choice of path,
which can be integrated over the multinomial parameters:

max(zq)

H FZ #Z d—lcdl—cdlaw dzw]-i-‘/;])
d—lac—d,l—cd,b ,d—w]+V)

H F( [Z = l,Cl =Cqi, W = ’LU] +77)
F( #[Z = Z,Cl = CdJ,W = w] + Vn)

p(Wqlc, w_g4,2,m)

(2.38)

2.3.3. Improvement and Application of Topic Model

Since the LDA model was proposed, a lot of research work has improved this topic
model from different aspects to obtain better performance. Some improved topic
models are not based on the assumption of exchangeability of the topic model,
since this assumption limits the representative ability. For example, Blei and Laf-
ferty (2007) and Li and McCallum (2006) introduced the correlation among topics,
Chang and Blei (2009) considered the correlation among documents and Wang et al.
(2007) took word order into account. However, the complexity of these models is
significantly enlarged. Therefore, some literature compromises the complexity and
the representation. For example, in Lu and Zhai (2008) the authors added more
priori to distinguish between different topics.

Some novel topic models employ more complicated nonparametric Bayesian meth-
ods to describe more complex problems. For example, in Teh (2010) and Teh (2006)
the authors introduced the Dirichlet process to automatically determine the num-
ber of topics. However, the parameters of these topic models need to be set more
carefully, and the complexities of algorithms are higher than the LDA model.

Furthermore, the topic models have been widely used in not only the fields of
document analysis and web information retrieval, but the field of computer vision.
In the literature of Lu and Zhai (2008), Jo and Oh (2011), Li et al. (2010c), Lin and
He (2009) and Mei et al. (2007), researchers used topic models to extract the authors
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opinions and advice, then to generate the sentiment abstraction, and to construct a
sentiment dictionary. The author-topic model (Rosen-Zvi et al. (2004)) considers the
generation of topics from the authors’ aspect, where the document-topic distribution
is replaced by the author-topic distribution. McCallum et al. (2007) further extended
the author-topic model by taking the receivers into account. In Zhao et al. (2011)
the topic model is applied to analyze the data in Twitter.

In the field of computer vision, the topic models are used for automatical novel
object discovery, object recognition, and object segmentation. A set of methods
used the topic model as clustering algorithm to discover novel object categories.
For example, in Russell et al. (2006) authors utilized the topic model to cluster
object categories from segmented image parts. More literature integrated spatial
information and topic models for simultaneously segmenting images and recogniz-
ing objects. In Sudderth et al. (2008) authors proposed a transformed Dirichlet
process (TDP) model to simultaneously segment and recognize objects. The TDP
model integrates a topic model and spatial transformations, which can discover con-
textual relationships, and better exploit partially labeled training images. In Sivic
et al. (2005), authors employed the topic model to discover object categories, as
it uses visual features to simulate words and treats object categories as topics. In
Fergus et al. (2005), the authors extended the topic model to include spatial infor-
mation in a translation and scale invariant manner, which can automatically learns
an object category model from the training images obtained from the Google search.
Sudderth and Jordan developed a novel statistical framework in which the object
frequencies and segment sizes are modeled by the Pitman-Yor process (Sudderth
and Jordan (2009)). This nonparametric prior distribution yields the statistical
framework where learning algorithms discover an unknown set of objects, and seg-
mentation methods automatically adapt their resolution to each image. Ghosh et al.
proposed a novel hierarchical extension of the spatial distance dependent Chinese
restaurant process (ddCRP) model for unsupervised image segmentation (Ghosh
et al. (2011)). The ddCRP exploits spatial non-exchangeable data to enhance the
representation of the topic model, which leads to better segmenting results. In Wang
and Grimson (2007) authors also integrated the spatial information with the topic
model (LDA) to discover object categories. Cao and Fei-Fei proposed a spatially
coherent latent topic model for simultaneously recognizing and segmenting object
and scene classes (Cao and Fei-Fei (2007)).

2.4. Summary

In this chapter, we first introduce the basic concepts of probabilistic graphical model.
Then two widely used graphical models, the CRF model and the topic model, are
presented. We explain two important probabilistic graphical models, the robust
higher order CRF model and the hierarchical latent Dirichlet allocation in detail.
They are important extensions with respect to the classical CRF models and topic
models, respectively. Finally, we extensively review the related work about the two
models, including their improvements and different application cases.
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The State-of-the-Art

In this chapter state-of-the-art methods concerning the techniques of solving the
concrete computer vision problem related to this thesis are introduced. This in-
troduction is divided into two parts. The first part is about category-independent
object detection, in which we will extensively introduce existing methods. The sec-
ond part discusses the problem of novel category detection and discovery, in which
we will introduce object descriptions and different models about category discovery.

3.1. Category-Independent Object Detection

Before reviewing category-independent object detection, we first briefly introduce
some state-of-the-art approaches about category-specific object detection, and point
out why they cannot be used for category-independent object detection. Currently,
most work on object detection is focused on category-dependent detectors. A usual
technique is to employ effective object descriptions to represent objects (Dalal and
Triggs (2005)) or object parts (Felzenszwalb et al. (2010)), and utilizes sliding win-
dows to search objects in an image. However, this sliding window approach is
extremely inefficient since it will search all windows over the whole image. Some
researchers therefore improved the searching efficiency by using a proportion of all
windows (Vedaldi et al. (2009)). A more effective searching method is to use the
branch and bound optimization to find global optimal windows, which is called
effective subwindow search (ESS) (Lampert et al. (2009a), Lehmann et al. (2009)).

Most work only uses local image features as mentioned above. Little work takes
global features into account. In Torralba et al. (2010), the gist feature (Torralba
(2003), Torralba et al. (2006)) is combined with effective local features (Torralba
et al. (2007), Torralba (2003)) to improve object detectors. Through the gist feature,
the probability of a position containing objects in an image is enlarged, if at the
position objects are more possibly present. And the position with less possibility of
presenting objects is suppressed.
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Depth is also useful information for object detection. The consistency of the depth
of objects can be used as a good indicator for object detection. However, only little
work takes the depth into account. For example, in Gould et al. (2008), the depth
produced by a laser range scanner is integrated with image features to improve the
object-dependent detector.

Generally speaking, the selection of features and models are two key issues for
category-specific object detection. Features must have enough distinctness for dis-
tinguishing different category objects. Models should integrate features to form
category templates to represent object categories. Similarly, category-independent
object detection is also concerned in these two key issues. But there are several
significant differences. First, features for category-independent object detection
should generalize across categories and keep the distinctness for distinguishing ob-
jects from background, while features for category-specific object detection do not
need high generalizability. Second, the development of models does not aim at train-
ing category-specific templates, but measuring a certain generic object-likeness. In
this section, we review state-of-the-art methods about category-independent object
detection by considering these two issues.

Recently, more and more approaches detecting and localizing category-independent
objects have been proposed. They can be roughly divided into four classes: salient
object detection based on visual saliency (Feng et al. (2011), Liu et al. (2011b),
Goferman et al. (2010), Cheng et al. (2011)), object-likeness measurement based
on structure regions (Endres and Hoiem (2010), Collet et al. (2011), Carreira and
Sminchisescu (2012), Levinshtein et al. (2010), Saenko et al. (2011)), object-likeness
ranking based on sliding windows (Alexe et al. (2010), Rahtu et al. (2011), Zhang
et al. (2011)) and figure/ground segmentation (Carreira and Sminchisescu (2012),
Ren et al. (2006), Ion et al. (2011), Bagon et al. (2008)). Lastly, although the
co-segmentation framework does not explicitly detect category-independent objects,
it also identifies similar objects from a pair or group of images, regardless of ob-
ject categories. Therefore here we also introduce state-of-the-art methods about
co-segmentation.

3.1.1. Salient Object Detection

Salient object detection is based on the human visual attention mechanism by which
humans can rapidly attend to the region with highest distinctiveness. The common
way to detect salient objects is first to compute the saliency map from an image
by different approaches, such as local contrast and global distribution. After that,
diverse methods are employed to determine which regions with a certain saliency
contain the salient objects.

Since visual attention theories were proposed and applied in computer vision by
Itti et al. (1998), all subsequent methods follow one or several of the four basic prin-
ciples of human visual attention summarized by Goferman et al. (2010), which are
local low-level considerations, global considerations, visual organization rules and
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high-level factors. The most frequently used principle is the local low-level consid-
erations that usually takes the contrast between the local area and its surroundings
into account, which can be abstractively defined as:

sal(x) = D(fa,, fs,) (3.1)

where D(-,-) denotes the distance of two features, fa, and fg,, extracted from a
local region A, and its surroundings S,, which are both centered at point x. For
example, Li et al. (2010d) computed local saliency based on approximated local
conditional entropy by the lossy coding length of multivariate Gaussian data, which
is defined as:

sal(c,) = L(SC) — L(S) (3.2)

where ¢, is a patch of an image centered at point z, S(c) denotes the surroundings
of this patch, L.(S) is the lossy coding length of surroundings of patch ¢, and
L.(SC) is the lossy coding length of the area combining patch ¢ and its surroundings.
Here SC and S are represented by features. In Liu et al. (2011b) another effective
local consideration, namely the center-surround histogram, is defined by the color
histogram contrast between a center region and its surroundings.

sal(x) = Zwmrx2(R(x'), R(x)) (3.3)

where 2’ denotes the surroundings of region x, w,,s are weights, and x*(R(z'), R(z))
is the Chi-square distance between R(z') and R(x) which denote the color histogram
of region 2’ and x respectively.

The global considerations are often computed based on the feature distribution
on the whole image. For example, Cheng et al. (2011) defined the global saliency
as the global rarity of L*a*b color. A L*a*b color histogram is constructed on the
whole image, then the pixels taking a more rare color are considered as more salient
positions. The saliency is defined as:

sal(¢)) = Z fiD(ci, ¢;) (3.4)

where ¢ is the color value corresponding to the [-th bin in the histogram, f; is the
probability of assigning pixels to bin j according to their colors. Liu et al. (2011b)
used a RGB color Gaussian mixture model (GMM) instead of the color histogram
to computed the global saliency. By the GMM model, regions where the color of
pixels have lower probabilities in the GMM are regarded as the salient regions.

For the third principle, Liu et al. (2011b) and Goferman et al. (2010) assumed
that the center regions in an image will obtain the higher saliency priori.

The fourth one is related to the model of determining which regions are the most
salient regions to contain objects. The simplest method is to use a threshold to
determine the object regions. For example, in Achanta et al. (2008) and Li et al.
(2010d) the salient object map is defined as:
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{1 if sal(z) = threshold,
P(z) = { 0 otherwise, (3.5)

where 1 means that the corresponding pixel x belongs to an object. A more com-
plicated method based on a CRF model is employed for salient object detection in
Liu et al. (2011b), where unary potentials are computed from three kinds of visual
saliency.

Although visual saliency can be regarded as a good category-independent feature,
it is not sufficient to use the saliency as sole feature to precisely detect all objects
of interest. This is because the definitions of two problems, salient object detection
and category-independent object detection, are different. The former one is to find
the most distinctive object with the highest saliency, but in the latter one objects
in 2D images to be detected may not have a high saliency and the background may
have a high saliency. Therefore, salient object detection methods may fail to detect
only one object in an image (Liu et al. (2011b), Goferman et al. (2010)) or detect
part of the background as objects (Feng et al. (2011), Cheng et al. (2011)). In the
proposed method in this thesis, a novel 3D saliency is developed as one kind of
category-independent feature together with 2D saliency. Thus more robust saliency
features can be obtained. Furthermore, we do not assume that the region with the
highest saliency corresponds to objects, but use a Support Vector Machine (SVM)
to learn the probability of corresponding to objects of interest for different saliency
values.

3.1.2. Objectness Ranking

The objectness ranking method was first proposed by Alexe et al. (2010). It combines
several local cues into a naive Bayesian model to sample the windows in an image
with high probability of containing objects by the sliding window approach. Four
local cues are used, which are multi-scale saliency, color contrast, edge density and
superpixel straddling. At first a saliency map, defined as IM%(p) for each pixel p,
is computed on each scale s. Then the saliency of a window w at scale s can be
defined as:

|{p € w]I"%(p) = 6%}
|w]

MS(w,0,") = >, "% (p)

{pew|IMS (p)=615}

(3.6)

where |w| denotes the number of pixels in this window and the parameter 62 needs
to be learned. The windows with higher density of salient pixels and higher salient
values for pixels are computed as having a higher saliency, which are considered as
having a high probability of containing objects.

The color contrast is a local measure of the dissimilarity of a window to its imme-
diate surrounding area, which is based on the assumption that the higher contrast a
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window has, the more possibly the window contains a whole object. Thus this cue
is defined as:

CC(w,0cc) = X2 (h(w), h(Surr(w, 0,.))) (3.7)

where h(w) denotes the color histogram of window w, and h(Surr(w,6..)) is the
color histogram of the surroundings of w. The area of Surr(w,0,..) is controlled by
the parameter .. that needs to be learned.

The edge density measures the density of edges near the window borders. This
cue is based on the assumption that more edges occur at the objects’ boundary.
Thus the higher edge density a window has, the more possibly the window contains
a whole object. This cue is defined as:

Zpe]nn(wﬁED)IED ()
LenInn(w,0gp)

where Inn(w,0gp) denotes the inner ring obtained by shrinking the window w by a
factor Ogp in all directions, Ipp(p) denotes the binary edgemap which is obtained
by Canny detector, and Len(-) measures the perimeter.

Finally, the most useful cue in Alexe et al. (2010) is the superpixel straddling
based on the assumption that all pixels in a superpixel belong to the same object
(Russell et al. (2006)). For a window w, if there is at least one pixel of a superpixel s
in the window and at the same time at least one pixel of s outside w, this superpixel
straddles this window. Thus the superpixel straddlling can be used to estimate if a
window contains an object:

SS(U), 955) - 1— Z mzn(|s\w|, |S M w|) (39)

SeS(655) |w|

where S(07%) is the set of superpixels with a parameter, segmentation scale denoted
by 6°%, which needs to be learned. The sum in this equation counts the ratios
between a minimal number of pixels in superpixels in a window or outside a window
and this window’s area. Thus when most parts of an object are in a window, this
sum trends to zero and consequently SS(w,#5%) closes to one.

These four cues are then combined into a simple Bayesian model, where each cue
is treated independently. Thus the probability that a window contains an object is
obtained by this formulation:

p(obf|Q) = p(Qobj)p(obs) _  p(0bj) | [ueq P(clobi) (3.10)

p(§2) Zce{obj,bg} p(e) ] [oen P(wlc)
where (2 is the set of local cues.
The sampled windows by Alexe et al. (2010) can cover most objects in an image
regardless of their categories. Thus these outputs can be used as location priors for
greatly reducing the number of windows evaluated by class-specific object detectors.
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It further is improved by Rahtu et al. (2011) by more elaborate local cues and Zhang
et al. (2011) by multimodal and global cues.

Although the output windows of objectness ranking methods can cover most ob-
jects, too many windows need to be sampled. To cover 70% objects one thousand
windows with the highest objectness measurement need to be sampled as reported
in Rahtu et al. (2011). Even in simple scenes, the number of sampled windows must
be 3-5 times of the number of objects to cover most objects as reported in Zhang
et al. (2011). Thus these objectness ranking methods cannot be directly used for
category-independent object detection. Similarly to these methods, our method also
integrates several cues into one uniform framework. But we use the more elaborate
CMH-CRF model to obtain the more accurate detection.

3.1.3. Structured Segmentation

The structured segmentation method is first to segment images or 3D data (e.g.
point cloud or depth map) into oversegments by some unsupervised segmentation
algorithms (e.g. Shi and Malik (2000), Felzenszwalb and Huttenlocher (2004)). Then
regions combined by adjacent oversegments are measured for whether they contain
whole objects. Unlike the salient object detection, these methods can detect more
than one object regardless of their categories.

However, these methods also have to sample a large number of regions to cover
most objects in an image. Furthermore, they rely heavily on the results of overseg-
ments. Thus on the one hand the small objects that are smaller than the minimal
patch size of oversegments cannot be detected. On the other hand, objects with
the similar color or texture as the background which cannot be segmented precisely
may be detected as part of the background. To improve the oversegments, they
employed hierarchical segmentation (Endres and Hoiem (2010)), multi-scale seg-
mentation (Carreira and Sminchisescu (2012)) or utilized multimodal data (Collet
et al. (2011), Saenko et al. (2011)). Although each oversegment may not exactly
belong to only one object, it is still a kind of efficient mid-level representation of
images. Based on oversegments, the computational cost is largely decreased with
respect to that of directly using pixels. Furthermore, many mid-level features can be
efficiently computed through oversegments. Similar to these structure region based
methods, the proposed CMH-CRF model also takes the multimodal oversegments as
basic nodes. But the details of how to utilize oversegments are significantly different.

3.1.4. Figure/ground Segmentation

As first introduced by Ren et al. (2006), the figure/ground segmentation in com-
puter vision is defined as assigning two different labels (foreground and background)
to different regions in an image. All regions with the same label have the largest
consistency in color, texture and so on, while having the largest difference from
other regions assigned another label. Recently, Ion et al. (2011) proposed a novel
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framework for figure/ground segmentation, namely segmentation by composition,
which composites regions with a certain consistency as foreground segmentation.
After that, many researchers improved this framework and derived better segmen-
tation performances as reported in Carreira and Sminchisescu (2012), Bagon et al.
(2008). However, since the figure/ground segmentation only takes two labels, it
is difficult to distinguish object instances when they overlap. Therefore each con-
nected region of segmented results will be considered as one object, no matter how
many objects this region does contain. Although the method proposed in Carreira
and Sminchisescu (2012) takes the multi figure/ground segmentation hypothese and
ranks them to detect more than one object, it still needs to sample a large set of
different figure/ground segmentation hypothesis to find the best segments. Unlike
figure/ground segmentation, our method in this thesis considers three labels (the
object, the background and the boundary), by which the object instances can be
easily distinguished even when they overlap.

3.1.5. Co-segmentation

In this thesis the proposed method for category-independent object detection simul-
taneously segments 2D image and corresponding 3D point clouds, which is related
to co-segmentation methods. Current co-segmentation methods are all based on 2D
images, and segment similar or same objects from a pair (Rother et al. (2006), Vi-
cente et al. (2011), Vicente et al. (2010)) or group (Mukherjee et al. (2011), Glasner
et al. (2011)) of images in an unsupervised way.

The common model of co-segmentation is defined as a Markov Random Field
model with global constraints for which an energy function needs to be optimized
(Vicente et al. (2010)):

E(z) = Y wpa, + Y wpglay, — x| + AET (hy, o) (3.11)

P (p,q)

where the first two terms are the usual MRF terms for both images, w, is the unary
weight for each pixel and w,, is the pairwise weight. The additional global constraint
expressed by the third term encodes a similarity measure between the foreground
histograms of both images, and A is the weight for that term. Thus minimizing this
energy function will find the most similar foreground objects in both images since
their histograms reach the minimal distance.

Since Rother et al. (2006) first proposed the co-segmentation problem, a num-
ber of subsequent work extended and improved it from two aspects, model and
optimization technique. Glasner et al. (2011) converted the model to a Quadratic
Semi-Assignment Problem and used a Linear Programming for optimization. Al-
though co-segmentation can successfully segment ‘something similar’ in a given set
of images, it cannot guarantee that they are objects of interest, and some objects
that are different in different images cannot be found. Vicente et al. (2011) added
two more new aspects, objectness measurement and similarity learning, to current
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co-segmentation framework. This yielded a new object co-segmentation, which in-
creases the likelihood of the segmented results being objects. Although it is a fur-
ther step carrying co-segmentation to category-independent object detection, it still
has the limitations that the segmented results are binary and adjacent object in-
stances cannot be distinguished. Different to current methods, we model the co-
segmentation of the 2D image and the 3D point cloud as a new CRF, through which
the object-likeness measurement can be learned from training data. Furthermore,
three kinds of labels in the proposed method can be used to easily distinguish adja-
cent object instances.

3.2. Novel Category Detection and Discovery

The category-independent object detection tells us where objects are in a scene. The
object recognition indicates objects belong to which categories that were learned be-
fore. The novel category detection and discovery is to identify and describe unknown
objects, which can be treated as a synthesis of several relative problems, such as ob-
ject description, object cluster and category organization, as mentioned in 1.4. Here
we extensively review the related work. For object description, we employ and ex-
tend the object attributes to describe objects, therefore in the first part we only
review state-of-the-art work about this. There is a lot of work on hierarchical object
and category organizations, which will be introduced in the second part. Novelty
detection is a kind of clustering technique which aims at finding novel patterns from
data. We will review the state-of-the-art on this in the third part.

3.2.1. Object Attributes

Object attributes mean the external tokens of objects reflected in the human mind,
which can be obtained by human or artificial sensors and used to describe and dis-
tinguish objects. Here the distinctions between object attributes and image features
need to be clarified. Actually, they are different in several aspects. First, image fea-
tures, such as color histograms, histograms of oriented gradients (Dalal and Triggs
(2005)), local texture descriptors (Varma and Zisserman (2005)) and scale invariant
feature transformation (Lowe (2004)), are computed directly from the original data
of image pixels, while object attributes are obtained based on these image features.
Second, their semantic meanings are different. Object attributes have certain kinds
of semantic meanings while image features do not. For instance, when one talks
about the ‘metal’ attribute, people can imagine certain objects, such as cars and
knives which are made of metal. However, when people are given a color histogram,
they usually do not know what kind of color it represents. Third, the generaliz-
ability across categories is different. An object attribute can be used to describe
other categories than those in the training dataset, since the training of attributes
is not category-specific (Farhadi et al. (2009)). However, image features are difficult
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to generalize to other categories. At last, object attributes are more identical to
human cognition since humans always describe an object by its attributes.

There are various attributes, such as color (e.g. ‘blue’), texture (e.g. ‘metal’),
parts (e.g. ‘has beak’) and function (e.g. ‘can fly’). Research on extracting and
using attributes has recently received much attention (Farhadi et al. (2009), Lam-
pert et al. (2009b), Farhadi et al. (2010), Ferrari and Zisserman (2008)). In Ferrari
and Zisserman (2008), how to localize simple color and texture attributes has been
learned. Farhadi et al. proposed an algorithm to learn a more broad set of complex
attributes (Farhadi et al. (2009)) and subsequently extended it to localize objects
(Farhadi et al. (2010)). In Lampert et al. (2009b) an algorithm was proposed to
use attribute-based representations to recognize new categories of animals. This
application is similar to a part of our work while the main difference is that there is
no hierarchical structure of this model. More recently, further applications based on
object attributes have been presented (Kulkarni et al. (2011), Douze et al. (2011),
Liu et al. (2011a), Li et al. (2010a)). In Kulkarni et al. (2011), relevant sentences
about images can be generated by detecting objects, adjectives and spatial relation-
ships, which are described by attributes. The excellent results in image retrieval
(Douze et al. (2011)) and human action recognition (Liu et al. (2011a)) are also
demonstrated based on attributes. Rich semantic level image information based
on object attributes is employed in Li et al. (2010a) to tackle higher level visual
recognition problems.

Object attributes can be divided into semantic attributes and non-semantic at-
tributes (Farhadi et al. (2009)). Semantic attributes have concrete semantic mean-
ings which can be described clearly by simple language, while non-semantic at-
tributes means those object characteristics that cannot be stated clearly by (at least
simple) language.

The algorithm presented in Farhadi et al. (2009) will be extended in this thesis.
Here we briefly state how it works. An object is located by a bounding box before
extracting its attributes. The box is first divided into six parts with two rows and
three columns (see fig. 3.1 as an example). Then the base features from which object
attribute classifiers are learned are extracted from the six parts plus the whole box.
There are four types of base features: texture descriptors extracted with a texton
filter bank, HOG spatial pyramids, edges extracted by the Canny edge detector and
color descriptors from the histogram of color. At last, a 9751 dimensional feature is
formed for a bounded object.

Based on these base features, two kinds of attributes are learned. The first is
semantic attributes. Four main types of semantic attributes - color, shape, part and
material & texture - are used. However, it is difficult to learn an attribute classifier
with which an occurrence attribute is associated. For instance, the ‘metal’ attribute
is always present when training the ‘wheel’ attribute through buses, trains and cars
samples. When a confused attribute classifier is used to identify the ‘wheel’, objects
with the ‘metallic’ but without the ‘wheel’ may be regarded as objects with the
‘wheel’. On the other hand, a wooden ‘wheel’ may not be recognized as a ‘wheel’
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Figure 3.1.: An example of a bounded box on an object for extracting base features.

since it does not have the ‘metallic’ attribute. To overcome this problem and obtain
more accurate classifiers, a feature selection criterion was proposed in Farhadi et al.
(2009). For each class in the training set, samples with the ‘wheel” attribute are
positive examples and those without the ‘wheel’ attribute are negative examples. In
each class, the features distinguishing positive and negative samples well are selected
by using an Ll-regularized logistic regression (Ng (2004)). Those selected features
for all classes are then combined. A linear SVM is used to train the attribute
classifier based on the combination of features.

Besides semantic attributes, to describe an object accurately requires non-semantic
attributes due to the limitation of semantic attributes (Farhadi et al. (2009)). Only
non-semantic attributes that take the difference among categories into account are
learned in Farhadi et al. (2009). The algorithm is listed in alg. 3.1. This kind
of non-semantic attributes are learned from multi-categories, therefore they can be
generalized across categories. Since in line 3 the selected categories are divided into
two sides, only the attributes that describe the difference among categories can be
obtained.

Algorithm 3.1: Learn non-semantic object attributes.

1 Input: Base features of all object samples of all categories in training set.
for each non-semantic object attribute do
2 Randomly select 2-10 categories; Divide them into two halves with equal
number of categories; Randomly select a subset of base features; Train a
classifier using linear SVM;

3 Select a certain number of classifiers as inter-class non-semantic attributes
which can classify the two halves best.

3.2.2. Hierarchical Object Models

Since the hierarchy is an important characteristic of human cognition, many re-
search projects naturally utilize it for higher efficiency. The work based on object
hierarchies can be roughly divided into three groups. The most popular work us-
ing hierarchies is based on the hierarchical representation of object parts (Larlus
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et al. (2010), Fidler and Leonardis (2007), Epshtein and Uliman (2005), Ahuja
and Todorovic (2007), Ommer and Buhmann (2010), Todorovic and Ahuja (2008)).
These works decompose an object into several parts. These parts are organized as a
tree-like structure. Parts in each level can be assembled into a whole object. Larger
parts locate at upper levels, while the number of parts there is smaller. Small parts
locate at lower levels in larger numbers. In (Larlus et al. (2010), Ommer and Buh-
mann (2010)), the spatial relationship between parts is also considered. In (Fidler
and Leonardis (2007), Ahuja and Todorovic (2007), Todorovic and Ahuja (2008)),
parts can be generalized to multi-categories. These methods obtain a better per-
formance than traditional methods of object recognition, however, they cannot be
used to discover novel categories and organize category hierarchies since they are all
category-specific methods.

The second group uses hierarchies for scene detection and representation (Sud-
derth et al. (2008), Fei-Fei and Perona (2005)). In these methods, objects and
regions are used to represent a scene in a hierarchical manner. Different scenes
may share similar objects and regions which can be drawn from the same ‘theme’
or ‘topic’ and which can be looked at as intermediate representations of the scene.
The procedure of training these intermediate representations is separated from the
procedure of training a concrete scene type. Thus training a concrete scene is not
closely related to original image features and a scene classifier can be easily gener-
alized to other scenes. However, with these methods it is still difficult to discover
and correctly categorize new scene types since these methods need samples to train
new scene classifiers.

Methods in these two groups are concerned with concrete categories of objects
or scenes and do not aim at organizing the relationship among large numbers of
categories. Methods in the third group use hierarchies to represent the relation-
ship among different categories of objects or scenes (Marszalek and Schmid (2008),
Marszalek and Schmid (2007), Zweig and Weinshall (2007), Kapoor et al. (2009),
Li et al. (2010b)). Hierarchies are organized as tree-like structures in which each
node corresponds to one concrete category (a leaf node) or one superordinate of sev-
eral concrete categories (a middle level node). The hierarchy can be built manually
(Zweig and Weinshall (2007)), or from existing semantic networks (Marszalek and
Schmid (2007)), or directly from image data (Marszalek and Schmid (2008), Kapoor
et al. (2009), Li et al. (2010b)). The first two methods of building hierarchies are
obviously not flexible enough to represent dynamic hierarchies. In Marszalek and
Schmid (2008) and Kapoor et al. (2009), methods can build different hierarchies
for different training image sets and can also be extended to find novel categories,
however, the summarization of image features for each node in the hierarchies is not
mentioned. In Li et al. (2010b), each node in the built hierarchy has a semantic
tag which provides a certain semantic meaning. However, this method does not
take into account how to change this tag when the hierarchy is changed as novel
categories emerge.
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3.2.3. Novelty Detection

Given a mixture of familiar and unfamiliar objects in a scene, unfamiliar objects
should be identified before discovering novel categories to which they belong. Usu-
ally, these objects are detected and located by regions or bounding boxes. Although
the problem of distinguishing unknown regions from all regions has not directly been
addressed in the recognition literature (Lee and Grauman (2012)), we can borrow
some ideas from novelty detection that has been researched widely in the machine
learning community.

In the field of machine learning, there is much work that aims at novelty detection,
such as Smola et al. (2009), Vieira Neto and Nehmzow (2007), Hoffmann (2007),
Blanchard et al. (2010), Weinshall et al. (2008), Wu and Ye (2009). The common way
of novelty detection usually assumes the training data obtained from the nominal
classes and trains a distribution to represent these normal data. Thus a new sample
that locates at the region with densities lower than a certain threshold will be treated
as novel pattern (Scholkopf et al. (2000), Markou and Singh (2003a), Markou and
Singh (2003b)). The recent achievements of novelty detection change this traditional
manner by adding abnormal data at the training stage, or employ a soft threshold
technique to obtain an improved performance. In Blanchard et al. (2010) and Wu
and Ye (2009), the abnormal data is added to the training set which yields a smaller
sphere and larger margin for the learned model. Smola et al. proposed to use a
reference measure to be given in the form of a sample from an alternative distribution
instead of a fixed threshold (Smola et al. (2009)).

A method of novelty detection that is suitable for our hierarchical category model
is presented in Weinshall et al. (2008), where the conflicting predictions of a sample
in the general level and specific level indicate the “incongruent” pattern. It defined
two label hierarchies: the part-membership hierarchy where a concept requires a
conjunction of parts, and the class-membership hierarchy where a concept is defined
as the disjunction of more specific concepts. For different hierarchies, an observation
resulting in these predictions is a novel pattern, if predictions satisfy the following
conditions:

QI(X) » Q.(X) or Q.(X) » Q3 (X) (3.12)

where Q,(X) denotes a probabilistic model of class a, Q%(X) is a probabilistic
model of class a which is based on the probability of concepts in a more specific
level than a, and QJ(X) represents a probabilistic model of class a which is based
on the probability of concepts in a more general level than a. Thus the terms in eq.
(3.12) give the novel pattern detection for the part-membership hierarchy (left) and
class-membership hierarchy (right).

Since our category model in this thesis is also a hierarchy, this method is nat-
urally employed for identifying novel categories. However, this method cannot be
directly used for novel object category discovery, since it cannot tell us whether two
novel patterns belong to the same category or different categories at all. And it is
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inevitable that more than one novel category needs to be detected and recognized
in our work. Therefore in this thesis we use the novelty detection to identify novel
objects and employ our hierarchical category model to distinguish different novel
categories.

3.3. Summary

In this chapter, we introduce diverse state-of-the-art methods related to the work
presented in this thesis from different aspects. For some methods which are directly
employed or extended in the presented work, we give a detailed introduction, in-
cluding concepts and formulations. Furthermore, the limitations of these methods
are also analyzed, explaining why some methods are not suitable for our work and
some methods need to be extended for the presented work.






Chapter

Category-Independent Features based on
Multimodal Data

4.1. Introduction

Feature is an important issue for category-specific object detection. Distinctive
and representative features can simplify the complexity of models and achieve a
better performance. For instance, some excellent features, such as SIFT (Lowe
(2004)), SURF (Bay et al. (2006)) and MSER (Matas et al. (2004)) can yield good
results even by a naive template matching method. To the problem of category-
independent object detection, feature is also the key issue. Unlike those features
used in category-specific object detection, category-independent object detection
needs more generalizable features to describe generic objects. Thus the category-
dependent features, such as aforementioned SIFT, SURF and MSER, cannot be
directly used in this problem.

Color contrast, boundaries and edges are most often used category-independent
features. Color contrast reflects the difference between an object and its surround-
ings in an image. The colors of an object usually have a certain consistency, and
they are different from other objects and background. Thus its color contrast would
be a good measure for generic object detection. However, when the appearance of
the object is similar to others or the background is cluttered, the color contrast will
lead to false results. And the boundaries and edges have similar shortages. They
can efficiently detect simple objects in clear background. However, when the scene
is complex, it is difficult to get complete boundaries for objects and the edges will
be influenced by background. Consequently, it is necessary to develop more robust
category-independent features for category-independent object detection.

Recently, visual saliency and superpixels are used to detect generic objects (e.g.
Alexe et al. (2010)). They are computed independently to object categories and
represent objects’ common characters. The saliency highlights the foreground ob-
jects that are distinct to background. The superpixel straddling (Alexe et al. (2010),



50

Category-Independent Features based on Multimodal Data

Rahtu et al. (2011)) stands for concentrated foreground objects against spread back-

ground objects.

Figure 4.1.: 2D and 3D saliency maps. From left to right, the columns are the
original images, 2D saliency maps, 3D saliency maps.

-

However, current visual saliency and superpixels are computed from only the color
and brightness information of 2D images, which may lead to inaccurate results.
Some foreground objects may have low saliency, while some background areas with
surrounding noises may have high saliency. For example, as shown in Fig. 4.1,
since the two dustbins in the second row have similar color with the background,
their saliency is relative low. On the contrary, the two highlighted areas caused by
specular reflection on the desk in the first row have high saliency.

Why the superpixel can be used as category-independent features is based on the
assumption that all pixels in a superpixel belong to the same object (Russell et al.
(2006)). Unfortunately, it is not always true in many cases. For example, in the
top row of Fig. 4.2, the box marked by the red rectangle is segmented into a same
region with a part of the floor in 2D oversegments, while in 3D oversegments it can
be correctly organized. A similar situation can be found in the second row of the
figure. This implies that simultaneously using 2D and 3D oversegments can yield
good performance than using only one of them.

In general, there are two ways to incorporate 2D and 3D data for object detection.
The first is to combine 2D and 3D information at the stage of extracting features. For
example, 2D and 3D saliency maps can be integrated into one saliency map, and an
oversegment method can combine colors and depth information to obtain RGB+D
oversegments. Thus, the more accurate saliency maps and oversegments could be
achieved. However, the interaction between 2D and 3D data is difficult to be modeled
by this way, because the multimodal information is integrated into one saliency map
and one oversegmentation, and the model cannot encode the interaction from the
separated 2D features and 3D features. In our future work, we will investigate how
to model the interaction from the features integrated color and depth information.
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Figure 4.2.: Complementariness between 2D and 3D oversegments. From left to
right, the columns are the original images, 2D oversegments, and 3D

oversegments. The objects marked by red boxes have better segments
in 3D oversegments.

In this thesis, we only concern the second way of incorporating 2D and 3D data,
which obtains different features separately from different modalities and models
the interaction of different modalities by integrating features of different modalities
into one framework through some specific cross-modal terms (e.g. the cross-modal
potentials introduced in the next chapter).

In this chapter, we develop a set of novel category-independent object features.
These features are computed based on 2D and 3D saliency and oversegments. Ex-
tending 2D saliency and oversegments to 3D saliency and oversegments is introduced
first. Then how to compute category-independent object features from them is pre-
sented. There are four kinds of features used in a novel cross-modal higher order
conditional random field (CMH-CRF) model. This model will be introduced in the
next chapter. In addition to the traditional features used in CRF model (i.e. the
unary feature and pairwise feature), our model needs clique features and cross-modal
features. All of these features have 2D and 3D versions, which are computed from
2D and 3D data respectively. Because clique features and cross-modal features are
computed from several oversegments, it is difficult to directly evaluate their distinc-
tiveness. Therefore, the experiments only show the distinctiveness of unary features
and pairwise features, and the efficiency of clique features and cross-modal features
are evaluated in the next chapter.
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4.2. Saliency

The 2D saliency is computed by the algorithm proposed in Li et al. (2010d), and it
is based on the lossy coding length of multivariate Gaussian data (Ma et al. (2007)).
Given a set of vectors w = {wy, wy, -+ ,wy} € RV*M | a lossy coding scheme L(-)
maps w to a sequence of binary bits W = {w, Wy, - - - , Wy}, from which the original
vectors can be recovered up to an allowable distortion E[||w; — w;||?] < €% If the
data is i.i.d. sampled from a multivariate Gaussian distribution, the length of the
encoded sequence is denoted by:

. M+ N p

L.(w)

N N
log, det (I + i ww’) + 5 log, (1 + (4.1)

o2
where o= %Zf\ilwz and w = [wl — M, W — by, Wy _:U’]

The saliency is then defined as the uncertainty of center regions with respect to
their surroundings. A patch of image I and its surroundings are denoted by c € [

and S(c) = [s1, S2, -+, sm], respectively. Let SC(c) denote the union of ¢ and S(c),
i.e. SC(c) = S(c)Je. Thus the saliency can be formulated as:

sal(c,S(c)) = L(SC) — L.(S) (4.2)

where L.(S) is the lossy coding length of surroundings of patch ¢, and L.(SC) is
the lossy coding length of the area combining patch ¢ and its surroundings. Here
SC and S are represented by features. This method is insensitive to the features
and the authors used the pixel values as features to obtain state-of-the-art results.
The only parameter is the distortion € which is tested in the experiments.

To extend this method to deal with 3D data, we use 3D information as features to
represent SC' and S. Saliency can be defined as the local contrast between a region
and its surroundings. Intuitively, two kinds of 3D information, the normal direction
and depth of each point, can be used as features to compute 3D saliency. When
using normals as features, the object with sudden normal direction changes with
respect to its surrounds will have high 3D saliency. For example, books on the table
in Fig. 4.3have different normal directions from the desktop. When using depth as
features, the object with different depth with respect to its surroundings will have
high 3D saliency. For example, dustbins have different depth from the wall in Fig.
4.3. Finally, the 3D saliency map is obtained by combining the normal and depth
saliency maps:

sal* (1) = (sal™™™(I) + sal®P™(I))/2 (4.3)

In the experiments, we will show the promising performance of the 3D saliency.
And the detection by combing 2D and 3D saliency is more robust than that of only
using unimodal saliency.
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Figure 4.3.: Examples of 3D saliency corresponding to the original images shown
in Fig. 4.1. From the left to the right, the saliency maps in the first
and second column are computed from normals and depth, respectively.
The last column are the final saliency maps.

4.3. Oversegmentation

That all pixels in a superpixel belonging to the same object (Russell et al. (2006))
is a basic assumption for many object detection methods (e.g. Alexe et al. (2010),
Levinshtein et al. (2010)). Unfortunately, it is not always true in many cases as
shown in Fig. 4.2. Therefore the 2D and 3D oversegments are computed for making
using of their complementary effect. Since oversegments in two modalities are com-
puted from different low level features, results of oversegments aligning to object
boundaries are different for different modalities at the same position. For example,
as shown in Fig. 4.4, oversegments in the red rectangle in (a) do not align the box
boundaries well since two boxes have the same color and texture, but those in (b)
align the boundaries well since in 3D point cloud data the point cloud of two boxes
are separate and can be easily distinguished. However, as indicated by the green
rectangle, oversegments in (a) align the object boundaries well while the alignments
in (b) are not good, since the box and the tabletop have different color and texture,
but have closed 3D point positions. The good alignments in both modalities are
indicated by the blue rectangles since here the color, texture and 3D point position
are obviously distinguishable.

Here the algorithm in Veksler et al. (2010) is employed to compute 2D overseg-
ments and extended to compute 3D oversegments. This algorithm treats the seg-
menting task as a label assigned procedure. Given a set of pixels P, a finite set of
labels £ and a neighbor system N which takes 8-connected grids, the segmentation
is formulated as a problem of minimizing an energy function:
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N/

(a) (b)

Figure 4.4.: Difference of oversegments aligning to object boundaries for different
modalities. The oversegments in (a) and (b) are computed from the 2D
image and 3D point cloud data, respectively. The rectangles with the
same color in two pictures indicate that the oversegments at the same
position align the object boundaries differently.

E(f) = Z Dp(fp) + Z Wpq - V;?q(fpqu) (4.4)

peP {p,a}eN

where f denotes the label assignments of all pixels, f, is the label assigned to p,
D,(1) is the unary constraint which takes 1 if f, is just equal to [ or co otherwise,
Voo (fps f4) denotes the smooth constraint which takes the Potts model Vi, (fp, f;) =
min(1, |f, — f,|), and w,, encourages discontinuities to coincide with intensity edges
by taking the form:

(11p = 14|1*) )

4.5
202 - dist(p, q) (4:5)

Wpq = exp(—
where [, is the intensity of pixel p, dist(p, ¢) denotes the Euclidean distance between
p and ¢, and o determines the penalty of discontinuity between p and ¢ and can be
referred as “camera noise” (Boykov and Funka-Lea (2006)).

The segments obtained by this algorithm have more regular size, which can align
object boundaries better and lead to more regular connections as shown in Fig. 4.4.
To extend this algorithm to compute 3D oversegments, normal directions and depth
are used as features, instead of the the intensity of pixels as being used in eq. 4.5
to segment an image. Thus the w,, for 3D oversegments is defined as:

(||NMp — N]WqH2 + ||Dpp — DPp||2)
202 - dist(p, q)

) (4.6)

where N M, and D P, denote the normals and depth of point p. Another modification
is that the neighbor system A consists of 16 nearest points in 3D space. Some results
of 3D oversegments are illustrated in experimental section where we also compare

Wpq = exp(—
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the boundary recall of using both 2D and 3D oversegments with that of using only
2D or 3D oversegments.

Note that in Fig. 4.4 the oversegment boundaries do not align well to picture
edges. That is because the depth of points do not align exactly to image pixels due
to the limitation of hardware (i.e. the Kinect camera). In Fig. 4.7, there are also
some depth maps that do not align image edges well.

4.4. Unary Features

After obtaining 2D and 3D saliency and oversegments, the unary features can be
computed for unary potentials in both modalities. Given a 2D segment s! and 2D
saliency map I, for an image I, the 2D unary feature for this segment is defined as:

Fur — Zj€s{ Is,j/o-gz' (47)
’ |7

where |s!| denotes the number of pixels in the segment s!, I, ; is the saliency of the

j-th pixel in s/, and o, denotes the weight for the j-th pixel which is defined as

o; = dj/3 where the d; is the Euclidean distance between pixel j and the mass of

segment s!. The 3D unary feature has the similar definition given a 3D segment s,

and 3D saliency map T5:

Znesfn TS»”/U?I

Fur =
" |57

(4.8)

Note that in eq. (4.8) o, is computed from the Euclidean distance between point
n and the mass of segment s! in 3D space. In our experiments, we show the
distinctiveness of the unary features.

After obtaining unary features for each segment in both 2D and 3D data, the
probability of each variable assigned different labels can be computed. We choose
a part of training data and train a classifier by multi-class SVM. Through this
classifier, the probability can be obtained.

4.5. Pairwise Features

We use object boundaries to evaluate how likely two adjacent segments taking the
same label. For the 2D image, the object boundaries are explicitly computed by the
algorithm global probability of boundary (gpb) proposed in Maire et al. (2008). For
the 3D point cloud data, since there is no an efficient method to explicitly extract
object boundaries, we implicitly take their statistics into account when computing
3D pairwise features.

At first we explain how to formulate the 2D pairwise features. Give a gpb map

B! and two adjacent segments {s! s} € S;, three kinds of features are computed

R
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first for each point x in the edge E;; between two segments, then integrate them
into one feature whose average is the final 2D pairwise feature.

B = S (14 cos,)/d) (4.9)

|E2’j | IEEZ"J'

where d,, denotes the distance of a point x to the nearest boundary in gpb map B,
t, is the value of the nearest boundary in B?, and 6, is radian difference between the
tangent to the edge point x and the tangent to the nearest boundary, as illustrated in
Fig. 4.5. By this equation, the closer distance, higher gpb value and smaller radian
difference result higher values for 2D pairwise feature which means there is higher
probability of boundary between the two segments. Note that (4.9) also normalizes
the 2D pairwise feature to the range [0, 1].

g

Figure 4.5.: 2D pairwise feature. The black curve between two segments is the edge
with one point x marked. The red curve is the object boundary com-
puted by gpb. b denotes the nearest object boundary to x. d is the
distance. v and w are the tangent of  and b respectively.

Given two adjacent 3D segments {s’ s} € S, three kinds of features are con-

m?cn
sidered. The first is the Chi-square distance of point normal histogram between
two adjacent segments. We transform a point normal from cartesian coordinates to

spherical coordinates by following equations:

r=4/n:+nl+n @ = arctann,/n,, 0 = arccosn,/r (4.10)

where ¢ € [0,27] and 6 € [0,7]. Since r is always 1 for all point normals, the
histogram of normals in one segment is constructed by only ¢ and 6 as:

from(iy = 221 e 6T o 0} € bin() (4.11)
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where the histogram has 72 bins by dividing ¢ into 12 equal portions and dividing 6
into 6 equal protions. Then we define the Chi-square distance of normal histogram
of two adjacent segments as:

norm Hnorm ) Hnorm( ))2
d - _Z Hnm"m + Hnorm( ) (412)

The second feature is computed from the difference of point cloud density between
two segments, which is defined as:

ddens _ o m,n
w=ep-p )
Dmn = - Dm,n = e
7 ‘/box(s%) %om(sﬁﬂrsg)

where D,, and D,, denote the point density of the segment s% and 55, D, ,, denotes
the joint point density of the joint segment s + sI and V. (sl) is the volume of
the minimal box containing all points in the segment sZ .

Figure 4.6.: Feature of the difference of point density. The right picture shows three
adjacent segments whose point cloud in 3D space are shown in the left
picture.

This feature is motivated by the following observation. If two adjacent segments
are in the same object, their point density and their joint point density are more
similar than that of two segments not in the same object. As shown in Fig. 4.6,
considering three segments s7, s2' and s?. The former two segments are in the same
object and the last one is in another object. It is obvious that sI and sl locate
more closed and hence the different between D; + D, and D; 5 is also smaller than
that computed from sl and sI .

In general, the depth of points along with the edge of two segments changes
gradually if two segments locate in the same object (e.g. s and s?), otherwise the
depth of points along with the edge changes suddenly (e.g. s and si). Motivated
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by this intuition, we design the third feature that is computed from the difference
of depth changes of points along with the edge of two adjacent segments. Given
two adjacent segments s, and sT, the point along with the edge can be found more
easily from 2D image as shown in Fig. 4.6. We define those points belonging to
edge if the distance of the point to the edge of two segments is less than five pixels
in 2D image. Then the third feature can be defined as:

Zm]-ee?n dmi,mj . aneeg dmz‘vnk |
el len]
Yimieer, Dmi + 2peer D,
leml + lex]

Dy, = |
(4.14)
ddepth _

where dy;; m; 18 the 3D Euclidean distance of edge point m; and m; belonging to
edge points in the s?, side, el | denotes the number of edge points. By this equation,
the larger value of ddepth means the higher probability of two segments locating in
two objects.

Finally, we normalize three features to the range [0,1] by (/¢ — min (d/**"))/
(max (d’¢*") — min (d/*")) and compute the average of three features as the 3D
pairwise feature.

FPro = (drerm + dens 4 dlerthy /3 (4.15)

where cjfjf% denotes the normalized value of dﬁ‘ff. In our experiments, the distinc-
tiveness of the 3D pairwise features will be evaluated.

4.6. Clique Features and Cross-modal Features

The clique potential is defined on an entire clique, so the clique feature is also com-
puted from this clique. In the robust higher order CRF model (Kohli et al. (2009)),
the higher order potential penalizes that the variables associated with segments in
a clique do not have the same label. Therefore the clique feature will have higher
value if all segments in a clique do not in the same object, otherwise the value is
lower. A natural solution of clique feature is to count the boundaries in a clique,
since the more boundaries there are, the more possible the clique straddles more
than one objects. In this thesis, the 2D and 3D higher order features are defined as
the mean values of all pairwise features between the segment center at a clique and
all its adjacent segments:

1
ci _r;

. (4.16)
hr _
Fcnq; - H Z F’r?b?n
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where ¢;\i means all segments excluding s! in clique ¢;.

In the cross-modal higher order CRF model introduced in next chapter, the cross-
modal potential also penalizes that the variables associated with segments in a
cross-modal clique do not have the same label with the variable corresponding to
this clique. Thus, the cross-modal potential is also defined as the mean values of all
pairwise features in the cross-modal clique:

/ 1
Fri(d,aly = — Z FP!

m |C, 2¥]
I i,jEC) (4 17)
/ 1 ’
Pl = oo X R
T m,necl,

where ¢} and ¢ are the cross-modal cliques corresponding to nodes zl and z!
respectively, and |¢}| and |¢.| are the number of segments in the cross-modal cliques.

4.7. Experiments

In this section we evaluate the distinctiveness of the proposed features. The unary
features and pairwise features are tested by using multi-class SVM. Experimental
results show the promising distinctiveness. For the higher order and cross-modal
features, since it is difficult to evaluate their distinctiveness, we do not explicitly
test them but compare the performance of using or not using them in the evaluation
of the whole cross-modal higher order CRF model in next chapter.

All experiments are based on a public RGB+D dataset (Lai et al. (2011)). The
data in the RGB+D dataset is obtained by a Kinect style 3D camera. Some examples
are shown in Fig. 4.7. The RGB and depth values are synchronized and aligned
with 640 x 480 resolution. There are four classes of indoor scenes and 300 common
household objects in it. Since the data is originally recorded in video sequences,
we extract 200 images with significant difference in our experiments. Randomly
selected 100 images are used as the training set and the rest is used for testing.

A set of parameters for computing the saliency and the oversegments needs to be
set. In our experiments, considering the computational cost, we do not compute the
saliency on the original images and point cloud data but on several down-sampled
images and point cloud data to construct the multi-scale saliency. Particularly, three
scales, {0.0625,0.125,0.25}, are used for both 2D and 3D saliency. For computing
saliency, the distortion parameter £ need to be set. For computing oversegments,
we need to set the parameters the allowed maximal patch size, and A\ which controls
the smoothness of boundaries.

First the results of saliency and oversegments under different parameters are tested
to find the best parameters. For the parameter € in (4.2), we evaluate different values
to find the best parameters through which the 2D and 3D saliency maps yield the
highest precisions and recall rates by considering pixels/points as objects if their
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Figure 4.7.:

Some examples in the RGB-D dataset used in our experiments. The
first and third rows show some RGB images. The second and fourth
rows show the corresponding depth maps. The bounding boxes indicate
the annotated ground truth.
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saliency is larger than a threshold 7 = 0.6. The parameter ¢ is variable from 0.05
to 0.8 with a interval 0.05. The precision and the recall rate are defined as

_ A6 4] _ |A06( Al

, r= 4.18
Aemog] A, (4.18)

where A,>q¢ is the region where the saliency of pixels or points is lager than 0.6,
and A, denotes ground truth regions.

We randomly select 50 images and corresponding 3D point cloud data from the
training set to test the parameters. As shown in Fig. 4.8, the 2D saliency precision
increases with the increment of the parameter €. However, the recall is decreased
when the value of € increases. For the trade-off of precision and recall, therefore, we
choose 0.5 as the value of € for 2D saliency, by which the precision and recall are 0.72
and 0.8 respectively. Similarly, as shown in Fig. 4.9, ¢ is set to 0.8 for 3D saliency
by which the precision and recall are 0.70 and 0.73 respectively. Furthermore, we
combine the 2D and 3D saliency into one saliency map, and test if the combined
saliency has higher precisions and recalls, which are illustrated in Fig.4.10. From
this figure, it is obvious that the precision and recall of combined saliency maps
are 1 and 3 percentage above that of single 2D and 3D saliency maps. Finally, we
also show some 2D and 3D saliency maps in Fig. 4.11, from which the 2D and 3D
saliency maps can be complementary for each other.
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Figure 4.8.: 2D saliency precision and recall curves for different parameters.

For testing 2D and 3D oversegment parameters, we vary the patch size and A from
10 to 80 and 10 to 100 with the same interval 10. The precision of oversegments
is computed from the area of ground truth dividing by the area of oversegments
overlapped with the region of ground truth. Fig. 4.12 shows the precision changes
with different parameters. When the patch size is set to small values, the preci-
sions is relative high. However, the number of oversegments is too large to fast
infer the whole object detection model. Therefore, the patch sizes for 2D and 3D
oversegments are both set to 20, which means the maximal oversegment not larger
than 20 x 20. A’s for 2D and 3D oversegments are set to 40 and 10 respectively
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Figure 4.9.: 3D saliency precision and recall curves for different parameters.
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Figure 4.10.: Saliency precision and recall curves of combined saliency maps given
different parameters.
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Figure 4.11.: Some examples of 2D and 3D saliency maps. From the left to right,
the pictures are original images, 2D saliency maps, 3D saliency maps
and combined saliency maps.
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according to the precisions. As we explained in section 4.3, the 2D and 3D overseg-
ments are complementary each other. Here an experiment is designed to prove it.
After obtaining 2D and 3D oversegments for an image and its corresponding point
cloud, we overlap them and obtain a new oversegment set with smaller oversegments.
Since some oversegments cannot align to object boundaries well in one modality but
can align well in another modality, theoretically, the overlapped oversegments can
achieve better alignments than any unimodal oversegments. Actually, it is proved
in our experiments as shown in Fig. 4.13, where the precision is improved averagely
20% for any parameters. Some 2D and 3D oversegments are also illustrated here in
Fig. 4.14.

Figure 4.12.: Precision for 2D and 3D oversegments with different parameters.
The left and right pictures show 2D and 3D oversegment precision
repectively.

precision

lambda x 10 patch size x 10

Figure 4.13.: Precision for overlapped oversegments with different parameters.

According to aforementioned experiments, we use the parameters that lead to
best results for the following experiments. Now we can employ the multi-class SVM
to evaluate the distinctiveness of unary and pairwise features. Randomly selected
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Figure 4.14.: Some examples of 2D and 3D oversegments. For each pair of pic-
tures, the left one is the 2D oversegments and the right one is the 3D
oversegments.
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Table 4.1.: Precision of three-class SVM classifier for classifying unary features.

Groupl | Group2 | Group3 | Group4 | Groupb | Mean
O| 084 0.83 0.86 0.84 0.85 0.845
B | 0.82 0.81 0.82 0.80 0.81 0.812
G| 0.85 0.84 0.85 0.83 0.82 0.836

Table 4.2.: Precision of six-class SVM classifier for classifying pairwise features.

Groupl | Group2 | Group3 | Group4 | Group5 | Mean
O-0| 0.79 0.81 0.78 0.80 0.82 0.80
O-B 0.74 0.72 0.76 0.75 0.75 0.744
O-G | 0.82 0.83 0.85 0.84 0.83 0.834
B-B 0.76 0.74 0.79 0.77 0.75 0.762
B-G 0.73 0.72 0.74 0.76 0.73 0.736
G-G| 0.83 0.80 0.82 0.82 0.84 0.822

100 images and corresponding 3D point data are used for this evaluation. We obtain
490 average oversegments for each 2D image and 470 average oversegments for each
3D point cloud, which are divided into three classes corresponding to three kinds
of labels. The unary features for all oversegments are computed first. Then half
of unary features are randomly selected to train a three-class SVM classifier and
the rest is used for evaluation. This experiment has been executed five times to
obtain more convinced results. The results for both 2D and 3D unary features are
listed in Table 4.1, where ‘O’, ‘B’ and ‘G’ refer to the label ‘object’, ‘boundary’ and
‘background’ respectively.

In the 100 training images and 3D point cloud, we averagely obtain 1220 and 1270
pairs of oversegments for 2D and 3D data respectively. For the pairwise feature,
there are six classes of paired oversegments: ‘object’ to ‘object’ (O-O), ‘object’ to
‘boundary’ (O-B), ‘object” to ‘background’ (O-G), ‘boundary’ to ‘boundary’ (B-
B), ‘boundary’ to ‘background’ (B-G) and ‘background’ to ‘background’ (G-G). We
randomly choose half of paired features to train a six-classes SVM classifier and
the rest is used for evaluation. The experiments are also executed five times. The
results are listed in Table 4.2. In this table, the precisions of classifying ‘O-B’, ‘B-B’
and ‘B-G’ are relatively low, that is because the boundaries between ‘object’ and
‘boundary’, ‘boundary’ and ‘boundary’, and ‘boundary’ and ‘background’ are more
confusion. However, when using the CRF models, which take the spatial consistency
into account, these confusion will be overcome and the results are better than the
performance obtained by SVM.

As shown in these two tables, the best precisions of classifiers of unary and pairwise
features are up to 86% and 85% respectively. The average precisions of them are



4.8 Conclusion

67

larger than 81.2% and 73.6%. From this, we can draw the conclusion that our unary
and pairwise features have sufficient distinctiveness and are efficient for the proposed
CMH-CRF model, which will be proved by experiments in the next chapter.

4.8. Conclusion

In this chapter we developed category-independent features used for the category-
independent object detection model in the next chapter. To overcome the limitation
of 2D saliency and superpixel, we extended algorithms to compute 3D saliency
and oversegments. Based on 2D and 3D saliency and oversegments and boundary
information, a set of novel features, including unary, pairwise, clique and cross-modal
features, are developed. In the experiments, we first test the parameters for 2D and
3D saliency and oversegments. Then given the best parameters, we evaluated the
distinctiveness of our unary and pairwise features, and proved that the new unary
and pairwise features are efficient.






Chapter

Cross-Modal Co-segment for
Category-Independent Object Detection

5.1. Introduction

To discover novel object categories from unexplored environments, the first thing is
to detect and localize interesting objects in background. As a result, it is possible to
recognize known objects and learn unknown objects. To detect and localize objects
without recognizing them in scenes is an important ability of human beings. When
doing this, the 3D information is indispensable. However, most of current category-
independent object detection methods only consider the 2D images (e.g. Alexe
et al. (2010), Rahtu et al. (2011), Endres and Hoiem (2010), Feng et al. (2011),
Liu et al. (2011b)). Although some methods (e.g. Zhang et al. (2011), Collet et al.
(2011)) utilize 2D and 3D data, they have not taken full advantage of the spatial
consistency between 2D and 3D data. Furthermore, most of these methods are based
on a procedure that ranks a lot of regions sampling from an image by measuring
their object-likeness. They can achieve high object covering rates but the accuracy
is very low, and consequently cannot be directly used for object localization.

In this chapter, we focus on detecting category-independent objects based on both
2D and 3D data. As convenient devices that can simultaneously obtain RGB+D
(red, green, blue, + depth) data emerge, such as Microsoft Kinect, they provide
a chance to computer vision system with efficiently integrating 3D and 2D data
and improving object detection. Given a RGB+D image, a point belonging to an
object in 2D space must have a corresponding point in 3D space belonging the
same object. Furthermore, the 3D space points near to the corresponding point also
have high probabilities to belong to the same object. It means that there must be
spatial consistency between 2D and 3D data, and it motivates a novel method that
treats the category-independent object detection as a cross-modal co-segmentation
problem.
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The co-segmentation is first proposed by (Rother et al. (2006)), which is defined
as segmenting the same or similar regions in a pair or group of images by using
the global constraint of all segmented images. After this, more and more methods
are presented to improve its efficiency and performance (e.g. Vicente et al. (2011),
Mukherjee et al. (2011), Vicente et al. (2010), Glasner et al. (2011)). The 2D image
and corresponding 3D point cloud data also have some global constraints, so we
believe that to simultaneously segment 2D images and 3D point data can improve the
category-independent object detection. However, current co-segmentation methods
are only based on 2D images, and do not explicitly detect object-likeness regions but
unsupervised segment the same or similar regions among images. Therefore they
cannot be directly applied to category-independent object detection.

We propose a novel co-segmentation method that overcomes these limitations and
obtains promising category-dependent object detection in both 2D and 3D space.
Fig. 5.1 shows the basic idea of the proposed method. This method is a kind of novel
conditional random fields, namely Cross-Modal Higher-order Conditional Random
Field (CMH-CRF) model, which uses the 2D superpixels and 3D supervoxels as
basic nodes for decreasing computational costs. The CMH-CRF model takes the
2D and 3D potentials, and the cross-modal potentials in a uniform model. The 2D
saliency, superpixels, and boundaries, and 3D saliency and supervoxels are com-
puted first as features. Then the unary, pairwise and higher-order clique potentials
are carried out. Next we compute the cross-modal higher-order potentials. After
inferencing the CMH-CRF model, the 2D and 3D labeled results are simultaneously
obtained. The pixel-wise results can then be produced by combining 2D and 3D
results at pixel-level. The final results that bound object instances by boxes can be
carried out by a simple algorithm. Unlike the general figure/ground segmentation
methods that use ‘object’” and ‘background’ labels (e.g. Carreira and Sminchisescu
(2012), Ion et al. (2011), Ren et al. (2006)), one more label ‘boundary’ is used in
our method. Benefited from using three labels, object instances can be easily dis-
tinguished from segmenting results. We evaluate the proposed method in a public
RGB+D dataset (Lai et al. (2011)). The experimental results show that the pro-
posed method outperforms state-of-the-art category-independent object detection
methods.

5.2. Overview of the Approach

The overview of the proposed CMH-CRF model is shown in Fig. 5.1. Given multi-
modal data (i.e. 2D images and 3D point clouds), the 2D saliency and oversegments
are computed by the methods proposed in Li et al. (2010d) and Veksler et al. (2010)
respectively. Then we extend them to compute 3D saliency and oversegments. For
2D images, we also employ global probability of boundary (gpb) algorithm (Maire
et al. (2008)) to compute object boundaries which are used to compute the 2D pair-
wise potentials. The 2D and 3D saliency can complement each other. In one modal
data some regions may obtain incorrect saliency, while in the other modal data their



5.2 Overview of the Approach

71

=
=3 2
o] w
] w)
Z S
E >
© g
<
(=9
-
—
g =
S &
- o
@ —_-
15 [v]
g 2
@ Saliency Superpixels Boundarv £
@ Saliency SuDervoxels e

-

E m S o l —
' - |7
ngher order --.A‘! : !

Unary Pairwise

srenuajod qzZ 9yl
srenusjod (€ 9y,

Unary

Cross-modal potentials

Higher-order

2D labeling results 3D labeling results

Final results Obiect labels

Figure 5.1.: Overview of the proposed method. From the first row to the third
row, there are the original image and point cloud, their features and
their potentials used in the proposed CMH-CRF model. In the fourth
row, 2D and 3D labeling results are shown, where the black regions are
backgrounds, the gray regions are objects, and the white regions are
boundaries. By combining 2D and 3D results at pixel level, the final
results are obtained and shown in the fifth row. Since three kinds of
labels are used, object instances can be easily distinguished as single

object instances.
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saliency may be correct, which will enhance the robustness of saliency. The same
complemental effect can also be found in 2D and 3D oversegments. Therefore, the
proposed CMH-CRF model takes multimodal features to improve the robustness of
detection.

The oversegments of two modalities are used as the basic node of CMH-CRF
model, based on which we compute the unary, pairwise, higher-order and cross-
modal potentials. The unary potentials in two modalities are computed from the
averages of saliency of oversegments by support vector machine (SVM). The pairwise
potentials in two modalities are computed by considering the boundaries between
a pair of oversegments. Then for each oversegment, we construct a clique by all
of its adjacent oversegment, and the higher-order potentials are computed from the
boundaries among them. Given an oversegment in one modality, the oversegments
in another modality overlapped by this oversegment are considered that have high
probabilities of holding the same label. Thus the cross-modal potentials are com-
puted by the boundaries among these overlapped oversegments. Then we use the
swap and expansion moves algorithm to simultenously infer labels for all overseg-
ments in two modalities. At last, the final label results are obtained by combining
the labeled maps of two modalities at pixel level.

The CMH-CRF model defines three kinds of labels for oversegments. The object,
boundary and background label refer to the locations inside an object, straddling
object boundaries and outside an object respectively. Thus, the object instances
can be accurately separated from the label results. Considering that a segment
may not align the object boundary well, the concrete definition of three kinds of
labels is as follows. If more than 80% pixels in an oversegment are within an object
or background, the variable associated with this oversegment is regarded as taking
the ‘object’ or ‘background’ label. If an oversegment straddles an object and the
background or two objects (i.e. the pixels locate in one object or background is less
than 80% of the whole oversegment), the variable associated with this oversegment
takes the ‘boundary’ label.

5.3. Formulation of Single Modality

Given an image I and a corresponding point cloud 7', we represent them by two
sets of oversegments S; = {s{,s5,---, sk, } and Sy = {s{,sl,--- s}, where N;
and Np are the number of oversegments of the image I and the point cloud T
respectively. We first in this section formulate the higher-order conditional random
field in 2D image case, and then extend it to cross-modal case by integrating 3D
and cross-modal terms in the next section.

Given an image I, consider a discrete random field X; defined over a set of vertices
V; = {1,2,---,N;} with a neighbourhood system e;, where each vertex i € V;
corresponds to an oversegment s! € S;. Each random variable X! € X associated
with a vertex i € V; will take a value from the label set £; = {l,3,--- , I}, where
in this study k = 3 for three kinds of labels. The neighborhood system ¢; consists of
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variables directly connected by edges in the random field. A set of random variables
X! which are conditionally dependent on each other forms a clique ¢. Each random
variable will be assigned a label and the configuration of labels is denoted by x;
which takes values from the set L = £V.

Based on these notations, the CRFs framewrok (Lafferty et al. (2001)) models the
probability of a labeling configuration x; = {2} as a Gibbs distribution given a set
of oversegments S; and can be written as Pr(x;|S;) = % exp(—E(x|S;)), where Z
is the partition function and E(x;|Sy) is the Gibbs energy which is defined in the
RH-CRFs framework (Kohli et al. (2009)) as:

E(xp) = ) () + ) vl a)) + ) wlx) (5.1)

iGV[ (i,j)EE[ CEC]

Here V; is the set of all oversegments and ¢; is the set of all edges, where each edge
connects two vertex i, 7 € Vr. A clique c is defined over a segment ¢ and all adjacent
segments connecting to it. Fig. 5.2 shows the graphical model of the CMH-CRF
model in unimodal case. As shown by red edges, nodes in this model do not take
the regular connections of 4 or 8 neighbors that are usually used in pixel-level image
segmentation.

Figure 5.2.: Undirected graphical representation in a unimodal case. The shadow
circles are the observed segments, while the corresponding white circles
are the random variables indicating their labels. z] and z} are neighbors
connected by an edge. An example of the clique c is represented by all
vertices connected by all red edges.

The unary potential ¢/ in (5.1) is defined as the negative log of the likelihood of
a label being assigned to segment s!. In category-specific object detection methods,
the unary potential is usually computed from color, texture, location and shape
priors as shown in Kohli et al. (2009) and Shotton et al. (2009). However, when
we aim at category-independent object detection, these category-specific features
cannot be generalized well to represent category-independent objects. Therefore we
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employ the visual saliency as category-independent features from which the unary
potential of this model is computed. For each segment, its unary potential is defined
as:

i (af) = —log(p(«{| F}"")) (5.2)

where the probability p(z!|F{") is computed by multi-class support vector machine
(Chang and Lin (2011)) and F;* is the saliency feature of the i-th segment in an
image, computed as the weight sum of saliency within this segment.

The pairwise potential zbi[j (z!,21) is also computed from category-independent

(e J
features, instead of simple edge features based on the difference in colors, which has
been widely used in category-specific image segmentation and object detection. In
this study we employ boundaries as edge features, from which the pairwise potential

is defined as the Potts model:

1,0 o |0 ifa:fza:jl,
il 7)) = { 0! + 0! exp(—0}||F?!|[2)  otherwise, (53)
where sz jl is the pairwise feature between segments i and 7, which is computed from
the value of gpb of pixels along with the edge between two segments. The model
parameters 6’{), 67 and % are learned from training data.

Kohli et al. (2009) proved that the higher-order CRF model can obtain better
performance than that of the pairwise CRF model by adding an extra higher-order
potential, and provided an efficient algorithm to solve it. In this study, we also use
the robust P™ potential which is defined as:

T I Ni(xg)L’yma:p if NZ(Xg) < Q?
velxe) = { Ymaz ¢ otherwise, (5:4)
where N;(x!) denotes the number of nodes which have different labels to the dom-
inant label in the clique ¢, and can be calculated by N;(x!) = ming(|c| — ng(xZ)).
Here |c| is the number of all nodes in clique ¢ and ng(x?) is the number of nodes tak-
ing label [;. The truncation parameter denoted by @ is used to control the rigidity
of this higher order potential. The 7,,,. is defined as:

Ymaz = |e’* (04, + 01, exp(= 015 |FL)] ")) (5.5)

where FM is the clique feature which is computed from object boundaries on all
segments belonging to clique c. The parameters 6. Q{Lp, 01  and 9}{5 are also learned
from training data.

Here we emphasize why higher order potentials are necessary for labeling with
oversegments. The pairwise potential which takes Potts model is a kind of hard
constraint since it encourages two variables taking the same label and makes the
CRF model favor smooth object boundaries. Although this smoothness potential
sometimes over-smoothes object boundaries, the labeling results are still promising
since the boundaries occupy a very small portion in the whole image. However,
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Figure 5.3.: Different proportion of two adjacent variables taking different labels or
the same label. The red color means object boundaries. The green
curves show the boundaries of oversegments

Table 5.1.: Different proportion of two adjacent variables taking different labels or
the same label.

Boundary nodes | All nodes | Ratio

Fio. 53a Pixels 912 307200 | 0.0030
& 29 Fgooments 33 307 | 0.0675

. Pixels 1324 307200 | 0.0043
Fig 5.3b g onts R 321 | 0.0807
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Figure 5.4.: Undirected graphical representation in a cross modality case. Two layers
are in this model where the ‘I’ layer corresponds to image data and the
“T” layer means the 3D point cloud data layer. One node in a layer
connects to other nodes that are not only in the same layer but also in
another one. The blue and green dash lines are the edges between two
layers which mean the interaction of related nodes across modalities.
See text for the details about this model.
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when using a set of oversegments to represent an image, over-smoothness decreases
the accuracy of labeling results, since the portion of oversegments located at object
boundaries with respect to all oversegments is much larger than that at pixel level.
As illustrated in Fig. 5.3 and Table 5.1 where two images are both in 640 x 480
resolution, the portion of boundaries at pixel level is only 0.3%-0.4%, while the
portion of boundaries at oversegment level is twenty times more than it. Unlike
pairwise potentials, robust higher order potentials take a soft constraint and allow
a part of nodes in a clique assigned different labels from the dominant label. Thus,
using the robust higher order potential can preserve boundaries better as shown in
Kohli et al. (2009). Therefore in this study the CMH-CRF model employs higher-
order potentials to obtain better capabilities to keep object boundaries, which not
only lead to higher precision of labeling results, but also improve the results being
separated into single object instances.

5.4. Cross-Modal Higher-order CRF Model

Now we extend the oversegments based robust higher order CRF's to the cross-modal
robust higher order CRF model. Kohli et al. (2009) only handled the single modal
data, i.e. 2D images. In this study 2D images and 3D point cloud are labeled within
a uniform CRF model, so potentials for different modalities will be integrated into
(5.1). Furthermore, we also consider the global spatial consistency between an image
and its corresponding 3D point clouds, therefore a set of novel cross-modal higher
order potentials are designed to be also combined into (5.1). Finally the proposed
CMH-CRF model is defined as:

XI7XT Zwl 2 w l’ J Zw

€V (z,j €er creCy
T
mGVT (m n)eaT CTECT
DI ACE DR D R A CHE S
zlevy el zl eVp,cheC)

Here the first three items at the right hand side have been stated in (5.1). The
following three items are the unary, pairwise and higher order potentials, which are
computed from the 3D point cloud. The last two items are the cross-modal potentials
which are motivated by the cross-modal spatial consistency of objects. Fig. 5.4
shows the graphical representation corresponding to this CMH-CRF model. There
are two layers in the model, one for image data and another for 3D point cloud data.
They are both represented by oversegments and therefore the connections between
variables are not regularized. The potentials for 3D point cloud data are defined on
the ‘T layer and have the similar formulation with those for image data. The 3D
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unary potential is also the negative log probability of a label being assigned to the
oversegment s? :

Ui (xh) = —log(p(a,|Fer)) (5.7)

where F*7 is the 3D saliency feature of the segment s!, and the probability p(x! |F¥T)
is also computed by SVM. The pairwise potential of 3D modality is defined as:

0 if 27 = o7
T T T _ m no
(s ) = { 07 + 67 exp(— 67| F2T|[2)  otherwise, (5:8)

where the F27, is the pairwise feature between two 3D segments, s} and s, which
is a novel set of 3D boundary features developed in last chapter. The parameters
0], 0; and 6} are learned from training data like the parameters in (5.3). The 3D

higher order potential is defined as:

N KDY AAT, i No(xE) < Q
T T _ m\“ep/ Q I'mazx m\“*cp )
Ver (XCT) { Qi otherwise, (5.9)

where N,,(-) and @Q have the same meaning with those in (5.4). The ~I s also
defined similarly to (5.5):

v e = ler|’ (08 + 0%, exp(—0L5|[FMT| %)) (5.10)

where FC"TT is the 3D clique feature computed from 3D object boundaries on all
segments belonging to clique cp and the parameters 071,, 67, 6], and 6, are
learned from training data.

The 3D potentials have the similar definition with 2D potentials. Their differ-
ence is that they are computed from different modal data. Besides combining the
potentials of each modality, the interaction between two modalities is also taken
into account in the proposed model, i.e. the cross-modal potentials. We use over-
segments to represent an image and its corresponding 3D point cloud. Although
they are synchronized well, 2D oversegments do not put into one-to-one correspon-
dence with 3D oversegments. It means that a segment in the image overlaps to
one or more segments in the 3D point cloud data if we overlay the segments of
two modalities. Furthermore, since oversegments in two modalities are computed
from different low level features, the results of the oversegments aligning to object
boundaries are different for different modalities at the same position. For example,
as shown in Fig. 4.4, the oversegments in the red rectangle in (a) do not align the
box boundary well since two boxes have the same color and texture, but those in (b)
align the boundary well since in 3D point cloud data the point cloud of two boxes
are separated and can be easily distinguished. However, as indicated by the green
rectangle, oversegments in (a) align the object boundary well while the alignment
in (b) is not good, since the box and the tabletop have different color and texture,
but have closed 3D point positions. The good alignments in both modalities are
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indicated by the blue rectangles since here the color, texture and 3D point position
are obviously distinguishable.

Therefore our goal is to find the appropriate configuration of labels for all segments
in both two modalities, which leads to the best results that the segments with the
same label can align the object boundaries better. We employ the cross-modal
potential to achieve this goal. If a variable associated with the segment 7 in one
modality is assigned a label [;, the cross-modal potential encourages that variables
associated with the segments in another modality that are overlapped by ¢ take the
same label. Thus the cross-modal potential can keep the spatial consistency across
modalities. As shown in Fig. 5.5, when the variable associated with segment ‘sjf- ’
is assigned the ‘object’ label, the variables associated with the overlapped segments
‘s sy and ‘s1,” also trend to be assigned the ‘object’ label by this potential.
More importantly, when a variable associated with a segment locating at object
boundary, such as the segment ‘s!’| is assigned a ‘boundary’ label, it will enhance the
probabilities of variables associated with ‘s ;" to ‘sl ,” being also assigned ‘boundary’
label. Since the segment ‘s!” does not align the object boundary well, it will result
to inaccurate object detection. But the segments ‘s’ ,” to ‘s ,” in 3D data that align
the object boundary well can improve the object detection if they are also assigned
the ‘boundary’ label.

Figure 5.5.: Overlaying 2D and 3D oversegments. The red and green curves de-
note 2D and 3D oversegments respectively. Two examples of segments
(marked by translucent red patches) and the corresponding overlapped
segments (marked by translucent green patches) in another modality
are shown.

Two cross-modal potentials respectively correspond to two modalities are defined
as:
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1l T V1 ARy : / !
le(iC-I,XT;) _ Ni(‘rwxc’T)Q/’)/max if Nz < Qa (511>
e e Qi otherwise,
sz(xT XI/) _ N;(‘r%?Xg})%ﬂyﬁim if Nz, < le (5 12)
T Qi otherwise, '

These equations are similar to (5.4) and (5.9) where @' is also the truncation
parameter, but the definitions of N/(-,-) and ~f are different. N/(z} X5 ) =
| =, (cp) and Ni’(xTTn,xg,I) = |c}| — ny,, (c;) denote the number of nodes in

XZ: and X£/ which have different labels from z! and 27 | respectively. Here the v
T I

max
and ~f2

w2 are defined as:

Tovna = 17| (01, + O, exp (=01 |FLT 1)) (5.13)

Vit = 171" (01, + 01, exp(= )5 | FL"[*)) (5.14)

. . ’ 7 .
where parameters are learned from training set, F’ C}}T and F(f}l are cross-modal clique
T I

features computed from cliques ¢/, and ¢;. Here the cliques are different from those
used in unimodal higher order potentials. For each variable in one modality, there is
a cross-modal clique in another modality corresponding to this variable. The cross-
modal clique of a node in one modality consists of the nodes in another modality.
Meanwhile the oversegments associated with these nodes are overlapped each other.
As illustrated in Fig. 5.4, we give two examples of the cross-modal clique. The cross-
modal clique ¢, corresponding to the node z! in the ‘I’ layer forms by the nodes in
the ‘“T” layer connected with x! by the blue dash lines. Another cross-modal clique
¢} consists of the nodes connected with the node zI by the green dash lines. Fig.
5.5 shows the cross-modal clique more intuitively. The cross-modal clique for the
variable x! associated with the segment s/ in the 2D image consists of four variables

associated with 3D segments s’ | to sI .

5.5. Model Inference and Parameters Learning

Inference for CRF model is to find the configuration of all variables that minimizes
the energy function. In general, exact computation for minimizing the energy func-
tion is intractable since this problem is NP-hard. Therefore, some algorithms are
devised for approximate energy minimization and they can be divided into two cat-
egories (Kohli et al. (2009)): message passing algorithms (e.g. Ihler et al. (2006))
and move making algorithms (e.g. Boykov and Funka-Lea (2006)). The message
passing algorithms are not suitable for inferring energy functions defined over large
cliques since their computational complexity increases exponentially along with the
increment of the size of the largest clique. To deal with large size cliques, Kohli
et al. (2009) employed the optimal swap and expansion moves for energy function



5.5 Model Inference and Parameters Learning

81

containing higher order potentials. Our higher order potentials and cross-modal
potentials take the general form:

Ve(x,) = { e HENix) < Q. (5.15)

Yrmaz otherwise,

which can also be reformulated as:
te(xc) = min{min((le[ —nx(x))b + 7e); Ymaz ) (5.16)

where |c| is the number of variables in clique ¢, and potential function parameters
Vs Oks Ymaz satisfy the constraints which are 6, = 7"“122—_7’“ and v, < Yymae for Vk € L.
Here ng(x.) has different meanings for unimodal higher order potentials and cross-
modal potentials. For the former one, it denotes the number of variables in unimodal
clique ¢ which take the label k. For the later one, it denotes the number of variables
in cross-modal clique ¢ which take the label of the variable in another modality
corresponding to c.

Kohli et al. (2009) proved that (5.16) can be transformed to submodular quadratic
pseudo-boolean functions which can be minimized by graph cuts by adding only two
auxiliary variables. Therefore in this thesis we also employ the algorithm proposed
in Kohli et al. (2009) (Readers can refer to it for details).

There is a set of parameters in our CMH-CRF model that need to be learned from
training data. A simple method to set these parameters is to cross-validate every
combination of all parameters. However, due to the large number of parameters
there is a very high dimensional parameter space to exhaustively search. This is
obviously infeasible. Thus we employ a heuristic method, piecewise training (Sutton
and McCallum (2005b)), which has been successfully used in Kohli et al. (2009) and
Shotton et al. (2009). The particular training procedure consists of three steps.

1. Optimal parameters of two unimodal potentials are learned first. The pairwise
potential parameters are learned by using unary and pairwise potentials. Next
the parameters of higher order potentials are learned by using unary and higher
order potentials. Then the ratios between unary, pairwise and higher order
potentials are trained.

2. With all fixed unimodal terms, cross-modal potentials are trained separately
by combining unimodal terms.

3. The ratios for cross-modal potentials are finally trained.

The final trained parameters and ratios for the RGB-D dataset will be listed in
the experimental section.
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5.6. Combination of Labeled Results at Pixel Level

After inferring the CMH-CRF model, two labeled maps corresponding to two dif-
ferent modalities are obtained. The detected results rely on the alignments of over-
segments to object boundaries. Therefore, the best precision of results is no more
than the precision of alignments of oversegments. As explained in section 5.4, com-
bining 2D and 3D oversegments can enhance their alignments to object boundaries,
so we can combine two labeled maps at pixel level to improve the precision of object
detection.

For each paired RGB+D data, a pixel in an image and a point in a point cloud
are one-to-one correspondence, but oversegments are not. Therefore, given one pix-
el/point p, we assume that oversegments s’ and s both contain p; in 2D and 3D
modal data respectively. And variables 2! € x! and 2! € x* may have different
labels. Thus one position p may correspond to two labels. Therefore to combine
2D and 3D labeled maps, the label for each position p should be correctly chosen.
Probabilities assigning labels to z! and z! are different. A position p can choose
one of their labels with higher probability. Given a label configuration for all vari-
ables, the probability of one variable z; being assigned a label is only dependent on
its neighbors and the cliques with which x; is associated. The probability can be
computed as:

p(xi[x) = p(:)p(@ilxe)p(xilxe ) Mjenp(ilz;) (5.17)

where N (i) is the neighbor system of the variable z;, ¢; and ¢ denotes the unimodal
and cross-modal cliques for x;. The probability is inversely proportional to the value
contributing to the energy function of the whole CMH-CRF model by assigning a
label to x;, which can be computed by:

By = vi(m) + D thij(@m5) + the (Xe,) + v (%) (5.18)
JeN (i)
where the terms denote unary, pairwise, higher-order and cross-modal potentials,
respectively. Since each position p belongs to both oversegments in two modalities,
p corresponds two values contributing to energy function. Thus, the label to which
the variable are assigned with smaller energy value is chosen as p’s label. The final
labeled map is obtained by choosing appropriate labels for all positions.

5.7. ldentification of Object Instances

In a complex scene, objects may be massed up together and occluded each other.
If using only the ‘object’ and ‘background’, it is difficult to divide the objects into
different regions where each region only contains one single object instance. For
example, as the original images shown in the second and fourth row in Fig. 5.6. To
overcome this problem, in this thesis the proposed model takes one more extra label
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‘boundary’. Thus patches between two objects or an object and the background are
labeled as ‘boundary’ (e.g. the white patches in the label maps in Fig. 5.6.) and
the object instances can be easily separated by alg. 5.1.

Algorithm 5.1: The simple algorithm for identifying all object instances
labeled by three kinds of labels.

Input: The labeled map B;

Output: The set of object instances, o = {01,049, -+ ,0n};

Erode the labeled map B as B’;

Compute the connected components for regions labeled as ‘object” and
‘boundary’; denoted by ¢ = {c1, ¢, -+, car};

for each component c¢; € c do

BW N =

5
6 Dilate ¢; with the same parameters used for eroding the labeled map;
7 Ignore ¢; if its area is less than a threshold T
8 if ¢; only contains one kind of label then
9 L ¢; corresponds to one object instance;
10 else
11 Compute the components for regions labeled as ‘object’ in ¢;, denoted
by ¢ = {c}, 5, -+, s
12 for each component c; do
13 Ignore ¢ if its area is less than the threshold T
14 Obtain the closer halves of all regions labeled as ‘boundary’ and
connected with ¢;
15 Combine them with ¢ to forming an object instance.

In the line 3, a labeled map is eroded to obtain those independent components
who connect other components by small patches. For example, as shown in the left
picture on the first row in Fig. 5.6, two adjacent objects can be separated if their
labeled regions are eroded slightly. A component dilated in line 6 is to recover it
original region for accurate object detection. In line 7 and 13, a threshold T is set to
filter those too small regions. In our experiments, this threshold is set to 225, which
means the objects that can be detected by the proposed method are not smaller
than 15 x 15 patch size. In line 14, we combine an independent region labeled as
‘object” and some halves of patches connected to this region as a single object. This
is because in the proposed method the label ‘boundary’ corresponds to those patches
which straddle objects and background, or multiple objects, and therefore a part of
‘boundary’ patch may be a part of object. By this simple algorithm, the resulted
labeled map can be efficiently separated into different single object instances. Some
examples are shown in Fig. 5.6, where the black, gray and white patches correspond
to the ‘background’; the ‘object’ and the ‘boundary’ labels respectively.
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Figure 5.6.:

Examples of conveniently identifying object instances by utilizing 3 la-
bels. The object instances connecting together can be separated by the
boundary labels and can be easily detected as different instances. From
left to right columns, those pictures are original images, label maps and
object instances bounded by boxes.
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5.8. Experiments

In this section we evaluate the performance of category-independent object detection
for the proposed CMH-CRF model. All experiments are based on a public RGB+D
dataset (Lai et al. (2011)) which has been introduced in last chapter. We extract
500 images with significant difference from four scenes in our experiments. And
randomly chosen100 samples from only two scenes are used as training set, to avoid
all categories occur in the training stage, which make the experiments more objective
for category-independent object detection. The rest 400 samples are used for testing.

The set of parameters for the CMH-CRF model is mentioned in last two sections.
According to the method of learning parameters, these parameters for the RGB+D
d?taset areTQII, = 0.12T5, o = 1(;.0, 0} =T16.(), o1 = 0.5, Qirsz: 0.25, Giw = 4.0,
Hh//g = 1.0, 0]? =0.1, QU/ = 12.0, 9{3 = 9.5, Qa, = 1.0, th/ =0.1, thl = 8.0, ehﬁl = 16.0,
0 = 2.0, G{Lp =0.1, 6] = 3.5, G{LB =20, 00" = 1.5, e,fp =0.3, 0] = 5.0, 9,% = 4.0.

The proposed CMH-CRF model is evaluated in four different settings. The first
two only use 2D images or 3D point clouds which can be considered as normal single
modal higher order CRF models (referred as Config I and Config II, respectively).
The third uses both 2D and 3D data but without cross-modal potentials (referred
as Config IIT), in which the final results are combined at pixel-level. The last uses
all terms in our CMH-CRF model (referred as Config IV). The experiments are
executed five times. Then their average precisions and recalls of each configuration
are compared.

We compare these configurations at two different levels. The first is the object
level where we use a box to bound each detected object and then compute the
overlapped area to determine if this box really contains an object. To decide if a
bounding box contains an object, we use the strict PASCAL-overall criterion which
considers a box containing an object when the area of their overlapped region is
more than 50% of their union area (Everingham et al. (2010)). The precision and
the recall are determined by:

B B

precision = x—% recall = x—% (5.19)
where N denotes the number of detected bounding boxes containing objects, N
is the number of all detected bounding boxes, and NF denotes the number of all
ground truth bounding boxes. The results are shown in Fig. 5.7 and Fig. 5.8.
From these two figures, it can be seen that the cross-modal configuration achieves
the highest values in both precision and recall. We also list their averages in the
Table. 5.2. The average precision and recall of Config IV are improved about 10%
to 15% with respect to the unimodal category-independent object detection. By
comparison with the multimodal detection without cross-modal potentials, the best
averages are also about 5% higher than it, which shows that the cross-modal higher
order CRF model indeed improve the performance of category-independent object
detection. Note that there are some results that have 0 or 1 precisions and recalls in
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Table 5.2.: Average accuracy of object recognition

Config I | Config IT | Config IIT | Config IV

Object-level Precision | 0.6047 0.6856 0.7014 0.7526
Object-level Recall 0.6393 0.6895 0.7289 0.7727

Pixel-level Precision 0.6316 0.6548 0.7309 0.7606
Pixel-level Recall 0.6553 0.6734 0.7694 0.7984

these two figures. In our experiments, there are some images and point clouds where
only one objects need to be detected, such as the four column in Fig. 5.11 and the
third object in Fig. 5.15. Thus if this object is correctly detected, the precision and
recall of this image are 1. While this object is not correctly detected, the precision
and recall of this image is 0. As shown in Fig. 5.9 and Fig. 5.10, these cases are
not found in the evaluation at pixel level, since it is impossible for our method to
output detected pixels that exactly match all annotated pixels.
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Figure 5.7.: Precision of object level detection results. From left to right, the ‘Con-
fig I’ to ‘Config IV’ are corresponding to four method configurations
mentioned in text.

The second level is the pixel/point level. Our method can detect objects based on
oversegments, therefore the precision and recall of detected regions can be computed
as:

NE N&
N_ﬁ) T@C(l” = N_CF;

where NZ is the number of pixels belonging to both detected regions and ground
truth regions, N¥ is the number of pixels belonging to all detected regions, and

(5.20)

precision =
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Figure 5.8.: Recall of object level detection results. From left to right, the ‘Con-
fig I to ‘Config IV’ are corresponding to four method configurations
mentioned in text.

N{ is the number of pixels belonging to all ground truth regions. The results are
shown in Fig. 5.9 and Fig. 5.10. These two figures also show that the cross-modal
category-independent object detection achieves the best performance with 11%-14%
improvements. Some results obtained from different configurations are illustrated
in Fig. 5.11.

Moreover, three state-of-the-art methods that correspond to different classes of
category-independent detection techniques are used for performance comparison.
These three methods are the ‘Global Contrast based Salient Region Detection’ (GC,
Cheng et al. (2011)), the ‘Object Ranking based on Multimodal Cues’ (OR, Zhang
et al. (2011)) and the ‘Constrained Parametric Min-Cuts’ (CPMC, Carreira and
Sminchisescu (2012)). Methods ‘CPMC’ and ‘OR’ do not directly give all objects’
locations, but build a large set of region pool, ranking the objectness scores for
all regions in this pool. Therefore, we evaluate their performance by computing
the precisions and recalls given different number of regions drawn from their region
pools. Actually, we draw the regions according to their scores. For example, when
given a number 100, 100 regions are drawn from the pool with the top 100 scores.
The maximal number is 200. Since our method and the ‘GC’ method directly give
object positions, we can directly compute their precisions and recall rates. The
first comparison is at object level. For convenient comparison, their precisions and
recall rates are illustrated in two uniform figures, as shown in Fig. 5.12 and Fig.
5.13. For the recall curves, our method achieve comparable results with respect
to the ‘CPMC’ method, which obtain similar object recall rate by sampling 200
regions. Therefore the proposed CMH-CRF model can detect category-independent
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Figure 5.9.: Precision of pixel level detection results. From left to right, the ‘Con-
fig I" to ‘Config IV’ are corresponding to four method configurations
mentioned in text.
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mentioned in text.
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Figure 5.11.: Samples of results obtained from different configurations. From top
to bottom, the rows correspond to original images, ground truth, 2D
configure, 3D configure, multimodal configure without cross-modal po-
tentials and cross-modal configure.
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Figure 5.12.: Comparison of precision of object level detection results between three
state-of-the-art methods and the proposed CMH-CRF model.
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object in a more efficient manner, which does not need to sample a large number of
regions but directly localizes objects. The efficiency of directly localizing objects can
also be observed from the precision curves, where the proposed method carries out
acceptable precision (78%) of detecting objects. In this evaluation, the ‘CPMC’ and
‘OR’” methods both have too low precisions to be suitable for novel object category
discovery, because they propose too many unexpected regions which do not correctly
contain objects. As shown in this figure, no less than 70% regions sampled by the
‘CPMC’ and ‘OR’ methods are associated with background. The salient detection
method gains around 30% recall rate and precision, so it cannot efficiently detect
category-independent object yet.

Except the ‘OR’ method, all other methods detect objects at pixel level. Therefore
we can further compare their performance at pixel level. The results are shown in
Fig. 5.14. We follow the criterion used in Carreira and Sminchisescu (2012) to
evaluate the performance at pixel level. For the ‘CPMC’ method, the covering
scores are computed by:

C(S, 8" (r Z |R| » max O(R,R (5.21)
R'eS'(r)
ReS
where S and S’ denote the set of ground truth segments and the set of proposed
segments respectively, N denotes the total number of pixels of all annotated objects
in one image, |R| is the number of pixels in the ground truth segment R, and O is
the overlap measure between two regions which is defined as:

IS NG|
IS U G|

which is also used for measuring the performance of the results carried out by the
CMH-CRF model and the ‘GC’ method. Fig. 5.14 shows the similar results to that
in object-level comparison. The ‘CMH-CRF’ method has the comparable scores
with respect to the ‘CPCM’ method when it samples 200 regions. The overlap
score is more than 77% which implies the CMH-CRF model can be practically used
for category-independent object detection. The salient object detection method
only obtain 30% overlap scores and there is still large gaps for accurately detecting
category-independent objects. Furthermore, as shown in Fig. 5.15 and Fig. 5.16,
the regions detected by the ‘GC’ method are difficult to identify multiple object
instances since it aims at detecting single foreground object per image.

Finally, some examples of detected regions by different methods are illustrated
in following figures (Fig. 5.15 and 5.16). For each group of pictures, from left to
right and top to bottom, they are original images, ground truth, results of ‘GC’,
results of ‘CMH-CREF", results of ‘CPMC’, and results of ‘OR’. Each detected object
instances are marked by different solid curves and green transparent covers. The
decimal in each object indicates overlapping or covering score computed by eq.
(5.21) and eq. (5.22). For the method ‘CPMC’ and ‘GC’, we sample the region
from the sampled region pool with best measuring scores and also give the ranking

0(S,G) =

(5.22)
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Figure 5.14.: Comparison of overlap scores at the pixel-level for detection results
between two state-of-the-art methods and the proposed CMH-CRF
model.

place by the integer number before their scores. The ‘CPMC’ method gives some
better results than that of the proposed method, however, as shown in figures, most
of these best regions locate out of the place of top 20 in the region pool. This
implies that to get accurate detection of objects, more inaccurate regions may be
sampled first, which is inevitable to lead to many wrong results of object category
discovery since those regions without containing objects may be treated as novel
categories. On the contrary, the proposed method can detect and localize object
without sampling useless regions and consequently can improve the performance of
novel object category discovery.

5.9. Conclusion

In this chapter we proposed a new cross-modal co-segmentation framework for
category-independent object detection. For integrating 2D and 3D data, we de-
veloped the CMH-CRF model based on the robust higher order conditional random
field model. This novel model takes the global spatial consistency in both 2D and
3D space into account, which leads to better detection results. By comparison with
state-of-the-art methods, the extensively experiments show the novel model has the
better performance. Based on the accurate detection results, we can develop the
novel category discovery framework for our next goal.
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Figure 5.15.: Samples of comparison results among the proposed method and state-
of-the-art methods. For each group of pictures, they are the original
image, ground truth, results of ‘GC’, results of ‘CMH-CRF’, results of
‘CPMC’, and results of ‘OR’.
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Figure 5.16.: More complicated samples of comparison results among the proposed
method and state-of-the-art methods. For each group of pictures, they
are the original image, ground truth, results of ‘GC’, results of ‘CMH-
CREF”, results of ‘CPMC’, and results of ‘OR’.



Chapter

Extended Object Attributes

6.1. Introduction

Humans always use attributes, such as color, shape, material and parts, to describe
objects. For example, to describe a dog one may say this dog is white, has four
feet and one tail with short dog hair. By using attributes, different objects can
be distinctively described. To simulate this ability of human cognition, Farhadi
et al. (2009) and Lampert et al. (2009b) originally proposed the extraction of visual
attributes from images in the computer vision community. Recently, the object at-
tributes have been improved from different aspects, such as using relative attributes
to reveal what degree of an attribute an object has (Parikh and Grauman (2011)),
and jointly learning object attributes and descriptions (Mahajan et al. (2011)).

Object attributes may possess semantic meanings, which are useful to transfer
knowledge from known categories to unknown categories, since different categories
may share the same attributes. However, using semantic attributes in a computer
vision system is not enough to describe objects accurately. On the one hand, some
similar categories are difficult to be distinguished by simple semantic attributes. For
example, as shown in Fig. 6.1 some dogs and wolves look very similar and conse-
quently are difficult to be distinguished even by human. It is necessary to use many
complex words to describe their differences. But in the computer vision system,
it is still a tough task to extract such complex semantic attributes. On the other
hand, the semantic attributes have to be supervised trained from annotated data.
To train thousands of attributes is infeasible due to limited manually annotated
training data. Thus non-semantic attributes which can be trained unsupervised are
necessary.

In Farhadi et al. (2009), a kind of non-semantic attribute is trained, which takes
the difference among different categories into account. However, there is also large
difference among some object instances within one category. Hence to describe
objects more accurately, the intra-class non-semantic attributes are also required.
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Figure 6.1.: Dog (left) and wolf (right) are difficultly distinguished by simple seman-
tic description since they have similar appearance.

Most object attributes presented in current literature are extracted from 2D vi-
sual appearance. However, some attributes such as shapes are appropriate to be
extracted from 3D data. For example, if extracting the ‘sphere’ attribute from 2D
images, it may be confusion with the ‘circle’ attribute. On the other hand, ‘sphere’
and ‘circle’ shapes are discriminative in 3D space. As the convenient devices such
as Microsoft Kinect camera emerged, it is possible to obtain color information and
depth information simultaneously. Thus the object attributes can be extracted from
multimodal features which enhance the representability of attributes.

In this chapter, we develop novel object attributes which is extended from two
aspects based on the work in Farhadi et al. (2009). At first intra-class non-semantic
attributes are developed to represent the difference among objects within the same
category. Then multimodal attributes are implemented by adding 3D features into
the original set of 2D visual features. The proposed object attributes are evaluated
on two public datasets. They are a 2D image dataset used in Farhadi et al. (2009),
and a RGB+D dataset (Lai et al. (2011)) used in our previous chapters. By com-
parison with the original object attributes in Farhadi et al. (2009), our experiments
show that the novel object attributes are more robust and can recognize object
categories more accurately.

6.2. Object Attributes

We have introduced the algorithm of extracting object attributes (Farhadi et al.
(2009)) in section 3.2.1. Here it is briefly described to help readers recalling.

For each object in the training dataset, a feature vector with 9571 dimensions is
first extracted as 2D base features. Since categories share attributes, an attribute
classifier is trained across multiple categories. Since different attributes belonging
to one object may influence each other, the training of attribute classifier is done by
selecting positive and negative samples which can decorrelate attribute predictions.
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For example, to train the ‘wheel’ attribute, the positive samples come from such
as cars and buses which at least have one wheel, and the negative samples are
collected from cars and buses without any wheel. Thus the ‘wheel’ attribute will
not be effected by the ‘metal’ attribute. An Ll-regularized logistic regression is
used to train the classifier since it can produce a set of sparse representation of base
features.

The training of the non-semantic attributes has two main steps.

1. Randomly select several categories and split them into two sides, each of which
contains equal 1 to 5 categories.

2. Randomly select a subset of features for these categories and use a linear SVM
to train a non-semantic attribute.

Through this training strategy, the generalizable non-semantic attributes across
categories can be obtained, but it cannot describe the difference within one category.
Thus we refer to this kind of non-semantic attributes as inter-class non-semantic at-
tributes (Inter-NSA). In the next sections, why and how to extend this non-semantic
attributes to intra-class non-semantic attributes (Intra-NSA) will be introduced first,
and then the multimodal attributes will be presented.

) e 0y 8 O

Figure 6.2.: Large differences among object samples within one category.

6.3. Intra-class Non-semantic Attributes

Fig. 6.2 illustrates some examples to show how large the intra-class differences are.
In the top row, the horns of the left and the middle cows have different shapes and
colors. And the larger difference is in the right cow which has no horn. Furthermore,
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the torso colors are also different. In the bottom row, two sheeps also have different
appearances. Therefore, it is necessary to use intra-class non-semantic attributes.

The new algorithm of learning intra-class non-semantic attributes is listed in alg.
6.1. In line 5, samples in the same category are divided into two halves. In one
half the samples are regarded as holding a non-semantic attribute but in the other
half the samples do not have this non-semantic attribute. Obviously, the cases
that samples in one category have and not have a non-semantic attribute can be
represented by this algorithm, which cannot be obtained by the algorithm in alg.
3.1 used in Farhadi et al. (2009). In line 6, a feature selecting strategy is also
employed to choose best features, which has been used to train semantic attributes
in Farhadi et al. (2009). In line 7 those selected features of all selected categories are
combined to train a non-semantic attribute classifier, which endows our classifiers
with generalizability across categories.

Algorithm 6.1: Learning intra-class non-semantic object attributes.

1 Input: Base features of all object samples of all categories in training set.

2 for each non-semantic object attribute do

3 Randomly select 2-10 categories;

4 for each category do

5 Divide object samples into two halves, where each half contains 20%
to 80% samples.

6 Use a feature selecting strategy to select a best sub-set of base

features that can best distinguish the two halves;

7 Combine all selected features for all categories, train a classifier using
| linear SVM;

8 Select a certain number of classifiers as intra-class non-semantic attributes
which can best classify object samples in two halves of each category.

6.4. Multimodal Attributes

6.4.1. Multimodal Base Features

The semantic and non-semantic attributes mentioned above are extracted from only
2D base features. In this section, the unimodal attributes are extended to mul-
timodal attributes by using multimodal base features. Thus the first thing is to
construct the multimodal base features. In this thesis the multi-modality refers to
2D and 3D modalities as used in last two chapters. Generally, the 3D data is rep-
resented by point clouds which are textureless data and only suitable for describing
3D shape characteristics. Two kinds of invariant 3D shape descriptors, the 3D shape
context (3DSC, Kortgen et al. (2003)) and the fast point feature histogram (FPFH,
Rusu et al. (2008b), Rusu et al. (2008a)), are employed to construct multimodal
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base features. The original features, normals and curvatures are also used to form
base features.

The 3DSC is extended from 2D shape context descriptor originally proposed by
Belongie et al. (2002). The 3DSC constructs a multi-scale multi-sector sphere con-
taining the 3D surface of an object, and counts the numbers of points for all bins to
form a histogram. Thus this histogram models the distribution over relative posi-
tions of points as a robust and compact, yet discriminative descriptor. Particularly,
a sphere is divided into 6 shells with logarithmically increasing radius:

1 i
;= ~log,(a*2 6.1
ri =~ log,(a*7) (6.1)

where the ¢-th radius r; depends on the number of shells s and log-base a. In this
thesis, a is set to 2 which results in that each shell has the same volume. The
longitude and latitude of the sphere are divided into 12 and 6 parts with the same
angle interval 30° respectively. Finally, the 3DSC descriptor of each point is a
histogram with 432 bins.

To robustly describe an object shape, the descriptor should be invariant. The
3DSC is natural scale invariant since the size of sphere is relevant to the size of
the entire object. The 3DSC is proposed for dealing with the matching problem
of well shaped 3D object models, which cannot be guaranteed in this work since a
point cloud of an object is segmented by the CMH-CRF model and consequently
must involves some noise points. Therefore, by assuming that the point cloud of
a 3D object obeys a multivariable Gaussian distribution and computing its mean
p and variance Y, those points locating in the region u + 3XTY are considered as
an object’s points and contained into the sphere. The 3DSC naturally holds the
translation invariance since it uses the relative positions among points to construct
the histogram. Unnormalized 3DSC is not rotation invariant since the sphere is
divided into multi-sectors. Following the same strategy as used in Kortgen et al.
(2003), the Principal Axes Transform (PAT, Alpert et al. (1990)) method is also
employed to perform rotation invariant normalization.

‘Bag of words’ style features are constructed for using the 3DSC descriptor. Some
objects are chosen as training data and the 3DSC descriptors of all points for each
object is computed. Then they are clustered by the K-means algorithm to form 256
centers. The 3DSC descriptors of all points of an object are quantized to the nearest
one of 256 K-means centers. Thus for each object, its 3D point cloud can form a
vector with 256 dimensions through the 3DSC descriptor.

An FPFH consists of 81 bins, forming a descriptor with 81 dimensions. Unlike
the 3DSC that utilizes relative positions of points in an object, the FPFH models
the relative normal directions of points to form an invariant descriptor. The FPFH
has been proved to efficiently represent object shape and to be used for 3D object
recognition (Rusu et al. (2008b)). In this work, similarly to utilize the 3DSC, 256
cluster centers are also obtained by the K-means algorithm. For a point of an
object, its FPFH is computed and subsequently quantized to the nearest one of
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256 K-means centers. Thus one more 256 dimensional vector feature is obtained to
describe object’s 3D shapes.

The point normals are quantized into a 72-bin histogram by dividing the zenith
angle into 12 parts and the azimuth angle into 6 parts with equal 30° interval.
The curvatures are quantized into a 128-bin histogram by averagely dividing the
difference between the maximal curvature and the minimal one.

An 3D object is first divided into 8 boxes with the same size. For each box, the
four kinds of aforementioned features are computed. Then for the whole object, we
also compute these four kinds of features. They are all concatenated to form a 6408
dimensional feature which is referred to the 3D base features. Finally, there is a
16159 dimensional base feature for each object by stacking 2D and 3D base features
together.

6.4.2. Multimodal Attributes

Based on the multimodal base features, some more accurate and complex semantic
attributes can be learned. For example, jointly leaning the material, part and 3D
shape attributes can yield more accurate attributes such as “cup’s handle” and
“door’s handle”. Usually, a cup’s handle and a door’s handle are made of different
material and have different shapes. But from the 2D perspective their shapes look
very similar as shown in Fig. 6.3. That is because when projecting the cylinder and
cuboid into 2D image, their projections are both rectangles and cannot be identified
from only 2D data. Thus if only using 2D base features they would be difficultly
classified. But combing 2D and 3D base features, these two attributes can learn
the material difference from 2D base features and the shape difference from 3D base
features, and they will be more distinctive than those of training from unimodal
base features.

Furthermore, some shape attributes can be more efficiently trained by the 3D base
features, such as ‘sphere’ and ‘3D concave’. Therefore some 3D semantic attributes
are also trained from only 3D base features.

The learning strategy is similar as that of learning 2D semantic attributes. By
choosing some objects possessing an attribute as positive samples and some objects
without this attribute as negative samples, the L1-regularized logistic regression is
employed to train the attribute classifier. Since the RGB+D dataset used in this
work only contains indoor objects, only those multimodal attributes possessed by
indoor objects are learned, such as ‘cup handle’ and ‘door handle’. The details of
all semantic attributes are listed in appendix A, including 2D, 3D and multimodal
attributes.

We also train multimodal Inter-NSAs and Intra-NSAs. Because the multimodal
base features are enhanced by the 3D features, the more discriminative non-semantic
attributes can be obtained. Unlike 2D shape features whose discrimination is de-
clined when 2D projections of 3D objects have the same shape, 3D shape features can
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Figure 6.3.: Door’s handle (left) and cup’s handle (right).

always keep the difference between different shapes and therefore can describe object
shapes more accurately. Thus the multimodal non-semantic attributes achieve bet-
ter performance for classifiers, which will be proved in the next experiment section.

6.5. Experiments

To evaluate the efficiency of the Intra-NSAs and the multimodal attributes, two set
of experiments are executed on a 2D image dataset and a public RGB+D dataset.
For the 2D image dataset, we evaluate the performance of the Intra-NSAs. There
are 32 classes in the image set where each class consists of hundreds of samples.
For these 32 classes, 64 semantic attributes are trained. Furthermore, 1000 Inter-
NSAs and 1000 Intra-NSAs are clustered. The distinctiveness of single attribute
classifier is not evaluated, since in this work only the ability of describing objects
of attributes is concerned. These semantic and non-semantic attributes are used as
features to describe an object, and their performance of classifying object categories
is evaluated. The training of semantic attributes is the same to that used in Farhadi
et al. (2009), which is not explained here (readers can refer to Farhadi et al. (2009)
for details). To train the non-semantic attributes, a half of 32 classes are randomly
chosen as the training set, and the rest is used for test. Note that the test samples
are described by the predicted semantic and non-semantic attributes. The predicted
attributes have two sets: one consists of 64 semantic attributes and 1000 Inter-NSAs
(referred to as ‘Set I'), and the other set comprises 64 semantics and 1000 Intra-
NSAs (referred to as ‘Set II'). Then an object can be described by two vectors
which both have 1064 dimensions. The value of each entity in the vector takes
1 or 0, which means whether the object has the corresponding attribute. The two
vectors are treated as features and one-vs-all SVM is employed as to train classifiers.
After executing five group experiments, the average accuracy of 73.6% by using the
‘Set I" and 74.9% by using the ‘Set II’ are obtained. As shown in Fig. 6.4, the
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experimental results prove that the Intra-NSAs have more discriminative ability for
classifying objects.
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Figure 6.4.: Comparison of accuracy between Inter-NSAs and Intra-NSAs.

Since the RGB+D dataset is produced in the indoor environment, 32 semantic
attributes that are possessed by indoor objects are trained, which are listed in ap-
pendix A. From this dataset, 20 categories are annotated out for evaluation, as listed
in appendix B. Among these attributes, 16 attributes are the same with some 2D
attributes, but trained from multimodal base features. There are 10 3D semantic
shape attributes trained from only 3D base features. At last, 6 multimodal semantic
attributes are trained from multimodal base features, which do not have alternative
2D ones. For comparison, 2D base features are used to train the last 16 3D and mul-
timodal attributes by choosing the same training samples, though 2D base feature
cannot accurately represent them.

These attributes are evaluated from several aspects. The first 16 attributes are
compared with their corresponding 2D ones. The area under ROC curve of their
classifiers are shown in Fig. 6.5. As observed from this figure, all of the 16 at-
tributes have higher or comparable accuracy with respect to their corresponding 2D
attributes. And there is average 4% improvement.

For the last 16 semantic attributes, we also compute their area under ROC curve
of classifiers trained from 3D (the former 10 attributes in Fig. 6.6) and multimodal
(the latter 6 attributes in Fig. 6.6) base feature and 2D base feature respectively.
The results are shown in Fig. 6.6. The improvements here are much larger than the
first 16 attributes. All of them have better distinctiveness than those correspond-
ing attributes trained from only 2D base feature. The largest improvements are
obtained by the “plane” attribute and the “desktop” attribute, which means that
these two attributes are only suitable for being represented by 3D and multimodal
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base features, respectively. The average improvements by using 3D and multimodal
attributes are 19% and 18%, respectively.

At last these multimodal attributes’ ability of describing objects is evaluated. Sim-
ilar to the first group of experiment, these multimodal semantic and non-semantic
attributes are used as features, which are trained from randomly selecting samples
belonging to only 10 categories, to describe objects. And then the one-vs-all SVM
is employed to learn classifiers. Their accuracy is shown in Fig. 6.7. As it can be
seen from this figure, the classifiers trained by the attribute ‘Set II’ have average
2.3% higher accuracy than those classifiers trained by the attribute ‘Set I'. This
experiment also validates that the Intra-NSAs have better distinctiveness than the
Inter-NSAs.

6.6. Conclusion

In this chapter, we presented the novel multimodal attributes and Intra-NSAs. By
integrating 3D features into the original base features, the new set of base features
can be used to efficiently train 3D semantic attributes and multimodal attributes,
by which an object can be described more comprehensively. The Intra-NSAs take
the intra-class difference into account and consequently describe objects more accu-
rately. By using the novel multimodal attributes and Intra-NSAs, the better object
description that simultaneously have excellent generalizability and discrimination is
obtained. Furthermore, additional modal features can be continued integrating into
the set of base features to obtain more powerful hybrid attributes. For example, by
adding sound features we can classify objects when their visual features are similar;
by adding mechanical features other important attributes such as “density” can be
trained. In the further work, we will investigate how to combine different features
extracted from more other modalities to improve the descriptive ability of attributes.
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Chapter

Supervised Hierarchical Latent Dirichlet
Allocation

7.1. Introduction

Different categories share some attributes, no matter whether their relationships
are near or far. For example, cat, dog, cow and sheep have four legs, bird and
airplane have wings. Thus it is possible to cluster different categories, forming a
compact category representation. This multi-category representation can be used
for improving the object recognition and novel category identification.

One category may share different attributes with different categories. For exam-
ple, bird can share attributes with cat since both have eyes and can see; at the same
time, bird can share attributes with airplane since they have wings and can fly. The
shared attributes among different categories can be treated as topics, from which
the multi-category representation can achieve several advantages. First, organizing
categories according to their shared topics is helpful for deriving the characteristics
of novel categories. For example when a novel category shares some attributes with
several categories which can fly, this novel category could fly too. Second, one cate-
gory may have several topics and share with different categories by different topics.
This makes the multi-category representation more flexible to be modeled in com-
plicated environments. Third, topics can be treated as a latent layer, by which the
category models built from the distributions over attributes can be more efficiently
learned and inferred.

The topic models (e.g. Hofmann (2001), Blei et al. (2003)) are natural methods
to model such a multi-category representation. Many literature employed the topic
models to cluster categories by finding the shared topics, such as Fritz and Schiele
(2008), Russell et al. (2006). These models organize the multi-category represen-
tation as a flat structure. However, evidences from education (Callanan (1985)),
psychology (Murphy and Lassaline (1997), Gosselin and Schyns (2001)) and neu-
rophysiology (Kiani et al. (2007), Kriegeskorte et al. (2008)) have been discovered
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that the hierarchy is the natural structure of multi-category representation in human
mind. Therefore many researchers proposed diverse methods to organize categories
as hierarchical structures, such as Marszalek and Schmid (2008), Zweig and Wein-
shall (2007), Kapoor et al. (2009), Marszalek and Schmid (2007). However, these
methods do not take the shared topics among categories into account (do not ex-
plicitly model topics).

Obviously, integrating hierarchies and topics into one uniform model can yield a
better multi-category representative model. Therefore Sivic et al. (2008) employed
the hierarchical latent Dirichlet allocation (hLDA, Blei et al. (2010)) to build a
tree-like hierarchical structure to organize multiple categories. Compared to the flat
topic models, the hLDA has several advantages. First, it has the hierarchical, tree-
like structure. Second, the structure of the hLDA model can change dynamically as
more samples are input. The hLDA, however, is an unsupervised model that cannot
guarantee that one path in the tree-like hierarchy mainly corresponds to one category
of data. Furthermore, its performance of predicting unseen data is not as good as
supervised methods. The supervised latent Dirichlet allocation (sLDA, Hannah et al.
(2011)) was extended from the latent Dirichlet allocation (LDA, Blei et al. (2003))
for predicting the response of documents by inferring its topic structure using a
fitted model (see Fig. 7.1(a) for its graphical model). The experimental results in
Hannah et al. (2011) showed that there was a large improvement of prediction by
being compared with the LDA model. However, the sLDA is a flat structure model
that cannot meet the requirement of a hierarchical representation. Therefore, in
this chapter the hLDA is extended to the supervised hLDA that can integrate the
advantages of the hLDA and the sLDA to build a more accurate hierarchical category
model.

0,0 y I @
(a) (b)

Figure 7.1.: Graphical models of sLDA (a) and supervised hLDA (b). The circles
with shadow denote the observed variables.

The supervised hLDA also constructs a tree-like category structure, where each
leaf node in the hierarchy exactly corresponds to a concrete category of objects.
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Nodes at middle levels, which are constructed according to current object samples
and their attributes, are the superordinates of those concrete categories. An example
is shown in Fig. 7.2.

Since each topic is a well-defined distribution over attributes, the supervised hLDA
can summarize the most distinctive and representative attributes for each category
corresponding to each node in the hierarchy, and use these summarized attributes
to represent categories and topics more efficiently.

The proposed supervised hLLDA is evaluated on two public image datasets and
one RGB+D dataset. The experiments test the accuracy of building appropriate
category hierarchy. For the image datasets, we use 2D attributes as features to
describe objects. For the RGB+D dataset, 2D, 3D and multimodal attributes are
used to describe objects. Note the values of attributes for each object are not the
ground truth attribute list, but are predicted by attribute classifiers. As it was
proved in last chapter that the semantic attributes and Intra-NSAs can lead to
better description for objects, they are also employed in this chapter.

7.2. Supervised Hierarchical Latent Dirichlet
Allocation

Originally, the hLDA is described by the terms ‘documents’ and ‘words’ in Blei et al.
(2010). Actually, when this model is applied to this study, the terms ‘documents’
and ‘words’ are equal to the terms ‘objects’ and ‘attributes’ respectively. Therefore
we discuss the supervised hLDA by using all of these terms alternately.

Generally, a document contains several topics. In hLDA as introduced in section
2.3.2, therefore, each document is assigned a path from the root to a leaf node, which
means that this document has L topics each of which is corresponding to one node
in this path. It is worth noting that nodes located at the upper level correspond to
more general topics and nodes located at the lower level correspond to more specific
topics. Therefore, different documents that are assigned different paths may share
the same superordinates if they have the same general topics but different specific
topics.

When using attributes to describe objects, there is a similar situation to doc-
uments. Attributes of an object can also form several topics that can represent
different aspects of an object with different generality. For instance, in fig. 7.2 the
‘diningtable’ and ‘sofa’ have similar furniture part attributes, so they are catego-
rized into one superordinate at the third level. But they are different categories and
have different category-specific attributes, so at the fourth level they are assigned
to different leaf nodes. Similar examples can be found from other categories.

Generally, each node (i.e. topic) can sample any attributes from the attribute list,
but the probabilities of sampling an attribute are different for different nodes. For
those leaf nodes, the probability of attributes that can most specifically represent a
concrete category will be highest, such as ‘horn’ and ‘saddle’ for ‘cow’ and ‘horse’
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Figure 7.2.: An example of category hierarchy built by the supervised hLDA, where each leaf node exactly corresponds

to only one category.

corresponding topic summarized by the supervised hLDA.

The red words near each node is the most representative semantic attributes of the
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in Fig. 7.2, respectively. Nodes located at the middle level trend to sampling
those attributes with high probability that represent the common characteristics
of categories corresponding to child nodes of the current node, such as ‘leg’ and
‘furry’. Note that a superordinate corresponding to nodes at upper levels does
not simply aggregate its child categories, but forms a distribution of attributes to
represent this superordinate more accurately. This hierarchical model differs from
other models where the hierarchy is built by top-down segregated and/or bottom-up
aggregated algorithms (e.g. Marszalek and Schmid (2008), Kapoor et al. (2009)),
where categories located at the upper levels of the hierarchy are not an independent
description but simply regarded as the aggregate of their child categories.

tvmonitor sofa bic[:%cle diningtable horse horse motorbike diningtable
63% 0% 100% 5% % 100% 56% 52%
train diningtable sofa sheep bicycle sofa
37% 41% 45% 49% 44% 48%

Figure 7.3.: The original hLDA cannot guarantee that each leaf node corresponds
to only one concrete category due to its unsupervised manner. Some
categories are assigned to more than one leaf nodes. The percentages
indicate the ratios of each category in a leaf node.

As a notation of commonsense in the human mind, each leaf node in a category
hierarchy corresponds to one concrete category. Moreover, because the samples
belonging to each leaf node will be used to train classifiers for classifying new object
samples, it is necessary to guarantee that each leaf node is only assigned object
samples belonging to the same category. Because the hLDA is an unsupervised
algorithm, however, it cannot guarantee that each path in a hierarchy corresponds
exactly to one category (see Fig. 7.3 as an example). In our experiments, for each
exact category, only 30-60% (the average is about 43%) of samples can be assigned
to a correct leaf node. We therefore develop a supervised hLDA by extending the
original hLDA whose graphical model is shown in Fig. 7.1(b). A category response
is specified for each document in the training data. Thus the generative process of
the supervised hLDA is:
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1. For each node k € T in the infinite tree, draw a topic 8y ~ Dir(n),

2. For each document, d € {1,2, ..., D},
a) Draw ¢4 ~ nCRP(7),
b) Draw a distribution over levels in the tree, 04 | {m, 7} ~ GEM (m, ),
¢) For each word,
i. Choose level Z,,, | 04 ~ Multi(0,),

ii. Choose word Wy, | {zan,Ca, 8} ~ Multi(Be,|24,n]), Which is param-
eterized by the topic in position 2,4, on the path cg.

3. For each document, draw a response Yy ~ Multi(p,).

Thus the joint distribution becomes:

p(W7Z7 C’Y7 9’/6|a’ 777 T7 SO) =

N 7.1
T p( . (OOl Tp(Ye. ) =

When the model is training, a specified category response for objects can guaran-
tee that each leaf node corresponds to only one category. A path from the root to
one leaf node then corresponds to only one concrete category. But it is worth noting
that one category may correspond to more than one leaf node. It is reasonable be-
cause there may be a situation where the difference of object samples is large enough
for these object samples to be treated as two sub-categories. This characteristic is
especially useful when distinguishing more than one novel category when they are
detected in the same middle node by the algorithm introduced in the next chapter.

The limitation of a built category hierarchy is that its maximal level, L, is fixed
since the supervised hLDA must be set a fixed level parameter. The large level
parameter can lead to a more complicated hierarchical structure which can more
accurately represent the relationship of all categories. However, it will also result in
more isolated nodes without any branches and more time-cost. Therefore, the L is
set to proportion in logs(C'), where C' is the number of categories.

7.3. Inference

Gibbs sampling is employed to perform posterior inference. There are three main
steps in posterior inference: the sampling of level allocations, the sampling of path
assignments and the sampling of category responses. The last two steps can be
merged into one step. There are two situations when sampling the path. When the
sampled path is a full path from the root to the leaf node, because the leaf node
only corresponds to one category response, the path also corresponds to the same
category response. When the sampled path ends at the middle level node, a new
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branch will be generated and a new category response will be created. The leaf node
generated in this new path will be fixed to correspond to a new category response.
For both situations, assigning a path to a document also determines the category
response of this document. Therefore, the last two steps can be executed in one step
and only two sets of probability need to be computed.

1: When the current path is assigned, the level allocation variable zq,, for word
n in document d needs to be sampled from its distribution given the current values
of all other variables:

p(zd,n | Zf(d,n)v c,w,m,m, U)OC

(7.2)
p(zd,n | Zq,—n, M, 7T-)p(wd,n | z,C, Wf(d,n)a 77)

where z_(4,,) and w_g,,) denote the vectors of level allocations and observed words
leaving out zq,) and W, respectively. And zg_, is the level allocations with
excluding z4, in document d. This equation is the same as the step of sampling
level allocations in hLDA. More details can be found in Blei et al. (2010).

2: When the level allocation variables are given, the path associated with each
document conditioned on all other paths, all other category responses and the ob-
served words need to be sampled:

p(Cd | W,C 4, Y7 Z,1,7, QO)OC
p(Cd | C*daﬁy)p(wd | C,W,d,Z,T]) (73)
p(Yd | C7Y—d7’7a ()0)

The first two terms at the right hand of this equation are the same as hLDA. The
method of how to compute them can be found in Blei et al. (2010). The third term
is different from hLDA since the category response is added. It can be calculated as
follows:

p(Yalc, Y 47,0)xc
Hyr(#[Yd =y,c=p]+p)
(X, #[Ya=y,c=p] + Nyyp)
I,0(#[Y_q = y,c_qa = p] + Nyyp)
D(E,#[Y_a=y,c_a=p]+¢)
p(ca | c_a,v)

where Ny is the number of responses at the current sampling iteration and p means
the sampled path. #[-] denotes the number of elements of an array that satisfies the
conditions in the bracket. It is worth noting that the path must be drawn as a block,
because its probability at each level depends on its probability at the previous level
Blei et al. (2010). If the full path represented by a leaf node (from the root to one of
the existing leaf nodes) is sampled, the category response is determined. Therefore,
the probability will be one for the document sampling the correct response, or it
will be zero for the document sampling the wrong one. If the sampled path end
is a middle level node (represented by this middle-level node), the probability is
calculated by sampling a new category response.

(7.4)
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7.4. Summary of Representative Attributes

By using the supervised hLLDA, the most representative attributes for each category
and its superordinates can be summarized.

Two kinds of summaries of attributes are taken into account. One is the proba-
bility of a particular word at a particular node given the level assignment of words
and the assignment of paths, with the assignment of responses not being taken into
account. The other is the probability of a particular word at a particular node given
the level assignment of words, the assignment of paths and responses. The first
probability can be computed by the following equation:

#[Z:laczp7wzw]+n
#lz=1c=p]+Vn
This probability is roughly proportional to the number of times that word was

generated by the topic at that node. The second probability can be computed by

the following equation:

p(w|z,c,w,n) = (7.5)

#z=1lc=p, Y=y w=w|+n
#lz=1lc=p Y =y]l+Vp
This probability is roughly proportional to the number of times that word was

generated by the topic and specified category response at that node. Note that for
a leaf node, the results of eq. (7.5) and eq. (7.6) are the same since a leaf node
only has one category response. But the results are different for the middle node
since it may correspond to more than one category response. As an example shown
in fig. 7.2, the red words near nodes are the semantic attributes with the highest
probability computed by eq. (7.5). The most representative attributes of the leaf
node cow, horse and sheep are ‘horn’, ‘saddle’ and ‘wool’ respectively, which precisely
corresponds to human knowledge of the categories cow, horse and sheep. The most
representative attributes of their parent node are ‘leg’ and ‘torso’. These attributes
coincide with the human knowledge of four-foot animals that can be seen as the
parent category of cow, horse and sheep. The detailed experiments and quantitative
evaluation will be carried out in the next chapter.

p(UJ|Z,C,Y, w, 7]) = (76)

7.5. Experiments

7.5.1. Dataset and Experimental Setup

Our experiments are based on two image datasets and one RGB+D dataset. The
first one is used in Farhadi et al. (2009), called a-Pascal (a part of PASCAL VOC 08)
and a-Yahoo (collected from the internet). The second one is the LabelMe database
(Russell et al. (2008)). The third one is the RGB+D dataset published in Lai et al.
(2011). They are widely used for evaluating the performance of object recognition,
scene recognition, etc.. For the two image datasets, three experimental scenarios
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are designed. The first one uses 32 categories in a-Pascal and a-Yahoo (referred as
S1). The last two scenarios are based on two kinds of scenes in LabelMe, the office
(referred as S2) and the street (referred as S3). 25 and 28 categories which usually
appear in offices and streets are used. For the RGB+D dataset, 20 categories used
in indoor environments are extracted (referred as S4). All categories used in four
scenarios are listed in Appendix B.

7.5.2. Evaluation of the Built Category Hierarchies

The precision in building correct category hierarchies by the proposed supervised
hLDA are evaluated. Since one of purposes of this thesis is to explore novel cat-
egories in unexplored environments, the objects’ locations and categories in such
environments are not fixed. Thus we have to build the category hierarchy in a dy-
namic environment. For four scenarios, we simulate changes of circumstances by
randomly selecting a part of categories and evaluate the precision of building cor-
rect category hierarchies based on these categories. Before extracting attributes to
describe objects, they have to be bounded by boxes. In two image datasets, we use
their ground truth bounding boxes. The 2D semantic attributes and Intra-NSAs are
used as features to describe objects. In the RGB+D dataset, we use the CMH-CRF
model introduced in section 5 to detect objects and obtain their bounding boxes.
The 2D, 3D and multimodal semantic attributes and the multimodal Intra-NSAs
are used to describe objects. In the first three scenarios, we choose 80 samples for
each category to execute the following evaluation. In the fourth scenario, we choose
25 samples for each category to execute the experiments.

Under different circumstances, the category hierarchy is different since categories
in different circumstances are different. In a certain circumstance some categories
may belong to a superordinate, but in another circumstance they may belong to
different superordinates, which is a reflection of the dynamic property of category
hierarchies. An experimental result is shown in Fig. 7.4 (for the sake of clarity, a
part of categories in this hierarchy is shown). Note the category ‘bird’ is categorized
into different superordinates in two hierarchies. In the left one ‘bird’ is categorized
into the superordinate shared by ‘cat’ and ‘dog’, since according to all of the cate-
gories used in this hierarchy it is most reasonable to group these three categories as
‘animal’. In the right one, ‘bird’ belongs to the superordinate shared by ‘aeroplane’,
since here all categories can be obviously divided into three groups of objects moving
in the air, on land and on water, respectively.

Categories used to build hierarchies are changed randomly to simulate the changes
in circumstances. In practice, 50 hierarchies are built for each experimental sce-
nario. For each experiment, we randomly select 20, 15, 20 and 12 categories
to build hierarchies for four corresponding scenarios respectively. The level of
each hierarchy is set to 4. Other parameters of the supervised hLDA are set to
n = {8.0,6.0,3.0,3.0},y = 0.5,m = 0.35,7 = 100, and ¢, = 0.1 for all categories.
By using these parameters, the supervised hLDA can converge after several itera-
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e b B 5]
horse

aeroplane

Figure 7.4.: Dynamically changed hierarchies according to different circumstances.
Note that the ’bird’ category has the same superordinate as the ’cat’
and 'dog’ categories in (a) and has the same superordinate with the
"aeroplane’ category in (b).
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Table 7.1.: The average correctness rate of category hierarchies
S1 | S2 | S3 | Y4
Dynamic | 91.4 | 90.3 | 92.1 | 85.2

Ref 83.1|79.1 | 785 | 72.5

tions (the average number of iterations is 15 in our experiment). Because there is
no standard category hierarchy as a reference that can be used to evaluate the cor-
rectness of our built hierarchies, ten adults (five men and five women ranging from
20 to 50 years of age) are employed to determine the correctness for each category
in a hierarchy. One state-of-the-art method in Marszalek and Schmid (2008) is used
as a reference method for comparison. A softening parameter of this method is set
to a = 0.5 according to the suggestion in Marszalek and Schmid (2008). Fig. 7.5
shows the average correct rates for all categories in the four scenarios and Table 7.1
lists the average correctness rates of each scenario.

From these figures, it is obvious that the performance of the proposed framework
to build category hierarchies is promising. Since the supervised hLDA uses the non-
parametric Bayesian technology, it can obtain a more natural distribution for all
topics than the reference method which uses the hierarchically normalized cuts to
construct the hierarchy. The correct rates by the proposed method is higher than
that of the reference method. The average of the correct rates is improved by 8-14%
respectively. The averages of the first three groups are larger than 0.9. It is worth
noting that there are several categories that have a very high accuracy. That is
because these categories are ambiguous, so they can belong to different superordi-
nates. For example, we can regard the ‘monkey’ category as animal, which is the
superordinate for ‘horse’, ‘sheep’, etc, or regard it as a human-shape category which
is the superordinate for ‘person’. The accuracy of the fourth scenario is relative
lower because the bounding boxes for objects used in this group experiments are
not annotated manually but are detected by our CMH-CRF model, which accuracy
is of course lower. But the result is still promising since it is higher than 85%.

7.6. Conclusion

In this chapter, we proposed the novel supervised hLDA, which integrates the ad-
vantages holding by hierarchical topic models and supervised topic models into the
uniform one. Through this supervised hLDA, the category hierarchies can be built
more accurately. Furthermore, the built hierarchies have the adaptive context-aware
structure which can change according to the changes of object categories in the en-
vironment. Based on it, we will conduct a novel dynamic hierarchical category
model which can improve the object recognition for known categories and efficiently
identify new objects and discover novel categories.
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Figure 7.5.: Correctness rate of category hierarchies built from S1 (a), S2 (b), S3(c)
and S4(d). ‘Dynamic’ and ‘Reference’ are the methods of using the
proposed framework and the reference method to build hierarchies.






Chapter

Dynamic Category Hierarchies for
Discovering Novel Category

8.1. Introduction

A category hierarchy is an inherent structure in the human mind. When people are
2-4 years old, they are taught to build category levels to help them to remember
more and more objects (Callanan (1985)). Flexible hierarchies of categories of ab-
straction have become central to modern theories of categorization and recognition
(Murphy and Lassaline (1997), Gosselin and Schyns (2001)). Researchers have also
discovered neurophysiological evidence for category hierarchies (Kiani et al. (2007),
Kriegeskorte et al. (2008)).

We argue that a basic characteristic of a category hierarchy is dynamics. There
are two aspects of the dynamics of a category hierarchy. First, a category will
be assigned to different superordinates in different cognitive environments. Since
humans live in a dynamic world, the circumstances change dynamically. One object
that belongs to one category at a certain moment may be categorized into another
category in the next moment by human minds. For instance, a vase on a dining
table is always looked at as a container for arranging flowers, while it will often be
regarded as an artwork when people see it in a museum. Different cognitive goals
also change a category hierarchy. For instance, when people intend to teach children
knowledge about animals, a cat toy will be categorized as an animal. When people
want to let children play with a toy, however, this cat toy is definitely used as a
toy. This reveals that a built hierarchy should change its own structure according
to different circumstances and purposes.

Second, when novel categories emerge, a category hierarchy can dynamically
change its structures, branching off automatically at an appropriate node and gener-
ating new nodes to represent novel categories. This process can be found in human
cognition for learning objects of a novel category. People will analyze properties
of the new objects and find similar categories which have some of these properties.
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People can then categorize the new objects into a novel category that has the same
superordinate as those similar categories.

In this chapter, motivated by human cognition of category hierarchies, we propose
a novel framework for building a dynamic category hierarchy, which can simultane-
ously satisfy two aforementioned dynamic aspects. The proposed framework is based
on object attributes (chapter 6) and the supervised hierarchical Latent Dirichlet Al-
location (shLDA, chapter 7). The extended object attributes can describe objects
more comprehensively, and their excellent generalizability across categories can help
our framework to identify and describe the novel categories well. The shLDA can
build a more accurate category hierarchy. By means of it, each leaf node in a hier-
archy exactly corresponds to a concrete category of objects. Nodes at middle levels,
which are constructed according to current object samples and their attributes, are
the superordinates of those concrete categories. Since the hierarchy is totally built
from those object samples without any assumptions, the structure of the built hier-
archy can be changed, as the concerned object categories and attributes vary from
different circumstances and for different goals (See Fig. 7.4 as an example). Because
the supervised hLDA can help the existing hierarchy to generate new branches when
novel categories appear, and object attributes can describe objects across categories,
even though those categories have not been seen before, the proposed framework can
meet the second aspect as well (See Fig. 8.1 as an example).

Moreover, our framework has an extra advantage that the built hierarchy can keep
on enhancing its ability for novel category discovery and object recognition by incre-
mentally learning from those incoming objects. By using topic models and object
attributes, it can summarize those most distinctive and representative attributes for
each category corresponding to each node in the hierarchy, and use these summa-
rized attributes to recognize objects so as to improving the recognition efficiency
(see Fig. 7.2 as an example). This is also similar to human cognition. As people
access more and more objects, they can improve the recognition of known objects
and the categorization of novel objects. For instance, it is obvious that adults have
a better cognitive ability than children.

To summarize, our framework contributes several important features. First, a
dynamic category hierarchy can be built by our framework. Second, based on the
dynamic category hierarchy, novel categories can be effectively discovered and de-
scribed. Third, the recognition of known objects can also be improved. Fourth,
object attributes can be summarized for each category to describe an object more
compactly.

The proposed framework is evaluated on three public datasets by extensive ex-
periments. Based on the built category hierarchies, we test the accuracy of object
recognition and prove that the performance of object recognition using hierarchical
representation is significantly improved with respect to that of not using hierarchical
structure. More importantly, experiments show that the proposed framework can
efficiently discover different novel categories and describe them. The summarized
representative and distinctive attributes are also evaluated.
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Figure 8.1.: Automatically branching off at a corresponding level with each new
category. Note that in (b) there are two new categories, ‘cat’ and ‘aero-
plane’. The ‘cat’ has the same super-superordinate with other animal
categories since they have similar attributes. The ‘aeroplane’ here is
treated as totally different from the other categories and consequently
the hierarchy branches off a new path at root level. The results closely
conform to the general hierarchy in the human mind.
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8.2. Dynamic Category Hierarchies

Our framework can be outlined by a block diagram shown in Fig. 8.2. The at-
tributes of the annotated objects in the training image dataset are computed based
on the extracted base features. Given these attributes, a hierarchy representing the
relationship among current categories can be built by using supervised hLDA. For
each node in the built hierarchy a classifier can then be trained based on those ob-
ject samples assigned to this node. The attributes of new object samples are also
computed. Then node classifiers are used to determine if they belong to known
concrete categories, or unseen categories. If new object samples are corresponding
to unseen categories, our framework can indicate their superordinates and the hi-
erarchy will branch off at appropriate nodes, then generate new paths to represent
new categories. Therefore our framework feeds back predicted results to the built
hierarchy, by which the hierarchy can change dynamically.

Build a -
Annotated l_t\ Train Node | N
Objects :O | 4 Qategory Classifiers 4
Extract Hierarchy

X

j Predict New
Objects T
Attributes r Samples

Non-annotated
N
Objects :Q

Figure 8.2.: The block diagram of our proposed framework for building dynamic
category hierarchies.

8.2.1. Extraction of Object Attributes

We use the algorithm introduced in chapter 6 to extract object attributes. For 2D
images, 64 ordinary and simple semantic attributes from several aspects such as
color, shape, material & texture, and part are extracted. For RGB+D data, the 2D,
3D and multimodal semantic attributes with an amount of 80 are extracted. These
semantic attributes, as listed in Appendix A, can be expressed by simple words such
as red, cubic, metallic, feather. For different application circumstances, of course,
some semantic attributes may mainly be considered while the others may be omitted.
Some semantic attributes can be filtered to describe objects more efficiently. By
using filtered attributes, category hierarchies will be built more accurately. In this
chapter, however, we aim at evaluating the general performance of our framework
and therefore use all semantic attributes without filtering.

We also train 1000 Intra-NSAs to enhance the object description. Finally, for each
object there is a vector consisting of semantic and non-semantic features denoted
by a = {ay,as,--- ,ayx} where N is the number of all attributes and is equal to 1064
or 1080 for pure 2D data or RGB-D data respectively. In such a vector, if an object
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has any attributes, the values of corresponding items are 1. Otherwise, the values
are 0.

8.2.2. Construction of Category Hierarchies

With the list attributes at hand, we can treat it as a vocabulary, and consider each
object described by attributes as a document consisting of a subset of this vocab-
ulary. The only difference is that in such a document each word in the vocabulary
is sampled at most once. For all samples of labelled object, the initial category hi-
erarchy, H°, can be built by using the supervised hLDA. Based on a built category
hierarchy, category labels of any new object samples can then be predicted. After
predicting a certain number of new samples, these samples are combined with the
samples which are previously used to build H° to build a new category hierarchy
H'. Thus a current category hierarchy H® based on all known object samples at any
time ¢ can be obtained. Therefore, the category hierarchy can change its structure
dynamically according to current object samples and their categories.

However, it is worth noting that the category hierarchy will not change immedi-
ately after each and every new sample categorization. That is because a category
hierarchy is a relatively stable structure in human cognition. Although it may change
when cognitive goals or circumstances change, it will not change when only a few
new objects are met. Therefore, it is unnecessary to change the built category hier-
archy for each new object sample. In practice, the built hierarchy will be updated
only when the number of new object samples exceeds a threshold.

When a category hierarchy is built, the distribution of attributes associated with
one node can also be determined. The probability of one node sampling an attribute
is roughly proportional to the sum of occurance times of this attribute in all object
samples belonging to this node. The higher the occurance frequence of an attribute
is, the larger the number of object samples possessing this attribute is. The most
representative attributes of one category must be those attributes that are most often
held by the instances of this category. Therefore, the most representative attributes
of each category can be extracted according to the distribution of attributes of each
node. These most representative attributes can be used to form a more compact
description of objects.

When a built category hierarchy is updated, the distributions of attributes associ-
ated with all nodes will be changed. One possible situation of an updated category
hierarchy is that the structure does not change but the number of samples of nodes
changes (all new samples belong to known categories). Another situation is that
the structure has changed (some new samples belong to unknown categories and
new nodes are added to represent these new categories). For the first situation,
along with the input of new samples, the distribution of attributes of each node can
describe the state of the corresponding categories more accurately. For the second
situation, with the new nodes appended, the state of their superordinates will be
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represented more precisely. Under both situations, therefore, the efficiency of object
recognition and novel category discovery will be improved.

8.2.3. Training of Classifiers and Prediction of New Objects

After building a category hierarchy, it can be used to recognize objects and discover
novel categories. Two methods are developed to predict the category of a new
object sample. The first method directly uses supervised hLDA to compute the
probabilities of sampling every path in the hierarchy, then the path corresponding
to maximal probability is the label of this new object sample. If this path exists,
the new object sample belongs to a known category. If this path does not exist, the
new object sample belongs to an unknown category and the node that branches off
this new path is the superordinate of this new category. For the second method we
first train a classifier for each node. Starting from the root of the hierarchy, node
classifiers are used to predict the label for a new object sample. If this new sample is
classified as belonging to current node, then classifiers corresponding to child nodes
of this node are also used to predict if this new sample belongs to these child nodes.
Until this procedure is established as the new sample is classified as belonging to a
leaf node, or cannot find any child nodes that this sample belongs to, the prediction
of new sample is finished. If this sample is predicted to belong to a leaf node, it is
an object of a known category. If this sample belongs to a node but not to any child
nodes, it is an object of an unknown category and the hierarchy will branch off a
new path at this node. Both methods are introduced in detail as follows.

Prediction by Supervised hLDA

To predict category responses for new inputs, p(Yy | ¢, Y_g4,7, ), the probability
of sampled responses based on given word level assignments and path assignments
needs to be computed according to eq. (7.4). Here we need to consider all possible
paths, including existing paths (from the root to leaf nodes) and new paths that
will branch off at middle level nodes. Therefore, the response is obtained by the
maximal probability of the following equation:

y = argmaxp(Ya | ¢, Y 4,7, ¢) (8.1)

ceC

where C denotes all possible paths in the hierarchy. At this time, the correct re-
sponse is unknown. The probabilities for all possible responses need to be computed,
and the predicted result is the response with the maximal probability. Before the
level allocations for all words are sampled for computing the probability of sampling
a category response, the initial path assignment for the document needs to be de-
termined. However, the correct response for this document is unknown. Therefore
all existing responses may be sampled and all middle level nodes may also branch
off a new path to generate a new response. Thus, for obtaining the level allocation
of all words, all possible initial path assignments are considered. For each level
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allocation, the maximal probability of sampling responses is obtained. The final
decision is the respond corresponding to the global maximal probability by compar-
ing with all these maximal probabilities. For an object belonging to one existing
category, the path tends to sample an existing full path represented by a leaf node
and consequently samples an existing category response. For an object belonging
to an unknown category, the path tends to sample a path represented by a middle
level node and branches off a new full path, adding a new category response.

After predicting a certain number of new inputs, the selection of responses and
the allocation of words will be added into the model for the following prediction.
Consequently, the structure of the model will change when a new category is input
and the distinctive attributes of existing categories will be enhanced when a known
category is input.

However, the accuracy of predicting new object samples is relative low. In our
experiments, the accuracy ranges from 30%-60% for known categories and 40%-60%
for unknown categories. Therefore it is necessary to develop a better method to
predict new object samples.

Prediction by SVM

To improve the accuracy of predicting new object samples, we employ the SVM to
train classifiers for all nodes in a built category hierarchy. The reason for choosing
the SVM is because it can achieve high accuracy of classification and has convenient
pre-built library (i.e. LibSVM in Chang and Lin (2011)).

Assuming a current category hierarchy is H'. The sth node located at the Ith level
is denoted as D!. Its parent node and the set of child nodes are denoted as PDP

and CD? = {C’ng, S ,C’Dﬁﬁ} respectively. At first, the classifier for the root DY
in H' is trained. Because the root DY contains all object samples used for building
H' which can be regarded as positive samples, no negative samples are provided.
Thus the traditional two-class SVM cannot be used. The one-class SVM introduced
in Chang and Lin (2011) is used to train the classifier for the root, denoted as
Spe. For other nodes, a one-class SVM or a two-class SVM can be used to train
classifiers. If using a one-class SVM to train a classifier for a node D!, only the
object samples belonging to this node are considered as positive samples and other
object samples are not taken into account. According to Chang and Lin (2011), a
one-class SVM constructs a hyper-sphere in the feature space enclosing the image
of all object samples belonging to this node. If using a two-class SVM to train a
classifier for a node D!, the object samples belonging to this node are considered
as positive samples and others as negative samples. We are denoting the classifier
of node D! as S Dl Similarly, classifiers of the parent node and the children node

set of D! are denoted as SPDDﬁ and SCDDﬁ = {SCDD§7 e ’SCD%}' In practice, we
use LibSVM to train these classifiers. After obtaining classifiers for all nodes in a

current category hierarchy, a recursive function that is listed in alg. 8.1 is used to
predict the category label of a new object sample.
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Algorithm 8.1: Recursive Function for Predicting a new object sample.

1
2

w

© 00 N O o ks

10

11

12

13

14
15

16

17

18

19

20

21

22

23
24

Input:
The attribute vector of a new object sample, A™Y;
Current node D!, the classifier and category label of the current node, Sp,
and L Dl Z
The parent node and child node set of the current node, PDDﬁ, cD? é;
The associated classifier for the child node, SCD Dl
Output:
The category label of the new object sample, B™*";
The node of the corresponding superordinate of the predicted result, PD™"
if D! is a leaf node then
if A" s classified as belonging to this node by SDﬁ then

t Return: B = Ly, PD"" = PD":;
else

L Return: B = L, ¢, PD™" = PDDﬁ;

else
if A" s classified as belonging to this node by Sp: then
for each m in CD' do

l
Select C'Dy as current node;

. : . D!
Find associated classifier S i for CD,,’;
CDp

Find category label for C’D,?f;
Use D! as parent node for CDE;;

l
Find child node set and associated classifier set for CD,%;
Invoke this function recursively;

else
L Return: B™" = Lyew, PD™" = PDDﬁ;
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By using this algorithm, a category label can be predicted. Note that if the new
object sample belongs to a known category, the algorithm will return this known
category label and its superordinate, and if the new object sample belongs to an
unknown category, the algorithm will return ‘new’ as its category label but will also
indicate its superordinate which means the hierarchy will branch off at the node
corresponding to its superordinate. In our experiments, the average accuracy of
recognizing known objects ranges from 74% to 86% by using this method, which is
a considerably greater improvement than the accuracy resulting by directly using
supervised hLDA. Similarly, the average accuracy of the novel category discovery
ranges from 69% to 84%.

8.2.4. Determination of Categories for New Objects

When more than one object sample belonging to novel categories is detected , these
samples may belong to different novel categories within one superordinate. However,
previous steps can only give a ‘new’ label to all of them but cannot determine
how many novel categories there are, nor further distinguish which sample belongs
to which novel category. This is the problem of unsupervised clustering object
categories and many methods can be employed to solve this problem (Tuytelaars
et al. (2010)), including latent variable methods, and spectral clustering methods.
The method to clustering object categories used in the proposed framework is a kind
of latent variable method.

As mentioned in section 7.2, the supervised hLDA has an important characteristic
that it will create more than one leaf node for one category if the differences among
objects are large enough. After novel object detection, all new objects are assigned
to one new leaf node. If these objects belong to different categories, there must be
enough difference. Thus the generative procedure in section 7.2 will automatically
cluster these new object samples into different new leaf nodes, and consequently
change the structure of the built category hierarchy to form a new hierarchy.

Based on a category hierarchy, the proposed framework has at least one advantage
with respect to the determination of categories for new object samples. Since only
object samples belonging to similar novel categories will be assigned to the same
new node, the number of novel categories which need to be distinguished at the
same time is decreased. Thus the performance of distinguishing categories will be
improved.

8.3. Experiments

The experimental setup is the same to that used in chapter 7. Based on the built
category hierarchies in chapter 7, four groups of experiments based on four scenarios
are used to evaluate the performance of: 1) object recognition for known categories,
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Table 8.1.: Average accuracy of object recognition
S1 | S2 | S3 | S4
One-SVM | 79.9 | 77.0 | 79.0 | 69.9
Two-SVM | 85.1 | 86.1 | 85.9 | 80.1
Select 80.1 | 85.9 | 84.7 | 78.6
Direct 65.0 | 71.8 | 74.1 | 63.1
shLDA | 47.0 | 40.2 | 47.5 | 38.9
Ref 79.1 1764|752 | 70.3

2) detecting novel categories, 3) and distinguishing these novel categories, respec-
tively. At last, the effectiveness of the summarization of attributes for each category
is evaluated.

8.3.1. Evaluation of Object Recognition

The accuracy of object recognition can be improved by using a hierarchical structure
as shown in Marszalek and Schmid (2008), Marszalek and Schmid (2007), Zweig and
Weinshall (2007), Kapoor et al. (2009). In this section we show this improvement
by using the proposed category hierarchies. By comparison with a state-of-the-art
method (Marszalek and Schmid (2008)), that also builds the category hierarchy
to recognize objects, experimental results show that the proposed method achieves
better performance. Based on the category hierarchies built in the last chapter,
the algorithms introduced in section 8.2.3 are used to predict object categories for
the remaining 40 samples of each category. The average accuracy is computed for
every category from 50 hierarchies built in the last chapter. If not using category
hierarchies, classifiers are directly trained by an SVM for each category. 40 samples,
the same as those used to build category hierarchies in the last experiments, are
used as positive samples. 500 samples randomly selected from other categories are
used as negative samples. The performance of object recognition is tested by using
6 different experimental setups, which are shown in Fig. 8.3. And Table 8.1 lists the
average accuracy of object recognition for all categories in each scenario. ‘Direct’
means that the methods utilize an SVM directly to train classifiers for all categories
without considering category hierarchies. ‘One’/‘Two’ mean that the methods use a
one/two-class SVM to train classifiers for categories based on category hierarchies.
‘Select” means that the methods use selected attributes and a two-class SVM to
train classifiers for categories based on category hierarchies. ‘shLDA’ means that the
methods use the supervised hLDA model directly to predict labels of test samples.
‘Ref’” means a reference method was used in these experiments. The mean of average
accuracy for each method is also listed in the legends of the figures.

When the goal is to recognize object categories, using a two-class SVM is bet-
ter than using a one-class SVM. This is because the best results are obtained by
the method ‘Two-SVM’ as shown in Fig. 8.3. When using selected attributes, the
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(d)

Figure 8.3.: Accuracy of object recognition for categories in S1 (a), S2 (b), S3(c)
and S4(d). We use ten methods to test the performance. The index of
each method is illustrated in the left sub figure.
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accuracy is closed to best results, which means that a promising performance of
object recognition can be obtained by using lower dimensions but more represen-
tative attributes to describe objects. It is also worth noting that the performance
of methods tagged by 'Direct’ is worse than the performance of methods tagged by
"Two-SVM’ and ’Select’, which means that using category hierarchies can improve
the object recognition. However, when directly using supervised hLDA to predict
object labels, the worst results are obtained, because this topic model is a kind of
generative model and is not suited for tasks like supervised object recognition. Ac-
cording to the experimental results shown here, therefore, we suggest that using a
two-class SVM to train object classifiers based on (selected) attributes consisting of
non-semantic attributes and semantic attributes and built category hierarchies can
achieve an improved performance for object recognition. For the reference method, a
two-class SVM is used to train classifiers for each node. The performance of the ref-
erence method is worse than that of the proposed method, since the better category
hierarchies can be obtained by the proposed framework.

8.3.2. Evaluation of Novel Category Detection

Under dynamic circumstances, it is an important ability for human cognition to
identify a new object as belonging to a novel category and distinguish different
novel categories for new objects. This is also one of the most important goals of the
proposed framework. In this subsection novel category detection will be evaluated.
The performance of distinguishing novel categories will then be evaluated in the
next subsection.

Based on category hierarchies built in last chapter, four experimental setups which
are listed in the legends of the result figures, are used to test for the proposed
framework. Moreover, a state-of-the-art method in Smola et al. (2009) for novelty
detection is used for comparison with the proposed framework. For the proposed
framework, only when novel object samples are detected as belonging to a novel cate-
gory and a node representing this category is branched off at a correct superordinate,
the result is correct. Because there is no standard reference category hierarchy, the
method used to evaluate the correctness is the same as the one in last chapter. In
this reference method, all categories used to build a hierarchy are regarded as known
categories, while the remaining categories are treated as a novelty to be detected.
Object samples in each of novel categories are input to the reference method and the
accuracy of correct detection is computed. Because the reference method does not
utilize a hierarchy, the location of a novel category in the hierarchy is not concerned.

The average accuracy for each category in four scenarios is shown in Fig. 8.4. Note
that the method ‘Select’ is trained by a one-class SVM in this group. Table 8.2 lists
the average accuracy of novel category discovery in each scenario. The performance
of the reference method is lower than these of the methods marked by ‘One-SVM’
and ‘Select’. The best results for novel category discovery are obtained with the
method ‘One-SVM’. That is different from the results in the last subsection where
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Figure 8.4.: Accuracy of novel category discovery in S1 (a), S2 (b), S3(c) and S4(d).
We use eight methods to test the performance. The marks are explained
in detail in the text.
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Table 8.2.: Average accuracy of novel category discovery
S1 | S2 | S3 | S4
One-SVM | 84.6 | 83.5 | 81.0 | 75.0
Two-SVM | 72.8 | 71.3 | 70.2 | 64.5
Select 81.1 | 82.0 | 79.6 | 73.2
shLDA | 53.2| 55 | 54.1|33.5
Ref 81.6 | 79.3 | 75.1 | 64.6

the best results are obtained by the method ‘Two-SVM’. The goal of experiments
in this group is to detect novel categories whose object samples are not included
in any existing category. As mentioned in section 8.2.3, to accurately detect a
novel category, object samples belonging to this novel category must be classified
as belonging to a superordinate, but not belonging to any existing child node of
this superordinate. That means in feature space the boundary of the superordinate
classifier must contain these object samples, while the boundaries of its children
classifiers need not contain these object samples. Since a one-class SVM constructs
a hyper-sphere boundary in feature space, the more similar samples can be contained
in this hyper-sphere. On the other hand, a two class SVM constructs two hyper-plane
boundaries in feature space for two categories where both hyper-planes are as close
as possible to one class but as far as possible from the other class, and therefore there
is a margin between two hyper-planes in which object samples cannot be correctly
classified. However, these object samples belonging to novel categories are most
likely located at this margin. Therefore the method ‘One-SVM’ is better than the
method ‘Two-SVM’ for novel category detection.

As experiments also show that the performance of a two-class SVM is better than
that of a one-class SVM when the goal is to recognize object samples belonging to
known categories. Therefore we suggest that, for a category hierarchy, the classifiers
associated with the root and middle level nodes are trained by a one class SVM
and the classifiers associated with leaf nodes are trained by a two class SVM. In
this way, we can simultaneously obtain a better performance for both known object
recognition and novel category discovery.

For more intuitively understanding novel category discovery, there is an example
shown in Fig. 8.1. The initial hierarchy (Fig. 8.1(a)) has ten categories. It is
changed to a new hierarchy (Fig. 8.1(b)) as two novel categories are added. The
‘cat’ category shares the same superordinate with ‘horse’, ‘cow’ and ‘sheep’ since
all of them are animal categories. However, the path corresponding to ‘aeroplane’
is branched off at the root since this category is totally different from the other
categories in this hierarchy. This result obviously conforms to human cognition.
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Table 8.3.: Average accuracy of distinguishing novel categories
S1 | S2 | S3 | Y4
Dynamic | 68.7 | 72.5 | 69.9 | 64.2

Ref 62.1 | 60.8 | 56.8 | 54.0

8.3.3. Evaluation of Distinguishing Novel Categories

The performance of clustering novel categories is also compared with different con-
figuration and a state-of-the-art method. This state-of-the-art spectral clustering
method, global kernel k-means (Tzortzis and Likas (2009)) is employed as a refer-
ence method for performance comparison. Since in the last group of experiments it
has been proved that methods marked by ‘One-SVM’ obtain the best performance of
detecting novel categories, only these methods are used to evaluate the performance
of clustering novel categories on the proposed framework.

Note that here the term ‘novel object” means an object sample belonging to a
novel category. Based on the detection results from the last group of experiments,
objects detected as belonging to learned categories are assigned corresponding labels
of known categories, while novel objects detected as belonging to novel categories
are assigned the same new category label. Thus a new temporal hierarchy, H", can
be obtained. In the proposed framework, the generative procedure mentioned in
section 7.2 can be used to build a new hierarchy, H*!, from all training samples and
detected results. If objects belonging to different novel categories but being assigned
to the same new leaf node in H' can be divided into different new leaf nodes in H'+?,
the results are regarded as correct. For the reference method, it does not need to
indicate the cluster number because of its global property. Therefore this method
can be directly applied to all leaf nodes. The accuracy can be directly computed by
counting the number of objects correctly distinguished. The average accuracy for
each category is shown in Fig. 8.5 and the average accuracy for each scenario is listed
in Table 8.3. Since this evaluation is based on the correct result of novel category
detection, the accuracy is lower than the results in the last group of experiments.
However, it is still obvious that the performance of the proposed method is better
than that of the reference method. The average accuracy is improved by 10-16%.

8.3.4. Evaluation of Object Attribute Summarization

Humans can gradually extract the most representative and distinctive features for
a category and quickly recognize objects in this category. The proposed framework
can also extract the most representative and distinctive attributes for all categories.
Each topic in the hierarchy built by the supervised hLDA corresponds to a distri-
bution of attributes. Through this distribution, it is possible to summarize those
attributes that can represent a category best. Thus we only need to use these rep-
resentative attributes rather than all attributes to describe and recognize objects.
According to the method introduced in section 7.2, the probabilities of all attributes
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(d)

Figure 8.5.: Accuracy of distinguishing novel categories in S1 (a), S2 (b), S3(c) and
S4(d).



140

Dynamic Category Hierarchies for Discovering Novel Category

in the distribution associated with one node are computed and sorted in descending
order. The upper part attributes whose sum of probabilities is larger than 80% is
selected as the summarized attributes.

In the first two evaluations of this section, category classifiers only using selected
attributes are also trained to evaluate the performance of the object attribute sum-
marization. The experimental results are shown in Fig. 8.3 and Fig. 8.4. The differ-
ence between the average accuracy of object recognition of two methods ("Two-SVM’
and ’Select’) ranges from 0.3% to 5%. The difference of the average accuracy of novel
category discovery between two methods (‘One-SVM’ and ‘Selected’) ranges from
1.4% to 3.5%. It is obvious that the average accuracy of using selected attributes is
close to that of using all attributes. For some categories, the performance of using
selected attributes is even better than that of using all attributes. Therefore we
can save time and computational cost and improve the efficiency for our framework
by using selected attributes. These results prove that extracting attributes in this
manner is promising for both object recognition and novel category discovery.

Furthermore, we can validate the effectiveness of summarized attributes from the
perspective of human cognition since here semantic attributes are used. As shown in
Fig. 7.2, the red words close to each node have the highest probabilities compared
with other semantic attributes. Using these attributes to represent corresponding
categories obviously conforms to human cognition. For instance, attributes ‘horn’,
‘saddle” and ‘wool’ are of course the most representative attributes for categories
‘cow’, ‘horse’ and ‘sheep’ respectively.

8.4. Conclusion

We proposed a framework of building dynamic category hierarchies in which ob-
jects are described by attributes and hierarchies are constructed by topic models.
Through our framework, category hierarchies that are in better keeping with a cur-
rent circumstance can be obtained and can dynamically change their structure when
this circumstance changes. Thus a high accuracy of object recognition can be ob-
tained. More important, if objects belong to novel categories which have never been
learned previously, they can be detected and clustered accurately, and correspond-
ing novel categories can be added precisely to current hierarchies. These conclusions
have been proved through our extensive experiments.

Because of the advantages of the proposed framework, it can be applied to, for
example, unknown environment exploration for robots. It is inevitable for robots
to meet unknown objects that have never been learned. Robots therefore can only
classify these unknown objects according to their experiences. By using traditional
object recognition technologies, robots will categorize unknown objects into those
known categories most similar to them, which will lead to failures and influence the
following work. Through our framework, however, robots will infer that unknown
objects belong to novel categories and relate novel categories to known categories by
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built category hierarchies. This is helpful for the consecutive reasoning work, such
as functions and characteristics of these novel categories.

Moreover, because objects are described by attributes, the proposed framework
can easily integrate multi modal information, such as auditory and tactile attributes.
For objects in certain special categories, they can produce a unique sound or have
a unique surface. We can extract these unique features as attributes and add them
to the attribute list to improve the distinctiveness of these categories.






Chapter

Summary and Conclusion

In this chapter, we first summarize the main contributions of this thesis and draw
several conclusions about it. Then some limitations of these proposed methods are
figured out, through which an outlook on future research directions can be motivated
in the following section.

9.1. Thesis Summary and Conclusion

9.1.1. Summary

The work of this thesis is try to implement a key cognitive ability inspired by human
visual cognition in artificial intelligent systems. This key ability is discovering novel
categories in an unexplored environment, and simultaneously connecting these novel
categories with known categories by building an appropriate relationships among
them. It is extremely useful for the next tasks, for example, reasoning functions of
these novel categories, and subsequently replacing known categories for the following
work. According to human cognitive procedure, we divide such a problem into two
successive sub-tasks.

Before recognizing and identifying objects, we first need to known objects’ po-
sitions in a scene. Thus at first objects should be detected and localized. But in
an unexplored environment there is no prior about objects’ number and categories.
Therefore the first sub-task to be solved is category-independent object detection.
After given object positions, the second task which are recognizing known objects,
identifying novel categories and building category relationships can then be solved.
To solve these two tasks, multimodal data, i.e. the 2D and 3D information, are em-
ployed, because human visual system always simultaneously utilizes them for visual
cognition.

Recognizing learned categories, identifying and discovering novel categories need
to use object features to represent objects. For the particular problem in this thesis,
object features should have excellent generalizability across categories since there is
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no prior information about object categories. For the first sub-task, a set of category-
independent object features is developed. They only consists of those basic features,
which make an object to be a stand-alone instance regardless of its category, such
as multimodal saliency, multimodal oversegments, and boundaries. These category-
independent features represent the characteristic of an object against background
and other objects. Our extensive experiments show their satisfactory performance.

For the second task, it also needs to consider the descriptive ability of features
besides their generalizability. Human beings always describe objects by their at-
tributes. Furthermore, objects belonging to different categories can share the same
attributes. Therefore object attributes are employed as object features for object
recognition and novel category discovery. To utilize multimodal data, a set of novel
3D and multimodal object attributes, and novel intra-class non-semantic attributes
are developed. These new attributes can describe object more comprehensively.
Their performance is also promising by experimental evaluation.

Motivated by the observation that 2D and 3D spatial positions of an object keep
consistency, a novel multimodal co-segmentation framework is developed based on
state-of-the-art higher order CRF model, called cross-model higher order condi-
tional random field (CMH-CRF) model. This model simultaneously labels patches
(i.e. oversegments) in 2D and 3D space. By integrating cross-modal potentials,
the overlapped patches in different modalities are constrained to obtain consistent
labels. At the same time, the model takes three kinds of labels which extremely
simplifies the difficulty and improves the accuracy of identifying all single object in-
stances from a clutter scene. Through extensive experiments, the CMH-CRF model
shows its satisfactory performance that the accuracy is high enough for the practical
application.

To efficiently organizing object categories, we adopt the hierarchical structure
which is inspired by human cognition to represent the relationship among object
categories. By developing the supervised hierarchical latent Dirichlet allocation
(hLDA), a precise category hierarchy can be constructed. Based on this hierarchy,
we further developed a dynamic category hierarchy framework. Because the dynamic
category hierarchy takes the novel categories into account, it can efficiently improve
the object recognition, discover novel categories and simultaneously refine the built
hierarchy. Extensive experiments are carried out, which prove the efficiency of the
proposed supervised hLDA, as well as the dynamic category hierarchy framework.

0.1.2. Conclusion

Based on aforementioned summaries of this thesis, a conclusion can be drawn that
multimodal data indeed improve object detection and novel category discovery. We
list the details about this conclusion as follows:

e We found 2D and 3D saliency can complement each other, as well as 2D and
3D oversegments. Therefore the more accurate saliency and oversegments can
be obtained from multimodal data.
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e An objects have spatial consistency in 2D and 3D space. We found that the
co-segmentation based on cross-modal spatial consistency can efficiently detect
and localize objects, regardless of their categories.

e Generally, humans describe an object through multimodal attributes. In this
thesis, we also proved that utilizing multimodal attributes can describe objects
more accurately and comprehensively.

e Based on supervised hLDA and object attributes, a dynamic category hierar-
chy can be efficiently built. We found such a dynamic hierarchy coincides with
human cognition better and can obtain better object recognition and discover
novel object categories than a static category hierarchy.

0.2. Limitations and Future Work

0.2.1. Limitations

Although two sub-tasks in this thesis can be solved efficiently by the proposed
methods, there is a shortage that these methods are not integrated into a uniform
framework. We first need to use the CMH-CRF model to detect and localize objects.
Then the dynamic category hierarchy framework can separately recognize object and
discover novel categories. Thus the spatial context among objects in a single scene
is not utilized in the proposed methods. Furthermore, the results of the second sub-
task cannot be fed back to the first sub-task to refine the results of object detection.

The proposed methods in this thesis are based on multimodal information, but
only two visual modalities are utilized. Other modal information which may also
improve the performance is not integrated into these methods. For example, the
audio information can help object localization and the tactile information can help
object recognition.

With respect to the particular technical details, there are also several limita-
tions to be eliminated. When detecting and localizing objects, it requires a lot of
computational resource to extract category-independent object features. Training
multimodal object attributes is also a time-consuming task for extracting multi-
modal base features and training SVM classifiers. For the supervised hLDA, the
number of levels of the hierarchy has to be set to a fixed constant. On one hand,
the large level number can lead to a more complicated hierarchical structure. Al-
though a complicated hierarchy can more accurately represent the relationship of
all categories, it may also result in more isolated nodes without any branches and
more time-cost. On the other hand, a small level number may result the hierarchy
more flat and cannot represent category relationship precisely.
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0.2.2. Discussion on Future Research Directions

The first part of further work is to overcome those limitations mentioned above.
At beginning, those methods of solving two sub-tasks should be integrated into a
uniform framework to improve their performance. By using the context information
of detected objects, the relationship among categories can be built more precisely.
For example, some categories, such as monitor, mouse and keyboard occur together,
which can be categorized into one superordinate. The recognition results by the
dynamic hierarchical framework can improve the results of object detection. For
example, when one object is recognized as belonging to one known category, the
prior information of this category can then be utilized.

Furthermore, the utilization of depth information can be further explored. For ex-
ample, a good extension would be to use depth information to measure object scales
(e.g. Zhang et al. (2011) and Fritz et al. (2010)). Thus, the category-independent
object detection could achieve more accurate results and the size of objects could
be an efficient attributes.

Next, we will integrate more modalities into the proposed methods. Audio infor-
mation can be used as a kind of good category-independent object features, which
can be used to localize object positions. Tactile information can be integrated into
the base feature to further extending object attributes, such as density, material and
weight.

Besides these further improvements, another part of further work is to describe
novel categories and reason their functions according to the relationship related to
other known categories, which is also an important ability for humans. For example,
the proposed methods may discover a novel category that has the same superordinate
with other known categories, such as cup and glass. And this novel category shares
some attributes with known categories, such as ‘Vert.Cylinder’ and ‘Concave’. Thus
we can reason it as a kind of container like a cup and use it to fill beverage.

After further improving the efficiency of the proposed methods, especially reduc-
ing their computational cost, we also plan to deploy the proposed methods to a
particular artificial intelligent agent such as a service robot to improve robot’ au-
tonomous abilities.
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Object Semantic Attributes

All attributes used in this thesis here are listed as follows. Note that the attributes
with italic style word have been trained by multimodal base feature for comparison
in chapter 6.

Shape: 2D Boxy, Round, Triangle, Occluded.

Part: Tail, Beak, Head, Ear, Snout, Nose, Mouth, Hair, Face, Eye, Torso,
Hand, Arm, Leg, Foot/Shoe, Wing, Propeller, Jet engine, Window, Row Win-
dow, Wheel, Door, Headlight, Taillight, Side mirror, Exhaust, Pedal, Handle-
bars, Engine, Sail, Mast, Text, Label, Furn. Leg, Furn. Back, Furn. Seat,
Furn. Arm, Horn, Rein, Saddle, Leaf, Flower, Stem/Trunk, Pot, Screen, wire.

Material & Texture: Skin, Metal, Plastic, Wood, Cloth, Furry, Glass, Feather,
Wool, Clear, Shiny, Vegetation, Leather, Grass, Ceramic.

3D: Sphere, Vert.Cylinder, Horiz.Cylinder, Cone, Vert.Ellipsoid, Horiz.Ellipsoid,
3D Square, 3D Cuboid, Plane, Concave.

Multimodal Attributes: Cup.Handle, Door.Handle, Cabinet.Handle, Rect.Button,
Circle.Button, Desktop.
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Object Categories

All object categories used for experiments in chapter 6, 7 and 8 are listed as follows:

a-Pascal & a-Yahoo: Aeroplane, Bicycle, Bird, Boat, Bottle, Bus, Car, Cat,
Chair, Cow, Diningtable, Dog, Horse, Motorbike, Person, Pottedplant, Sheep,
Sofa, Train, TVmonitor, Donkey, Monkey, Goat, Wolf, Jetski, Zebra, Centaur,
Mug, Statue, Building, Bag, Carriage.

LabelMe Office scene: Mouse, Keyboard, TVmonitor, Mug, Cup, Bottle,
Desktable, Mouse pad, Book shelf, Sofa, Window, Person, Chair, Cabinet,
Desklight, Book, Door, Printer, Pen, Bulletin board, Computerhost, Tele-
phone, Laptop, Dustbin, Sound box.

LabelMe Street scene: Car, Building, Tree, Road, Sky, Person, Fire-hydrant,
Traffic light, Billboard, Signpost, Warning sign, Bicycle, Diningtable, Chair,
Grass, Step, Street lamp, Bridge, Bus, Railing, Motorbike, Mailbox, Dustbin,
Flag, Zebra crossing, Sunshade, Gate, Pottedplant.

RGB-D Dataset: Pen, Gum, Packing Box, Cabinet, Mouse, Laptop, Dust-
bin, Monitor, Cup, Chair, Bottle, Book, Can, Cap, Stapler, Torch, Keyboard,
Bowl, Plate, Door.
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