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Introduction
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The discovery of new chemical compounds with yet unprecedented properties has
long been ruled by serendipity [1]. Even if related compounds with similar proper-
ties are known or promising compound classes are identified, uncertainty remains,
whether a targeted compound exhibits the desired property and if it can be pre-
pared.

Computational chemistry can help to remove some of the uncertainty in the discov-
ery process in different ways [2]. First, by applying theoretical chemistry methods it
can help to better understand a problem, e.g. how a specific property is connected
to the molecular structure [3]. Second, by determination of the thermodynamics it
can verify whether the compounds are potentially stable at all [4]. And eventually
third, by investigating also kinetics leading to or from the compounds it can eval-
uate formation and decomposition pathways. Ideally, the highest level of theory
is applied to catch as much of the underlying physics as possible. This approach
is limited to small molecules or models thereof, as these computations demand
considerable user intervention and computing time. Alternatively, strongly param-
eterized semi-empirical and force-field methods can be used. They trade accuracy
for speed, when effects have to be modeled which were not included during pa-
rameter determination.

A development which helps to make larger chemical systems treatable by higher-
level methods is known as “Moore’s Law” [5]. Following this law, the transistor
count doubles approximately every two years and with it does processing power
at nearly constant prices per chip. A second empirical relationship is known as
“Koomey’s Law”: The number of computations per consumed kWh doubles ap-
proximately every 1.6 years [6]. From these relationships it is evident that in fore-
seeable future, researchers will have the processing resources to treat extremely
large numbers of realistic chemical systems using sufficiently accurate methods.
Yet, the creation of computing tasks, i.e. the construction of molecular structures
to be evaluated, has to become automated in order to allow the efficient use of
resources.

In drug discovery the application of computational chemistry is advanced. Dur-
ing the last century research in this field has evolved from intuition and empirical
observation with merely accidental findings to a more rational and planned pro-
cess, where the outcome is almost statistically determined [7]. Several technological
and scientific inventions boosted the discovery process to its current state. These
include, but are not limited to, the better understanding of biology, instrumenta-
tion, laboratory automation and combinatorial chemistry. With the elucidation of
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3D protein structures beginning in the 1970s the structure-based rational drug de-
sign arose which led to many successful drug discoveries [8–10]. In the 1980s the
computer started to aid in the design by ligand fitting [11]. Combinatorial chem-
istry to construct huge libraries of new compounds evolved in the 1980s and 1990s.
Contrasting the rational concept, the use of these libraries combined with auto-
mated high-throughput screening of the compounds’ activities presents a system-
atic approach to benefit from mere chance. This approach evolved into the design
of focused libraries [12] and thus became rational again. In the 1990s the computer
based screening of virtual libraries began to accompany the experimental screen-
ing. It has since become an integral part of modern drug discovery [13].

Contrary to the drug development, olefin polymerization catalysts have much
longer remained the domain of intuition guided research. From the Ziegler-Natta
catalysts discovered in the mid 1950s, which allowed the α-olefin polymerization at
low pressure [14, 15], it took until 1982 when the first well defined and structurally
characterized olefin polymerization catalysts were reported [16, 17]. Kaminsky’s
and Sinn’s serendipitous finding that methylaluminoxane combined with Group 4
metallocenes produces highly active and long-lived polymerization catalysts [18]
led to massive research in the field of metallocenes and to the introduction of these
catalysts into industrial production [19].

In 1997 the Symyx company developed a screening workflow for the synthesis and
screening of ligand-metal combinations for the discovery of new non-metallocene
catalysts. Within less than three years it allowed the testing of more than 1500
ligands in nearly 100000 experiments leading to the discovery of many new classes
of catalysts. Thus, high-throughput experimentation was introduced with success
into the field of homogeneous catalysis [20].

The computational investigation of olefin polymerization by heterogeneous
Ziegler-Natta systems and later homogeneous metallocenes reaches back into
the 1970s [21]. Metallocenes are today probably the most extensively investigated
organometallic systems [22]. The generally accepted mechanism for olefin poly-
merization by Group 3 and 4 alkyl metallocenes is the Cossee-Arlman mechanism
[23–26]. Starting from a d0 configured 14 electron complex, which is singly posi-
tively charged for Group 4 and neutral for Group 3 metallocenes, the formation
of a side-on complex by π-complexation of the olefin, e.g. ethene, is the first step
(Scheme 0.1).

In the second step the σ-bonded polymer chain migrates to the π-coordinated olefin
and the olefin inserts (migratory insertion). An α-H-agostic interaction in the transi-
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tion state of this step was proposed as an addition by Green, Rooney and Brookhart
[27, 28].

[M]
H

P
H

+
[M]

H
P

H
[M]

H
P

H

[M]

H
P

H
[M]

P

Scheme 0.1. Modified Cossee-Arlman mechanism for olefin polymerization by early
transition metals. The α-H-agostic interaction in the transition state is an
addition by Green, Rooney and Brookhart. The growing polymer chain is
abbreviated as “P”, the metal center as “M”.

Much effort was spent in recent years in modeling of catalysts to better understand
the selectivities of chiral metallocenes [29], which were introduced by Brintzinger,
who synthesized chiral ansa-metallocenes [30]. Not only the investigation but also
the design of novel catalysts including the screening of numerous catalysts was
performed in silico [31]. Yet, computational high-throughput screening is lacking
in homogeneous transition metal catalysis and especially in olefin polymerization
research.

Transition metal complexes can not easily be treated by low-level techniques, e.g.
force-field or semi-empirical methods [32, 33]. Although both methodologies could
be parametrized to approach a very specific problem1, the transfer to sometimes
even apparently similar systems might fail. Their often complicated electronic
structures with close to degenerate states give rise to significant electron correla-
tion and make transition metal complexes hard to treat computationally [33]. While
high level wave function theory methods are sophisticated enough to describe the
systems, their demand in computational resources is so high that only small mod-
els can be treated. The progress in the development of density functional methods
established them as valuable alternative to wave function theory. Many studies for
the design of metallocene based olefin polymerization catalysts rely on density
functional methods or methods combining these with molecular mechanics [35].
With the development of acceleration techniques such as the resolution of identity
[36, 37] and powerful computers available to the researcher, even realistically sized
molecules have become treatable with excellent accuracy/precision-computation
time profiles. The study of transition metal catalyzed reactions was put into the

1 Both semi-empirical an force-field methods have indeed been used with success for example in
the prediction of selectivities for differently sterically crowded metallocenes [34].
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reach of high-throughput computations [38] and a first approach for the cleavage
of dinitrogen – employing very small models though – has recently been published
[39].

Object of the high-throughput investigations in this work is the coordinative poly-
merization of α-olefins. The scale of poly-α-olefin production, with polyethene
alone having a 65 Mt/a output in 2008 [40], highlights its importance. In recent
years much interest has evolved in the field of non-metallocene catalysts to su-
persede traditional metallocene catalyst by higher activities, different tuning pos-
sibilities to influence for example the tacticity, or compatibility with a wider range
of co-monomers [41, 42]. Though, general availability is still lacking for catalysts
for the coordinative polymerization of polar monomers [41, 43]. Especially fluo-
roolefins, which are used to produce highly resistant polymers, e.g. polyvinylfluo-
ride or polytetrafluoroethene (PTFE), impose serious problems to classical Group 4
based catalysts.

Since the serendipitous discovery of Teflon at DuPont de Nemours and Co. in
1938 [44, 45], fluoropolymers have gained a substantial importance in technologi-
cal application. Teflon is the polymer with the most pronounced “fluoropolymeric”
properties. The high bond energy of the C–F bond (116 kcal/mol) and the shield-
ing of the carbon backbone by the fluorine atoms are the key factors of fluoro-
polymers leading to their outstanding chemical, thermal and UV-light resistances
[46]. Increasing the fluorine content of a polymer increases its chemical and sol-
vent resistance, flame resistance and photostability. Compared to most engineering
thermoplastics, the mechanical properties are typically poorer [47]. The major com-
mercial fluoropolymers are PTFE and poly-gem-difluoroethene (PVDF) (Figure 0.1).

C C
F

F
C C C

F F F

FFFF

F
C C
H

H
C C C

F H F

HFHF

H
C C
F

F
C C C

F H F

HFHF

H

PTFE PVDF

Figure 0.1.. Structures of polytetrafluoroethene (PTFE) and poly-gem-difluoroethene
(PVDF). For PVDF the regular head-tail arrangement of monomer units is
printed in black while a head-head arrangement is marked in blue.

Both polymers are produced under radical reaction conditions. Possessing a close
to perfectly linear non-branched structure, PTFE exhibits a crystallinity of 92–98%
[47]. It is insoluble in most solvents and can not be melt-processed by standard
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methods due to its high melt viscosity of 1–10 GPa·s [48]. To obtain an amorphous
polymer, which is soluble and melt-processable, free radical copolymerization is
performed employing tetrafluoroethene and for example 2,2-bistrifluoromethyl-
4,5-dichloro-4,5-difluoro-1,3-dioxolane (PDD) as monomers [46]. These copolymers
are expensive and alternative processes to less crystalline perfluorinated polymers
are needed. In PVDF the crystallinity is much lower (35–70%), which is caused
by head-to-tail or tail-to-head defects (see Figure 0.1) [47]. Both, making PTFE less
crystalline by controlled random copolymerization and making PVDF more crys-
talline by enforcing a higher tacticity, could be achieved by coordinative polymeri-
zation. This would be in analogy to the production of linear-low density polyethene
– a copolymer of ethene and higher α-olefins – and of isotactic polypropylene.
The first can be produced using Ziegler-Natta or Philips type catalysts, the lat-
ter with metallocene catalysts. These two alterations are just examples for po-
tential improvements by coordinative polymerization, the incorporation of small
amounts of fluoroolefins into a polyhydrocarbon by direct copolymerization is yet
another. Radical copolymerization of α-olefins with fluoroolefins yields branched
low-density polymers [49] and other methods either give non-uniform fluorine dis-
tributions and lead to crosslinking (direct fluorination of polyolefins) [50] or involve
the use of expensive monomers, e.g. ring opening metathesis of fluorinated nor-
bornenes [51]. To conclude, the discovery of coordination catalyst for highly polar
olefins is anticipated to lead to a similar boost in the design of novel polymer-
structures as observed for polyethene with the advent of Ziegler-Natta catalysts,
which were inaccessible with the prior radical based processes, e.g. highly stereo-
regular polymers.

Central among the problems imposed to Group 4 polymerization catalysts is that
metal fluorides are stable deactivation products [52–54]. The binding of fluorine to
the metal center can be understood in the frame of Pearson’s hard-soft acid-base
concept [55] as a favorable hard-hard interaction. The coordination of polar func-
tional groups to the chemically hard metal center leads to low insertion reactivities
or complete deactivation [56]. Therefore, the elimination of a fluorine atom from
the growing polymer chain and its transfer to the metal center is a catalyst de-
activation process. Many efforts have been made to employ softer late transition
metals as (co)polymerization catalysts for polar olefins [42]. Interestingly, although
still considered chemically hard, diimido chromium(VI) complexes (see Figure 0.2)
were found to be remarkably tolerant toward polar substrates [57] and active in
ethylene polymerization [58].
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Cr
R'RN

RN R'

Cr
R'RN

RN

Figure 0.2.. General structure of neutral (left) and cationic (right) diimido chromium com-
plexes.

These catalysts are closely related to the Group 4 metallocenes by an isolobal rela-
tionship. When the two cyclopentadienyl ligands of a metallocene are replaced by
imido ligands and the Group of the metal is changed from 4 to 6, electron count-
ing and the approximate orbital shapes are constant. The neutral complexes are
active in the insertion (co)polymerization of methyl methacrylate, acrylonitrile and
vinyl acetate [57, 59] and the cationic complexes for ethene [58]. Because of these
remarkable reactivities and the potential tuning possibilities by substitution of the
imido ligands, they are selected as the objects of study. Two questions are central: i)
can diimido chromium(VI) complexes be computationally optimized to polymerize
fluoroolefins? ii) How can their activity in olefin polymerization be enhanced?

It is the objective of this dissertation to find approaches to systematic and automatic
computational investigations of catalytic systems by density functional methods,
which are suited to run on standard computer cluster hardware. Thereby, a contri-
bution is made to more time and cost efficient catalyst discovery processes.

Before any automated optimization or screening can be addressed, insight into
the system under consideration is important. Therefore, mechanistic details of the
targeted reactions have to be investigated in a first step to derive working models
for the reactions. It deserves a special mention that experimental evidence for the
fluoroolefin polymerization catalyzed by chromium systems is non-existent and
the mechanisms are approached computationally. It is known that especially for
transition metal systems different density functionals often give varying energies
[60]. The application of density functional theory to transition metals is therefore
involved and a thorough calibration of the applied methods to high level wave
function approaches is performed. Guided by mechanistic insight, fully automatic
optimizations of the catalysts are strived for.

8



Part II.

Theory

9





1. Electronic Structure Methods

Starting from the single determinantal Hartree-Fock (HF) method1, a series of im-
provements has been made in wave function theory. When performing an HF cal-
culation, the resulting energy is only about 99% correct. The remaining 1%, the
difference between the exact energy Eexact and the HF energy EHF which HF can-
not account for, is within a given basis set the electron correlation energy EC (Eq.
1.1):

EC = Eexact − EHF (1.1)

Although this energy portion is small, it is essential to describe chemical phenom-
ena for which accuracies close to the 1 kcal/mol range are required. Since the trial
wave function obtained by HF is the best one-determinantal, it is natural to expand
the wave function Ψ by adding more Slater determinants Φi (Eq. 1.2):

Ψ = a0ΦHF + ∑
i=1

aiΦi (1.2)

where ΦHF denotes the HF-determinant and Φi the additional determinants. Start-
ing from an HF wave function one can construct a trial wave function as a linear
combination of determinants and optimize the expansion coefficients ai to mini-
mize the energy. This method is called configuration interaction (CI). If only single
and double excitations from the reference (HF) determinant are allowed to generate
excited determinants, the abbreviation is CISD for CI singles and doubles. CISD is
a non-size extensive method, that means the larger the system the less correlation
energy is recovered. Typically, 80%–90% are found for small systems. It scales with
the basis set size as M6, where M is the number of basis functions. For compar-
ison, the coupled cluster singles and doubles with perturbative triples correction
method (CCSD(T)) scales as M7. With the latter method chemical accuracy in the
1 kcal/mol range is often achieved [62].

CI is a very seldom used method because of the shortcomings of size-inextensivity
and low percentage of recovered correlation energy in relation to its computational

1 For an introduction, the reader is referred to quantum mechanics textbooks, e.g. [61].
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1. Electronic Structure Methods

demand, and alternatives have been invented. The ones mostly used within this
work will be discussed briefly in the following.

1.1. Multiconfigurational Self-Consistent Field (MCSCF)

A direct extension of HF with more flexibility are the multi-configuration self-
consistent field (MCSCF) methods. They can be regarded to as a full CI (all ex-
citations allowed) where besides the expansion coefficients also the molecular or-
bitals (MOs) used to construct the determinants are optimized. Since a full CI can
not be handled but for the smallest systems, a commonly used variant is complete
active space (CAS), as illustrated in Figure 1.1. The orbital space is divided into
three regimes: As in HF, there is an inactive space where all orbitals are doubly
occupied and there is a virtual space which is unoccupied. The third space is the
so called “active space” within which all possible excitations are allowed.

This active space can not be chosen to be very large due to the high computa-
tional demand. The number of configurations generated by excitations is growing
factorially with the number of electrons/orbitals. Today, active spaces of up to 16
electrons in 16 orbitals, denoted as [16,16]-CASSCF, can be treated.

To include more orbitals, the restricted active space self-consisten field (RASSCF)
method has been invented [63]. The active space from a CAS calculation is further
subdivided into the RAS1, RAS2 and RAS3 spaces. Within RAS2 again a full CI is
performed, whereas from RAS1 excitations are treated only to an extent which is
defined by the user by explicitly allowing the highest possible level of excitation.
Excitations to the RAS3 space are treated with the same manner.

The MCSCF methods are again not size-extensive. They usually give a very unbal-
anced description of the electronic system, since within the active space (or RAS2)
all correlation is recovered while none is recovered in the inactive space and from
or to the inactive space. From RAS1 and RAS3 (see above) only some correlation
is included. It is therefore essential to choose an active space well adapted to the
problem under investigation. This means that for example orbitals exhibiting the
largest changes in the course of a reaction should be included as should be ones
needed to describe strong static correlation.
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Figure 1.1.. Illustration of a [4,4]-CAS (left) and a RAS (right).

1.2. Complete Active Space Pertubation Theory of the

2nd Order (CASPT2)

Different schemes were developed to account for the electron correlation outside
the active space and between active and inactive space and thus to improve the
qualitatively correct CASSCF wave function to be quantitatively correct. These in-
clude the multi-reference CI and multi-reference coupled cluster [64–66] or coupled
pair methods [67]. Less computationally demanding are (Rayleigh-Schrödinger)
perturbative treatments [68]. In perturbative methods the general assumption is
that a sought solution differs only slightly from an actually known solution. In
case the Schrödinger equation is solved using a known Hamilton operator H0, this
operator may be perturbed by a perturbation operator H′ (Eq. 1.3):

H = H0 + λH′ (1.3)

with λ being a parameter adjusting the strength of the perturbation. Performing
a Taylor expansion for the energy and wave function as powerseries of the per-
turbation parameter, one obtains an expression in which the zeroth-order term
represents the unperturbed wave function or energy. All higher terms are correc-
tions. If the series are truncated after the quadratic term, the result is a perturbative
approach of second order.

13



1. Electronic Structure Methods

For the actual calculation of energies, a Hamilton operator has to be chosen. For
single reference cases, i.e. perturbations to a HF wave function, usually the sum
over Fock operators is chosen in order to calculate the energy, leading to the Møller-
Plesset (MP) perturbation theory [69]. First order MP theory yields just HF energies,
while second order MP includes electron correlation.

The choice of a Hamiltonian for multi-reference wave functions is not straightfor-
ward, but some theories have evolved and are best tested on the second order level,
including CASPT2 [70], NEVPT2 [71] and MCQDPT2 [72].

1.3. Density Functional Theory

The foundation of density functional theory (DFT) was laid by Hohenberg and
Kohn in 1964, showing that the Hamiltonian of an N-electron system is in prin-
ciple determined by the ground-state electron density ρ (Hohenberg-Kohn (HK)-
theorem); its ground-state wave function and energy are thereby determined too
[73].

This has to be compared to the classical wave function approach. In the latter case
the energy of a system is unknown, we usually have to solve the time independent
Schrödinger equation. The Hamilton operator H acts on the wave function Ψ, and
Ψ has to be determined. The problem is that for an N-electron system Ψ depends
on 3N (4N if spin is included) coordinates, 3 (4) for each electron. A wave func-
tion therefore becomes very complex for large numbers of electrons. In contrast,
the electron density always depends on only 3 coordinates, independently of the
number of electrons. The problem is that the functional connecting ρ with E is not
known.

The design of such functionals is the heart of DFT method development. The en-
ergy’s density dependence E[ρ] is decomposed into the following terms (Eq. 1.4):

E[ρ] = T[ρ] + Ene[ρ] + Eee[ρ] (1.4)

Here T[ρ] is the kinetic energy, Ene[ρ] the electron-nuclei interaction and Eee[ρ]

the electron-electron interaction. The core-core interaction is skipped, since it is
constant within the Born-Oppenheimer approximation. With Ene =

∫

ρ(r)Vnedr

only T[ρ] and Eee[ρ] remain unknown. Usually Eee is split into the Coulomb part
J[ρ], which is again solved with its classical expression, and the exchange part
K[ρ].
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1.3. Density Functional Theory

For a non-interacting uniform electron gas, equations for T[ρ] and K[ρ] can be
derived exactly, which lead to the development of the Thomas-Fermi theory and
Thomas-Fermi-Dirac model [74]. As a uniform electron gas assumption does not
hold very well for atoms and molecules, bonding could not be predicted with
these models. The main source of error was that the kinetic energy was represented
poorly.

The use of DFT in computational chemistry was finally initiated by the Kohn-
Sham (KS)-theorem in 1965, asserting that the ground-state density can be found
by solving exact self-consistent one-electron Schrödinger equations for Kohn-Sham
orbitals with occupation number 1 or 0, from which the electron density may be
calculated by summing the squares of the occupied orbitals [75]. It is assumed that
electrons are non-interacting and the kinetic energy can be calculated exactly (Eq.
1.5):

TS =
N

∑
i=1

〈φi| −
1
2
∇2 |φi〉 (1.5)

The subscript S denotes that the kinetic energy is calculated from only one Slater
determinant, composed of molecular orbitals φ (KS-orbitals). Since in reality elec-
trons are interacting, Equation 1.5 cannot provide the total kinetic energy, but the
deviation from the exact result is small. This small amount of electron-electron in-
teraction energy is expressed in an exchange-correlation term EXC[ρ]. The general
DFT expression for a system’s energy EDFT is thus formulated as (Eq. 1.6):

EDFT[ρ] = TS[ρ] + Ene[ρ] + J[ρ] + EXC[ρ] (1.6)

In practice, the DFT developer has to find a suitable exchange-correlation functional
to calculate EXC. Then the total energy can be determined using the variational
principle by using trial solutions for the KS-orbitals, which can be expanded by
basis functions in analogy to the HF method.

Often the exchange-correlation functional is split into two parts: the exchange ex-
pression EX[ρ] and the correlation expression EC[ρ]. It is, however, not clear that
such an assumption can be made. Exchange-correlation functionals can be grouped
following Perdew’s famous “Jacob’s Ladder” [76] (see Figure 1.2), on which each
step represents an increase in sophistication, with which an approximation to the
true expressions is sought.

The ladder connects the “Hartree world”, in which electron correlation is not ac-
counted for, with the “heaven of chemical accuracy” where calculations can be
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carried out with errors in relative energies below 1 kcal/mol. The different classes
of functionals will briefly explained in the following.

Heaven of Chemical 

Accuracy 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Hartree World 

unoccupied orbitals RPA + … 

 

   E�
����� hyper-GGA 

 
          τ  meta-GGA 

 

                    ρ        GGA 

 
          ρ     LSDA 

∆

Figure 1.2.. The Jacob’s ladder of density functional approximations. Additions are made
successively to lead from a “Hartree World” with EXC = 0 to the heaven of
chemical with sub-1 kcal/mol errors in relative energies. Graphic adapted
from [77].

1.3.1. First Rung: LSDA

The first rung on the ladder represents semilocal approximations. An approxima-
tion is regarded as semilocal, if its energy density depends only on the electron
density and orbitals in an infinitesimal neighborhood of a given position. Other-
wise, it is said to be fully nonlocal. The local spin density approximation (LSDA)
is based on the model of a uniform electron gas. The exchange part can be de-
rived analytically to yield the local density approximation (LDA) or LSDA, from
which the latter is more appropriate if spin-densities for α and β electrons differ.
For the correlation part, which is simply neglected in the case of Slater’s Xα method
[78], functionals are usually constructed to fit numerically derived densities of the
uniform electron gas. The most famous include the Vosko-Wilk-Nusair (VWN) [79],
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1.3. Density Functional Theory

Perdew-Wang 1992 (PW92) [80], Perdew-Zunger 1981 (PZ81) [81] and Cole-Perdew
(CP) [82] functionals.

1.3.2. Second Rung: GGA

The generalized gradient approximation (GGA) functionals present the second
rung on the ladder. They try to treat the non-uniformity of real systems by the in-
clusion of the derivatives of the density. They can be either constructed to modify
the LSDA energies in terms of a correction or as completely unique functionals.

The LSDA approaches can be regarded as being ab initio and non-empirical, since
they take no parameters for the exchange, and parameters are used only to in-
terpolate the numerically known correlation functional. For GGA functionals this
changes and they can be either designed to reproduce experimental or high-level
theoretical data, including the fitting of a parameter set to these, or to satisfy physi-
cal constraints. The latter can even be parameter-free and stay non-empirical, while
the first have to be regarded to as empirical functionals. In principle, the ladder
could be split into a non-empirical and an empirical from this point onwards.

One of the most widely used non-empirical functionals is the Perdew-Becke-
Ernzerhof (PBE) functional [83, 84], while Becke 1988 (B88) [85] is certainly the
most commonly used empirical exchange functional.2 Other well known function-
als include Perdew 1986 (P86) [87] and Lee-Yang-Parr (LYP) correlation [88] and
Perdew-Wang 1991 (PW91) exchange-correlation [89].

1.3.3. Third Rung: meta-GGA

The next and highest semilocal rung includes the orbital kinetic energy density τ.
A non-empirical example is the Tao-Perdew-Staroverov-Scuseria (TPSS) functional
[90], an empirical one is Truhlar and Zhao’s Minnesota 2006-local (M06-L) [91].

1.3.4. Fourth Rung: hyper-GGA

In the fourth rung, nonlocal treatment of the exchange part is included. In parts,
these functionals make use of the exact exchange energy known from an HF calcu-

2 Recently, it was shown that the empirically determined parameter in B88 can be derived analyti-
cally [86].
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lation. The earliest hyper-GGAs reported [92, 93] were global hybrid functionals,
i.e. ones in which the amount of exact exchange energy Eexact

X is globally fixed and
not depending on local features, with the general form (Eq. 1.7):

EXC = aEexact
X + (1− a)Esemilocal

X + Esemilocal
C (1.7)

At the cost of an additional HF-calculation these functionals often improve upon
semilocal functionals and have gained wide popularity as exemplified by the
widespread use of B3LYP [79, 88, 94, 95], PBE0 [96], TPSSh [90, 97], TPSS0 [98]
and BHLYP [85, 88]. The balance between exact and semilocal exchange however
has to be determined empirically and thus all hyper-GGAs are empirical to some
extent. While typical values for a around 0.2 have been found to give accurate
atomization energies, values as high as 0.5 are required for reaction barrier heights
[99].

A more flexible ansatz is provided by local-hybrid methods. They can be formu-
lated to include a variable admixture of exact exchange depending on a local mix-
ing function, which can for example depend on the kinetic energy density τ [100].

1.3.5. Fifth Rung

The fifth rung on the ladder of accuracy considers also unoccupied (Kohn-Scham)
orbitals. This is done by either global double-hybrid functionals, where in a post-
SCF procedure a part of the semilocal correlation energy is replaced by “exact”
correlation EPT2

C , which is computed in a second order perturbation upon DFT
orbitals (Eq. 1.8):

EXC = aEexact
X + (1− a)Esemilocal

X + bEsemilocal
C + (1− b)EPT2

C . (1.8)

The double hybrid functionals are empirically fitted and possess advantages in the
field of weak interactions. Examples include B2PLYP [101], mPW2PLYP [102] or
PBE0-dh [103].3

An alternative fifth rung functional can be based on the random phase approxima-
tion (RPA) and can thus be parameter-free. This method has only recently attracted
renewed attention and is under development. Promising results have just been
published [104, 105].

3 PBE0-dh is explicitly not fitted.
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1.3. Density Functional Theory

1.3.6. Remarks

The computational effort for the DFT methods increases from rung 1 to 3 modestly
and thereafter steeply. For main group chemistry and especially for non-bonding
interactions the improvements stepping up the Jacob’s ladder are significant as
evidenced by benchmark calculations [106, 107]. The picture is different for transi-
tion metal systems with strong static correlation contributions, for which third or
second rung functionals repeatedly outperform fourth rung functionals in the pre-
diction of thermodynamic properties [60, 99, and references therein]. Even the field
of weak interactions is not perfectly covered by current double hybrid functionals
and they get augmented by empirical van-der-Waals corrections.
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2.1. Introduction

Probabilistic optimization algorithms (POAs) constitute a class of optimization al-
gorithms which can be applied when the dimensionality of a search space is very
high or the relation between a solution candidate and its “fitness” (function value)
is not obvious or too complicated. This is in contrast to deterministic algorithms.
POAs apply heuristics to decide which solution candidate should be tested next
or how the next candidate could be produced. Although the classification is not
straightforward, POAs can be termed Monte Carlo algorithms [108]. They can be
grouped into i) evolutionary algorithms, ii) swarm intelligence algorithms and
iii) algorithms mimicing physical processes. Examples for i) include genetic al-
gorithms, evolutionary programming and genetic programming, for ii) ant colony
optimization and particle swarm optimization, and for iii) simulated annealing and
the raindrop method. Algorithms like hill climbing and random optimization are
unique and can not be fitted into this scheme. For an overview of POAs see [108].
All of these methods have in common that there in no guarantee to find the global
optimum, but they are designed to have shorter runtimes in finding an (eventually
local) optimum compared to brute-force optimizations.

2.2. Genetic Algorithms

Genetic algorithms belong to a class of search techniques which try to mimic na-
ture’s methods in evolution, i.e. the evolutionary algorithms. In genetic algorithms
operators are applied in analogy to mating and mutation as well as the Darwinistic
survival of the fittest. They were developed in the 1970s by Holland [109] and have
since been applied with success in a wide field of problems [110].
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2.2.1. Terminology

In principle genetic algortihms can be applied to any problem where the property
or properties to be optimized depend on one or more variables. The values of the
variables are known as “alleles”; the variables themselves are called “genes” and
are encoded to form a string called “chromosome” [111]. Therefore, a chromosome
encodes an “individual” (or “candidate”) which is a trial solution of the problem. A
graphical representation of chromosome, genes and alleles is shown in Figure 2.1.

1 allele 7 3 8 4 

chromosome 

gene 

Figure 2.1.. Representation of an individual by it’s “chromosome” partitioned into
“genes”. The value of the genes are “alleles”.

A typical genetic algorithm starts with the setup of an initial population P of N

candidates Ji: P = {J1, J2, . . . , JN}. The candidates are usually generated randomly
within the search space, which is the space of all possible individuals J.

A function f called “fitness function” connects the candidate Ji with the quantity
to be optimized, the individual’s “fitness” fi, f : J 7→ R, where R is the space of
all possible fitness values. f is applied to every individual to be evaluated, in the
beginning it will be applied to all members of the initial population.

During “selection” a set of rules ω is used to decide whether an individual of the
actual population is allowed to reproduce or not ω : JN 7→ JN .

After selection, “recombination” is performed Ξ : JN 7→ JN. This changes the ge-
netic material by usually two methods with an overall probability of pc, which has
to be defined by the user.
The first method is “crossover” and is also called “mating”, in which the chromo-
somes of two (or more) parents are joined to form “offspring”. An often applied
variant is single-point crossover. Here, the parent strings are cut into two parts at
the same point and the fragments are recombined as shown in Figure 2.2.

The second method, “mutation”, is a technique to introduce new genetic material.
Whereas crossover only leads to the interchange of genetic material, stagnation in
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the global optimization process might be observed if the genetic material present
in the population is not sufficient to favor optimal solutions. During mutation,
which is again applied with a certain probability, one or more genes of an offspring
are randomly modified. Two variants can be distinguished: static mutation and
dynamic mutation. In static mutation, the mutated gene is assigned a completely
random value, while in dynamic mutation a small modification of its original value
is performed.

1 4 8 3 7 7 2 2 9 1 + 

1 3 7 9 1 7 2 2 4 8 + 

 

 

a) 

 

 

 

 

 

b) 

1 3 4 9 1 7 2 2 4 8 + 

Figure 2.2.. Crossover (step a) and mutation (step b) during an evolution step.

The overall working scheme of a general genetic algorithm is shown in Figure 2.3.
Starting with a randomly initialized population, selection is performed. The se-
lected individuals are subjected to recombination with the probability pc and the
offspring (the actual population) is evaluated. In case the problem is solved, f.e.
if an individual possesses the desired fitness or the population’s mean fitness has
reached a threshold value, the algorithm is stopped. If this is not the case, the next
iteration cycle is initiated.

At the end of an optimization the genetic code of the population can be inspected
for one ore more common schemas as shown in Figure 2.4. The identification of
such patterns that are frequent for good solutions can point to areas on the chro-
mosome which are most relevant for the desired property.

A key point in every genetic algorithm is the selection method since it focuses the
search on promising regions in the search space and thus controls the convergence
speed to some extent. The development of the best individual’s fitness [112, 113]
and of the mean fitness [114] as well as the change in the fitness distribution [115]
over the course of the evolutionary process can be analyzed to compare different
selection algorithms. The mathematical description of the selection methods is well

23



2. Probabilistic Optimization Algorithms

established [115, and references therein] and important aspects will be highlighted
in the following.
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Figure 2.3.. General flowchart of a genetic algorithm.
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Figure 2.4.. The illustration of a common schema in the genetic representation.

To describe the state of a population P after a given number of iteration cycles
τ, the knowledge of the fitness values of all individuals is sufficient [115]. The
number of fitness values is limited to a maximum of the number of candidates
in the population N: f1, . . . , fn(n ≤ N). The state can as well be described by the
fitness distribution s( fi), which is a function of the fitness value and assigns to
each value f ∈ R the number of individuals possessing this value. A selection

24



2.2. Genetic Algorithms

method Ω can be mathematically defined as a transformation which changes a
fitness distribution s to another fitness distribution s′: s′ = Ω(s). Since we deal
with probabilistic methods, usually expected fitness distributions s∗ are calculated:
s∗ = Ω∗(s).

To derive equations for certain properties of the presented methods, sometimes a
continuous fitness distribution has to be assumed. The functions in the continuous
case are denoted with a bar and e.g. s̄( f ) is written instead of s( f ).

An important function for the further argumentation is the cumulative fitness dis-
tribution S( f ). It returns the number of individuals with fitness values fi and worse
(Eq. 2.1):

S( fi) =















0 : i < 1

∑
j=i
j=1 s( f j) : 1 ≤ i ≤ n

N : i > n

(2.1)

The reproduction rate R̄( f ) can be computed as follows. It is a measure for the ratio
of individuals with a certain fitness value after and before a selection (Eq. 2.2):

R̄( f ) =

{

s̄∗( f )s̄( f ) : s̄( f ) < 0
0 : s̄( f ) = 0

(2.2)

For a selection method to be effective, reproduction rates for good individuals
should be large R̄( f ) > 1 and for bad individuals small R̄( f ) < 1.

A problem that is associated with selection is the loss of diversity pd. It is the
fraction of individuals not selected during a selection process (Eq. 2.3):

pd =
1
N

(S̄( fz)− S̄∗( fz)) (2.3)

Since the genetic material of the individuals not selected is lost, high values of pd
tend to lead to premature convergences. As a measure of the selective pressure, the
selection intensity I as used by Bulmer can be defined as a dimensionless property
(Eq. 2.4) [116]:

I =
M̄∗ − M̄

σ̄
(2.4)

where σ̄ is the standard deviation. As M̄ denotes the average fitness of the pop-
ulation, the selection intensity I quantifies the progress in average fitness during
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selection. It is dependent on the initial fitness distribution. To compare it, a distri-
bution has to be assumed. Here, the normalized Gaussian distribution G(0, 1) is
assumed and the standardized selection intensity IΩ can be derived (Eq. 2.5):

IΩ =
∫ ∞

−∞
f Ω̄∗(G(0, 1))( f )d f (2.5)

with the normalized Gaussian distribution G(0, 1)( f ) = 1√
2π

e−
f2
2 .

2.2.2. Selection

In the following, frequently employed selection methods will be presented.

Proportional Selection This method is used in the simple genetic algorithm [112]
and is the selection method for genetic algorithms originally introduced by Holland
[109]. The probability pi of an individual i to be selected (Eq. 2.6) is given by

pi =
fi

NM
(2.6)

with N being the population size and M the mean fitness. This method can only
work if all fitness values are larger than zero, and probabilities depend strongly on
the fitness function itself. The expected fitness distribution s∗( f ) (Eq. 2.7) is given
by

s∗( f ) = s( f )
f

M
(2.7)

and the reproduction rate RP( f ) (Eq. 2.8) becomes

RP( f ) =
f

M̄
(2.8)

where M̄ denotes the average fitness of the population. It is experimentally ob-
served that the selection intensity is often too low, even at the beginning of opti-
mizations when the variance in fitness values is high [115]. For very similar fitness
values, the reproduction rate becomes approximately equal for all individuals and
therefore selection pressure vanishes. Because of the invariance to translation, i.e.
when the fitness function is shifted by a constant value, the usual standardized
selection intensity cannot be derived. Often very low intensities were measured,
however [115].
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A modification is the rank based selection, which solves the aforementioned prob-
lems by ordering the individuals by their fitness, i.e. assigning a rank to each and
selecting with a probability calculated from the rank. Variations include the linear
and the exponential scaling of the rank.

Truncation Selection A special case of a rank based selection is the truncation
selection as used by Crow [117]. Here, only the fitter fraction (1− T) of the popu-
lation is allowed to be selected for reproduction but within this group all with the
same probability. The expected fitness distribution (Eq. 2.9 and 2.10) is

s∗( fi) =















0 : S( fi) ≤ (1− T)N
S( fi)−(1−T)N

s( fi)T
: S( fi−1) ≤ (1− T)N < S( fi)

1
T : else

(2.9)

s̄∗( f ) =

{

s̄( f )
T : S̄( f ) > (1− T)N

0 : else
(2.10)

The reproduction rate R̄Γ( f ) is given by Eq. 2.11:

R̄Γ( f ) =

{

1
T : S̄( f ) > (1− T)N

0 : else
(2.11)

The loss of diversity pd,T for this method is (Eq. 2.12)

pd,T(T) = 1− T (2.12)

and the selection intensity can be derived as (Eq. 2.13)

IΓ(T) =
1
T

1√
2π

e−
f2c
2 (2.13)

with T being the truncation threshold (Eq. 2.14):

T =
∫ ∞

fc

1√
2π

e−
f2
2 d f (2.14)

to derive the median fitness fc.
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Tournament Selection Within tournament selection a random number t of candi-
dates is selected from the actual offspring to form a tournament pool. From this
pool the individual of highest fitness is chosen as parent for the next generation.
This selection is repeated until N parents are found. Using this method, selective
pressure can be adjusted by choosing the size of the pool. For large sizes the se-
lective pressure will be high, for small ones also less fit candidates get a chance to
reproduce.

After selection, the expected fitness distributions s∗ and s̄∗ (Eq. 2.15 and 2.16) are:

s∗( fi) = N

(

(

S( fi)

N

)t

−
(

S( fi−1)

N

)t
)

(2.15)

s̄∗( f ) = ts̄( f )

(

S̄( f )

N

)t−1

(2.16)

The importance of the tournament pool-size t becomes clear at a first glance. For
t = 1 an unchanged initial distribution would be obtained.

The loss of diversity pd,T can by calculated by (Eq. 2.17)

pd,T(t) = t−
1

t−1 − t−
t

t−1 (2.17)

whereas the reproduction rate RT is given as (Eq. 2.18)

R̄T( f ) =
s̄∗( f )
s̄( f )

= t

(

S̄( f )

N

)t−1

(2.18)

Low fitness values lead to reproduction rates of almost zero; the individuals with
the highest fitness value have a reproduction rate of t. For a typical tournament
pool-size of 5, roughly half of the individuals will not be selected. For a pool-size
of 10, already 67% will not reproduce.

The selection intensity IT for the normalized Gaussian distribution G(0, 1) is given
by Eq. 2.19:

IT(t) =
∫ ∞

−∞
tx

1√
2π

e−
x2
2

(

∫ x

−∞

1√
2π

e−
y2
2 dy

)t−1

dx (2.19)

with t being the tournament size and can be solved analytically for t = 1, . . . , 5
[118–120] or approximated by Eq. 2.20:

IT(t) ≈
√

2(ln(t)− ln(
√

4.13 ln(t))) (2.20)
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The intenstiy for a pool-size of 5 is thus 1.15 and for a size of 10 1.53.

Roulette Wheel and SUS If we take the individuals as selected by the methods
described above, the process might be visualized as a simple roulette wheel as
shown in Figure 2.5. The individuals, in this example 7, occupy a space on the
wheel proportional to their reproduction rate R̄i. The wheel is then turned N times,
selecting each time the individual the pointer directs, to build the population. A
problem is that the distribution may be bad – in an extreme case one individual
can be selected N times – leading to a high variance in the fitness distribution. A
work around is the “stochastic universal sampling” (SUS) approach developed by
Baker [121]. Again a roulette wheel might be imagined but instead of one pointer,
N equidistant pointers are present at the same time (see Figure 2.6) and the wheel
is turned only once.

Figure 2.5.. A simple roulette wheel.

Figure 2.6.. The roulette wheel in stochastic universal sampling. Arrows point at the can-
didates to be selected.

This method leads to a minimization of variance and the result will be as close as
possible to the expected.

In conclusion, it is the objective to select a method with the highest selection in-
tensity at the lowest loss of diversity. Finding the optimal method surely depends
on the optimization problem. If the impact of loss of diversity and intensity for a

29
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given problem is known, the choice can be guided by the equations given above.
It has to be noted that the equations to compute the selection intensity depend
on the assumption of an initial Gaussian distribution of fitness values. For a given
problem the distribution can be very different. It is stated by Mühlenbein and Voigt
that “if two selection methods have the same selection intensity, the method giving
the higher standard deviation of the selected parents is to be preferred” [122]. This
gives an additional hint for selecting the “right” method.

2.2.3. Representation Scheme

To make genetic algorithms usable in chemistry, a chemical structure has to be
mapped to a chromosome. In chemical nomenclature a common approach is to
name a scaffold and define a substitution pattern. For example in 2,3-dichloro ani-
line the scaffold is substituted in 2- and 3-position by chlorine atoms and the sub-
stitution sites 4, 5 and 6 are unoccupied.

A more general approach is the simplified molecular input line entry system
(SMILES) [123] notation. The latter describes the substitution pattern for each atom
making certain default assumptions on bonding and valancy, which are tuned to-
wards organic chemistry. Nonetheless, the description of complex molecules is fea-
sible with this notation and even chiralities can be distinguished. Tools to convert
the SMILES representation to a three dimensional molecular structure exist (for
example see [124, 125]). Building blocks can be defined quite easily and hence a
bridge can be build between the chromosome’s language of backbone and sub-
stituent and a chemical structure. This was first used by Douguet, Thoreau and
Grassy for the automated design of small organic molecules [126].
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Artificial neural networks are mathematical models, initially developed to model
the function of the mammalian brain. They consist of elements (the neurons) which
are connected to form a network. Each neuron has inputs from other neurons and
one output. The inputs it receives are scaled by the weights w associated with each
connection. This is the way synapses are modeled and it leads to the alteration
of a signal’s intensity xi to si by applying si = wixi. The neuron itself can be
decomposed into a summation unit, summing up all scaled inputs si yielding a
combined input signal Net, and a transfer unit. In the latter the summed input is
transformed into an output signal. To achieve this, many different functions have
been proposed. Most frequently used is a sigmoid function, also known as logistic
or Fermi function (Eq. 3.1):

xi,out =
1

1+ e−(αNet+θ)
(3.1)

This function has many advantages. Most importantly, its nonlinearity allows a
network to treat nonlinear problems. However, by adjustment of the parameter α

or the weights w the input signal can also be scaled such that the function behaves
nearly linear or that it acts as a step function. The function can be shifted by θ. Its
output lies within the range [0 . . . 1].

3.1. Feed Forward Networks

Networks can be distinguished by essentially three parameters: i) the way neurons
are connected, ii) the transfer function used in the neurons and iii) the learning
process. They all influence the applicability of networks to different problems. The
learning process is usually linked to the connection mode. The fields networks are
used for are:

Classification During classification an object which can be characterized by vari-
ous properties is assigned to a category. For this usually an output neuron for
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each class is defined and the one showing the largest signal strength indicates
the categorization.

Modeling Since neural networks can process data in a non-linear fashion, they are
able to express relationships between a set of variables and a dependent,
which are too complex to derive an explicit mathematical formula for and
hence could not be treated by statistical methods.

Association Comparison of data is possible, since networks can store informa-
tion of similar kinds. They are for example able to recognize that two IR-
spectra belong to the same compound even when there is noise in them (auto-
association) [127].

Mapping The transformation of complex information into a simpler one (e.g., pro-
jection of a three-dimensional space onto a plane).

Many network types were developed and suit better for the one or the other of the
tasks above. One very common type and most frequently used in chemistry related
applications [128] is the feed-forward network (FFN) as depicted in Figure 3.1. It
is constructed of layers of neurons. The outputs of the neurons of each layer are
passed to the neurons of the next layer. The nomenclature is as follows: Each layer
is represented by a number equal to the number of neurons in the layer. The first
number always refers to the input neurons while the last number refers to the out-
put neurons. For example, 2:1 describes a network consisting of two layers with
one input layer of 2 neurons and one output layer of 1 neuron. 2:5:1 describes a
network consisting additionally of one “hidden” layer with 5 neurons. A variant
of this network architecture is the fully connected FFN, where each neuron is con-
nected with the neurons of all following layers. The first layer contains the input
neurons. They usually do not perform any computations but their output is just
the data supplied to the net. The last layer contains neurons which present their
output to the user.

During learning of an FFN using sigmoid transfer functions, the steepness factor α

in Eq. 3.1 is chosen by the user and fixed. For the shift parameter θ a trick is per-
formed. Since a training algorithm which optimizes weights and shift parameters
at the same time would be more difficult to be implemented, FFNs are augmented
with so called “bias neurons” as shown in Figure 3.2. Their output is always “1”,
allowing every constant shift value to be added by a suitable weight for this sig-
nal. Overall, only weights have to be adjusted during learning. Another trick is to
shift the sigmoid function. Since “0” is a particularly bad output value as the value
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of the weights won’t matter any more, the function is replaced by a tanh function
to produce output in the range [−1 . . . 1], which accelerates learning. The output
signal’s intensity xi,out (Eq. 3.2) is calculated as :

xi,out = tanh(αNet) =
2

1+ e−2αNet
− 1 (3.2)

with Net being the combined input signals and α a scaling factor.
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Figure 3.1.. Architecture of a standard feed-forward network.

 

 

 

 

 

 

 

input 

layer 

hidden 

layers 

output 

layer 

   
bias neurons 

Figure 3.2.. Architecture of a standard feed-forward network with additional bias-nodes.

The actual training of the network supervised, meaning that input and previously
known reference output are presented to the network simultaneously. From an
input pattern the network computes an output pattern which is compared to the
reference and an error is calculated (often the mean squared error (MSE)). The
error is of cause only known for the output layer. Here, the weights wij (Eq. 3.3) are
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adjusted by a small amount proportional to the derivative of the error function on
an output neuron j with respect to the weight of interest:

∆wij = −ǫ(dE/dwij) (3.3)

ǫ is the learning rate which is adjusted by the user. Knowing the derivative of the
error function with respect to each weight, the error can be propagated backward
to the preceding layer until the input layer is reached. This process is called “back-
propagation”. For a more detailed description of the mathematical background,
the reader is referred to [129, 130]. Many advanced alternatives exist, from which
only the quickpropagation algorithm [131] is mentioned here. It assumes that the
error-surface formed by the network weights approximates a quadratic function
and uses this information during the weight updating process.

On the practical side, it is often not wise to fully train a network. This would usually
lead to an over-fitting of the data, since the network learns to reproduce individual
patterns. Therefore, the data is usually split into two subsets: the training and the
test data. While the network learns only on the training set, its ability to generalize
is checked by measuring its error for the test set. When over-fitting occurs, the error
in the test set will increase while the error in the training set decreases.

3.2. Applications

Within chemistry FFNs have gained much attention over the past two decades. The
fields in which neural networks are applied range from engineering, i.e. process
control, over specra prediction or structure prediction from spectra, secondary or
tertiary structure predictions in proteins, to quantitative structure activity relation-
ship (QSAR) predicting for example chemical reactivity. A good introduction and
broad overview can be found in [132].
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For the optimization of catalysts a thorough understanding of the underlying
mechanisms is of greatest value. If they are known, thermodynamics and kinetics of
the connected reactions might be altered by well-directed modifications of the cata-
lyst’s molecular structure. This is even more true when computational chemistry is
used as a tool to interpret and predict reactivity. While in experimental chemistry
the observable could be the catalytic activity, there is no such quantum mechanical
analog. Hence, either the activity has to be connected with quantum mechanical
observables of the known reactants and products. Alternatively, the rate determin-
ing steps can be identified and relative energies of the associated intermediates
and transition state structures have to be calculated explicitly, so that they serve as
input for a rate-law, in order to determine the catalytic activity.

In this thesis diimido chromium(VI) complexes are investigated toward their prop-
erties as olefin polymerization catalysts. They are potentially more active and
tolerant to a broader range of substrates than traditional Group 4 based met-
allocene catalysts [41]. Only very limited experimental data is available for di-
imido chromium catalyzed ethene [133–136] and methyl methacrylate, acrylonitrile
and vinyl acetate [57, 59] polymerization, whereas homogeneously catalyzed flu-
oroolefin polymerization is yet completely unknown. Therefore, the predictions of
activities in the challenging fluoroolefin polymerization are based in this work on
the explicit calculation of intermediates and transition structures.

For the optimization of polymerization catalysts computational high-throughput
techniques are a new and promising approach. The application of density func-
tional methods can provide the required accuracies within acceptable computa-
tion times. Even in transition metal chemistry these methods show often good
agreement with experimental data, but outliers are more frequent than in organic
chemistry [137]. The methods have to be calibrated, though. Many benchmarks for
density functionals have been performed in the past [60, and references therein].
A search on Thomson Reuters’ Web of Knowledge [138] revealed 680 entries for
“benchmark functionals OR benchmark DFT”. Most of them deal with very spe-
cific problems or organic compound libraries, while general benchmarks explicitly
for transition metals are much more seldom.

DFT functionals for chromium in oxidation state VI have not been benchmarked
yet. Mechanisms which will be derived for the chromium(VI) based polymerization
of fluoroolefins and of ethene within this part will be evaluated for the functionals’
influence on their probabilities. Because the experimental data is limited, energetics
are to be compared with higher-level wave function methods.
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5.1. Introduction

A major issue in todays α-olefin polymerization research is the development of
catalysts suitable for the homo- and copolymerization of functionalized monomers.
Much progress has been made in the last decades in the class of Group 4 metal-
locene catalysts [43], many new classes of “post metallocene” catalysts were de-
veloped [41] to gain access to new monomer combinations and greater control of
polymer properties.

Especially fluoro olefins which are used to produce highly resistant polymers,
e.g. polyvinylfluoride or polytetrafluoroethene impose serious problems to clas-
sical Group 4 based catalysts. The high stability of Group 4 metal fluorine bonds,
which can be understood in terms of a hard-hard interaction, leads to rapid catalyst
deactivation. Indeed, Group 4 metallocenes were proved to be active defluorina-
tion reagents for fluorinated olefins [52, 53]. Coordinative polymerization remains
challenging. Consequently, polyfluoroolefins produced in direct polymerization are
synthesized under radical conditions in industrial processes today [139]. One out-
standing example by Jordan et al. – published in the course of this work – proved
that metal catalyzed fluoroolefin polymerization is in fact possible [140]. They ob-
served very low levels (< 0.5%) of vinyl fluoride incorporation while copolymer-
izing ethene and vinyl fluoride with a (phosphine-sulfonato)Pd(Me)(pyridine) cat-
alyst. The soft character of the late transition metal center palladium is considered
as a key aspect, which makes its complexes active catalysts in the copolymerization
of ethene with many polar olefins [56].

Palladium and other Group 10 based catalysts are not broadly applied in polymeri-
zation catalysis, since facile β-H transfer often promotes oligomerization instead of
polymerization [141, 142]. Although much progress has been achieved in middle to
late transition metal polymerization catalysis [41], Group 4 based catalysts are still
used at a large scale in industrial production of poly-α-olefins. A promising route to
the somewhat softer metals of Group 6 was highlighted and explored by Gibson et
al. [133, 134, 143]. By using the isolobal relationship as shown in Figure 5.1, they ra-
tionalized the exchange of the monoanionic cyclopentadienyl ligands of the Group
4 metallocenes for dianionic di(organoimido) ligands and synthesized chromium
alkyl catalysts. These complexes showed moderate ethene polymerization activity
in the presence of standard activators (e.g. MAO) or as well defined alkyl cations.
The chemistry of diorganoimido chromium compounds, first accessed by Harlow
[144], has evolved during the 1990s and was recently reviewed [145].
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Figure 5.1.. Isolobal relationship between Group 4 metallocene and diimido chromium
complexes.

Owing to their lower Lewis acidity compared to cationic Group 6 metal
systems, they show remarkably high tolerance for polar, functionalized
olefins. Diorganoimido dichloro chromium complexes ( [(RN)2CrCl2] ) were
shown to tolerate ester groups in the cyclopropanation of olefins [146].
Siemeling was able to polymerize methyl methacrylate, acrylonitrile and
vinyl acetate with these complexes, employing the tert-butyl imido ( [(t-
BuN)2Cr(CH2Ph)2] ) and the chelating 2,5-diimido-2,5-dimethylhexyl ligand based
catalysts ( [(NCMe2CH2CH2CMe2N)Cr(CH2Ph)2] ) without addition of an activa-
tor. The latter complex exhibited considerably higher activity [57, 59].

These findings led to the question whether neutral, highly tolerant
di(organoimdo)chromium(VI) complexes can be optimized to accept and polymer-
ize even fluoroolefins. To better understand the tuning possibilities, mechanisms
have to be unraveled, which lead to either chain propagation or termination and/or
catalyst deactivation. As no experimental evidence is yet known for the desired
fluoroolefin polymerization, a purely computational approach is believed to be
most efficient in contrast to a random search in the laboratory. The treatment of re-
alistically sized systems is possible by density functional theory and is desired, but
the calculation method has to be calibrated first. Therefore, a model system is to
be established, which allows for detailed mechanistic investigations and reference
calculations with accurate high-level wave function theory methods.
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5.2. Results and Discussion

5.2.1. The Model Complex [Cr(NH) 2(Me)2]

As no experimental data was available, high-level reference calculations had to be
performed to underlay the proposed mechanisms with profound theoretical evi-
dence. Thus, a model had to be selected which would be treatable by these meth-
ods. For the diorganoimido dialkyl chromium(VI) catalysts, the organoimido lig-
ands were reduced to NH imido groups. The residual alkyl ligands were replaced
by methyl groups, which also model the growing polymer chain. The resulting
small catalyst model 1S is shown in Scheme 5.1. For the mechanistic investigations,
gem-difluoroethene was chosen as a substrate because of its symmetry and its high
polarity and electron deficiency. The latter two properties make it on purpose a
difficult test case for catalytic activity.

N
Cr

N

H

H
1S

Scheme 5.1. The model complex 1S.

Mechanistic Assumptions Until today the mechanisms of diimido chromium(VI)
catalyzed polymerizations of methyl methacrylate and acrylonitrile have not been
unraveled. Nonetheless, Siemeling et al. [59] ruled out light induced or sponta-
neous polymerization, since they did not observe polymerization without the ad-
dition of a catalyst. Insertion polymerization proceeding on a cationic metal center
was ruled out as well, because activated (cationic) catalysts do not polymerize the
polar monomers. Furthermore, they obtained evidence against an anionic poly-
merization mechanism by the analysis of the polymer microstructure, monomer
conversion and molecular weight of the polymers. Finally, (redox-chemical) ini-
tiation of a radical polymerization process was considered unlikely since neither
chromates nor dichromates lead to polymerization, while the significantly weaker
oxidants of the related diimido dialkyl molybdenum(VI) homologues do. Poly-
merizations were also not affected by the radical scavenger 2,6-di-tert-butyl-4-
methylphenol (BHT).
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Jensen and Børve [147, 148] investigated the polymerization mechanism of ethene
with cationic diimido chromium(VI) catalysts at the DFT level. They employed
B3LYP as exchange-correlation functional, which will be revisited in section 6.2
in some detail. Besides the direct migratory insertion mechanism, they investi-
gated possible reduction processes to form different catalytically active species. The
[2+2] cycloaddition of ethene to the chromium-imido bond to form a cationic four-
membered azachromacycle for diimido and di(tert-butyl imido) propyl chromium
(Scheme 5.2) was calculated to be slightly endothermic.
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Scheme 5.2. [2+2]-Cycloaddition of ethene to a cationic imido chromium complex.

The barrier, however, nearly equaled the barrier for the insertion step of polymeri-
zation. Subsequent reductive elimination to form a chromium(IV) species via a
transition state structure possessing a seven membered ring would be kinetically
favored for H substituted imido ligands, again compared to the insertion step, and
for tert-butyl substituted ligands slightly disfavored due to steric repulsion. The
reduction is shown in Scheme 5.3.
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Scheme 5.3. Transfer of a β-H atom to the azachromacycle and reduction of the
chromium center via a 7-membered ring.

Nonetheless, following the authors’ data this reduction would be essentially ir-
reversible with a calculated Gibbs free energy change of −41.5 kcal/mol for the
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imido species at 25 ◦C. Although these results have to be doubted, as outlined
in chapter 6, this reaction path was probed for using the standard calculation ap-
proach (vide infra), which revealed this pathway to be unlikely; for details see page
57. Therefore, polymerization is deemed to proceed on chromium(VI) centers by
an insertion mechanism, which will be discussed in the following.

5.2.2. Model Mechanism

Geometry optimizations were performed at a relatively low level of theory (DFT,
BP86/def-SV(P) and def-TZVP for Cr and F) to allow for quick optimizations of
larger systems in the high-throughput catalyst search later on. Basis sets of triple-ζ
quality for all atoms and different functionals (PBE, PBE-D, B3LYP) were checked,
but differences in the structures of the catalysts model 1S and of the transition state
for 1,2 migratory insertion [1S–2S]‡ (see Scheme 5.4) were noted to be negligible as
can be seen from Table 5.1 and Table 5.2. No symmetry constraints were imposed.
The reported energies rely on single-point B2-PLYP-D/def2-TZVPP calculations.

Table 5.1.: Dependence of selected structural parameters on the choice of functional
and basis sets for the catalyst model 1S.

Method Cr–N / Å N–Cr–A / ◦ Cr–C / Å

BP86/def-SV(P),def-TZVP 1.625 112.51 2.004
BP86/def-TZVP 1.631 112.94 2.005
PBE/def-SV(P),def-TZVP 1.625 112.38 2.003
PBE/def-TZVP 1.630 112.79 2.004
PBE-D/def-SV(P),def-TZVP 1.625 112.51 2.004
PBE-D/def-TZVP 1.631 113.06 2.006
B3LYP/def-SV(P),def-TZVP 1.612 112.70 2.002
B3LYP/def-TZVP 1.618 113.21 2.005

An overview of the key reaction steps is given in Scheme 5.4. It deserves a spe-
cial mention that no stable intermediates with precoordinated fluoro-olefins were
found. Hence the insertion mechanism is anticipated to operate through direct in-
sertion of the olefins into the metal methyl bond. This can proceed via 2,1-insertion
passing through transition state [1S–4S]‡ and leading to the β-fluoropropyl substi-
tuted product 4S or via 1,2-insertion, passing trough transition state [1S–2S]‡, lead-
ing to the β-fluoropropyl substituted product 2S. β-Hydrogen elimination from 4S
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via [4S–5S]‡ has a high kinetic barrier of 33.8 kcal/mol and leads to an instable hy-
drido complex 5S, which is 38.9 kcal/mol energetically uphill from 4S; β-hydrogen
elimination is therefore unlikely to occur. β-Fluorine elimination from 2S would
lead to chain termination and catalyst deactivation by the formation of the fluoro
complex 3S, which is 6.5 kcal/mol more stable than 2S. Chain growth can be ex-
pected in two cases: 1) if for a given catalyst 2,1 insertion is significantly faster than
1,2 insertion since β-fluorine eliminiation would be impossible due to missing flu-
orine atoms in β position; 2) if β-fluorine elimination is much slower than the 1,2
insertion step and/or the elimination is reversible. Overall chain propagation must
be in favor of chain termination and the rate constant of propagation kprop has to
be higher than that of termination: kprop > kterm.
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Scheme 5.4. Key reaction steps for gem-difluoroethene polymerization and catalyst de-
activation. Relative energies in kcal/mol.

Insertions and β-eliminations can proceed via two different pathways (see
Scheme 5.5), i.e. through an “inside” mechanism where the olefin attacks in
between the alkyl groups or leaves in between the fluoro and alkyl ligand re-
spectively, or an “outside” mechanism where the olefin attacks or leaves between
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the imido and one alkyl ligand (fluoro ligand respectively). This was examined
previously by Watson et al. [53] for the reaction of Schwarz’s reagent ( Cp2ZrHCl
) with vinyl fluoride. They calculated that the insertion of vinyl fluoride into the
Zr – H bond would proceed through an “inside” pathway. This is in line with
the behavior of the model system investigated here, for which all insertions and
the β-elimination steps for mechanisms proceeding by “outside” pathways have
barriers of 3.0 – 13.4 kcal/mol higher in energy than the respective reactions with
the “inside” approach. Therefore, only “inside” pathways will be considered for
the further discussions.

Table 5.2.: Dependence of selected structural parameters on the choice of functional
and basis sets for the transition state structure [1S–2S] ‡.

Method C–Cr–C / ◦ C–C / Å Cr–C / Å C–Cr / Å

BP86/def-SV(P),def-TZVP 54.46 2.177 2.270 2.184
BP86/def-TZVP 53.92 2.166 2.279 2.178
PBE/def-SV(P),def-TZVP 54.55 2.173 2.261 2.181
PBE/def-TZVP 54.06 2.164 2.270 2.176
PBE-D/def-SV(P),def-TZVP 54.65 2.165 2.256 2.166
PBE-D/def-TZVP 54.17 2.156 2.267 2.162
B3LYP/SV(P),def-TZVP 54.51 2.188 2.279 2.187
B3LYP/def-TZVP 54.06 2.179 2.290 2.180
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Scheme 5.5. Possible approach directions: “inside” and “outside”.

While 1S adopts a tetrahedral coordination geometry, it becomes distorted trigonal
bipyramidal in the transition states for insertion and elimination. In the transition
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states the olefin approaches in the trigonal plane which is aligned almost perpen-
dicular to it. The Cr–Colefin–Colefin plane intersects the yz plane, which is spanned
by Cr, N and N at an angle of 99◦ for transition state [1S–2S]‡, 95◦ for [1S–4S]‡ and
95◦ for [2S–3S]‡. The approaching is visualized in Figure 5.2.

Figure 5.2.. Structure of the transition state [1S–2S] ‡. The olefin approaches almost
perpendicular to the yz plane in which the chromium and nitrogen atoms
are located.

5.2.3. Reference Calculations

To guide the choice of an appropriate DFT functional and to gain insight into
the electronic structure of the model system, MP2 and coupled-cluster calculations
(CCSD, CCSD(T)) employing the cc-pVTZ-DK basis sets were performed. These
basis sets can be seen as a minimal choice for accurate energy calculations. The
calculated reaction energies and barriers can be found in Table 5.3 and Table 5.4
where also the results from the restricted Hartree-Fock calculation are compiled.

As a best estimate for the 1,2 insertion barrier CCSD(T) calculations with aug-
cc-pVTZ basis sets were performed and the basis set superpostion errors (BSSEs)
were estimated in terms of a counterpoise correction. Due to the computational
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demands, these extended basis sets were only used exemplarily for the calculation
of the barrier for 1,2 insertion. It has to be noted that the use of the counterpoise
method is questionable in this case, since non-bonded fragments are not well de-
fined. Nonetheless, each of the reactants was chosen as one fragment. Since bonds
are evolving, the BSSE, calculated to be 3.4 kcal/mol, is presumably overestimated
in this case. Recently, Jensen proposed an atomic counterpoise method [149], mak-
ing the estimate of the BSSEs for bonded species possible. This approach was taken
for the transition state of the β-F elimination step and the BSSE was estimated to
1.3 kcal/mol 1. Overall the BSSEs at the CCSD(T) level for the investigated reactions
seem to be small. For the 1,2-insertion step, the BSSE and the observed decrease
in the reaction barrier with the aug-cc-pVTZ basis sets approximately cancel each
other. Therefore, the cc-pVTZ basis sets are anticipated to be a good choice for the
CCSD(T) calculations.

Table 5.3.: Reaction energies and barriers obtained by various wave function methods.
All values in kcal/mol.

Step HF MP2 SCS-MP2 CCSD CCSD(T)
cc-pVTZ

1S→[1S–2S]‡ 52.0 19.1 26.5 26.5 17.9
1S→2S -27.8 -38.2 -35.5 -34.3 -34.8
2S→[2S–3S]‡ 24.0 37.3 35.5 17.3 14.6
2S→3S -13.7 -2.2 -6.0 -7.5 -6.8
1S→[1S–4S]‡ 59.6 38.7 44.4 36.2 27.0
1S→4S -19.1 -31.5 -29.2 -27.8 -28.8

It becomes evident that dynamical correlation plays an important role in the de-
scription of these reactions, if the huge difference in the predicted reaction barriers
are considered between the methods taking electron correlation into account and
the HF method. Taking CCSD(T) as a reference, MP2 seems inappropriate since
perturbations become too large. This also applies to the CCSD calculations which
differ considerably from the CCSD(T) results with a maximum difference in pre-

1 The ACP(1) scheme as detailed in Jensen’s original paper was used for the product of 1,2 in-
sertion 2S and the transition state of β-F-elimination [2S–3S]‡. For the structure of [2S–3S]‡ the
bond between chromium and the former α-carbon of the leaving group as well as the carbon
fluorine bond was assumed to be intact, but no bond between chromium and the transferred
fluorine atom was assumed. For the calculations for 2S all covalent bonds were considered.
∆ACP(1)=ACP(1)[[2S–3S]‡] - ACP(1)[2S] served as an estimate for the BSSE.
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dicted reaction barriers of ∆∆E‡
max = 9.2 kcal/mol but only ∆∆Emax = 1.0 kcal/mol

for the reaction energies.

Table 5.4.: CCSD(T)/aug-cc-pVTZ, CAS and CASPT2 barriers of the 1,2 insertion. All
values in kcal/mol. The CCSD(T) calculation includes an estimated BSSE of
+3.4 kcal/mol.

Step CAS
CCSD(T) [14,14] [14,13] MS-CASPT2

aug-cc-pVTZ ANO-RCC-VQZP

1S→[1S–2S]‡ 18.8 43.6 44.2 12.7

For Møller-Plesset perturbation theory of the second order (MP2) and coupled-
cluster with singles and doubles (CCSD), a number of diagnostics were defined to
judge on the quality of the single reference wave function.2 Taking into account the
T1 and the D1 diagnostic [150, 151], the triples correction energy contribution to
the total atomization energy during the CCSD(T) calculations [152] and the values
of the largest T2 amplitudes, it has to be concluded that the electronic structures
of the investigated diimido chromium systems are influenced by static correlation.
The delicacy of the chromium imido bond had also been noted by Cundari, who
performed multiconfigurational SCF calculations on a [Cr(H)2(NH)(CH2)] model
[153].

Although it can be argued that errors imposed to the CCSD(T) calculations by this
static correlation might cancel out since equally strong indications of non-dynamic
correlation were found in all structures, multi-reference calculations are in need to
find proof for this.

The well established MS-CASPT2 method [70, 154, 155] was chosen together with
the extensive ANO-RCC-VQZP basis sets for these energy calculations. Let us first
2 Two diagnostics are in broad use: the T1 [150] and the D1 diagnostic [151]. T1 has a traditional
cutoff-value of 0.020 — values above indicate a poor quality of the single-reference based correla-
tion procedure. However T1 is not size-intensive and was developed for very small systems. The
more modern size-intensive D1 should be below 0.050 to legitimate the single-reference approach.
For the chromium systems in the model reaction scheme average values of 0.040 (+/- 0.004) and
0.187 (+/- 0.022) for T1 and D1 in the CCSD calculations were found, respectively. More recently
Karton, Rabinovich, Martin and Ruscic [152] proposed the percentage of the triples correction
from a CCSD(T) calculation to the total atomization energy (%TAE([T]) and the percentage of
the SCF energy (%TAE(SCF)) of the reference wave function as a measure for non-dynamical
correlation. For the intermediates and transition state structures %TAE([T]) = 5.4 (+/- 1.1) and
%TAE(SCF) = 55.3 (+/- 6.5) were calculated, indicating at least moderate non-dynamical correla-
tion. An other indicator are the values of the largest T2 amplitudes which were 0.077 (+/- 0.017).
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consider the 1,2 migratory insertion 1S→2S, since its barrier will determine the rate
of chain growth. During the course of this reaction the olefin π-bond and one of
the chromium methyl bonds will be lost, and a new metal alkyl as well as a carbon
carbon bond is formed. Orbitals describing these transforming bonds should be
included in the active space. Since both methyl chromium bonds are equivalent for
the reactants, both had to be included, leading to 6 electrons in 6 orbitals. Each of
the imido ligands has one filled orbital of σ-symmetry and two filled orbitals of π-
symmetry available to interact with the metal center. These account for another six
bonding and 6 antibonding orbitals leading to a total of 18 electrons in 18 orbitals
( [18,18] ). The active space could be reduced to [14,13] for which the MS-CASSCF
wave function served as the reference for the perturbative MS-CASPT2 treatment.3

The resulting natural orbitals for the lowest root of the MS-CASSCF calculation for
the transition state structure are depicted in Figure 5.3 and Figure 5.4.

It can be seen that a large extent of the multi-reference character derives from
chromium imido π-interactions. This explains why the weights of the main elec-
tronic configurations for the transition state and the reactants was comparable with
63% and 70%, respectively, and is consistent with the expectations drawn from the
CCSD and CCSD(T) diagnostics. The barrier of the 1,2 insertion step was estimated
to be ∆E‡([1S–2S]‡)= 12.7 kcal/mol.

Unfortunately, β-fluorine elimination could not be studied at this level of theory,
since the active space would grow to an untreatable size by inclusion of the filled
fluorine p orbitals.

Compared to the CASPT2 calculations, results obtained with the less sophisticated
electron correlation methods MP2, SCS-MP2 and CCSD differ considerably. Only
CCSD(T) is in reasonable agreement with the multi-reference approach. This dis-
crepancy between CCSD(T) and the other methods is also observed for the other
calculated barriers. Contrasting these findings, the agreement of the different meth-
ods for reaction energies is good.

3 The MS-CASSCF calculations were started using 18 electrons in 16 orbitals. From the total of 9
bonding and 9 antibonding orbitals (3 plus 3 for the description of the chromium, methyl and
ethene π interactions, 2 plus 2 for the chromium imido interactions with σ symmetry and 4 plus
4 with π symmetry) two antibonding were omitted making computations feasible. During the
optimization of the wave function, orbitals with occupation numbers higher than 1.98 or lower
than 0.02 were removed from the active space. These were all the orbitals involved in chromium
imido σ-type interactions and one antibonding involved in π-type interactions.
Although the weights of the main electronic configurations for the transition state and the

reactants were quite low with 63% and 70%, respectively, no leading configurations with weights
higher than 0.05 were observed for the lowest lying root.
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Figure 5.3.. Natural orbitals of the [14,13]-CASSCF calculation involved mainly in inter-
actions between chromium and the imido ligands for the 1,2 insertion tran-
sition state structure [1S–2S] ‡. Occupation numbers are in parentheses.
For the definition of the coordinate system see inset, for atom labeling see
Figure 5.4.

Figure 5.4.. Natural orbitals involving predominantly interactions between the chromium
center, the methyl ligands and the olefin’s π-system of the [14,13]-CASSCF
calculation for the 1,2 insertion transition state structure [1S–2S] ‡. Occupa-
tion numbers are given in parantheses. For a schematic drawing within the
same coordinate system see Figure 5.3. Atom colors: light blue = Cr, gray =
C, white = H, blue = N and green = F.
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5.2.4. Dependence on the Density Functional

Having obtained a set of reference values for reaction barriers and energies at the
CCSD(T) and MS-CASPT2 levels, the investigation of the functional dependence at
the DFT level followed. To minimize basis set influences, large triple-ζ quality ba-
sis sets with extra polarization functions (usually def2-TZVPP) were chosen. Again,
single point energy calculations were performed for the model’s structures. Func-
tionals of at least gradient corrected quality were tested, including the second-rung
GGA functionals BLYP, BP86 and PBE, the third-rung meta-GGA TPSS, the fourth-
rung hybrid functionals BHLYP, B3LYP and PBE0, the fourth-rung meta hybrid
functionals M06, TPSSh and TPSS0 as well as the fifth-rung double hybrid func-
tionals B2PLYP, B2KPLYP and mPW2PLYP. Grimme’s dispersion correction (new
parameter set) was applied where parameters were available (denoted as –D) [156,
157]. For TPSSh, BHLYP and M06 parameters have only recently been published
for a new improved dispersion scheme (denoted as -D3) [158]. The obtained data
is compiled in Table 5.5 and root mean squared deviations from the CCSD(T) re-
sults are depicted in Figure 5.5. For both reaction barriers and reaction energies the
double hybrid functionals were found to give closest agreement with the CCSD(T)
results. For all cases, except for PBE0 andM06 reaction energies and B2PLYP barrier
heights, the mean deviation is strongly reduced by employing Grimme’s dispersion
correction.

BLYP
BP86
PBE

 
TPSS

 
BHLYP
B3LYP
PBE0

 
TPSSh
TPSS0

M06
 

B2PLYP
B2KPLYP

mPW2PLYP

0 2 4 6 8 10 12 14
RMSD / kcal/mol

0 2 4 6 8 10 12 14
RMSD / kcal/mol

Figure 5.5.. Root mean squared deviations for GGA, meta, hybrid, hybrid-meta and dou-
ble hybrid functionals with (red) and without (black) dispersion correction
from CCSD(T) results. Left: reaction barriers. Right: reaction energies.
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In general, there are three main sources of error in DFT. The first is the so called
self-interaction error, which arises from the mean field Coulomb treatment and its
only approximate cancellation in the exchange functional. It is less pronounced
in more delocalized systems and therefore leads to an underestimation of barrier
heights. The second point is the single determinant approach, which leads to errors
in static correlation energy. Static correlation in DFT is accounted for only in an un-
controllable way within the correlation functional. Since for transition states static
correlation often increases while the self interaction error decreases, a cancellation
of errors can be observed. The third point is the inability to describe dispersion, i.e.
energies for molecules having atoms in typical van der Waals distances are overesti-
mated. In hybrid functionals a fraction of exact HF exchange is mixed in. Therefore
the self interaction error is reduced. But at the same time the cancellation with the
functional’s static correlation error is reduced. It has been argued [159] that hy-
brid functionals are often less well suited for transition metal containing systems
because of the higher static correlation contribution. This could explain what is
observed in this case, i.e. hybrid functionals, especially BHLYP and B3LYP, overes-
timate barrier heights and show the poorest agreement with the CCSD(T) results.
Barrier heights are reduced for all functionals by the inclusion of the empirical van
der Waals correction as would be expected for the more extended transition state
structures.

As noted at the CCSD(T) level, the barrier for 2,1-insertion passing through tran-
sition state [1S–4S]‡ is considerably higher than the other investigated barriers for
all functionals considered. This leaves us with 1,2-migratory insertion and β-fluoro
elimination as the two competing reaction pathways. Their relative rates determine
whether chain growth or termination will be dominant. As an estimate, neglect-
ing entropic effects and the orders of the rate laws, kprop/kelim = exp

(

∆∆E‡/RT
)

is considered with ∆∆E‡ = ∆E‡ (β-F elimination) − ∆E‡ (1,2 insertion). The term
kprop/kelim expresses the selectivity of the catalyst, for which values >> 1 are de-
sirable. The predicted selectivities for the different functionals and coupled cluster
calculations are depicted in Figure 5.6.

With the two extremes in reactivity predicted by BHLYP and B2PLYP-D a rate con-
stant for 1,2 insertion would be expected in the order of 1.5 · 10−14 M−1s−1 (BHLYP)
or 4.0 · 102 M−1s−1 (B2PLYP-D) at unitary concentrations, a difference of 16 orders
of magnitude! Selectivity is influenced similarly, where the two extremes are cal-
culated with the DFT functionals BLYP and B2KPLYP-D. While β-F elimination
would be predicted to have a 103 times higher rate constant than the 1,2 insertion
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Figure 5.6.. Predicted reactivity in terms of the barrier for 1,2 insertion (∆E‡) versus the
selectivity of the catalyst (see text) as calculated by different DFT functionals
and wave function theory (WFT) methods.

step following the results obtained with the BLYP functional, the use of B2KPLYP-
D would reverse our view, with the predicted rate constant for the 1,2-insertion
step being 4 times higher. This analysis clearly shows the importance of the choice
for a DFT functional to model catalytic processes.

At this point we chose the B2PLYP-D functional to calculate single point ener-
gies for all further calculations for two reasons. First, this functional has the closest
agreement with the MS-CASPT2 result of 12.9 kcal/mol for the 1,2 insertion barrier.
Second, it displays close to excellent agreement with the CCSD(T) results for the
β-F elimination barrier and the reaction energies. Since geometrical changes com-
pared to BP86 were minimal, PBE-D was used from now on throughout this work
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for geometry optimizations, giving again closest agreement with the MS-CASPT2
results for the barrier of 1,2 insertion and with those of CCSD(T) for reaction en-
ergies in the class of the GGA functionals. This makes barrier estimations possible
without having to perform costly calculations with the double hybrid functional.

Table 5.5.: Predicted barriers and reaction energies in kcal/mol for the tested DFT func-
tionals. Root mean squared deviation (RMSD) and mean absolute deviation
(MAD) values refer to the CCSD(T) results.
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CCSD(T) 17.9 -34.8 14.6 -6.8 27.0 -28.8
BLYP 32.6 -22.7 13.0 -19.6 40.4 -19.4 11.5 11.5 11.2 8.8
BLYP-D 22.7 -29.2 12.5 -12.0 29.9 -25.6 4.8 3.5 4.0 3.3
BP86 25.8 -27.1 14.1 -13.2 33.9 -23.2 6.6 6.1 6.0 4.7
BP86-D 17.2 -32.7 13.7 -6.6 24.7 -28.7 1.2 1.5 0.6 1.5
PBE 22.7 -29.6 14.2 -10.8 30.8 -25.8 4.2 3.5 3.5 2.8
PBE-D 16.5 -33.7 13.9 -6.1 24.3 -29.7 0.9 1.8 1.1 1.4
TPSS 23.8 -27.5 12.2 -13.8 31.6 -24.3 6.4 4.5 5.3 4.5
TPSS-D 15.6 -32.9 11.8 -7.5 22.8 -29.5 1.2 3.2 1.5 2.7
BHLYP 36.3 -31.0 21.5 -9.6 44.7 -24.1 3.8 15.3 7.6 9.5
BHLYP-D3 31.2 -34.8 21.3 -6.0 39.3 -28.2 0.6 11.2 4.2 6.5
B3LYP 33.4 -26.6 17.3 -14.5 41.7 -21.7 7.7 12.4 9.1 8.4
B3LYP-D 24.8 -32.3 16.8 -7.9 32.5 -27.2 1.8 5.3 2.7 3.2
PBE0 25.7 -32.7 19.4 -6.5 34.4 -27.0 1.6 6.8 3.0 4.6
PBE0-D 20.8 -35.9 19.2 -2.7 29.2 -30.1 2.6 3.4 2.9 3.1
TPSSh 25.2 -28.8 14.5 -11.9 33.2 -24.8 5.1 5.5 4.9 3.8
TPSSh-D3 19.5 -34.2 14.9 -5.7 26.7 -30.3 1.1 1.0 1.2 0.6
TPSS0 26.8 -30.9 17.7 -9.0 35.2 -25.6 3.2 7.2 4.2 4.8
M06 21.9 -33.5 17.5 -3.0 30.6 -27.5 2.4 3.5 2.9 3.0
M06-D3 21.2 -34.2 17.5 -2.1 29.9 -28.3 2.8 3.0 2.7 2.9
B2PLYP 18.4 -32.6 14.3 -10.0 29.2 -27.3 2.4 1.3 2.0 1.6
B2PLYP-D 13.9 -35.5 14.1 -6.5 24.3 -30.2 0.9 2.8 1.5 1.4
B2KPLYP 17.6 -34.2 16.4 -8.6 29.8 -28.2 1.1 1.9 1.4 1.9
B2KPLYP-D 15.5 -35.8 16.3 -7.0 27.6 -29.9 0.9 1.7 1.0 1.1
mPWPLYP 18.9 -33.8 15.4 -8.4 29.7 -28.1 1.2 1.7 1.3 1.6
mPWPLYP-D 17.2 -35.4 14.8 -6.7 27.6 -29.7 0.6 0.5 0.5 0.5
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5.2.5. Alternative Mechanisms

Alternative mechanisms for the deactivation or inhibition of the catalyst could be
possible as would be a reductive pathway leading to a different polymerization
catalyst or to catalyst breakdown.

5.2.5.1. β-F elimination via σ-bond metathesis

Direct deactivation of the catalyst can be envisaged by σ-bond metathesis since
chromium(VI) has vacant d orbitals. Again, fluorine could be transferred via an
“inside” or an “outside” mechanism to the metal center, passing the transition
state [1S–3S]‡inside or [1S–3S]‡outside (Scheme 5.6). Transition state structures were
optimized for both pathways. For the “outside” mechanism the barrier is calculated
to be 32.3 kcal/mol. It features a strong α-H-agostic interaction with the leaving
methyl ligand. The Cr–C–H angle is calculated to be 54.0◦ and the Cr-H distance to
be 1.78 Å. The barrier of the “inside” mechanism is calculated to be 48.0 kcal/mol.
Here the agostic interaction is less pronounced with a Cr-C-H angle of 60.8◦ and a
Cr-H distance of 2.03 Å. Overall σ-bond metathesis possesses too high barriers to
be competitive.
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Scheme 5.6. Catalyst deactivation by σ-bond metathesis. Energies relative to reactants
in kcal/mol.
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5.2.5.2. Cycloaddition of the olefin

Cycloaddition of the olefin to the chromium imido double bond was proposed by
Jensen and Børve [148] to be a likely pathway for cationic diimido chromium(VI)
complexes. In the calculations performed herein the barrier of 13.4 kcal/mol for the
1,2 cycloaddition of gem-difluoroethene passing through [1S–1C]‡ (see Scheme 5.7)
to 1S is indeed comparable to the barrier of 1,2 insertion (13.9 kcal/mol), while 2,1
cycloaddition with a barrier of 28.5 kcal/mol for transition state [1S–5C]‡ is not.
There seems to be no steric hindering for the former reaction through bulky tert-
butyl imido ligands since the predicted barrier for di(tert-butyl imido) dimethyl
chromium is even lower (∆E‡ = 9.8 kcal/mol).

Since 1,2 insertion is greatly preferred over 2,1 insertion, alkyl chains with flu-
orine atoms in β position would grow via an insertion mechanism during poly-
merization. Therefore, reductive elimination is only possible via fluorine transfer
to the azachromacycle and was investigated. Once 2C, an azachromacycle with
an alkyl chain bearing β-fluorine atoms, is formed, there are two possibilities to
reduce the chromium center, i.e. either via a two-step mechanism or via a con-
certed one. For the two step mechanism fluorine would first be eliminated passing
through transition state [2C–4C]‡ with a barrier of ∆E‡ = 17.0 kcal/mol and would
then be transferred to the α-C atom of the azachromacyle to reductively open the
ring. This step (passing through [4C–3C]‡ has an estimated barrier of ∆E‡(1A) =
71.7 kcal/mol. For the concerted mechanism a transition state [2C–6C]‡ with a
barrier of ∆E‡(1A) = 34.8 kcal/mol was found. Considering these high barriers,
reductions of the chromium center to Cr(IV) do not seem to be feasible. Therefore
the formation of azachromacycles, which proceeds kinetically with a similar prob-
ability as insertion steps, is to be viewed as an inhibition reaction. The backward
reaction has a barrier of 19.4 kcal/mol since the formation of azachromacycles is
not very exergonic.
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5.3. Summary

A small model system has been derived, which allowed the study of fluoroolefin
polymerization and chain termination processes with high level wave function the-
ory methods. It could be shown that diimido chromium(VI) compounds cannot be
treated reliably with single reference methods. A significant contribution of static
correlation was found for all investigated structures. Thus, the DFT calculations
were calibrated to a combination of MS-CASPT2 and CCSD(T) results. While ge-
ometrical parameters were influenced only to a small extent, the predicted barrier
heights and reaction energies depend heavily on the choice of the DFT functional.
This makes chemical interpretation difficult, since forecasted catalytic selectivities
can even be reversed. It was found, that an empirical dispersion correction is useful
for most functionals considered. B2PLYP-D was selected for giving closest agree-
ment with the CASPT2 result and a very close match with the CCSD(T) derived
data. PBE-D performed very well in the reproduction of the reference data and was
chosen for further geometry optimizations, since it features as a pure functional an
excellent accuracy/speed ratio.

It has to be concluded that DFT methods can not be used as black boxes for these
types of reactions.
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6.1. Introduction

For the polymerization of highly polar substrates non-ionic chromium(VI) com-
pounds have been discussed as promising candidates in chapter 5. Because of
their high relevance to industry, α-olefin polymerization catalysts for non-polar
substrates have been investigated thoroughly for a long time [19, for a histori-
cal overview]. α-Olefin polymers constitute by far the largest amount of plastics
produced with polyethene alone having a 65 Mt/a output in 2008 [40]. This high-
lights the importance of this class of compounds. In recent years much interest
has evolved in the field of non-metallocene catalysts to supersede traditional met-
allocene catalyst by higher activities, different tuning possibilities to influence for
example the tacticity, or compatibility with a wider range of co-monomers [41].

Cationic chromium(VI) based diorganoimido complexes have proved to be active
polymerization catalysts for ethene [160]. Gibson introduced the benzyl complex 6

(see Scheme 6.1) and its tert-butyl imido analog in his original work. Both can be
converted to cations by treatment with [Ph3C][B(C6F5)4].

Cr
N

N

R

R

+

R = 2,6-i-Pr2C6H36

Scheme 6.1. Gibson’s catalyst 6.

The synthesis of imido complexes has recently been improved by Rufanov, Kipke
and Sundermeyer, who were able to utilize a set of substituted arylimido ligands
[161]. Thus, the introduction of different arylimido ligands was significantly ex-
tended. As the aryl backbone of the arylimido ligands (see Scheme 6.2) leaves much
space for different substitution patterns, variation in the ligand delivers many pos-
sibilities to advance the catalytic activity and thus improve the overall process of
poly-α-olefin production.

The application of computational methods requires their validation in the first
place. The experimental data available for the activities of diimido chromium com-
plexes in the catalysis of α-olefin polymerization is very limited. Therefore, high-
level techniques have to be used for the calibration work. Omitting this rule of cau-
tion, Jensen and Børve conducted DFT investigations on Gibson’s tert-butyl imido
complex and its model for which the tert-butyl groups were replaced by hydrogen
[147, 148]. The authors discussed different pathways of migratory insertion, which
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would either be expected in close analogy to the mechanisms present in Group 4
metallocene catalyzed α-olefin polymerization, or a reductive pathway, as shown in
Scheme 6.3. They proposed [2+2] cycloaddition of ethene to one of the chromium
imido bonds in the H-imido substituted model educt complex 8-H to give 8cyc-H.
Consecutive highly exothermic reductive elimination of a hydrogen atom from the
alkyl ligand to yield 8red-H was found to be favorable over migratory insertion
steps. They argued that it is likely that a reduced chromium complex serves as
catalyst in the experimentally observed ethene polymerization. They had to admit
that ranking of barriers with respect to their heights was not possible when the H-
imido ligands were replaced by bulky tert-butylimido ligands in the model system.
The calculated differences in the barriers associated with the reductive pathway or
with direct chain growth were minimal.
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Scheme 6.2. A cationic arylimido chromium(VI) complex. The aryl backbone is marked
in red, R1–R5 define the substitution pattern.
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Scheme 6.3. Reduction of the metal center via an azachromacycle.

In this work the influence of different DFT functionals on calculated reaction bar-
riers and energies was studied extensively in chapter 5. It was found that the func-
tional B3LYP used by Jensen and Børve is performing poorly in reproducing bench-
mark level CASPT2 and CCSD(T) results for the closely related non-ionic diimido
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6. Imido Chromium Complexes as Ethene Polymerization Catalysts

chromium complexes. To provide theoretically well founded assumptions of a re-
action mechanism, alternative mechanisms are studied in greater detail for cationic
chromium(VI) complexes within this chapter. The findings are compared to al-
ternative polymerization pathways to lay a mechanistic basis for further catalyst
optimizations.

6.2. Results and Discussion

6.2.1. Method Dependence

In this section the investigation of the energetics for both the reductive pathway
and for the simple front-side migratory insertion for the propyl substituted di(2,6-
diisopropyl phenylimido)chromium(VI)+ complex is described (see Scheme 6.3 on
page 63 and Scheme 6.5 on page 72, respectively). The method used in the study is
PBE-D as it had been derived in the previous chapter. Since cationic species were to
be analyzed, solvent effects are anticipated. The continuum solvation methods are
computationally very efficient, of which the COSMOmodel [162] is applied here. To
model a typical solvent used for polymerization, in this case toluene, the dielectric
constant ǫ was chosen to be 2.4. Since an enormous number of calculations within
the optimization of the catalyst was expected, the computational model had to be as
efficient as possible. Therefore, the basis sets def-SVP were chosen for the catalyst
center and substrate, and def-SV(P) was used for the part of the imido ligands
extending beyond the nitrogen atoms. The effect of the reduction of the basis set
size will be discussed herein.

Transferred to the full diisopropyl imido substituted complexes, the reductive
pathway (see Scheme 6.3) starts at the frontside β-H-agostic ethene complex 8. It
leads over the transition state of [2+2]-cycloaddition [8–8cyc]

‡ to the product, the
azachromacycle 8cyc. The barrier for this step was found to be insignificant with
5.8 kcal/mol, which is visualized in Scheme 6.4. The thermodynamics are slightly
unfavorable since the product is energetically uphill by 4.4 kcal/mol. For the cyclic
8cyc, ring-opening to release the ring strain can be imagined. This could proceed
via transfer of the β-hydrogen atom from the propyl chain to the ring in analogy
to a β-H shift. Passing through transition state [8cyc–8red]

‡ the metal center is re-
duced at the same time and the chromium(IV) complex 8red is formed. This step
can thus be termed “reductive β-H transfer”. The barrier for this step was found to

64



6.2. Results and Discussion

be 17.5 kcal/mol. So far, the results are well in line with the ones Jensen and Børve
obtained for both imido substituted systems (R=H and t-Bu) (see Table 6.1).
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Scheme 6.4. Reduction energetics for the di(diisopropylphenyl imdo) substituted 8 via
an azachromacycle 8cyc . All values in kcal/mol relative to the educt 8.

Table 6.1.: Energetics of the reductive elimination and front-side migratory insertion. All
values in kcal/mol relative to the side-on complex 8 and its analogs.

Species R = H a H t-Bu 2,6-(i-Pr)2C6H3
[8–8cyc]

‡ 4.6 – – 5.8
8cyc 1.1 -5.6 – 4.4
[8cyc–8red]

‡ 9.5 – 16.7 17.5
8red (A1) -14.9 -20.1 – 1.4
8red (A3) -41.5 -16.8 – 0.9
[8–8ins]

‡ 15.6 15.5 18.5
8ins 3.6 -3.7 -1.1

Calculations performed with the COSMO-PBE-D/def-SVP,def-SV(P) method.
a Values taken from Jensen and Børve [148].

Only for the next step, the reductive opening of the azachromacycle, a huge energy
difference was found. Jensen and Børve obtained energies for the simple reduced
H imido species 8red-H in its triplet state and in its singlet state 41.5 kcal/mol
and 14.9 kcal/mol, respectively, lower than for the educt ethene complex 8-H.
The singlet state of the 2,6-diisopropyl phenylimido species 8red was found to
be disfavored by 1.4 kcal/mol and the triplet state by 0.9 kcal/mol in this work.
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6. Imido Chromium Complexes as Ethene Polymerization Catalysts

This discrepancy made the recalculation of Jensen and Børve’s values with the
same method used here necessary, i.e. with the COSMO-PBE-D/def-SVP,def-SV(P)
method. Reaction energies of -20.1 and -16.8 kcal/mol for the reduction to the sin-
glet and triplet state species 8red-H were found, respectively. On the one hand, this
indicates that the change to the bulky diisopropyl imido ligands leads to a desta-
bilization of the reduced species, especially in the triplet state. On the other hand,
the error introduced by the method is large. To clarify the latter issue a small set of
test calculations was performed with various methods. The results are compiled in
Table 6.2.

Firstly, the influence of basis sets, van-der-Waals (vdW) correction and solvent
model was elucidated. The structures were therefore re-optimized with the respec-
tive method using the B3LYP functional. Usually a triple-ζ basis set (def2-TZVP)
was used for the metal center and double-ζ basis sets (def2-SVP) for all other el-
ements to closely match Jensen’s and Børve’s approach. The choice of a double-ζ
basis set for the metal center as well attributes only a minor change to the computed
energy of formation (-0.7 kcal/mol for the singlet and +0.4 kcal/mol for the triplet
state). Inclusion of an empirical vdW correction1 leads to a relative destabilization
of the triplet state by 2.3 kcal/mol and of the singlet state by 0.8 kcal/mol while
the treatment of solvent effects by a conductor-like screening model (COSMO) did
not change the energetics.

Also the combination of vdW corrections and incorporation of solvent effects
(COSMO-B3LYP-D2) resembled merely the changes seen for the inclusion of the
vdW corrections alone. A change to an even lower basis set level, which was used
as a standard within this work (def-SV(P) for the imido-hydrogen atoms and def-
SVP for all other atoms) and including vdW correction and solvent effects again,
did not affect the energetics significantly.

Using the standard method COSMO-PBE-D2/def-SVP,def-SV(P) Gibbs free energy
corrections ∆Gcorr were computed for standard conditions. They resulted in a minor
relative stabilization of 0.1 kcal/mol and 0.4 kcal/mol for singlet and triplet state
species respectively.

It is well known that hybrid functionals with large fractions of exact Hartree-
Fock exchange mixed in tend to overestimate the stability of higher spin states,
whereas pure functionals underestimate it [164, 165]. For transition metal com-
plexes howether this can surely not be generalized. Anyways, spin-state splitting

1 Grimme’s empirical vdW correction with revised parameters was chosen [163].
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Table 6.2.: Energetics of the reductive β-H-transfer for different computational methods.
All values in kcal/mol relative to 8-H or 8, respectively.

Compound: 8red-H 8red
(R = H) (R = 2,6-i-Pr2C6H3)

Method (1A) (3A) (1A) (3A)

ROHF/def2-TZVP -58.1 -116.7
RMP2/def2-TZVP 37.4 38.5
RCCSD/def2-TZVP -20.9 -38.4
RCCSD(T)/def2-TZVP -13.6 -19.6

CASSCF(16,15)/ANO-RCC-VTZP -4.4 -22.3
CASPT2(16,15) -8.7 -15.8
CASSCF(12,12)/ANO-RCC-VTZP b -24.0
CASPT2(12,12) b -14.4
CASSCF(10,10)/ANO-RCC-VTZP 5.4 -24.8
CASPT(10,10) -0.6 -12.8
CASSCF(8,8)/ANO-RCC-VTZP -18.7 -47.9
CASPT2(8,8) -1.9 -19.7

B3LYP a -14.9 -41.5
B3LYP/def2-TVZP,def2-SVP -21.9 -39.4
B3LYP/def-SVP,def-SV(P) -23.5 -40.9
B3LYP-D2/def2-TZVP,def2-SVP -21.1 -37.1
COSMO-B3LYP/def2-TZVP,def2-SVP -22.2 -39.3
COSMO-B3LYP-D2/dev2-TZVP,def2-SVP -21.5 -36.7
COSMO-B3LYP-D2/def-SVP,def-SV(P) -23.2 -38.4
COSMO-B3LYP-D2/def2-TZVP,def2-SVP// -19.4 -32.9 -1.7 -18.0
COSMO-PBE-D2/def-SVP,def-SV(P)

COSMO-PBE-D2/def-SVP,def-SV(P) -20.1 -16.8 1.4 0.9
COSMO TPSSh-D3/def2-TZVP// -17.4 -23.8
COSMO-PBE-D2/dev-SVP,def-SV(P)

COSMO-OPBE-D3/def2-SVP// -22.9 -22.3 -0.9 -4.3
COSMO-PBE-D2/def-SVP,def-SV(P)

a Geometries and energies from Jensen’s and Børve’s work [148].
b No convergence.
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6. Imido Chromium Complexes as Ethene Polymerization Catalysts

in iron tetracarbonyl was found by Harvey to depend nearly linearly upon the
proportion of exact exchange [164]. In line with this, the stability of the triplet state
computed with the pure PBE functional is 21.4 kcal/mol lower than computed with
the B3LYP functional, including solvent effects and vdW corrections in both cases.
At the same time the stability of the singlet state is altered by only 3.1 kcal/mol. It
is noteworthy that even the geometry is influenced by the different treatment of the
triplet state. This can be seen from the change in the single point energy differences
computed with COSMO-B3LYP-D2 on the COSMO-PBE-D2 optimized structures.
Here, the change is 3.2 kcal/mol for the triplet state and 2.1 kcal/mol for the singlet
state compared to the COSMO-B3LYP-D2 values with the same basis sets.

Overall, the influences of solvent effects and van-der-Waals corrections on the re-
action energies are small. The results obtained with the B3LYP functional agree
well with the Gibbs free energy of formation calculated by Jensen and Børve for
the triplet state reduced species. They do not for the singlet state species2. The in-
fluence of the density functional on the energy of formation for the triplet state
species is large. Coupled cluster and CASPT2 calculations were performed to find
reference values.

The basis sets used for the coupled cluster calculations were only def2-TZVP and
certainly of the lowest quality permissible for this level of theory. As reference a
restricted open-shell Hartree-Fock wave function was chosen since the unrestricted
approach led to severe spin contamination. The very large energy deviation of the
Hartree-Fock method from the final CCSD(T) and CASPT2 results was not cor-
rected by a perturbative MP2 approach as seen in Table 6.2. The high values ob-
tained for the simple diagnostics T1 = 0.043 and D1 = 0.196 for 8-H indicate a
level of multireference character similar to that observed in the related uncharged
diimido chromium systems investigated previously (see chapter 5). CCSD calcula-
tions therefore become unreliable and the deviation from the final CCSD(T) results
is not surprising.

For the CAS calculations basis sets of triple-ζ quality with polarization functions
were used. CASPT2 calculations were performed to get a quantitative estimate
of the energies. Initially an [8,8] active space was tried. It included only the
nitrogen-chromium π interactions for 8. For compound 8red one of the pi-bonds
has changed to a nitrogen-carbon σ-bond and the active space was adapted ac-
cordingly. The active space was successively extended, including first also the

2 Taking into account the very small values of ∆Gcorr it might be assumed that Jensen and Børve’s
Gibbs free energy of formation for the singlet state species is incorrect.
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chromium-carbon bond in 8 which transforms to a carbon-carbon π-bond in 8red,
yielding a [10,10] space. Then the ethene π-bond was considered as well, leading
to a [12,12] active space for which no convergence could be achieved for the singlet
state. Although the small change in the predicted reaction energy from a [10,10] to
a [12,12] active space indicated convergence with respect to the active space, the
nitrogen-chromium σ-bonding interactions were finally considered additionally to
obtain convergence for the singlet state as well. Due to the low occupancy, one
nitrogen-chromium σ-antibonding natural orbital could be removed leading to
the final [16,15] space. The convergence with respect to the active space for the
predicted energy of formation for the singlet state species can not be deduced since
the [12,12] CAS and CASPT2 results could not be obtained. As convergence for
the triplet state seems achieved, it is anticipated for the singlet state as well. The
resulting natural atomic orbitals are depicted in Figure 6.1 to Figure 6.3.

Figure 6.1.. NAOs of the [16,15]-CASSCF calculations for the side-on complex 8-H.
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The energy of formation predicted by CCSD(T) for 8red-H in its triplet state agrees
much better (within 2.8 kcal/mol) with the PBE-D result than with B3LYP. It can
be concluded that the energetics of the reduction step can not be evaluated reli-
ably by the DFT methods tested (see Table 6.2). The disagreement of the CCSD(T)
and B3LYP results suggests that the reduction and spin-state change is much less
exothermic than predicted by B3LYP and that a pure functional is more appropriate
in this case. Taking into account the marked destabilization of the reduced species
by the introduction of bulky 2,6-i-Pr2C6H3 imido ligands, the reductive pathway
becomes less favorable compared to migratory insertion. For the direct insertion
step passing transition state [8–8ins]‡ to form the β-H agostic pentyl complex 8ins, a
barrier of 18.5 kcal/mol was found, which nearly equals the one for the reduction
step in case of the 2,6-i-Pr2C6H3 imido ligand. The low exergonicity of -1.1 kcal/mol
for the insertion step (see Table 6.1) will be significantly rised by the consecutive
complexation of a new ethene molecule.

Figure 6.2.. NAOs of the [16,15]-CASSCF calculations for the reduced complex 8red -H
in singlet state.
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Figure 6.3.. NAOs of the [16,15]-CASSCF calculations for the reduced complex 8red -H
in triplet state.

6.2.2. Insertion Mechanism

Although the polymerization mechanism is not fully elucidated and a reduction of
the metal center could still be doubted, a Cossee–Arlman [25, 26, 166] like mecha-
nism involving a migratory insertion of coordinated ethene into a chromium carbon
bond seems most likely and is assumed for this work, as backed by the reference
calculations.

As the reduction of computational demand is required to perform the catalyst op-
timizations later on, a simplification of the model complex 8 was conducted and
the model complex 7, shown in Scheme 6.5, was chosen for the active catalyst in
which the growing polymer chain is replaced by a methyl group. Only α-H agostic
interactions are included with the methyl ligand. Since only relative barriers of in-
sertion are of interest this seemed to be a fair choice, considering the analysis of the
reaction path starting with a propyl ligand, which is described in the following.

The β-H agostic propyl intermediate 8βH readily adds ethene to yield the side-on
complex 8. From the latter a reaction path was calculated to the γ-agostic product
of insertion 8ins.3 It connects the two intermediates via direct front-side insertion. Its

3 The reaction path was calculated using the growing string method by Peters, Heyden, Bell and
Chakraborty [167] with 11 nodes each and a convergence criterion of 0.001 as maximum perpen-
dicular gradient for a node. Two strings were grown; one from 8βH to the transition state structure
[8–8ins]

‡ and one from [8–8ins]
‡ to the product 8ins.
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energy profile and the change of some important geometrical parameters during
the course of the reaction are visualized in Figure 6.4, important structures are
shown in Figure 6.5.
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The parameter s describes the progress of the reaction in terms of mass weighted
coordinates and is normalized to equal 1 at complete product formation. At the
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transition state, i.e. the structure with the highest energy in the final string located
at s = 0.56, the carbon-carbon bond distance of the joining atoms has reached
3.21 Å. This bond shortens continuously on the reaction path to a single bond
distance of ≈ 1.6 Å. The carbon-carbon bond of the ethene unit has not stretched
compared to the reactant structure. The initial agostic interaction, indicated by a
chromium-H(β) distance of 2.07 Å in the reactant, is lost in the transition state,
since the bond distance has evolved to 3.64 Å. Most importantly the α-hydrogen
atom is interacting strongly with the metal center in the transition state with a
Cr-H(α) distance of 1.96 Å and a C-H(α) distance which has stretched by 0.06 Å
compared to the reactant and has reached its maximum.

Cr

N

N N Cr Cr
N N

N

Cr-H(α) interaction

C-H(α) bond

C-C bond in ethene

Cr-H(β) interaction

forming C-C bond

Figure 6.5.. Selected distances during the insertion of ethene into the bond con-
necting chromium and the propyl fragment of 8. All values in Å. The
di(isopropyl)phenyl substituents have been removed for clarity.

With this large distance between the metal center and the β-hydrogen atom, the
transition state is not stabilized by a β-agostic interaction. Thus, reducing the
propyl unit to a methyl group should not change the transition state’s structure
significantly. It has to be acknowledged that its energy relative to the reactant
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should be lower since the stabilizing β-agostic interaction is missing in the reac-
tant. Nonetheless, during the following catalyst optimization only relative barriers
are of interest.

6.3. Summary

Within this chapter the reactivity of cationic diimido chromium(VI) complexes to-
wards olefins has been investigated. Jensen and Børve had suggested that the poly-
merization might proceed via reduced chromium species [148]. This was founded
on the B3LYP based calculation of a highly exothermic reduction pathway for an
H-imido model complex involving a spin state change from singlet to triplet. Here,
it could be shown that the choice of the density functional has a marked influ-
ence on the spin state energetics, with B3LYP strongly favoring the triplet state.
Reference calculations by CASPT2 and CCSD(T) methods revealed the reduction
to be much less exothermic than predicted with the B3LYP functional. The agree-
ment with relative energies obtained by the pure functional PBE were much better.
It was further shown that the H-imido model is particularly ill suited to study
the reduction since the introduction of the bulky 2,6-i-Pr2C6H3 amido ligands lead
to a strong destabilization of the reduced species. Overall, the reduction pathway
has to be considered less likely compared to an insertion pathway proceeding via

chromium(VI) centers. As the β-H agostic interaction found in a propyl substituted
catalyst model vanishes in the transition state of the insertion step, where only an
α-H agostic interaction can be observed, the catalyst model was effectively mini-
mized by exchanging the propyl for a methyl ligand.
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7. Introduction

What is optimization? “Finding an alternative with the . . . highest achievable perfor-

mance under the given constraints, by maximizing desired factors and minimizing unde-

sired ones. In comparison, maximization means trying to attain the highest or maximum

result or outcome without regard to cost or expense. Practice of optimization is restricted

by the lack of full information, and the lack of time to evaluate what information is available

. . . .” (BusinessDictionary.com)

“In mathematics optimization . . . refers to the selection of a best element from some set of

available alternatives. In the simplest case, this means solving problems in which one seeks

to maximize (or to minimize) a real function by systematically choosing the values of real

or integer variables from within an allowed set.” (Wikipedia.org)

These two quotations highlight how differently the term “optimization” is used
in two research areas. To join the two definitions into one, the “given constraints”
could be added to the mathematical function to be maximized by the use of penalty
terms. When it comes to the selection of a (mathematical) optimization method, one
has to decide between two main classes: deterministic and probabilistic algorithms.
A deterministic algorithm is characterized by the fact that in each step there exists
at most one way to proceed. The algorithm has finised if there is no way to pro-
ceed, e.g. when the gradient equals zero in a gradient based optimization. For a
given set of variables the way taken is always identical. Contrasting the determin-
istic ones, probabilistic algorithms contain a random component. This means that
they depend on randomly generated numbers in at least one step. Thus, they are
not deterministic [108]. Deterministic algorithms are most often used if a relation
between the variables and observables is well known, e.g. geometry optimizations
in computational chemistry. If the relation is not too clear or too complex, or the
search space has a very high dimensionality, probabilistic algorithms are commonly
employed.

In experimental synthetic chemistry, the optimization of a compound with respect
to a given property is always ruled by constraints. One very obvious one is that
the compound has to be stable or inert to be studied. In computational chemistry
this constraint is removed. The beauty is that certain parameters can be explored
to their extremes to get better insight into the effect. For example a specific bond
in a compound might be stretched or atoms exchanged. This allows substantially
more freedom in the design of experiments. The problem of computational chem-
istry is that after finding an optimal solution, the knowledge has to be transferred
back into the laboratory and the corresponding compound has to be synthetically
accessible.
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Within this work, the optimization of olefin polymerization catalysts for specific
substrates is aimed at. Catalytic activity is not a quantum chemical observable but
obviously depends on the kinetic barriers associated with the mechanisms leading
to polymer formation, which are calculated from quantum chemical observables:
energies. This is only one part of the problem. The other is that it also depends on
competing steps, e.g. chain termination or catalyst deactivation processes. Further-
more, from a practical point of view, an optimal catalyst has to be thermodynam-
ically accessible. The complexity of the optimization problem is high, because the
energies of all relevant intermediates and transition state structures depend in an
ill-defined way on the catalysts molecular composition. Therefore, a probabilistic
method of optimization was chosen.

Neutral diimido chromium complexes, which show good tolerance towards highly
polar olefins as polymerization substrates [57], were investigated with respect to
mechanisms leading to the polymerization of gem-difluoroethene or deactivation
in chapter 5. Their optimization is challenging since no experimental evidence ex-
ists. Hence, there is no guideline which parameters of the complex could be altered
to improve its properties. It was found that the dependence of the predicted cat-
alytic activity on the computational method, i.e. density functional, is strong. A
method was calibrated to the resulting energies from high-level wavefunction the-
ory. During the catalyst optimization the system should not be altered too much
because of the danger to invalidate the applied computational method. Hence, the
metal chosen, its (formal) oxidation state and the ligand classes have to be kept
constant. The substitution pattern on the ligand is left to be altered. This is the
object of investigation within this part.

For the ionic diimido chromium(VI) complexes, experimental evidence for their
catalytic activity in ethene polymerization exists [133, 160]. Though, the effects of
the ligands substitution patterns on the catalytic activities have not been inves-
tigated systematically yet and are unclear. Gibson et al. synthesized the di(tert-
butyl)imido benzyl chromium complex and showed that it has a high activity in
ethene polymerization [160]. Even higher was the activity reported for the related
di(diisopropylphenyl imido) chromium complexes [135]. A variety of routes to ac-
cess phenylimido chromium complexes exists [136, 161, 168, 169], and the phenyl
substituent can be altered in a manifold of ways. Therefore, this class of com-
pound’s was chosen for further optimization. Light shall be shed on the influences
different ligand substitution patterns have on the catalytic activities.

79





8. Target Based Random

81



8. Target Based Random

8.1. Introduction

The potential compatibility of chromium(VI) based polymerization catalysts with
highly polar monomers has been outlined in chapter 5. In this chapter the tuning
of the diimido ligand toward good fluoroolefin polymerization activities is inves-
tigated. In chapter 5 β-fluorine elimination from the growing polymer chain was
found to be the major route to catalyst deactivation. The question is, whether it
is possible to favor insertion steps leading to polymerization over (fluorine) elimi-
nation steps. In other words, can the rate constant of chain propagation (kprop) be
increased over that of chain termination (kterm): kprop > kterm?

Based on the simple model system 1S (Figure 8.1), introduced on page 42, geo-
metrical parameters are systematically screened for their influence on the catalytic
properties of the metal complex. In case an optimal geometric structure could be
derived, the optimization task would be reduced from finding an active catalyst to
finding or optimizing a diimido chromium complex resembling the optimal struc-
ture. The computational part of the catalyst search is therefore two-stage: firstly,
establishing a quantitative structure activity relationship, secondly, performing the
optimization towards a good structure.

N
Cr

N

H

H
1S

Figure 8.1.. The model complex 1S derived in chapter 5.

8.2. Exploring a Quantitative Structure Activity

Relationship: Angle Scanning

Constrained geometry and ansa-metallocene catalysts, which allow for the tuning of
certain geometric parameters influencing the catalytic properties, play an important
role in the field of Group 4 based olefin polymerization [170–172]. It has been found
by inspection of the geometries that for the diimido chromium system 1S two
angles alter during the course of insertion and elimination steps (see Table 8.1).
The first is the H–N–Cr angle (α) and the second is the N–Cr–N angle (β) (see
Figure 8.2). Both can be potentially tuned by a suitable ligand design.
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Figure 8.2.. Illustration of the definition of α- and β-angle for the model complex 1S.

Table 8.1.: The angles α and β for important structures.

Compound β α

1S 112.5 149.0
[1S–2S]‡ 115.5 156.6
2S 112.9 150.0
[2S–3S]‡ 113.0 153.9
[1S–4S]‡ 119.0 158.6
4S 112.5 148.0

It has to be stressed that compared to the reactant structure of 1S, the β angle is
increased only for the transition state structures of insertion steps and remains ap-
proximately constant for the β-F elimination. The α angle increases for all transition
states structures.

It is well known [173–175] that the deformation of metal imido angles (α) is facile.
Jandciu et al. [176] calculated the potential of the R-N-Cr angle deformation by
DFT methods and concluded that it is very flat. Here, the potential energy surface
is scanned in both the α- and β- space starting from a relaxed geometry with α =

149.0◦ and β = 112.5◦. With respect to the α angle a very flat surface is found. A
change of 20◦ results in an energy rise of only ca. 6 kcal/mol. The potential for
the deformation of the β-angle is much steeper and a change of the β-angle by 20◦

increases the energy by approximately 12 kcal/mol (see Figure 8.3). Based on these
findings small modifications of the β angle seem possible.
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Figure 8.3.. Potential energy of 1S versus the α- and β-angle.

To increase the selectivity of the catalyst, the 1,2 insertion barrier has to be selec-
tively lowered and/or the β-F elimination barrier has to be selectively raised. To
investigate the response of the catalyst with respect to these properties, an angle
scanning was initiated for the transition state structures as well. For further tech-
nical details, see chapter 12. Transition state structures for the 1,2 insertion and
β-F elimination steps were optimized under geometrical constraints in the range of
α = 120◦ – 170◦ and β = 80◦ – 170◦. The results are visualized in Figure 8.4 and
Figure 8.5. 1

Starting from the equilibrium geometry, barriers decrease for both reactions slightly
with increasing values of the α angle and strongly with increasing values of the β

angle. When changing to high β values for 1S, we move from an idealized Td to a
ML4 C2v geometry. The Cr 3d orbital energies in terms of the atomic natural orbital
energies are printed for β = 112.5◦ and β = 170◦ in Figure 8.6, where the center of
the coordinate system is the metal atom, the z-axis is chosen to intersect the C-Cr-C
angle and the carbon atoms are placed in the xz plane. While the dyz orbital is rising
in energy, all others decrease. The dyz orbital does not have the proper symmetry to
be involved in the bond-breaking bond-forming processes during the 1,2 insertion
if the olefin is assumed to be aligned in the xz-plane. Indeed, from the analysis of
the natural bonding orbital to natural atomic orbital transformation matrix it can
be taken that the dz2 orbital, followed by the dx2−y2 and dxz orbitals, contributes
most strongly to the forming chromium carbon bond in the transition state. Since
its energy decreases with increasing β-angle, it can be speculated that the total

1 Negative values for barrier heights arise from different DFT methods used for geometry opti-
mization (PBE-D/def-SV(P),def-TZVP) and energy evaluation (B2-PLYP-D/def2-TZVPP).
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8.2. Exploring a QSAR: Angle Scanning

transition state energy is lowered by this effect. Both dxz and dx2−y2 orbitals have
the strongest contribution to the chromium carbon bonds in the educt complex
1S. Thus the dz2 orbital seems crucial for the relative stabilization of the transition
state. The same orbital energy arguments hold for the β-F elimination step except
that one of fluorine’s filled p orbitals can also interact with the Cr dyz orbital, thus
giving rise to a partial increase in energy.
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Figure 8.4.. Barrier heights (∆E‡ in kcal/mol) for the transition state of β-F eliminiation
[2S–3S] ‡.

The term

∆∆E‡(β-F elimination – 1,2 insertion) = ∆E‡(β-F elimination)− ∆E‡(1,2 insertion)

determines the selectivity, because these two barriers are associated with the com-
peting processes. The goal is to maximize the selectivity to maximize the probabil-
ity of insertion steps. A surface plot of ∆∆E‡ values for different α and β angles is
given in Figure 8.7. At a parameter set of approximately α = 140◦ and β = 140◦ a
maximum can be identified with the insertion step being favored by 11 kcal/mol
over the elimination step. Moreover, 1,2 insertion barriers are predicted to be very
low (around 0 kcal/mol) for these geometries. In general a borderline can be drawn
at a β angle value of 120◦ where insertion should dominate over elimination.
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Figure 8.5.. Barrier heights (∆E‡ in kcal/mol) for the transition state of 1,2 insertion
[1S–2S] ‡.

jklmn

jklmo

jklmm

jklmp

jklmk

jklpq

jklpr
s

t

u
v

wx

v

y

y

E  / Eh

zz{|}~ z��~

yz

xy

z
�

xz

x
�
-y

�

�

Figure 8.6.. Energies of the Cr 3d atomic natural orbitals in Eh for β = 112.5◦ and β =
170.0◦.

86



8.3. Candidate Construction and Evaluation

��� ��� ��� ��� ��� ���

��

��

���

���

���

���

���

���

���

���

β / °

����

����

����

����

���

���

���

���

����

α / °

Figure 8.7.. ∆∆E‡ (β-F elimination – 1,2 insertion) in kcal/mol.

8.3. Candidate Construction and Evaluation

As the β angle influences both the reactivity and the selectivity to the greatest
extent, chromium complexes were searched for, which bear bidentate imido ligands
increasing this angle. This search was automated. The flowchart of the candidate
construction and evaluation process is shown in Figure 8.8.

A fragments database was created and ligands were assembled statistically from
it. It consisted of 13 different fragments as compiled in Table 8.2. Connections to
other fragments were possible in all positions marked with “X”. A relative prob-
ability for being chosen as building block of the ligand was defined and is given
in column three. It is for example seven times more likely to find a phenyl unit
than an anthracene unit in a ligand. A statistical probability to find a given number
of fragments n in a ligand was also defined as tabulated in Table 8.3. The choice
of fragments and their probabilities of incorporation was guided by a visual in-
spection of chelate metalorganic catalysts reported in the literature [177]. During
construction, every ligand begins with a terminal imido fragment, is grown with
n statistically selected fragments and terminated by a second imido fragment. All
remaining linking points were saturated with again statistically chosen termination
fragments (see Table 8.4).

In the second step the ligand was attached to a dimethyl chromium unit whose
geometry was taken from the model system 1S. During the following MM2 force-
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field optimization the geometry of the dimethyl chromium unit was held constant.
The tetrahedral chromium atom was treated as a sp3 hybridized carbon atom for
these calculations.

choose n 

select n fragments 

connect imido N + n frag-
ments + imido N 

saturate with termination 
fragments T 

attach to dimethyl chromi-
um 

MM2 preoptimization 

PM6 preoptimization 

β > 120°, d��� > 2.5 Å ? 
������

 ¡

¢ ¢£

no 

yes 

DFT optimization 

β > 120° ������
no 

yes 

PM6 energy check passed? ������
no 

yes 

full DFT evaluation 

Figure 8.8.. Flowchart of the candidate construction and evaluation process.

In the third step the structure was reoptimized employing the PM6 method [178],
again keeping the dimethyl chromium unit fixed. This structure was used as start-
ing geometry for subsequent DFT calculations in case the following tests were
passed. To reject unsuitable catalyst candidates three tests were employed:
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8.3. Candidate Construction and Evaluation

• Is the β angle above a threshold of 120°?

• Is the distance of the imido nitrogen atoms higher than 2.5 Å? (This test is
needed to reject structures which collapsed during the PM6 based optimiza-
tion.)

• Is the structure energetically reasonable?

To judge on that last question an open chain model 9 was assembled, which is
preoptimized in the same way as outlined above. Then both catalyst candidate
10 and 9 were freely optimized using PM6 and the computed heats of formation
compared (see Scheme 8.1).

CrN

N

Cr
N

N

9 10

Scheme 8.1. Model reaction to estimate ring-strain.

If the formation of 10 was exothermic by more than 100 kcal/mol or less than
0 kcal / mol, the structure was rejected. Typical values of around -40 kcal/mol for
the exemplary candidates presented in section 8.4 were found.

After the full DFT optimization of a catalyst candidate the β angle was rechecked
to be higher than 120◦ and otherwise the optimization was canceled. For all further
DFT calculations input structures were created in the following way: The model
system’s structure was taken and the imdo ligand removed. The resulting fragment
was joined in cartesian coordinates to the candidate’s DFT optimized structure hav-
ing in turn the dimethyl chromium unit removed. Optimizations of intermediates
were carried out as outlined above. Optimizations of the transition state structures
were performed as described for the angle scanning experiment with the excep-
tions that a) a full Hessian was computed after the preoptimization step and b)
the optimization was stopped if bond distances exceeded or fell below reasonable
thresholds. Finally, single point energy calculations were carried out for all com-
puted structures.
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Table 8.2.: Fragments used in the construction of imido ligands.

Entry Fragment Probability

1 X X 10

2 X N
X

10

3 X X

X X

25

4
N

X
N

X 10

5
NH
X

X

15

6

X
X

X
X

X

X

70

7 X

X

60

8 X X 60

9 X O

NH
X

23

10

X

X
X X

X

10

11
N
X

X X

15

12 N
N

X
X

12
13 X X 8
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Table 8.3.: Probabilities for the assembly of a ligand from the number of n fragments.

n Probability

2 30
3 34
4 40
5 30
6 15
7 10
8 5
9 1

10 1

Table 8.4.: Termination fragments and their respective probabilities of incorporation.

Entry Fragment Probability

1 H X 100
2 Cl X 20
3 F X 15

4 H3C X 15
5 F3C X 5

8.4. Exemplary Catalyst Candidates

The examples presented here should serve as structural guidelines for laboratory
synthesis. They were selected by visual inspection from the candidates generated
by the automatic system since they feature both high β angle values and a simple
molecular structure.

The three candidates KA, KB and KC (see Figure 8.9), all exhibit β angles of close
to or more than 120◦ after reoptimization at the DFT level.

These extraordinarily large angles are enforced by highly strained ligand systems,
with the terphenyl based candidate KC being an extreme case, for which a value
of 27◦ is found for the out of plane bending of the central to the other to phenyl
rings. For the simple reactions of dimethyl chromium with the ligands in their
amine form (see Scheme 8.2), energies of formation were calculated and corrected
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for zero point vibrational contributions. These values were compared to the ones
obtained for a model of Gibson’s di(tert-butylamido) chromium complex 11 shown
in Figure 8.10, for which the benzyl ligands were replaced by methyl ligands. This
reference was chosen, since di(tert-butylamido)chromium serves as a starting point
in the synthesis for many related compounds [145]. This comparison eventually
allows to predict problems in laboratory synthesis beforehand.

Cr
N

N
Cr

N

N

Cr
N

N

Cr
N

N

Cr
N

N

β=121°

β=119°

β=128°

KA

KB

KC

Siemeling

Gibson

Figure 8.9.. Structures of the three exemplary catalyst candidates KA , KB and KC along
with the models for Siemeling’s and Gibson’s catalysts.

Cr Cr
N

N

NH2

NH2

+
- 2 H2

+ 2 H2

Scheme 8.2. Model reaction of dimethyl chromium with ligand precursor.

Cr
N

N Bn

Bn

11

Figure 8.10.. Gibson’s benzyl substituted di(tert-butylamido) chromium complex 11.
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The energies of formation are given in Table 8.5. If an estimate for the entropic
contribution of ca. -10 kcal/mol [179] is included for the reaction with bidentate
ligands, still KA, KB and KC are found to be thermodynamically less favored by 7.6
to 17.8 kcal/mol. This might give a hint about problems associated with laboratory
synthesis.

Table 8.5.: Relative energies of formation (in kcal/mol) for the model reaction and barrier
heights for 1,2 insertion and β-F elimination as well as calculated selectivi-
ties.

Compound ∆E ∆E‡ selectivity
(1,2 ins) β-F

Gibson 0 10.3 14.3 8.6 · 102
Siemeling 6.4 15.2 15.8 2.8 · 100
KA 17.6 6.9 13.7 9.7 · 104
KA

a 11.0 17.7 8.0 · 103
KA

b 30.7 17.4 1.6 · 10−6

KB 17.7 8.0 8.4 1.5 · 104
KC 27.8 -3.9 13.7 1.1 · 109

a values recalculated with the PBE-D/def-TZVP,def-SV(P)
method.

b values recalculated with the B3LYP/def2-TZVPP//
PBE-D/def-TZVP,def-SV(P) method.

For the candidates KA–KB transition state structures were optimized for 1,2 inser-
tion and β-F elimination and reaction barriers were calculated. They are compiled
in Table 8.5 and depicted along with the values for the Gibson type model di(tert-
butylimido) dimethyl chromium and the model for Siemeling’s ansa-(2,5-diimido-
2,5-dimethylhexyl)dibenzyl chromium in Figure 8.11. As expected from the angle
scanning experiment, reactivity and selectivity increase with the β angle.

To reevaluate the method-dependence, for the candidate KA the barriers were also
calculated with the PBE-D and B3LYP functional. In the same way as during the
calibrations in chapter 5, B3LYP predicts a reversed selectivity favoring catalyst
deactivation while PBE-D is again in good agreement with the B2PLYP-D results
(see Table 8.5).
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Thus, the diimido motive has been optimized to strained bidentate ligands, which
on the one hand increase the reactivity in polymerization and on the other hand
renders chain termination processes by β-F elimination less likely.
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Figure 8.11.. Reactivity in terms of the barrier for 1,2 insertion against the selectivity of
the catalyst.

8.5. Conclusions

A systematic investigation of two bond angles termed α and β, which can be con-
trolled by ligand design, has been performed. Their influence on the catalytic ac-
tivity and selectivity of the model diimido dimethyl chromium complex has been
computed. It has been found that a β angle of more than 120° increases both re-
activity and selectivity in the polymerization process. Under the constraint of a
high β angle catalysts were randomly synthesized in silico. It was possible to per-
form a random search since the effective search space was small. This means from
the large search space, defined by the variability in the ligand structure, only a
few candidates were actually evaluated for their properties at the time consum-
ing density functional level. The vast majority of candidates was rejected by filters
applied already at the early stage of semi-empirical reoptimization. Considering
the runtime difference between the property evaluation steps which required time
on the order of 1–3 days, and seconds to minutes for the typical preoptimization
steps, prescreening of 102–103 candidates per DFT-evaluated candidate was possi-
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ble within the available computer setup without requiring any additional computer
resources.

The random search led to the proposal of three catalyst candidates, exhibiting high
theoretical potential as reactive and selective fluoroolefin polymerization catalysts.
Experimental evaluation of one of these candidates, which can be seen as structural
guidelines or “leads”, is described in chapter 10.
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9.1. Introduction

Genetic algorithms (GAs) play an important role in bioinformatics. They are em-
ployed in the field of drug design and for general docking problems as well as in
materials science [180, and references herein]. Although the problems to exploit
structure-property relationships in order to find a global optimum are existent in
many fields of chemistry, only few attempts have been made to combine quantum
chemical methods with algorithms suited to solve these problems. Durrant [39]
has pioneered in the field of quantum chemical guided catalyst development. He
combined genetic algorithms with density functional calculations to identify model
complexes which cleave N2 and form metal nitrides ( 2 LnM + N2                 2 LnM N ),
similar to a system described by Cummins [181–183]. Only very small models were
used in this case and problems associated with missing steric contributions were
addressed with fixed coordination geometries. The few other works published in-
clude i) the optimization of dibenzyl sulfide oligomers to optimally cover a gold
nanoparticle by Nagata [184], ii) the development of a DFT-based GA optimization
algorithm by Hünerbein, which was employed for the optimization of the dipole
moment and the HOMO-LUMO gap by the variation of substituents of naphtha-
lene, minimization of the activation energy of a Diels-Alder reaction and maximiza-
tion of the binding energy of dihydrogen on borols [185], and iii) the recent exten-
sion of Hartke’s and Dieterich’s OGOLEM framework [186] to design optimally
light-switchable molecules employing semi-empirical methods [187]. All these ap-
proaches target on only one parameter to be optimized disregarding for example
the important question whether the optimized compounds are stable or not.

Computational resources available to the scientist are steadily increasing. Not sel-
dom can computer clusters of up to 500 CPU cores be found on a working group
basis. Powerful enough to treat realistically sized chemical systems, the need to
efficiently use this infrastructure was recognized and a suite of programs was to
be developed to drive quantum mechanical calculations with genetic algorithms
fully automatically. Very high flexibility was to be maintained to adapt the sys-
tem to a wide range of computationally treatable problems and in particular allow
for the multi-factorial definition of a compound’s fitness. Details of the technical
implementation can be found in chapter 12.

The system was applied to the optimization of cationic diimido chromium(VI) com-
plexes for ethene polymerization. Their relevance has been outlined in chapter 5
(page 40) and overall applicability to olefin polymerization is believed to be by its
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isolobal relationship to the Group 4 metallocenes [58]. However, there were discus-
sions, whether the chromium(VI) species are reduced under the exposure to olefins
and the catalytic centers would be chromium(IV) [147, 148]. The reduction has
been discussed in chapter 5 and falsified. On the contrary, an insertion mechanism
proceeding via chromium(VI) centers seems more likely. Nonetheless, trends in
catalytic activity have neither experimentally nor theoretically been explored in de-
tail yet. Though, it was noted by Gibson et al. that the di(diisopropylphenyl)imido
dimethyl chromium complex activated with B(C6F5)3 showed qualitatively faster
polyethene production than the di(tert-butyl)imido dibenzyl chromium activated
with [PhNMe2H][B(C6F5)4]. Kipke investigated the effect of imido substitution with
a small series of three differently halogen substituted arylimido ligands as well as
the tert-butylimido and the mesitylimido ligand [136]. She used chloro chromium
complexes activated with methyl aluminoxane and concluded that electron with-
drawing groups in the imido ligands have an inhibiting effect on the catalytic activ-
ity in ethene polymerization. Not in line with this, the activity for the electron poor
2,4,6-trifluorphenyl imido complex was highest amongst the tested catalysts. This
invalidates Kipke’s conclusion to some extent and underlines the need for further
investigations.

Especially the class of arylimido ligands features a manifold of substitution pos-
sibilities, in particular considering that a broad range of synthetic routes towards
their chromium complexes is known [136, 161, 168, 169]. These are therefore chosen
as study subjects. The global optimization system is applied to the substitution pat-
tern in the arylimido ligands in order to identify ligands and typical ligand features
which favor low insertion barriers in ethene, thus favoring polymerization.

9.2. Optimization

9.2.1. Optimization Space

For the global probabilistic optimization the space spanned by the substituents on
the arylimido ligands was selected, since it can be constructed to contain ligands
with a diverse set of both electronic and steric features. The phenyl ring possesses
five substitution sites available for derivatization on its carbon backbone as shown
in Scheme 9.1.
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R4
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Scheme 9.1. The aryl backbone marked in red of the arylimido chromium(VI) complexes
(left) and its ligand precursors (right). The substituents R1–R5 span the
optimization space.

The substituents H, Me, i-Pr, Cl, F, OMe, Ph, SO2Me and CF3 were allowed to be
placed in all positions of the backbone. The alleles together with the substituents
they encode are given in Table 9.1. With the five different substitution sites of the
phenyl backbone, this optimization space leads to 95 (59049) possible solutions. The
encoding on the chromosome is “[R1]___[R2]___[R3]___[R4]___[R5]”.

Table 9.1.: Substituents with their genetic codes.

Substituent allele
-H 0
-Me 1
-i-Pr 2
-Cl 3
-F 4
-OMe 5
-Ph 6
-SO2Me 7
-CF3 8

9.2.2. Fitness function

The optimization aimed at the reduction of the barrier for migratory insertion,
shown in Scheme 9.2, and thus favor chain propagation. Its rate constant kprop

for the rate determining step, which is the actual insertion process starting at the
ethene adduct 7add, can be estimated by

kprop(T) ≈
kBT

h
e−∆E‡/(RT)
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where T is the temperature, kB Boltzman’s constant, h the Planck constant, R the
universal gas constant and ∆E‡ the activation energy. Thus, lowering the activa-
tion energy will lead to an exponential increase in the reaction rate. As refer-
ence the model 7Me (Scheme 9.3) was chosen for the experimentally known di(2,6-
diisopropyl phenylimido) complex, as derived in section 6.1.

Cr
N

N

R

R

+

Cr
N

N

R

R

+

H

Cr
N

N

R

R Hinsertion

R = i-Pr2C6H5

7add

[7add–7ins]
‡

7ins

Scheme 9.2. Insertion of ethene into the chromium-carbon bond.

The insertion barrier ∆E‡ for the insertion of ethene into the chromium-carbon
bond of this model was calculated to ∆E

‡
ref = 15.3 kcal/mol using the COSMO-

PBE-D/def-SVP,def-SV(P) method approved in chapter 6. This computational
method was used for all calculations within this chapter.

Cr
N

N

i-Pr

i-Pri-Pr

i-Pr

7Me

Scheme 9.3. The reference model complex 7Me.

A decrease of the activation energy can generally be achieved by either stabilizing
the transition state or by destabilizing the reactant. If the latter route is taken, the
synthesis of these complexes could be potentially complicated, if not impossible. To
circumvent this problem, a measure for the ease of synthesis can be incorporated
into the fitness function. The reaction energy ∆E f for a transamination with the
reference complex (see Scheme 9.4) to form the candidate 12 was chosen as such a
measure. It can be calculated from the absolute energies of educts and products E

by

∆E f = 2E(2,6-diisopropyl aniline) + E(12)− 2E(ligand-precursor)− E(7Me).
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Scheme 9.4. Ligand exchange by transamination.

Within the fitness function the relative importance of ∆E f and ∆E‡ can be ad-
justed by offsets. Severals runs were performed in which different parameters were
tested.

Run 1 High emphasis was laid upon the synthesizeability in the first run of the
global optimization system. The fitness f1a (Eq. 9.1) was calculated as

f1a = log(e∆E f + e∆E‡−21.3 kcal/mol) (9.1)

where ∆E‡ is the candidate’s insertion barrier. Initially, 21.3 kcal/mol were sub-
tracted from the ∆E‡ value, hence convergence was favored towards a popula-
tion which can be synthesized “easily”. This value was changed during the run to
6 kcal/mol to favor evolution towards low barriers, yielding the fitness function f1b

(Eq. 9.2):
f1b = log(e∆E f + e∆E‡−6 kcal/mol) (9.2)

Run 2 and 3 A balanced emphasis was laid upon both synthesizability and activ-
ity in the second and third run from the beginning (Eq. 9.3):

f2 = f3 = log(e∆E f + e∆E‡−6 kcal/mol) (9.3)

9.2.3. Evaluation procedure

During the optimization, the evaluation of the catalyst candidates was split into six
individual tasks A–F (see Scheme 9.5).
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Scheme 9.5. Individual steps of the full catalyst candidate optimization. Step F is grayed
out since it was skipped after correlating QST3 calculated and approxi-
mated barrier heights.
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In task A the ligand precursor was optimized in a multistep procedure. First the
chromosome was translated into a SMILES notation. From this an initial three di-
mensional structure was generated using the smi23d programs [125], which was
then preoptimized using the MMFF94 force field [188]. The structure was reopti-
mized at the semi-empirical level using the PM6 hamiltonian to create a sensible
starting structure for the following final optimization at the DFT level.

In task B the neutral dimethyl complex was constructed in a similar manner as
the ligand precursor. In the force field optimization the metal center, for which the
coordination sphere is tetrahedral, was treated as a tetrahedral carbon atom since
no chromium parameters are available.

Tasks C–F reuse the already cartesian coordinates from a previous step. Only the
active site, consisting of the metal center, the methyl- or propyl-ligand and the ethy-
lene molecule, was replaced in xyz-coordinates before the structure optimization.

In task E an approximate transition state structure was optimized by fixing the
distance of the two joining carbon atoms at a value of r = 2.55 Å, which was
found after optimization for the transition state structure of the reference catalyst
7 ([7add–7ins]‡). This distance is considerably shorter than for the isopropyl substi-
tuted model 8.

Task F finally performed the transition state optimization itself. Starting from the
estimated transition state structure of task E, two more points were optimized. One
was more educt-like with a carbon – carbon bond length r of r = 2.94 Å and one
more product-like with r = 1.76 Å. Starting from these three structures a syn-
chronous transit-guided quasi-Newton (STQN) search [189, 190] for the transition
state structure was initiated. In case it failed (as indicated by a large or small car-
bon – carbon distance r with 1.7 Å > r > 3.3 Å, an energy equaling that of the
reactant or no convergence), a string was grown between the more product like
and the more educt like structure using Peters, Heyden, Bell and Chakraborty’s
growing-string method [167]. Seven nodes and a loose convergence criterion of
0.01 as maximum perpendicular gradient were utilized and the transition state en-
ergy was estimated by the iteratively sought maximum of a spline [191] over the 7
points.

Task F is certainly the most time consuming, especially if the STQN search failed
and a string had to be computed. The latter happened in 73% (470 out of the 644
first candidates in run one) of the cases. With the goal to speed up the calculations,
the correlation between the approximate transition barrier from task E and the
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9.2. Optimization

analytic barrier from the STQN searches was investigated for 174 candidates. A
linear correlation described by ∆E‡ = (1.044 · ∆E

‡
est − 0.508) was found with R2 =

0.952 (Figure 9.1).
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Figure 9.1.. The estimated barrier at the fixed distance of r = 2.55 Å against the STQN
optimized barrier of insertion.

The strong correlation between the estimated and the analytically derived barrier
justifies the use of estimated barriers in the fitness function. Therefore, starting
from individual 645 within the global optimization run one, the fitness values are
based on values calculated from the estimated barriers using the linear equation
given above and job F was skipped. For runs two and three, this approximation
was used from the beginning.

9.2.4. Optimization Runs

Run 1 The global optimization was run with the parameter set given in Table 9.2,
which is essentially a scale up from the standard parameter set during the test runs
described in chapter 13, employing again a rank based selection algorithm.

The evolution of the fitness during the global optimization run one is visualized in
Figure 9.2. After 200 individuals had been evaluated, which were randomly created
as a starting population, the average fitness of the parents started to increase. In
the beginning, the increase was steep since two effects superimposed: the pool from
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which the parents are selected grew larger than the number of selected parents and
after that optimization set in. As described above, after 644 calculated individuals,
the barrier of insertion was estimated by a linear correlation with the fixed-distance
energies. As the correlation is high and the proportion of the barrier’s value in f1a

(Eq. 9.1) is small, the effect is invisible in the chart.

Table 9.2.: Parameters used during the global optimization runs.

Parameter run 1 run 2 run 3
nmaxrun 200 200 200
nparent 200 200 2
npop 400 400 200
nbest 40 40 20
nmaxchild 20 20
npool-size – – 5
Pc 0.9 0.9 0.9
Pm 0.2 0.2 0.2

Where nmaxrun is the number concurrently running tasks in the optimization system, nparent is
the number of potential parents from which 2 are drawn for mating, npop is the size of the
actual population, nbest is the number of elitists (fittest ever calculated individuals), nmaxchild the
maximum number of candidates which are created at once for evaluation, npool-size the number
of candidates in the pool for tournament selection, Pc the probability of crossover and Pm the
probability of mutation. Details of the parameters can be found in chapter 13.

Following the flattening of the mean-fitness curve, which indicates a stagnation in
the optimization process, the fitness function was changed to f1b (Eq. 9.2) after 1360
calculated individuals as a test. The fitness of all previously calculated individuals
was recalculated. Interestingly, the fitness did not start to rise after introducing
the new fitness function, but resumed to decline. Therefore, the experiment was
stopped after a further 100 candidate evaluations.

Run 2 As stated above, the only initial difference between run two and one was to
calculate the fitness by function f2 (Eq. 9.3). It can be seen from Figure 9.2 that after
the initial population, which consisted of 200 candidates, was evaluated, a steep in-
crease in fitness occurred until twice the population size was reached. From there
on a decrease in mean fitness can be observed, ranging approximately from can-
didate 400 to 800. Hence, after removing the 200 worst candidates from the actual
population, no further increase in the fitness was achieved and no additional op-
timization took place. To increase the diversity, the mutation probability Pm was
increased to 0.3 after 755 candidates were calculated, and a constant number of
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10 randomly constructed candidates were injected into the group of parents. This
means that 10 random candidates were added to the rank based fittest 200 indi-
viduals (including the 40 fittest ever calculated). From this pool, every time a new
candidate had to be evaluated, two individuals were drawn randomly for mat-
ing. After this change and an approximately 200 further individuals which had to
pass out of the system, the mean fitness increased again. It formed a maximum at
around 1340 calculated candidates and started to decline again thereafter.

Run 3 To probe whether a different selection algorithm could lead to a better
optimization performance and a higher maximum mean fitness, a third run was
initiated. As selection algorithm the tournament selection was applied as it fea-
tures a promising loss of diversity / selection intensity profile and was easy to
implement. A tournament size of npool-size = 5 was chosen to achieve a theoretical
loss of diversity similar to the one obtained by the truncation selection as in runs
one and two. Following Equation 2.17 (page 28) the loss of diversity is

pd,T(5) ≈ 0.53

whereas for the truncation selection with T = 0.5, using Equation 2.12, pd,T(0.5)
takes a value of 0.5. At the same time a higher selection intensity is achieved with
the tournament algorithm of

IT(5) ≈ 1.15

following Equation 2.20 compared to a value of IΓ(0.5) ≈ 0.8 for the truncation
algorithm, which can be calculated from Equations 2.12 and 2.14, given that fc for
the normal Gaussian distribution equals 0.

Again, the mean fitness increased after the first 200 candidates had been calculated
as depicted in Figure 9.2. Although after about 830 calculated candidates a phase
of stagnation is visible, the mean fitness started to increase again after 1200 calcu-
lations to peak at a value of about -8.8 and drop thereafter. After 2225 calculated
candidates, it was tried to stop the decline by raising the number of fittest ever
calculated candidates kept in the actual population to 60 resulting in a jump in the
mean fitness and a consequent increase to -7.5. Thereafter no further improvement
in the population’s mean fitness was observed.

The fittest individual identified in this run was identified as number 588, compared
to number 852 in run 1 and 390 in run 2.
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Figure 9.2.. Average fitness of the population (lower lines) and maximum fitness (upper
lines) during the optimization runs 1–3 versus the number of individuals
evaluated (ncalc). For runs 2 and 3 the fitness values have been shifted
by +10. Please note the logarithmic scale in the upper part of the graphs.
1.a marks the point after which only estimated barriers were used in the
calculations of the fitnesses. 2.a marks the parameter change in run 2 and
2.b the following inset of optimization. 3.a marks the change of nbest in run
3.
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9.2.5. Data Evaluation

During the optimization runs molecular descriptors were calculated and col-
lected:

• after preoptimization with the PM6 method:

– for the ligand precursors:

* the charge at the nitrogen atom qPM6(N,ligand)

* the energy of the HOMO EPM6,HOMO(ligand)

* the energy of the LUMO EPM6,LUMO(ligand)

* the HOMO-LUMO gap ∆EPM6,gap(ligand)

* Schüürmann’s MO-shift parameter αPM6(ligand) and

* Pople’s and Parr’s absolute hardness HardnessPM6(ligand)

– for the dimethyl complex

* the charge at the Cr atom qPM6(Cr)

* Schüürmann’s MO-shift parameter αPM6

* Pople’s and Parr’s absolute hardness HardnessPM6 and

* the N–Cr–N angle βPM6.

• after DFT optimizations:

– for the dimethyl complex

* NMR shift parameters, namely the isotropic and anisotropic shield-
ing constants σiso and σaniso for the Cr atom, the methyl ligand’s
carbon atoms and the imido nitrogen atoms

* the energies of the HOMO and LUMO as well as their gap EHOMO,
ELUMO and ∆Egap

* the N–Cr–N angle β

* its relative energy of formation ∆∆E f compared to the energy of
formation of the reference complex 7Me.

– For the cationic side-on complex:
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* the energies of the HOMO and LUMO as well as their gap
EHOMO(side-on), ELUMO(side-on) and ∆Egap(side-on)

* the N–Cr–N angle β(side-on)

* its energy of formation ∆E f (side-on).

– For the product of insertion, the propyl complex:

* the energy of formation from the side-on complex ∆E f (propyl).

– For the approximated transition state structure:

* the β angle β(TS).

The values of the descriptors are plotted against the estimated barriers of insertion
∆E

‡
est for runs one to three in Figure 9.3 to Figure 9.5.

On a first glance, it becomes evident that there is no clear dependence of the in-
sertion barrier on any of the descriptors. To quantify this, (linear) Pearson’s cor-
relation coefficients were calculated and are compiled in Table 9.3. Within all test
sets, the strongest correlations were found for ∆E f (propyl), the energies of the LU-
MOs ELUMO(side-on) and ELUMO, the N–Cr–N angles β and β(side-on) as well as
the NMR shielding constants σiso(Cr) and σaniso(C). Overall, the correlations are
very low – the correlation between ∆ f (propyl) and the barrier being strongest with
R2 = 0.104, R2 = 0.211 and R2 = 0.213 for runs one to three, respectively. This cor-
relation is in line with the Bell-Evans-Polanyi principle [192, 193], which states that
a linear relationship between activation enthalpy and reaction enthalpy exists for a
series of similar reactions. The more exothermic a reaction, the lower the activation
enthalpy.

In the quest to find a quantitative structure property relationship (QSPR), which
would hopefully allow the calculation of reaction barriers from reactant or prod-
uct descriptors, a multiple linear regression was performed as reference. The seven
aforementioned descriptors with the highest linear correlations from run three,
which had the largest number of data points, served as input data. During regres-
sion, the angle β turned out to be insignificant (p-value of 0.2308) and was removed
from the set of descriptors.
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9.2. Optimization

Figure 9.3.. Values of the calculated descriptors for run 1 against the estimated bar-
riers of insertion ∆E

‡
est. The isotropic NMR shielding constants σiso(Cr) and

σaniso(Cr) are scaled by 0.01. For definitions of the variables see text.
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Figure 9.4.. Values of the calculated descriptors for run 2 against the estimated bar-
riers of insertion ∆E

‡
est. The isotropic NMR shielding constants σiso(Cr) and

σaniso(Cr) are scaled by 0.01. For definitions of the variables see text.
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9.2. Optimization

Figure 9.5.. Values of the calculated descriptors for run 3 against the estimated bar-
riers of insertion ∆E

‡
est. The isotropic NMR shielding constants σiso(Cr) and

σaniso(Cr) are scaled by 0.01. For definitions of the variables see text.
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Table 9.3.: Squared correlation coefficients R2 for various parameters and calculated
estimated barriers of insertion.

Parameter R2 R2 R2

run 1 run 2 run 3
qPM6(N,ligand) 0.000 0.015 0.012
EPM6,HOMO(ligand) 0.003 0.000 0.004
EPM6,LUMO(ligand) 0.033 0.028 0.058
∆EPM6,gap(ligand) 0.010 0.019 0.025
αPM6(ligand) 0.018 0.015 0.016
HardnessPM6(ligand) 0.001 0.003 0.005
qPM6(Cr) 0.005 0.000 0.002
αPM6 0.022 0.029 0.026
HardnessPM6 0.012 0.012 0.006
βPM6 0.004 0.000 0.000
σiso(Cr) 0.045 0.069 0.130
σaniso(Cr) 0.007 0.002 0.010
σiso(C) 0.031 0.058 0.061
σaniso(C) 0.061 0.065 0.072
σiso(N) 0.000 0.152 0.038
σaniso(N) 0.021 0.047 0.003
EHOMO 0.009 0.011 0.009
ELUMO 0.105 0.130 0.171
∆Egap 0.031 0.050 0.066
β 0.080 0.093 0.119
EHOMO(side-on) 0.010 0.018 0.015
ELUMO(side-on) 0.076 0.056 0.142
∆Egap(side-on) 0.046 0.048 0.074
β(side-on) 0.076 0.123 0.175
∆∆E f 0.001 0.013 0.011
∆∆E f (side-on) 0.016 0.035 0.033
∆∆E f (propyl) 0.104 0.211 0.213
β(TS) 0.075 0.053 0.055
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Using the following Equation (Eq. 9.4)

∆E
‡
est = 35.7298+ 0.004995σiso(Cr) + 0.05217σaniso(C)

+2.302ELUMO + 3.219ELUMO(side-on)

−0.1680β(side-on) + 0.1966∆E f (propyl) (9.4)

a correlation of R2 = 0.390 could be achieved. A mean absolute error (MAE) of
1.58 kcal/mol is calculated for the prediction of the fitting set whereas the standard
error is 2.06 kcal/mol.

The best QSPR can be a complicated formula depending on any of the descriptors.
A possible approach is to first select the most important descriptors or construct
artificial descriptors which represent a maximum of variance in the variables, as
determined by for example a factor analysis or principle component analysis. In
a second step a suitable correlation function is searched for, which could be de-
termined, amongst others, by genetic programming. In here, simply the six de-
scriptors, which were most strongly linearly correlated to the estimated insertion
barriers, are taken and fed to a neural network. As the performance of neural net-
works depends on their topology and training, a number of three and four layer
feed-forward networks with hyperbolic tangent activation functions was investi-
gated. The values of each descriptor and ∆E

‡
est from run 3 were shifted, such that

the mean of the data was 0 and then scaled to map 2.5 standard deviations of the
data to -1 and 1 in order to adapt to the input range of the networks. Then the data
was split into a training set (1278 points) and a test set (421 points) by randomly se-
lecting approximately 25% of the data-points as test set. The networks were created
and trained with the following parameters:

• Network dimensions: 6-2-2-1 to 6-30-12-1 in steps of 2 for the first hidden
layer and of 1 for the second hidden layer; 6-2-1 to 6-30-1 in steps of 2; 6-1-1
and 6-1 (a total of 182 different network topologies).

• Activation functions: linear for the input neurons, tanh for the hidden and
output neurons.

• Bias neurons in each layer.

• Initial weights: (a) [−0.75 . . . 0.75] or (b) [−0.05 . . . 0.05].

• Learning algorithm: quickpropagation (QP) or standard backpropagation
(BP).
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• Learning rate: (a) 0.07 for QP or 0.007 for BP; (b) 0.7 for QP or 0.07 for BP.

• QP parameters: µ = 1.75; weight decay = -0.0001.

• BP parameters: momentum = 0.

• Maximum epochs: 300000.

As final weight matrix the one producing the lowest mean squared error (MSE)
in the test data was taken. The predicted ∆E

‡
est values were correlated against the

ones in the test set. Interestingly, the training method and the network topology
had only small influences on the predictive performance as can be taken from
Table 9.4. The strongest correlation found was R2 = 0.444 for a 6-6-6-1 network. In-
deed, R2 obtained with the 6-1 network is already 0.417. Setting its output neuron’s
activation function to linear, the same correlation is found, indicating that nearly
no improvements are achieved by using a non-linear model.

Table 9.4.: Squared correlation coefficients R2 for predicted and calculated barriers
∆E

‡
est for the best performing neural networks for each set of training pa-

rameters.

A B algorithm parameters R2

a QP (a) 0.417
28 8 QP (a) 0.433
6 6 QP (b) 0.444
26 BP (a) 0.419
2 9 BP (b) 0.434
A: number of neurons in layer 2,
B: number of neurons in layer 3,
a: output function linear.

It can thus be concluded that feed-forward neural networks are not giving signif-
icant improvements over a linear model. The correlation between predicted and
calculated barriers remains low with an R2 of approximately 0.4. It is probable that
the non-linear part in the dependence of the barrier on the six selected descrip-
tors is low and a better QSPR can only be build by developing more sophisticated
descriptors.

9.2.6. Selected Candidates

As outlined above, it was the goal to optimize imido chromium complexes towards
activity and synthesizability. The three optimization sets were filtered for ∆E f <
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10 kcal/mol and the ten best candidates with the lowest barrier of insertion were
selected and listed in Table 9.5.

To generalize, a common pattern in the genetic code is sought. It has to be recalled
that in run 1 emphasis was put on the synthesizability during optimization. Thus,
during optimization different leading patterns should evolve compared to run 2
and 3 and the top performers listed in Table 9.5 are merely accidental findings.
For runs 2 and 3 the frequency of occurrence of the “6_2” (run 3) or “2_6” (run 2)
pattern in the first part of the chromosomes, which encodes isopropyl and phenyl
substituents in ortho position, is marked. And even for run 1 this pattern can be
detected in three out of ten samples. A relatively frequent occurrence of the meth-
oxy substituent (“5”) in ortho position can also be observed. Unique for run 1 is
the occurrence of the methanesulfonyl (“7”) group in combination with a small
substituent (methyl or hydrogen).

As to the other positions, no clear winning patterns can be identified. For the meta
position, a combination of methoxy and trifluormethyl substituents (“5” and “8”)
has evolved within run 2, but it can not be found frequently in the other runs.
Interestingly, for run 1 the small substituents hydrogen and methyl (“0” and “1”)
are frequently present in meta position.

Analyzing the transition state structures of the most prominent candidates with
ortho isopropyl/phenyl substituents, two stabilizing interactions were noted. The
first is an aromatic π-H interaction found in 5 out of 13 transition states, the second
an η1-chromium-phenyl interaction found in 7 cases.

The aromatic π-H interaction involves on the one hand the phenyl substituent,
on the other hand the hydrogen atom. The latter belongs to the methyl ligand
and is involved in an α-agostic interaction with the metal center in the transition
state. Typical values for the chromium-hydrogen distance within these candidates
are found to be around 1.96 Å, whereas the carbon-hydrogen bond is stretched
to 1.15 Å as depicted in Figure 9.6. The distance of the agostic hydrogen to the
center of the phenyl plane ranges from 2.27 to 2.40 Å. This is a remarkably small
distance when compared to other π-hydrogen complexes which have been studied
by Tarakeshwar, Choi and Kim.
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Table 9.5.: Selected candidates from run one, two and three together with their es-
timated insertion barriers ∆E

‡
est and energies of formation ∆E f . The sub-

stituents are given as reference.

Code ∆E
‡
est ∆E f

/ kcal/mol / kcal/mol
run 1
0_5_4_5_7 1.4 9.7
7_0_6_1_5 2.0 8.3
0_7_5_1_0 3.7 5.7
1_7_5_1_0 4.0 9.3
2_6_4_2_7 5.1 9.2
3_5_6_7_8 5.2 8.3
8_1_5_8_1 6.1 8.3
2_6_3_6_7 6.1 7.5
5_6_4_1_5 6.4 9.7
2_6_8_1_2 6.4 8.6
run 2
2_5_5_5_8 5.1 6.1
2_6_4_5_8 5.1 8.6
5_6_7_7_7 6.7 5.8
2_6_6_4_8 6.7 6.9
2_6_4_8_8 7.4 5.1
6_2_0_5_8 7.4 8.3
2_1_5_3_8 8.1 3.7
2_6_4_7_2 8.1 3.5
2_3_5_5_8 8.4 5.8
6_8_0_5_1 8.6 5.6
run 3
2_5_2_3_5 3.7 8.6
6_2_4_5_3 4.1 1.8
6_2_8_7_0 4.3 8.0
6_2_5_5_1 4.4 1.8
6_2_8_2_3 5.5 4.4
2_8_6_2_6 5.8 4.9
6_2_6_7_4 6.1 7.0
6_1_0_2_1 6.9 9.9
0_6_5_0_3 6.9 5.9
5_6_3_7_2 7.0 2.8

Cr
N

N

+
R'

R1

R4

R3

R5
R2

R allele
-H 0
-Me 1
-i-Pr 2
-Cl 3
-F 4
-OMe 5
-Ph 6
-SO2Me 7
-CF3 8
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The authors have found for example for the HF·benzene complex a distance of
2.28 Å [194].1 Based on the short distance a strong stabilizing interaction is antici-
pated.

Figure 9.6.. Substructures of the candidates “2_6_4_8_8” (left) and “6_2_4_5_3” (right)
transition state structures as examples for H-π and η1-stabilization. Se-
lected distances in Å.

The Cr-Cphenyl η1-bond, as a second stabilizing interaction observed in the transi-
tion states, is characterized by a typical chromium-carbon bond distance of 2.49 Å
and a sum of angles for the carbon-hydrogen and carbon-carbon bonds of 358.7◦.
It thereby shows an analogy to Wheland intermediates, found in electrophilic aro-
matic substitution reactions [195]. The α-agostic interaction has vanished, since the
respective coordination site at the metal is blocked by the η1-bound ligand. The
η1-bond can also be termed a δ-agostic interaction and leads to the formation of a
six-membered ring.

Another secondary interaction related to the η1-type stabilization is observed in the
candidates bearing a methylsulfonyl subsitutent in ortho position of their ligands.
Here, the coordination site opened in the transition state is occupied by the binding
of one of the methylsulfonyl’s oxygen atoms. An example is given in Figure 9.7.

1 It is certainly clear that the description of these π-complexes by the use of PBE-D/def-SVP (all
atoms involved in the interaction posses polarization functions) is problematic. Tarakeshwar et
al. have pointed out that electron correlation is crucial to get a good estimate of electrostatic,
induction and dispertion energies. They found that alreadyMP2/aug-cc-pVDZ gives good results
when compared to experimental and CCSD(T) values. To check, whether the PBE-D calculated
values are at least within the same ballpark, the HF·benzene complex was optimized at both the
PBE-D/def-SVP and the MP2/aug-cc-pVDZ level enforcing C6v symmetry. The distance of the
hydrogen atom to the center of mass of the benzene ring was found to be 2.08 Å for PBE-D and
2.19 Å for MP2. For the (electronic) binding energy -7.7 kcal/mol for PBE-D and -5.9 kcal/mol for
MP2 were calculated. This good agreement gives rise to the conjecture that the PBE-D calculated
stabilization by the H-π interaction in the transition states is at least reasonable.
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Figure 9.7.. Substructure of the candidate “1_7_5_1_0” transition state structure as an
example for a stabilization by secondary interaction with the methylsulfonyl
substituent. Selected distances in Å.

9.3. Conclusions

Using genetic algorithms, it was possible to optimize substituted di(phenylimido)
chromium complexes with respect to their predicted catalytic activities in the poly-
merization of ethene while retaining a relative ease in synthesis, which was calcu-
lated as the reaction energy for a transamination from the experimentally known
reference complex’ model 7Me.

The optimization process turned out to be more demanding than the simple test
optimizations used to derive suitable parameters for the system (see technical part,
section 13.3). In run 1, when emphasis was laid nearly exclusively on the synthe-
sis of the complexes, a steady increase in mean fitness was observed. Contrasting
this finding, a fitness function offering a balanced incorporation of both synthesiz-
ability and catalytic activity presented problems to the optimization system when
operated with the truncation selection algorithm and parameters in the standard
range. From the Bell-Evans-Polanyi principle it can be foreseen that the latter fitness
function should be more difficult to optimize. The more destabilized the side-on
complex, the higher the energy difference to the product of insertion. Thus, the
barrier for this step is predicted to be lower. But at the same time, it is harder to
synthesize the side-on complex. Two trends that point in opposite directions of
the fitness. If this relationship is existent, the optimization system has to optimize
towards candidates which do not follow this principle and where the barrier is low-
ered by favorable interactions in the transition state. Although a number of good
candidates were generated employing the truncation selection, a change to tour-
nament selection with a higher selective pressure and comparable loss of diversity
lead to a more steady increase in the population’s mean fitness.
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In the statistic evaluation, only weak correlations between calculated descriptors
and the barrier could be found. Although the strongest was the one proposed by
Bell, Evans and Polanyi, it was still weak with a squared correlation coefficient of
only 0.1 to 0.2. A linear QSAR between the six descriptors most strongly correlated
with the barrier could be derived, which offers a low correlation of 0.39 between
predicted and calculated barriers. Only a slight improvement was achieved by us-
ing neural networks to model the QSAR.

Nonetheless, a number of patterns which induce favorable interactions to stabilize
the transition state were identified from the analysis of the best candidates from all
three runs. On the one hand isopropyl groups in combination with phenyl groups
in ortho position of the phenylimdo ligands lead to either H-π or η1 stabilizing
interactions. On the other hand methylsulfonyl groups in ortho position can coor-
dinate to the metal center via their oxygen atoms and stabilize the transition state
in this way.

Complexes bearing these substitution patterns can now serve as lead structures for
the laboratory synthesis of potentially highly active catalysts.
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10. Lead Syntheses

10.1. Goal and Approach

In chapters 8 and 9 catalysts have been computationally optimized toward activ-
ity in olefin polymerization. Experimental proof is desired for both their synthetic
accessibility and catalytic activity to demonstrate the transfer of theoretically opti-
mized catalyst to the real world. It was therefore the goal to find synthetic routes
to some of the catalyst candidates.

A set of synthetic protocols to access diimido chromium complexes is known in
the literature. Most of these routes shown in Scheme 10.1 start from the diimido
di(trimethylsilyloxo) chromium complex 13, which can be obtained by treatment
of chromyl chloride with t-BuSiMe3NH [144]. The complex can be transformed
into its dichloro analog 14 by reaction with BCl3.

[CrO2Cl2]
t-Bu(SiMe3)NH

Cr
t-Bu N

t-Bu N

OSiMe3

OSiMe3

BCl3

Cr
t-Bu N

t-Bu N

Cl

Cl

ArNH2
Cr

ArN

ArN

Cl

Cl

RNCO

Cr
RN

RN

Cl

Cl

RNSO

Cr
RN

RN

Cl

Cl

Cr
t-Bu N

t-Bu N

R

R

t-BuNSO

ArMgBr
Cr

t-Bu N

t-Bu N

Ar

Ar

[a]

[b][c]

[d]

[e]

[f]

RMgBr

13

14

Scheme 10.1. Possible routes to access diimido chromium complexes.
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The further transformations include:

[a] Imido-ligand exchange by transamination [168].

[b] Wittig-like [2+2] exchange of imido groups with isocyanates [169].

[c] Wittig-like [2+2] exchange of imido groups with sulfinylamines [136, 161].

[d] Alkylation with Grignard reagents [169, 196].

[e] Direct synthesis of the chloro complexes by reaction of [CrO2Cl2] with sulfiny-
lamines [136, 161].

[f] Arylation of the trimethylsilyloxo complex 13 with Grignard reagents [197].

Although the synthetic methods are versatile, none of the routes is universal
and the diversity of imido ligands for diimido dichloro complexes is limited. An
overview of complexes with the known ligands is given in Figure 10.1.
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Figure 10.1.. Diimido dichloro chromium complexes found in the literature.
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10.1. Goal and Approach

The long known tert-butyl imido, adamantyl imido and 2,6-diisopropyl imido
ligands as in the complexes 14, 15 and 16 were augmented by Siemeling’s and
Kölling’s series of chelate ligands used to construct 17, 18 and 19 [57, 59, 198] and
Sundermeyer’s and Kipke’s set of halogenated aryl imido ligands, which can be
found in complexes 20, 21 and 22 [136, 161].

In all known complexes, the α-carbon atoms of the imido ligands are either fully
substituted as in 14, 15, 17 and 18 or members of a phenyl ring, which is usually
itself substituted in α-position, as in 16, 20, 21 and 22. Hence, a high steric de-
mand of the ligands seems to be necessary to stabilize chromium(VI) complexes.
Attempts made to introduce isopropylimido, phenylimido and chelate 1,2-bis(2-
imidophenyl)ethene to access the complexes 23, 24 and 25 (see Figure 10.2) all
failed [198, and references herein], which was believed to be due to the low steric
demand of the ligands. Moreover, the ligation is often unpredictable even for bulky
ligands. Although it was possible to obtain the chelate complex 26 featuring a nine-
membered ring, the complex 27 was inaccessible (see Figure 10.3) which could not
be explained [198].
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R
N

N
Cr
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R
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Cr

R
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i-Pr

i-Pr

23 24 25

Figure 10.2.. Imido chromium complexes not yet synthetically accessed.
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26 27

Figure 10.3.. Cyclic silyloxy chromium complexes with nine members in the ring.

In conclusion, high steric demand is anticipated to be important. From the opti-
mizations described in part IV, one candidate from the group of fluoroethene poly-
merization catalysts and one candidate from the group of ethene polymerization
catalysts was selected. As to the first group, the three candidates KA, KB and KC

were highlighted. While KC features a very strained ligand system which renders
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10. Lead Syntheses

it thermodynamically the least accessible, the scaffold of KA was chosen since the
alkyne-bridge in KB is susceptible to oxidation by Cr(VI) species [199]. It was an-
ticipated that the introduction of more steric bulk would be necessary. Therefore,
the target was not a precursor of the ligand of KA but the more demanding analog
1, see Figure 10.4.

NH2

NH2

NH2

NH2

ligand precursor of

SO2Me
NH2

KA

1 2

Figure 10.4.. Targeted ligand precursors.

As to the second group, the introduction of a methylsulfonyl substituent seemed to
be promising. A possible ligand precursor which also exhibits substitution in the
second ortho position is the already known 2,4-dimethyl-6-(methylsulfonyl)aniline
2 (Figure 10.4) [200].
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10.2. Syntheses of Ligands

10.2.1. 1,1’-(1,4-phenylene)bis(2-methylpropan-2-ami ne) (1)

A possible approach to 2-methyl-1-arylpropan-2-amines is via their respective nitro
precursors and subsequent reduction. Hass and Bender described the treatment of
a series of benzyl chlorides with nitropropane under basic conditions [201] shown
in Scheme 10.2.

Cl
Cl NO2

+ 2
NO2

NO2

O
Cl

N+

O-

O
O

Na

EtOH
80 °C

8 h
EtOH
80 °C

8 h
Na

Et
O H

O
Cl

N
OH

- EtO-

-

28

29

Scheme 10.2. Reaction of 1,4-bis(chloromethyl)benzene with 2-nitropropane in the pre-
sence of a base.

While C-alkylation led to the desired nitro products, O-alkylation afforded alde-
hydes as final products. Usually, strongly electron withdrawing substituents at the
arylrings (i.e. one or more nitro substituents) favor C-alkylation. This route was
tried by heating 1,4-bis(chloromethyl)benzene with an excess of nitropropane in a
solution of sodium ethanolate in ethanol to access 28. From this reaction the di-
aldehyde 29 could be isolated in good yield (83%). The product was identified by
comparison of the 1H-NMR spectrum with literature data [202]. The O-alkylation is
assumed to proceed by formation of an instable nitronic ester, which breaks down
into an oxime and the carbonyl compound [203].

The conversion of benzyl alcohols with 2-nitropropane into the desired nitro prod-
ucts (see Scheme 10.3) is a second route, first described by Renger [203]. He
was able to prepare para hydroxy and para alkoxy substituted 1-(2-methyl-2-
nitro)propanebenzenes by applying fluoride ion catalysis.
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OR
R'O OR''

OH

NO2

[ (N(C4H9)4)F ]

+

OR
R'O OR''

NO2

Scheme 10.3. Synthesis of substituted 1-(2-methyl-2-nitro)propanebenzenes by Renger
[203].

When applied to 1,4-phenylenedimethanol to hopefully obtain 28 (Scheme 10.4),
this route led to the formation of a product mixture, which did not contain the
desired product. This was indicated by the absence of methyl-proton signals in the
raw product’s 1H-NMR spectrum, indicated by the absence of signals in the range
from 0 to 2.5 ppm.

OH
HO

NO2
+ 2

NO2

NO2

[KF.2H2O]
Bu4NCl

120 °C
30 h

28

Scheme 10.4. Fluoride ion catalyzed reaction of 1,4-benzenedimethanol with 2-
nitropropane.

Filtration of the dark brown raw product’s solution in dichloromethane over a silica
pad yielded a lightly yellow colored filtrate. The residue obtained from this did not
show aromatic proton signals in the 1H-NMR spectrum anymore, which had been
present in the raw product’s spectrum. Thus, the synthesis by fluoride ion catalysis
of 28 was unsuccessful.

As these simple alkylations failed, an alternative was sought. The double addi-
tion of methyl lithium to nitriles to obtain tertiary carbinamines directly was de-
scribed in the literature, but only for rare cases, for example with α-alkoxy nitriles
[204]. By using organolanthanide reagents, especially ones prepared from cerium
chloride, a much broader range of substrates could be used. Limanto, Dorner and
Devine extended the protocol to substrates bearing relatively acidic α-protons, such
as 2-phenylpropanenitrile [205]. These can not be treated for example with methyl
lithium due to competing deprotonations [205]. It was attempted to react the dini-
trile 30 at low temperatures with MeCeCl2 prepared in situ following Ciganek’s
protocol [206] (see right hand side of Scheme 10.5).
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Cl
Cl

NN
+ 2 NaCN

TEG
100 °C

1 h

+ 4 MeLi
[CeCl3.THF]

THF
-60     60 °C

1 h

NH2

NH2

(74%)
30 1

Scheme 10.5. Reaction steps for the attempted quadruple addition of methyl lithium to
the nitrile 30.

The desired diamine could not be isolated by column chromatography after aque-
ous workup. The 1H-NMR spectrum of the obtained residue exhibits a set of peaks
ranging from 7.10 – 7.36 ppm. For the symmetrically substituted diamine 1 only
a single signal would have been expected. Together with two peaks observed at
1.13 and 1.14 ppm, which could be associated with methyl protons, an asymmet-
rically substituted product is anticipated, which cannot correspond to the desired
diamine.

These setbacks led to the idea to block the α-C atoms of the dinitrile 30 through
substitution by methyl groups to form 31 before further methyl addition. The novel
dinitrile 31 was obtained in good yields (91%) by treating 30 with methyl iodide
under basic conditions (Scheme 10.6). The quadruple addition of methyl cerium
was unsuccessful though.

NN

MeI
[NaOH]

DMSO/H2O
45 °C

1 h

NN

NH2

NH2

LiAlH4
[AlCl3]

Et2O/THF
0 °C     RT

2 h

+ 4 MeLi
[CeCl3.THF]

THF
-60     60 °C

1 h

NH2

NH2

(91%)

(74%)
32

33
3130

Scheme 10.6. Reaction steps for the (attempted) preparation of the diamines 32 and 33
from the dinitrile 30.
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A mixture of products 1 was obtained, which was separated by flash column chro-
matography. In none of the fractions however, evidence for the desired diamine
33 could be obtained by 1H-NMR spectroscopy. An absence of proton signals for
methylene groups, expected in the range 2 – 4 ppm, was found for one of the frac-
tions, but the aromatic signals scattered over a range from 7.0 to 7.5 ppm, which
was not in accord with the expected single signal of 33. Nonetheless, reduction of
31 lead to the diamine 32. It was reported that arylacetonitriles cannot be reduced
with mild reducing agents like H2/palladium on charcoal [207], but this step was
possible with a mixture of LiAlH4 and AlCl3. A protocol developed by Nystrom
was applied [208]. In the resulting diamine 32, obtained in 74% yield, the methyl
1H-NMR proton signals observed at 1.28 ppm are shifted up-field from a value of
1.72 ppm for the educt 31 in CDCl3, which is readily explained by the less electron
withdrawing effect of an amino methylene group compared to a nitrile group. The
diamine 32 features less steric demand than the originally intended preligand 1,
but it has the desired rigidity and spacing between the amino-functions and was
thus accepted.

As described in section 10.1 (page 126), the introduction of new ligands to
chromium(VI) complexes may proceed via transamination with the ligand in its
amine form, [2+2] exchange as isocyanate or sulfinylamine, or synthesis from
chromyl chloride and silylamine or sulfinylamine. Therefore, the conversion of
32 into its sulfinylamine and its silylamine was performed (see Scheme 10.7 and
Scheme 10.8, respectively).
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Scheme 10.7. Reaction steps for the preparation of 34 from the diamine 32.

1 Thin layer chromatography using triethyl amine/methanol (1:20) as solvent and silica gel as
stationary phase revealed 3 UV-active fractions.
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10.2. Syntheses of Ligands

For the preparation of the sulfinylamine 34, a protocol proposed by Kim and
Shin was used, involving the generation of 1H-imidazole-1-sulfinic chloride, which
converts the amine into the sulfinylamine [209]. By this method, the moisture
sensitive sulfinylamine was obtained for the first time. The reaction is given in
Scheme 10.7.

The bis(trimethylsilamine) 35 was accessed using a standard protocol involving the
deprotonation of the diamine with n-butyl lithium and subsequent trimethylsilyla-
tion with trimethylsilyl chloride (TMSCl) as shown in Scheme 10.8.

NH2

NH2
HN

NH
Me3Si

SiMe3

1.   nBuLi 
2. TMSCl

hexane/Et2O

(48%)
32 35

Scheme 10.8. Reaction steps for the preparation of 35 from the diamine 32.

This reaction was carried out in situ for further reactions, but the silylamine was
isolated once to verify its formation.

10.2.2. 2,4-Dimethyl-6-(methylsulfonyl)aniline (2)

The synthesis of 2,4-dimethyl-6-(methylsulfonyl)aniline (2) was described by Wu et

al. [200] and is outlined in Scheme 10.9.

I SO2Me SO2Me
NO2

[CuI]

+ NaSO2Me

DMF
140 °C

36 h

+ KNO3

H2SO4 (conc.)
0 °C       RT

12 h

+ 3 H2
- 2 H2O
[Pd/C]

EtOH
RT

20 h

SO2Me
NH2

(quantitative)(79%) (91%)
2

Scheme 10.9. Reaction steps for the preparation of 2 from 1-iodo-3,5-dimethylbenzene.

The final step in the original paper is the reduction of the nitro compound to
the aniline by Zn/NH4Cl, which proceeded with only low yields. Contact with
air led to a rapid formation of a red colored oxidation product. The oxidation
was reversible since the species could be reduced to the colorless aniline 2 with
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H2 employing Pd/C as catalyst. The latter reduction was employed for the further
preparations of 2 because of the much easier workup, which involved only filtration
and removal of the ethanol solvent in vacuuo.

The conversion of 2 to a sulfinylamine as described for the diamine 32 was not
successful. Only a partial conversion was observed as determined from the 1H-
NMR spectrum, where the characteristic peaks of 2 remained visible. A separation
by means of silica-gel column chromatography was impossible because sulfiny-
lamines are known to decompose under these conditions [209].

10.3. Attempted preparations of chelate diimido

chromium(VI) complexes (3 and analogs)

As chromium source either commercially available chromyl chloride [CrO2Cl2],
or di(tert-butylimido)di(chloro)chromium(VI) and di(tert-butylimido)di(trimethyl-
silyloxo)chromium(VI) was used for all attempts described below. For the latter, a
shortcut route was developed allowing the one-pot synthesis of the trimethylsilyl-
oxo complex 13 from tert-butylamine, chromyl chloride and TMSCl (Scheme 10.10).

N

N
Cr

OSiMe3

OSiMe3
NH
SiMe3

NH2 + TMSCl+ n-BuLi NHLi

- butane + LiCl

+ 1/2 [CrO2Cl2]

- LiCl

(49%)

1/2

13

Scheme 10.10. One-pot synthesis of 13.

It was found that after lithiation of tert-butylamine with n-butyl lithium and subse-
quent treatment with TMSCl, the precipitating lithium chloride does not interfere
during the reaction with chromyl chloride. Instead it was filtered off after formation
of the chromium complex 13, which was then crystallized from hexamethyldisilox-
ane to afford the analytically pure compound. The overall yield of 49% compares
favorably with the literature value of 54% [144]. The procedure allows the testing
of small pro-ligand quantities, when their silylamines can not be purified.
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10.3.1. Transaminations

Transaminations were attempted under various conditions employing both the
chloro and the trimethylsilyloxo complex in analogy to Scheme 10.1. As tert-butyl
amine has a boiling point of 46◦C, it can readily be removed from the reaction mix-
ture by distillation to shift equilibrium toward the product side. The experiments
were usually conducted in resealable Teflon-tapped NMR tubes or small Teflon-
tapped Schlenk tubes, so that the refluxing mixtures could repeatedly be subjected
to an evacuation to remove the atmosphere. An overview of the applied conditions
is given in Scheme 10.11 and Scheme 10.12. Generally, if the reactions were carried
out in NMR-solvents the raw reaction mixtures were analyzed by 1H-NMR spec-
troscopy. Otherwise, the mixtures were filtered through a plug of glass-fiber, dried
in vacuo and dissolved in the NMR-solvent for subsequent analysis.

The reactions of the trimethylsilyloxo complex 13 with 32 were carried out by
adding the dissolved amine slowly to the deep red solution of the metal com-
plex. As solvents tetrachloromethane, heptane and toluene were tried because of
their relatively high boiling points, which would allow for the destillative removal
of tert-butylamine. No instantaneous color changes were observed upon addition
of the amine, however. The mixtures were heated for 2 hours close to the boiling
point of the respective solvent and the atmosphere was repeatedly removed every
10 to 15 minutes by evacuation to remove eventually generated tert-butylamine. An
overview of the attempted reactions is given in Scheme 10.11.

N

N
Cr

OSiMe3

OSiMe3 + NH2

NH2 Cr
N

N OSiMe3

OSiMe3

heptane
98 °C, 5h

CCl4
76 °C, 5h

toluene
110 °C, 5h

13 32 36

Scheme 10.11. Attempted transaminations from the trimethylsilyloxo complex.

The 1H-NMR spectra exhibited very broad peaks as shown exemplarily for the
product of the reaction in heptane in Figure 10.5. Although peaks are observed
which could belong to the educt complex 13 and the amine 32, the absence of
any splitting patterns and the impossibility to define reasonable integrals made a
structure determination impossible. Attempts to isolate 37 failed.
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Figure 10.5.. Exemplary 1H-NMR spectra for the attempted synthesis of 38 by reaction
of 13 with 32. Spectrum of the pure educt complex 13 in red, of the diamine
32 in green and of the product in black. All values in ppm.

Notably, when the diamine 32 was slowly added to a stirred, dark red solution of
the dichloro complex in dichloromethane, the color changed to yellow as the ad-
dition was half finished and turned red-brown after the addition was completed.
Within minutes after the start of the addition, precipitation of a brown compound
was observed and resolution was not achievable by further heating for extended
periods (12h). Nonetheless, prior to heating a broad signal at about 11.7 ppm is
observed in the 1H-NMR spectra. The proposed mechanism of the transamination
is shown in Scheme 10.13 [168]. The observed signal at 11.7 ppm is in agreement
with the chemical shift for an amido hydrogen of one of the intermediate prod-
ucts, based on a reported shift of 11.84 ppm for the respective hydrogen in the
chromium(VI) amido complex 39 (Figure 10.6) [168]. To find proof for the forma-
tion of an imido complex, it was tried to isolate the species by crystallization, but
no crystalline material could be obtained.
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Scheme 10.12. Attempted transaminations from the chloro complex.
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Scheme 10.13. Proposed mechanism for the transamination reaction.
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39

Figure 10.6.. The amido chromium(VI) complex 41 synthesized by Coles et al.

10.3.2. Synthesis from the trimethylsilylamine 4

Upon addition of chromyl chloride to a solution of the in situ prepared trimethylsi-
lylamine 4 (Scheme 10.14) in hexane at -20◦C, a color change was observed from
red over brown and to gray and a precipitate formed. The gray precipitate was
insoluble even in the more polar solvent dichloromethane and could not be inves-
tigated by NMR. If an imido complex had formed, its decomposition occurred so
readily that no product 37 could be isolated.
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Cr
N

N OSiMe3

OSiMe3NHSiMe3

Me3SiHN
hexane

-20 °C
+ CrO2Cl2

35 37

Scheme 10.14. Attempted synthesis of 37 by reaction of the silylamine 4 with chromyl
chloride.

10.3.3. Synthesis from sulfinylamine

The reaction of sufinylamines with chromyl chloride is attractive, since it allows
for the direct synthesis of di(imido)di(chloro) complexes as shown in Scheme 10.15
with the release of sulfur dioxide. However, attempts to obtain complex 3 by this
route failed. A mixture of chromyl chloride and 34 in CCl4 turned from red to
colorless with concomitant formation of a gray precipitate within 5 minutes at
room temperature. Because of its insolubility further analysis was not carried out.

Cr
N

N Cl
ClNSO

NSO
CCl4

rt
+ CrO2Cl2

- 2 SO2

34
3

Scheme 10.15. Attempted synthesis of 38 by sulfinylamine metathesis.

10.4. Attempted preparations of the phenylimido

complex di((2,4-dimethyl-6-methylsulfonyl-

phenyl)imido)di(chloro)chromium(VI) (5)

Since the amine 2was at hand (Scheme 10.16), the transamination was investigated.

Heating the deep red chloro complex 14 with 2 in benzene to 80◦C for extended
periods yielded in the formation of a brown precipitate. While the integral over
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Scheme 10.16. Attempted synthesis of 5 by transamination.

the tert-butylimido group’s signal at 1.23 ppm was reduced over time compared
to the solvent residual signal and to the other signals in the mixture, the 1H-NMR
spectrum provided no evidence for a clean transformation. Notably, small signals
at 11.55 ppm and 13.7 ppm were observed after 5 days reaction time, but they
vanished during the course of the reaction. These signals could give a hint to the
intermediate formation of amido complexes as discussed above for the reaction of
13 with 32. The overall very broad peaks in the recorded 1H-NMR spectra allowed
no further clear assignment of the peaks to individual protons. Already at room
temperature the formation of a precipitate is observed from a solution in benzene
after about 30 minutes. As alternative, photolysis at room temperature of a solution
of the educts in dichloromethane was tried. In this solvent no precipitation was ob-
served. Typically, 5 mg of the complex 14were dissolved in 0.5 mL dichloromethane
and an equimolar amount of 2, dissolved in the same solvent, added. The deep red
reaction mixture was irradiated using a HPK 125 W mercury lamp. The light was
filtered through 3 cm of a 2M sodium nitrite solution to remove light in the UV
range. After 7 days, only the starting materials were still present as determined
from the absence of any new signals in the 1H-NMR spectrum.

10.5. Conclusions

The synthesis of new di(imido)chromium(VI) complexes has proved to be a dif-
ficult task. The preparation of the chelated complex from 32 was anticipated
to be challenging due to the strain which would be introduced. Its complex
has been estimated to be ≈ 8 kcal/mol less stable, compared to the di(tert-
butylimido)di(methyl)chromium(VI) reference, as derived from its analog detailed
in chapter 8. Second, its steric demand is less pronounced than any of the known
imido ligands. As previously noted [145, 198] sterics play an essential role in the
stabilization of diimido chromium(VI) complexes.
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Although transamination is an established method for the preparation
of di(arylimido) complexes [198], its application to 2 failed. Overall,
di(imido)di(chloro)choromium(VI) complexes seem hard to approach, which is
reflected by the very limited number of examples known in the literature.

140



Part VI.

Experimental Part

141





11. Computational Details

143



11. Computational Details

Density Functional Theory Calculations

Fluoroolefin Polymerization Catalysts

Geometry optimizations of all structures in this thesis were performed using
gradient-corrected density-functional theory (DFT) in C1 symmetry if not noted
otherwise. For the initial investigations of the model system 1S (see page 42) ex-
change and correlation was treated by Becke’s and Perdew’s BP86 functional [85,
87, 210], a self-consistent-field (SCF) convergence criterion of 10−6 Eh and the stan-
dard grid (m3) for numerical quadrature was used [211]. Basis sets of triple-ζ qual-
ity with polarization functions (def-TZVP) were used for chromium and fluorine
atoms, basis sets of double-ζ quality (def-SV(P)) for all other atoms [212]. All en-
ergy and gradient calculations during optimizations were carried out using the
TURBOMOLE V5.10 suite of programs [213] within the multipole accelerated RI-J
approximation (MARI-J) [214]. The geometry optimizations were driven by Gaus-
sian 03 [215] using the Berny algorithm employing redundant internal coordinates
and standard convergence criteria. As interface between Gaussian an Turbomole
served a PERL-script by Katrin Wichmann.

Single point energy calculations for BLYP [85, 88], BP86 [85, 87, 210], PBE [83, 84],
TPSS [90], BHLYP [85, 88], B3LYP [79, 88, 94, 95], PBE0 [96], TPSSh [90, 97] and
B2PLYP [101] were performed using TURBOMOLE V5.10. Basis sets were def2-
TZVPP for all atoms. The gridsize was increased to m4, the SCF convergence cri-
terion lowered to 10−7 Eh. For the double hybrid functional the MP2 correlation
energy was calculated using the rimp2 program.

For B2KPLYP [216] and mPW2PLYP [102] energy calculations were performed with
ORCA V2.6 [217], using the def2-TZVPP basis sets, the RIJCOSX approximation
[218] with def2-TZVPP/J auxiliary basis functions and a tight SCF convergence
threshold. M06 [91] calculations were performed with JAGUAR V.7.6.110 [219] em-
ploying triple-ζ quality basis sets denoted as TZV**.

Structure optimizations for all other than the model system as well as during the
angle scanning experiments were performed with the PBE functional and Grimme’s
revised dispersion correction (PBE-D2) [83, 84, 163].
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Structure optimizations and energy evaluations were performed with Perdew’s,
Becke’s and Ernzerhoff’s PBE functional [83, 84] used together with Grimme’s re-
vised dispersion correction (-D) and the COSMO method. For the latter the dielec-
tric constant ǫ = 2.4 (toluene solvent model) was chosen. Basis sets were def-SV(P)
for the part of the ligands extending beyond the amido nitrogen atoms and def-SVP
for all other atoms. The quantum mechanical calculations were performed with
Turbomole V6.20 using the standard grid (m3) and an SCF convergence criterion of
10−6 Eh. The geometry optimizations were driven by Gaussian 03, employing the
Berny algorithm, redundant internal coordinates and standard convergence crite-
ria. As interfaced to Turbomole served a script by Karin Wichmann.

Wavefunction Theory Calculations

Single reference wave function theory calculations (CCSD(T), CCSD, HF) were per-
formed using MOLPRO version 2008.1 [220] employing standard convergence crite-
ria. The cc-pVTZ-DK and aug-cc-pVTZ-DK basis sets [221–223] were received from
the EMSL basis set exchange [224, 225]. Multireference calculations were done with
the MOLCAS program suite in version 7.2 or 7.6 [226–228] using the built in ANO-
RCC [229–231] basis sets and the Douglas-Kroll Hamiltonian. The basis sets were
truncated to quadruple-ζ plus polarization quality for the calculations involving
gem-difluoroethene (1S) and to triple-ζ plus polarization quality for the calcula-
tions involving the cationic 8 and ethene.
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12.1. Angle Scanning

During the angle scanning experiment, the N–Cr–N (β) and the Cr–N–C (α) angles
were fixed to various values to study their influences on the activity and selectivity
of the polymerization catalyst. The transition state structures were optimized in
the following way. The transition structures of the fully optimized model system
1S were taken and α and β angle were altered by the definition of the respective
redundant internal coordinates in the Gaussian input. These were the two α angles
Cr–N–H and the β angle N–Cr–N; additionally the ligands were forced to stay in
plane by a H–N–N–H dihedral angle of 0° to prevent rotation around the Cr–N
bonds. No symmetry constraints were imposed, but the two α angles were always
kept identical.

In a first step coordinates related to the reaction under consideration were held con-
stant. This were a) the bond distance of the joining carbon atoms for 1,2 insertion,
and b) the carbon fluorine bond distance of the bond involved in β-F elimination.
Then a preoptimization was performed. In the second step the Hessian matrix of
the transition state for the model system 1Swas used to guide the optimization and
was not computed for two reasons. First, a force-derivative computation on top of
the unoptimized structure might lead to more than one negative Eigenvalue in the
Hessian matrix. This would require an algorithm to determine which Eigenmode
to follow during optimization, complicating things unnecessarily. Second, compu-
tation time would be increased. The Hessian matrices obtained by force-derivative
calculations with Turbomole for 1S (transition states [1S–2S]‡ and [2S–3S]‡) were
converted to Gaussian input by the tf2gf script. The optimization to the transition
state structure was performed without testing for more than one negative Eigen-
value of the Hessian matrix using the Berny algorithm in Gaussian 03 [215].

12.2. Candidate Construction

To screen a large number of potential catalysts a fully automatic screening system
was set up. It was implemented in PERL and ran on an Intel Core2 standard PC
under Linux 2.6. DFT calculations were passed to the Sun Grid Engine queueing
system of the quantix computer cluster.1

1 For a description of the computational environment see appendix.
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The MM2 force field [232] was used as implemented in the TINKER program V 4.2
[233–238]. The tetrahedral chromium atom was treated as a sp3-hybridized carbon
atom for these calculations.

For the PM6 method [178] MOPAC 2009 [239] was used.
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In this section, the details of the implementation of a genetic algorithm and adap-
tation to a working group cluster will be described. The coding is performed in the
PERL language because it features high flexibility and has extensive text process-
ing capabilities needed to evaluate the quantum chemical programs’ output. Due
to its script like structure, it is easy to learn and has a large collection of third-party
modules available.

In the program system genes are represented by numbers. Within a chromosome
each gene, which represents for example a substitutent, can be written as integer
value in the range [0 . . . 899]. To give a simple example, in a chromosome containing
three genes for which 0 = (−H), 1 = (−Me), 2 = (−Ph), the chromosome 1 0 2
would represent (−Me), (−H), (−Ph).

13.1. Selection Method

Traditional genetic algorithms are round based, meaning that a number of candi-
dates are created, their fitnesses are evaluated and parents are selected to breed
a new number of candidates for the next round [109, 240]. For the optimization
of molecular systems with higher level quantum chemical methods this mode is
not feasible. The variation in the time spent to evaluate each individual is large.
The size of the candidate can vary which leads to different run times for e.g. ge-
ometry optimizations of the candidate and its property calculations. Convergence
problems for both the geometry and the electronic wave-function can enhance the
problem. These facts would lead to long idle times on the computational resources
when the system is waiting for the last candidates of the round to be finished.

A typical usage profile for working group computer clusters shows in our experi-
ence peaks during daytime, while a lot of idling is found during the night and in
holiday seasons. A constant 100% load would be ideal but it is recognized that the
users appreciate close to interactive calculations, i.e. jobs submitted to a queueing
system should be executed instantaneously. Therefore, jobs are submitted with a
high (UNIX) nice level from the automatic optimization system to an additional
queue, which lets them run in the background of all other queues’ jobs. This al-
lows to catch close to every free CPU cycle while not interfering with standard
jobs. The drawback is that jobs may have vastly different run-times depending on
whether their queue slot was occupied or not. This has to be accounted for in the
optimization algorithm.
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The run-time problems are faced with the following methods. Firstly, a steady state
update of the population is used. This means, every time an individual is fully
optimized and its fitness calculated, it is added to the population pool where a
definable number npop of individuals are kept. It always contains the youngest
children by the time their calculation finished. From this pool parents for the next
generation are selected. Secondly, all calculations required to compute an individ-
ual’s fitness are split in many small jobs. Therefore, every single DFT geometry
optimization task is submitted separately to the queueing system to increase the
chance of a fair distribution between occupied and empty slots.

Furthermore, run-times are stored in the database. Larger chemical systems will
have longer run-times than smaller ones. This generates on purpose an evolution-
ary force towards smaller systems because the large systems will be added later
to the parent’s pool than smaller ones thus lowering their chance to be selected as
parents. In case two candidates differ from each other in a remote and unimportant
site but are equally fit, the smaller of the two will reproduce more rapidly and the
optimization will work more efficiently spending less time on unnecessarily large
systems. In case a reevaluation of an individual’s fitness is requested during the
global optimization, its data is read from the database but it is re-added to the pool
only after the stored run-time has elapsed.

For the actual selection of parents from the population pool, both a truncation
based and a tournament based algorithm were implemented.

Truncation selection For the truncation selection, the actual population is divided
into a fitter and a less fit part. The cutoff value effectively equals T = 0.5 in all
cases below: half of the population is drawn to be potential parents. From these
potential parents, each time new candidates have to be created, two individuals are
randomly selected for mating. It has to be clarified that within this implementation,
T is defined as the ratio of potential parents nparents to the population size npop:
T =

nparents
npop

. At the beginning of the global optimization no potential parents exist
since no individuals have been created yet. Then, the genetic code of the candidates
is read from a predefined list or created randomly. When the number of evaluated
candidates approaches the number nparents, the effective cutoff value approaches
1 (T → 1) since the best nparents individuals constitute the actual population. As
the number of evaluated candidates grows larger, T approaches its final value,
which is reached when the number of evaluated candidates becomes larger than
the population size (npop).
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Tournament selection In tournament selection a number of t individuals are ran-
domly chosen from the population whenever a parent is needed. To achieve this,
a list of the population is created and an index is assigned to each member. Us-
ing PERL’s rand() function t indices are computed and the respective individuals
copied to the tournament pool. From this pool of t, the fittest is selected. Again, the
problem arises that at the beginning of the optimization less than npop individuals
have been evaluated. Let neval be the number of already evaluated candidates. The
implementation is such that new parents are selected from the population with a
probability p of

p =
neval
npop

At the beginning the probability is zero (p = 0); thus all parents are taken from a
predefined list or are created randomly.

Although it has been outlined in chapter 2 that a statistic universial sampling (SUS)
would provide a close match of the expected to the actual fitness distribution after
selection, this algorithm is not implemented. The algorithm requires the creation
of whole generations at once, whereas candidates are created continuously in the
system described here. This means every time one calculation is finished a new
candidate is created.

13.2. Logic and Data Handling

An overview of the optimization procedure for the case of truncation selection is
given in Scheme 13.1, which is in close analogy to a standard genetic algorithm
described in chapter 2.

The program system consists of two main routines split in two PERL programs:
creator.pl and runner.pl; creator.pl creates new individuals employing genetic algo-
rithms, whereas runner.pl handles the submission of calculation tasks and evaluates
fitnesses. Relevant configuration parameters are read in from a file “GA.conf”. The
flow chart in Scheme 13.2 illustrates the interactions.

Information about individuals is stored in a MySQL database, which is interfaced
by a set of routines in the Chem::DBaccess module. Chem::DBaccess was writ-
ten to make data handling effective. The actual communication with the database
makes use of Bunce’s DBI [241] and Galbraith’s DBD::mysql [242] modules. The pro-
gram creator.pl reads the number nrun of individuals currently under investigation
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from the database. If this number is smaller than a predefined number of tasks
to be treated simultaneously nmaxrun

1 new individuals are to be created. A list of
nparent parents is requested from runner.pl and fed to a modified version of Qum-
sieh’s AI::Genetic [243] package which creates the child generation of individuals
as defined in a configuration file GA.conf. A number of nmaxchild randomly selected
children are then pushed to the database and thereby passed to runner.pl.

start population of size npop 

select 2 parents randomly from 
nbest elitists and (nparents - nbest) 

fittest of actual population of size 
npop 

database of finished candidates 

crossover  
(with probability PC)? 

single point 
crossover  

copy one parent 

mutate with probability PM 

working pool for fitness 
 evaluation of size nmaxrun 

yes          no 

random
 selection 

Scheme 13.1. Flow chart of the genetic algorithm. For the definition of the parameters
npop, nbest, nparents, nmaxrun, PC and PM see text.

Within its main loop the program runner.pl searches the database for individuals to
be examined. Each examination can be split into a number of individual steps to be
defined in “GA.conf”. A consecutive step will be started when the first is finished

1 nmaxrun should be user-adjusted to match the computational environment. It has to be larger or
as large as the number of jobs which shall be executed simultaneously.
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and the main loop returns to search the database. The examination is threaded
to make use of multi-core computer systems; this means for example that on a
quad-core machine four examinations can be started simultaneously. The user is
completely free in how the examination will be performed. The only requirements
are that the employed program understands the genetic code and can calculate val-
ues depending on this code. These vales are written to the database either directly
or by the use of little helper programs and allow for the evaluation of the individ-
ual’s fitness later on. The program can for example take the genetic code, derive a
chemical structure from it and calculate a molecular property, which it then writes
to the MySQL database. The examination program can either run locally on the
machine which executes the global optimization system and thus use a threaded
parallelization, or detach to a queueing system and make use of a cluster or grid
wide parallelization.

 

runner.pl 

 

creator.pl 

if ( n¤¥¦ < n§¨©ª«¬) 

 

 

 

 

Create n§¨© individuals 

1. Start tasks. 

2. Evaluate fitnesses of finished 

tasks. 

3. Select parents. 

­®¯° ±²³¯°´
µ¶·¯

­®¯° ±²³¯°´
µ¶·¯

MySQL 

database 

¸¯²¯³±· ·¹º¯

±²µ¹°»¶³±¹²
¶¼¹­³
·¶²º±º¶³¯®

Scheme 13.2. Flow chart of the program system.

In a second step the evaluation of the fitness for newly finished tasks is initiated.
A program is started, which reads properties from the database and calculates the
fitness of the requested individual in a user specified way.
In the third and last step, parents are selected and passed to creator.pl when re-
quested by the latter. A list of individuals is created containing the number of
nbest fittest individuals ever examined and (nparents − nbest) fittest individuals from
the actual population. The actual population consists of the last evaluated npop in-
dividuals. For truncation selection, missing individuals are taken from an initial
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population and are directly injected into the working pool bypassing the mutation
procedure, in case the number of already evaluated individuals is smaller than
the required nparents. The details for truncation and tournament selection are given
above.
Usually the initial population is randomly constructed, but the user can define its
members as well and thus start the optimization within a certain region.

13.2.1. The Fitness Function

A fitness function can be defined in the fitness.pl program and returned values
are stored in the database. The user has absolute freedom to choose which data is
used.

13.2.2. Reproduction Operators

As the system is interfaced to Qumsieh’s AI::Genetic package [243], single-point,
two-point and uniform crossover exist as predefined operators. Elitist selection
(i.e. the probability of passing to the next “generation” for the fittest number
of nbest individuals equals 1) was added. For the test runs the traditional single
point crossover was chosen, but this can be changed in the configuration file. The
crossover probability Pc and mutation probability Pm are fixed in the current im-
plementation. It has been shown that an adaptive choice of Pc and Pm can lead
to a significant improvement in optimization performance [244]. Here lies a key
for improvements in the code. Further developments could involve more problem-
specific reproduction operators.

13.3. Aniline Derivatives – Parameter Evaluation

To test the code for robustness and evaluate the influences of the different system
parameters, a simple chemical problem was defined. Consider a series of aniline
derivatives, which can be substituted in ortho, meta and para position as shown in
Figure 13.1. The electronic structure at the nitrogen atom will be influenced by the
substitutents. Thus, the charge located at the nitrogen atom qN was defined as the
quantity to be maximized.
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The choice of substituents was limited to the ones compiled in Table 13.1, allowing
for the highest flexibility in ortho position and the least in meta position. Both
ortho and both meta positions were only allowed to bear identical substituents,
respectively.

NH2

R1

R3
R2

R3

R1

Figure 13.1.. Aniline derivatives.

Table 13.1.: Substituents with their genetic codes for ortho, meta and para position of
the aniline derivatives.

Substituent ortho meta para
-H 0 0 0
-Me 1 1 1
-i-Pr 2 2 2
-Cl 3 3 3
-F 4 4 4
-OMe 5 5
-Ph 6
-SO2Me 7

When requested from the global optimization system, a driver program first con-
verts the genetic code to a SMILES [123] notation. This one-dimensional represen-
tation is converted to a three-dimensional one using the smi23d programs [125],
which employ an MMFF94 force field [188]. The geometries of the preoptimized
molecules are then optimized using the semi-empirical PM6 method [178]. The
electronic structure was then evaluated with the same method (see Scheme 13.3).
Since these calculations required very short runtimes, they were executed locally
on the machine which also ran the global optimization system.

The choice of substituents makes up 240 (8 · 5 · 6) combinations. This number is
certainly too small considering the purpose of the optimization system. Therefore,
pairs of two unique individuals are treated as individuals. This approach allows
to compute fitnesses for all 240 · 240 = 57600 individuals from the brute-force op-
timized fitnesses of all unique individuals. Double counting of combinations of
individuals is not removed, because the optimization system is not aware of sym-
metry (exchange of the two unique individuals). The fitness function f is written as
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a simple mean of the charges on nitrogen of the two aniline derivatives qN(1) and
qN(2):

f =

(

qN(1) + qN(2)

2

)

The brute force optimization revealed two molecules 42 and 43 to feature the ex-
tremes in charge located at the nitrogen atom, which are depicted in Figure 13.2.
The high negative charge on 43’s nitrogen atom would eventually not have
been expected since the molecule bears two electron withdrawing methylsulfonyl
groups. But hydrogen bonds between the sulfonyl’s oxygen atoms and the amino-
hydrogens overcompensate this effect.

genetic code 

translate to SMILES 

initial 3D structure (smi2sdf) 

MMFF94  
preoptimized 3D structure 

(mengine) 

PM6 optimization (MOPAC) 

Scheme 13.3. Optimization of the aniline derivatives.

NH2 N
O O

O

S S

i-Pr
i-Pr

i-Pr

O

O

O

OHH

qN = -0.781qN = -0.563
42 43

Figure 13.2.. Aniline derivatives with highest and lowest charge located at the nitrogen
atom.
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For the following test-runs of the optimization system, the substituents were en-
coded on the unique chromosomes as “[R1]___[R2]___[R3]”. R1 denotes the substi-
tutents in ortho, R2 in para and R3 in meta position as shown in Figure 13.1. The
genes of ortho and para substituents are defined as neighbors. Since single point
crossover was used during reproduction, a bias towards passing neighbors to the
next generation is expected.

The standard parameter set is given in Table 13.2. 100 individuals for the number
of running tasks (nmaxrun) and 200 as population size (npop) were selected to closely
match settings sensible for a real computer cluster.

Table 13.2.: Standard parameters used in the test runs.

Parameter Value
nmaxrun 100
nparent 100
npop 200
nbest 20
nmaxchild 10
Pc 0.9
Pm 0.2

For details of the parameters see text.

All test runs were performed ten times with a fixed parameter set and the results for
each set were averaged. To compare the different optimization runs an optimization
target was defined. The average fitness of the actual population had to reach the
average fitness of the fittest 10% of individuals which can be encoded with the
given genetic code.

13.3.1. Mutation Probability

Low probabilities of mutation Pm tend to favor the convergence to a local optimum
since solutions are constructed nearly exclusively from the initial populations ge-
netic code. Very high mutation probabilities on the other hand turn a genetic algo-
rithm into a random search machine. Hence, the value of Pm has to be chosen with
some care. Mutation probabilities ranging from 0.05 to 0.4 were tried. The results
are depicted in Figure 13.3. It can be seen that the search indeed becomes very
inefficient if too high probabilities are chosen. Within the lower range [0.05. . . 0.2]
no severe influence can be observed. Therefore, the high value of 0.2 was chosen
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as default in order to decrease the probability that the system converges to a local
optimum.
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Figure 13.3.. Number of individuals that had to be computed until the population’s mean
fitness reached that of the 10% best performing individuals against the
mutation probability.

13.3.2. Number of Elitists

Elitist selection guarantees that a certain number nbest of individuals which possess
the highest fitness values found so far are kept in the pool of parents. This helps to
retain good genetic codes while high mutation probabilities Pm are applied. On the
other hand – especially with lower mutation probabilities – convergence to local
optima can be favored.

The parameter nbest was varied from 0 to 50 (which equaled 0% to 50% of the par-
ents). The optimization target was reached considerably faster with a high number
of elitists as can be seen in Figure 13.4. Anyway, since the convergence behavior
for more complex optimization tasks can not be predicted, a value as high as 50
appears too aggressive. Also, for the sake of the lower standard deviation at a value
of 20, making the performance more reliable, this number was used as default.
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In summary, it was possible to show that the optimization performance is not af-
fected dramatically by a variation of parameters in a sensible range supposing
robustness of the genetic algorithm. The optimization target was reached in all
cases.
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Figure 13.4.. Number of individuals that had to be computed until the population’s mean
fitness reached that of the 10% best performing individuals against the
number of best performing individuals found so far held back in the popu-
lation.
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14.1. Experimental Details

General Techniques

All reactions were conducted under N2 using Schlenk or glove-box techniques, if
not stated otherwise. Solvents were dried using standard techniques (THF, CCl4,
heptane) or were taken from an M.Braun MB SPS-800 solvent purification system
(CH2Cl2, diethyl ether, n-hexane, toluene). Deuterated solvents were dried using
standard methods and degassed applying the “freeze-pump-thaw” method.

Characterization

NMR-Spectroscopy

1H-NMR Bruker Avance 400, 400 MHz
Varian Gemini 2000 BB, 200 MHz

13C{1H}-NMR Bruker Avance 400, 100 MHz

Chemical shifts are reported in ppm relative to the NMR solvent shifts (CD2Cl2,
1H, δ = 5.32 and 13C, δ = 53.84; CDCl3, 1H, δ = 7.26 and 13C, δ = 77.16; DMSO,
1H, δ = 2.50).

IR-Spectroscopy

FT-IR Perkin Elmer 1720
Notation for band intensities: vs: very strong, s: strong, m: medium, w: weak.

Elemental analysis

Heraeus CHN Rapid analyzer

164



14.1. Experimental Details

Reagents

The following compounds were synthesized as described in the literature:

• 2,2’-(1,4-phenylene)diacetonitrile (30) [245]

• 1,5-dimethyl-3-(methylsulfonyl)-2-nitrobenzene [200]

• di(tert-butylimido)di(trimethylsilyloxo)chromium(VI) [144]

• di(tert-butylimido)di(chloro)chromium(VI) [136, 169]

All other reagents were commercially available from either Fluka, Sigma-Aldrich
or Merck and were used as received.

Syntheses

2,2’-(1,4-phenylene)bis(2-methylpropanenitrile) (31)

A solution of 3.0 g (19.2 mmol) 2,2’-(1,4-phenylene)diacetonitrile 30 and 5.29 mL
(85.0 mmol) methyl iodide in 25 mL of DMSO is heated to 45◦C under air. 6.3 mL
of 50% NaOH/H2O are slowly added and the solution is stirred for 1 h. The
solution is extracted twice with Et2O/Pentane (1:1) and the combined organic
layers are dried over MgSO4. After removal of the solvent using a rotary evapora-
tor the residue is recrystallized from 100 mL methyl cyclohexane to afford 31 as
pale-orange flakes. Yield: 3.7 g (17.4 mmol, 91%).

1H-NMR (400 MHz, CDCl3) δ [ppm] = 7.49 (s, 4H, CaromH), 1.72 (s, 12H, CH3).

13C{1H}-NMR (100MHz, CDCl3) δ [ppm] = 141.3 (Carom(1,4)), 125.9 (Carom(2,3,5,6)),
124.4 (C-C≡N), 37.0 (Ctert), 29.2 (CH3).

Elemental analysis (C14H16N2) calc. C 79.21% H 7.60% N 13.20%
found C 78.84% H 7.38% N 13.11%

2,2’-(1,4-phenylene)bis(2-methylpropan-1-amine) (32)

12.6 g AlCl3 (94.5 mmol) dissolved in 100 mL diethyl ether are slowly added to a
stirred suspension of LiAlH4 in 150 mL THF at 0◦C. Under vigorous stirring, 4.0 g
(18.9 mmol) of 2,2’-(1,4-phenylene)bis(2-methylpropanenitrile) in 50 mL THF is
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added drop wise and the mixture is allowed to warm to room temperature for 3 h.
It is again cooled to 0◦C and 60 mL H2O, 200 mL diethyl ether and 100 mL 25%
NH4Cl are added subsequently. The organic phase is separated and the aquaeous
phase is extracted 2 times with diethyl ether. The combined etheral phases are ex-
tracted with 100 mL 5M HCl. Upon addition of 100 mL diethyl ether, the aqueous
extract is made alkaline (pH ≈ 14) with 5M NaOH. The organic phase is separated
and dried over MgSO4. Removal of the solvent using a rotary evaporator and
drying in vacuum over night reveals the title compound as a colorless wax. Yield:
3.1 g (14.0 mmol, 74%).

1H-NMR (400 MHz, CDCl3) δ [ppm] = 7.28 (s, 4H, CaromH), 2.77 (s, 4H, CH2), 1.28
(s, 12H, CH3).

13C{1H}-NMR (100MHz, CDCl3) δ [ppm] = 144.7 (Carom(1,4)), 126.3 (Carom(2,3,5,6)),
55.0 (CH2-NH2), 39.5 (Ctert), 26.4 (CH3).

IR (KBr) ν̃ [cm−1]: 3368, 3288, 3088 w, 3033 w, 2959 vs, 2923 s, 2869 s, 1904 w,
1587 s, 1511 s, 1475 s, 1361 m, 13009 m, 1276 m, 1169 w, 1018 s, 897 s, 831 s, 593 s.

Elemental analysis (C14H24N2) calc. C 76.31% H 10.98% N 12.71%
found C 75.72% H 10.63% N 12.35%

N,N ’-(2,2’-(1,4-phenylene)bis(2-methylpropane-2,1-diyl ))bis(1,1,1-

trimethylsilylamine) (35)

100 mg (0.454 mmol) of 32 are suspended in 10 mL n-hexane. At -30◦C 0.36 mL
of a 2.5 M solution of n-butyl lithium in hexane is slowly added under stirring.
After stirring for 1 h at room temperature, 0.115 mL (0.91 mmol) TMSCl are added
at -30◦C and the solution is allowed to warm to room temperature. After 2 h the
solution is filtered to remove the precipitated LiCl. The filtrate is concentrated un-
der reduced pressure to afford a slightly orange colored oil. Yield: approx. 30 mg
(0.21 mmol, 48%).

1H-NMR (400 MHz, CD2Cl2) δ [ppm] = 7.27 (s, 4H, CaromH), 2.79 (d, 4H, 3J=6.9 Hz,
CH2), 1.24 (s, 12H, CH3), 1.20 (d, 2H, 3J=6.9 Hz, NH), -0.05 (s, 18H, Si(CH3)3).

13C{1H}-NMR (100 MHz, CD2Cl2) δ [ppm] = 145.7 (Carom(1,4)), 126.4
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(Carom(2,3,5,6)), 55.1 (CH2), 39.8 (Ctert), 26.6 (CH3), 0.2 (Si(CH3)3).

2,2’-(1,4-phenylene)bis(2-methylpropanesulfinylamine ) (34)

To a solution of 130.2 mg (1.912 mmol) imidazole in 7 mL dichloromethane, 35 µL
thionyl chloride (0.480 mmol) are added at -30◦C. The solution is stirred at 20◦C
for 10 min. The resulting white precipitate is filtered off and washed with 3 mL of
the same solvent. The combined filtrates are treated with another quantity of 35 µL
thionyl chloride at -30◦C and again stirred at 20◦C for 10 min to complete the
formation of 1H-imidazole-1-sulfinic chloride. A solution of 210 mg (0.956 mmol)
32 in 5 mL dichloromethane is prepared. The sulfinic chloride solution is slowly
added to the solution of 44 at -30◦C and allowed to warm to room temperature.
After stirring for 30 minutes, the precipitated imidazolium chloride is filtered off
and washed with 2 mL of dichloromethane. The filtrate is concentrated in vacuo

and the remainder is heated to 100◦C and 1 mbar to be purified by evaporation
and recondensation to a water-cooled finger. This affords 34 as pale yellow liquid.
Yield: approx. 60 mg (0.0423 mmol, 44%).

1H-NMR (400 MHz, CD2Cl2) δ [ppm] = 7.37 (s, 4H, CaromH), 4.11 (s, 4H, CH2),
1.40 (s, 12H, CH3).

13C{1H}-NMR (100 MHz, CD2Cl2) δ [ppm] = 144.9 (Carom(1,4)), 126.2
(Carom(2,3,5,6)), 59.9 (CH2-NSO), 39.2 (Ctert), 26.9 (CH3).

Elemental analysis calc. C 53.82% H 6.45% N 8.97% S 20.52%
(C14H20N2O2S2) found C 55.04% H 6.56% N 9.16% S 19.51%

Modified Synthesis of 2,4-dimethyl-6-(methylsulfonyl)an iline (2)

500 mg (2.18 mmol) of 1,5-dimethyl-3-(methylsulfonyl)-2-nitrobenzene are dis-
solved in 80 mL ethanol and approximately 100 mg Pd/C added. The reaction
flask is charged with dihydrogen from a 4 L balloon and stirred for 12 h at 30°C.
Tereafter, Pd/C is filtered off and the solvent removed in vacuum to afford pure 2

as a colorless wax. Yield: approx. 430 mg (2.16 mmol, 99%).
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1H-NMR (200 MHz, DMSO) δ [ppm] = 7.25 (m, 1H, CaromH), 7.13 (m, 1H,
CaromH), 3.65 (br, 2H, NH2), 3.08 (s, 3H, SO2CH3), 2.18 (s, 3H, CH3), 2.13 (s, 3H,
CH3).
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The improvements in both computer hardware and computational chemistry have
made the quantum chemical treatment of realistically sized chemical systems pos-
sible. Especially density functional theory with its good balance between accu-
racy and speed has come into the reach of high-throughput computations – the
automated calculation of large numbers of structures. The application of high-
throughput methods in the quantum-chemical search for homogeneous transition
metal based catalysts is lacking and approaches to a high-throughput screening
were to be developed in this work.

In olefin polymerization there still is a general need for catalysts which allow the
(co)polymerization of polar substrates. In particular polyfluoroolefins are produced
in radical processes with an inherent lack of control over the polymer microstruc-
ture. Although synthetic alternatives exist, they are either costly or produce non-
uniform polymers. It is anticipated that the development of coordinative catalysts
for direct insertion polymerization will allow a more efficient and better control of
polymer properties. Exemplarily, diimido chromium(VI) complexes have been op-
timized with respect to their activity in the fluoroolefin and ethene polymerization.
Neutral diimido chromium(VI) systems were reported to show catalytic activity in
the polymerization of polar olefins; the cationic analogs were known to polymerize
ethene.

For the calculation of transition metal compounds by density functional methods,
calculated properties often depend strongly on the specific functional employed.
A small catalyst model for the neutral diimido complexes has been derived to
calibrate the calculation method. Elementary steps for (polymer)chain propaga-
tion, chain termination and catalyst deactivation during the reaction with gem-
difluoroethene have been investigated by density functional methods. It has been
found that the 1,2 migratory insertion of the monomer into the metal-polymer bond
competes with the β-fluorine elimination from the growing chain. The latter leads
to catalyst deactivation by formation of a stable fluoro complex. The geometries
of the calculated intermediates and transition state structures are not influenced
significantly by the choice of one of the tested density functionals. Energy calcula-
tions have been performed as reference employing wave function theory methods,
i.e. the CCSD(T) and CASPT2 method. The electronic structures of the formally d0

configured diimido chromium complexes are influenced by at least moderate static
correlation, which renders single-reference calculations unreliable. Thirteen den-
sity functionals have been benchmarked against the CCSD(T) and CASPT2 derived
data. Generally, double hybrid functionals show the best agreement with the high-
level wave function data whereas the tested hybrid functionals perform worst for
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barrier heights. A black-box usage of density functional methods for the prediction
of catalytic activity is prohibitive. The use of an empirical dispersion correction is
beneficial in most cases.

Geometric parameters of the diimido complexes have been investigated in an ap-
proach to find a structure activity relationship which guides the catalyst optimiza-
tion towards fluoroolefin polymerization activity. Optimal catalysts feature an ex-
ceptionally large Nimido-Cr-Nimido bond angle of more than 120°.

An automatic search system has been developed, which assembles and optimizes
complexes automatically from predefined fragments by a combination of molecu-
lar mechanics, semi-empirical and density functional methods. A set of example
complexes has been obtained by variations in the ligand structure. They possess
close to optimal geometric structures and high predicted activities.

For the cationic diimido chromium complexes, which polymerize ethene, the na-
ture of the catalytically active species was subject of discussion in literature.
Different mechanisms have been probed using density functional methods and
CASPT2 reference calculations. Polymerization by an insertion mechanism involv-
ing chromium(VI) centers has been found most probable in contrast to a previously
reported reduction to a chromium(IV) species. The thermodynamics of the latter
reaction had been biased by a too small model system and the choice of an inap-
propriate density functional.

Under the assumption of an insertion mechanism, phenylimido chromium com-
plexes have been optimized by variation in the substitution pattern at the phenyl
groups. Figure of merit has been a combination of density functional derived activ-
ity in the polymerization of ethene and thermodynamic accessibility. To guide the
optimization, genetic algorithms have been developed and implemented into an
automated system, which has been adapted for small to medium sized computer
clusters. A strong correlation between the molecular structure and the predicted
reactivity in polymerization could not be obtained by either a multi-variate linear
model or by the use of neural networks. Nonetheless, substitution patterns have
been identified which lead to stabilizing interactions in the transition state of mi-
gratory insertion and thus to high polymerization activities.

First attempts to synthesize exemplary catalysts in the laboratory have been made,
but no novel structurally authenticated diimido chromium(VI) complex could be
obtained.
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In summary, density functional based high-throughput methods have been de-
veloped and applied to realistically sized transition metal complexes. This led to
the discovery of novel potentially highly active polymerization catalysts for fluo-
roolefins and ethene.
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Die Entwicklungen sowohl im Bereich der Computer-Hardware als auch der
Computerchemie haben genaue quantenchemische Berechnungen von moleku-
laren Systemen mit realistischer Größe möglich gemacht. Insbesondere Berech-
nungen, die auf der Dichtefunktionaltheorie beruhen, zeigen ein gutes Verhält-
nis von Genauigkeit und Geschwindigkeit. Sie eignen sich mittlerweile für High-
Throughput-Rechnungen – automatisierte Berechnungen einer großen Anzahl von
molekularen Systemen. Für das quantenchemische Screening von Übergangs-
metallkomplexen in homogen katalysierten Reaktionen haben High-Throughput-
Methoden jedoch bisher kaum Anwendung gefunden. Das Anliegen dieser Arbeit
ist es, hierfür Ansätze zu finden.

Für die Co-/Polymerisation polarer Olefine gibt es einen großen Bedarf an neu
zu entwickelnden Katalysatoren. Insbesondere Polyfluorolefine werden indus-
triell unter radikalischen Reaktionsbedingungen hergestellt, was eine schlechte
Kontrolle über die Polymermikrostruktur mit sich bringt. Bereits bekannte alter-
native Synthesemethoden sind entweder zu kostenintensiv oder führen zu un-
einheitlichen Produkten. Die Entwicklung von Koordinations-Katalysatoren für
die direkte insertive Polymerisation würde eine deutlich effizientere und bessere
Kontrolle über die Polymereigenschaften ermöglichen. Exemplarisch wurden
hier Diimidochrom(VI)-Komplexe hinsichtlich ihrer Aktivität in der Fluorolefin-
und Ethenpolymerisation optimiert. Sowohl die katalytische Aktivität neutraler
Diimidochrom(VI)-Komplexe in der Polymerisation polarer Olefine als auch die
Aktivität der kationischen Derivate in der Ethenpolymerisation ist in der Literatur
bekannt.

Bei der Berechnung von Übergangsmetallsystemen mit Hilfe von Dichtefunktional-
methoden zeigen die Ergebnisse oft eine starke Abhängigkeit von dem verwende-
ten Funktional. Um eine Kalibrierung durchzuführen, wurde zunächst ein kleines
Modellsystem für den neutralen Chromkomplex erstellt, woran Elementarschritte
der Mechanismen für Kettenwachstum, Kettenabbruch und Katalysatordeak-
tivierung für die Reaktion mit gem-Difluorethen unter Verwendung von Dichte-
funktionalmethoden untersucht wurden. Es zeigte sich, dass die 1,2-migratorische
Insertion eines Monomers in die Metall-Polymer-Bindung mit der Eliminierung
der β-ständigen Fluoratome aus der Polymerkette in Konkurrenz steht. Die letzt-
genannte Reaktion führt durch die Bildung eines stabilen Fluorokomplexes zur
Deaktivierung des Katalysators. Die Wahl eines der getesteten Dichtefunktionale
hatte nur einen sehr geringen Einfluss auf die Geometrien der berechneten In-
termediate und Übergangsstrukturen. Als Referenz wurden Energieberechnungen
mit den Wellenfunktionsmethoden CCSD(T) und CASPT2 durchgeführt. Die elek-
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tronischen Strukturen der Diimidochromkomplexe, die eine formale d0 Konfigu-
ration aufweisen, sind durch statische Korrelation beeinflusst. Die mit dreizehn
verschiedenen Dichtefunktionalen berechneten thermodynamischen und kineti-
schen Daten wurden mit denen der CCSD(T)- und CASPT2-Rechnungen ver-
glichen. Doppelhybridfunktionale zeigten die generell beste Übereinstimmung mit
den Daten der Wellenfunktionsmethoden, während die getesteten Hybridfunk-
tionale die schlechteste Übereinstimmung mit den entsprechenden kinetischen
Daten lieferten. Es erwies sich, dass Dichtefunktionalmethoden für die Vorher-
sage katalytischer Aktivität einer genauen Prüfung unterzogen werden müssen
und nicht als „Black-Box“-Methoden verwendet werden können. Die Anwendung
einer empirischen Dispersionskorrektur hatte in fast allen Fällen eine Verbesserung
der Übereinstimmung mit den Referenzdaten zur Folge.

Geometrische Parameter des Diimidochromkomplexes wurden untersucht, um
eine Beziehung zwischen katalytischer Aktivität und Struktur herzustellen und
so Leitlinien für die Katalysatoroptimierung zu finden. Katalysatoren mit einem
besonders großen Nimido-Cr-Nimido Bindungswinkel von mehr als 120° zeigten
dabei optimale Aktivität in der Fluorolefinpolymerisation.

Ein automatisches Screening-System wurde entwickelt, das Komplexe aus vorher
definierten Fragmenten konstruiert und anschließend mit einer Kombination
aus molekularmechanischen, semiempirischen und Dichtefunktionalmethoden
optimiert. Durch die Variation der Imidoliganden konnte so eine Reihe von
Beispielkomplexen erhalten werden, die nahezu optimale geometrische Strukturen
und hohe potentielle Aktivitäten aufweisen.

In der Literatur ist die Beschaffenheit der katalytisch aktiven Spezies beim Ein-
satz von kationischen Diimidochromkomplexen in der Ethenpolymerisation disku-
tiert worden. Es wurden nun verschiedene Mechanismen mit Dichtefunktional-
methoden untersucht und Referenzrechnungen sowohl mit der CCSD(T) als auch
mit der CASPT2 Methode durchgeführt. Die direkte insertive Polymerisation an
Chrom(VI)-Zentren stellte sich dabei als am wahrscheinlichsten heraus. Dies steht
im Widerspruch zu der in der Literatur präferierten Reduktion des Chroms auf
die Oxidationsstufe IV, deren prognostizierte Thermodynamik jedoch auf einem
zu kleinen Modellsystem und dem Einsatz eines ungeeigneten Dichtefunktionals
beruhte.

Darauf aufbauend wurden unter der Annahme eines Insertionsmechanismus
Phenylimidochromkomplexe durch Variation im Substitutionsmuster der Phenyl-
gruppen optimiert. Als zu optimierende Größe wurde dabei eine Kombination der
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katalytischen Aktivität und der thermodynamischen Zugänglichkeit der Komplexe
gewählt. Für den Optimierungsprozess wurden genetische Algorithmen entwi-
ckelt und in ein automatisches Optimierungssystem implementiert, das speziell
für kleine und mittelgroße Computercluster ausgelegt wurde. Eine starke Korre-
lation zwischen molekularer Struktur und katalytischer Aktivität wurde weder
mit einem multivariaten linearen Modell noch mit Hilfe neuronaler Netze gefun-
den. Gleichwohl konnten Substitutionsmuster an Liganden identifiziert werden,
die über stabilisierende Wechselwirkungen im Übergangszustand die Insertions-
barriere senken und so zu hohen Polymerisationsaktivitäten führen.

Erste Versuche, beispielhafte Katalysatoren im Labor zu synthetisieren, wurden un-
ternommen, doch konnten keine eindeutig zu charakterisierenden neuen Diimido-
chromkomplexe gewonnen werden.

Insgesamt wurden dichtefunktionalbasierte High-Throughput-Methoden entwi-
ckelt und auf Übergangsmetallkomplexe realistischer Größe angewendet. Dies
führte zur Entdeckung von Leitstrukturen für neue, potentiell hoch aktive Poly-
merisationskatalysatoren für Fluorolefine und Ethen.
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A. Computational Considerations

A.1.1. Introduction

Typical RI-DFT applications for chemistry, as checked here with the Turbomole
program suite, perform best if executed serially. Their scaling is moderate up to
4 cores, as shown in section A.2. With modern quad, dual quad, hexa and dual
hexa core computers, symmetric multi processing (SMP) and cache-coherent non-
uniform memory access (ccNUMA) systems are available, which can perform a
calculation in a stand-alone fashion. This means that a parallelization of comput-
ing tasks over more than one node is usually not necessary. This renders the per-
formance of interconnections between individual nodes unimportant, which is in
contrast to massively parallel setups. An efficient architecture for high-throughput
DFT calculations is thus a large number of loosely connected multi-core computers,
which can be achieved with e.g. standard gigabit ethernet. Emphasis has to be laid
upon proper job scheduling and load balancing for the vast number of individual
jobs. Therefore, a distributed-resource management system (D-RMS) is absolutely
necessary. For a review of the most common programs, SGE, PBS, LoadLeveler and
LSF, see [246].

At the beginning of the project, the computational resources consisted of a small
cluster of 16 Intel Core2Duo commodity personal computers running OpenSuSE
Linux. These were connected via standard gigabit ethernet; a common directory as
well as user access was served from a master node. This cluster, called “Quantix-

cluster”, was augmented by a set of individual workstations with the nickname
“Starfish” (see Figure A.1). All machines were accessible via SSH and calculations
had to be started manually on any free node.

Over time, the equipment grew by the addition of several new workstations to
Starfish and a new cluster (“S7Z”) with 7 Intel Core2Quad Siemens worksta-
tions. The latter was again set up to possess an additional master node to which
user access from the institute’s local area network (LAN) was granted and which
served the cluster nodes with a common directory as well as yellow-page services.
The cluster was equipped with both an Infiniband and a standard gigabit eth-
ernet (GbE) connection. Extensive testing with regard to a D-RMS was performed
and finally the Sun Grid Engine (SGE) was chosen as very flexible, easy to maintain
and free system. The benefit of an Infiniband interconnection was also evaluated
for our working-group’s computations.

With the experience gained from these small clusters, it became possible to design
and set up the Inorganic Chemistry Computational Cluster (ICCC). This cluster,
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which at the time of writing consists of 50 computing nodes, was acquired in three
stages. Only the final stage together with its embedding into the existing hardware
will be described in the following.

Figure A.1.. Computing hardware resources at the beginning of the project.

A.1.2. Implementation

The actual hardware can be segregated into two blocks. One is the ICCC with
its additional service computers and its extension by the former S7Z cluster. The
other is the Starfish. The connections are shown in Figure A.2. An overview of the
current cluster hardware is given in the following list.

• Nodes:

– 24 dual-quadcore Xeon L5410@2.33GHz, 32 GB RAM, 2 · 500 GB HD,
2· GbE

– 10 dual-quadcore Xeon X5570@2.93GHz, 48 GB RAM, 6 · 500 GB HD, 4·
GbE

– 8 dual-hexacore Xeon X5670@2.93GHz, 64 GB RAM, 6 · 500 GB HD, 4·
GbE

– 8 dual-hexacore Xeon X5680@3.33GHz, 96 GB RAM, 6 · 500 GB HD, 4·
GbE
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– 6 dual-quadcore Core2Quad Q6700@2.66GHz, 8 GB RAM, 2 · 500 GB HD,
1· GbE

• Service computers:

– Storage: 2· Xeon E5440@2.83GHz, 32 GB RAM, 8·2.0TB + 4·1.5TB +
4·500GB HD, 1· Infiniband, 5· GbE

– User Access Nodes: (1) quantix (Core2Quad@2.50GHz, 4 GB RAM, 2x
160 GB HD, Infiniband, 3x GbE), (2) quantix2 (dual core Xeon@3.20GHz,
4 GB RAM, 160 GB HD, Infiniband, 3x GbE), (3) acpb20 (dual quad core
Xeon X5450@3.16GHz, 16 GB RAM, 4x 750 GB HD, 3x GbE), (4) store2
(Core2Duo 6600@2.40GHz, 2 GB RAM, 500 GB HD, Infiniband, GbE, (5)
acpb13 (dual-quadcore Xeon E5345@2.33GHz, 8 GB RAM, 2x 500GB HD,
Infiniband, 2x GbE).

Figure A.2.. Actual computing hardware resources. The service machines are abbrevi-
ated as follows: 1 quantix, 2 quantix2, 3 acpb20, 4 acpb13, 5 store2.

Communication of the ICCC nodes is split into two independent GbE networks.
One is dedicated to interprocess communication (IPC), the other to file-access (stor-
age). Each node of the ICCC is connected via an individual network card to both
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networks. Two storage servers (“store 1a” and “1b”) are connected to the store net-
work with four GbE lines each to allow for high data throughput. Additionally,
they are connected to an 10Gb/s SDR-Infiniband network. This network connects
the storage intensive service computers quantix, quantix2, store2, and acpb13 with
the storage servers and is only used for file-access. The functions of the service
computers will be briefed in the following list.

quantix Main entry point for the users, where jobs are submitted and collected.
Web server for documentation (MediaWiki) and reporting (Ganglia). Time
server for synchronization. Server for the D-RMS. User authentication. DHCP
server.

quantix2 Second entry point for the users. Time server. Fallback-server for the
D-RMS. User authentication. DHCP server.

store2 Backup of storage data to the university’s backup server.

acpb13 Export of storage data to the institutes LAN and to the IPC (needed by the
7Z servers which are only connected to the IPC). Special services.

acpb20 Time server. User authentication for Starfish. Software export for Starfish.
DHCP server.

A.1.2.1. Software and Configuration

Storage The most difficult part in the cluster setup was to find a proper configu-
ration for the storage of data. On the one hand, there was a huge amount of data
(> 4TB and > 8.5M files at the time of writing). On the other hand, file access
should be quick and reliable from the nodes. As to the reliability, the filesystem
should be capable of redundantly save files on two different servers in case one
of the servers should encounter a hardware failure. The only freely available file
system which has this feature is GlusterFS [247]. The two storage servers 1a and
1b, each equipped with 8 2TB hard-disks running in an RAID5 array to locally store
data, operating under CentOS 5.5 with a custom kernel 2.6.33.7 and OFED 1.5.2,
were set up as GlusterFS 3.1.3 servers. Locally, data is stored on ext4 partitions.
/cfs is exported for user data and /opt/qc for globally available software. On each of
the two machines, one GlusterFS-server is running to perform the native GlusterFS

export. To these servers, connections are made from GlusterFS-clients on quantix,

quantix2, store2, and acpb13 via the low-latency high-throughput Infiniband. In these
cases data replication is performed on the client-side and high-availability is given.
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Additionally, on each of the storage servers a second GlusterFS-server is running,
connected to the two native servers and re-exporting the filesystem via standard
NFSv3. These re-exporting servers synchronize data on a server-side basis via In-
finband while only one connection from each computing node is required to one of
the storage servers. Load distribution is achieved by round-robin DNS when a node
makes its NFS-connection to a storage server.1 This setup has the drawback that in
case of a server failure, the nodes writing to that specific server will encounter
I/O-errors until a reconnect to the second server takes place. This drawback is
eventually overcompensated by write performance, which is theoretically doubled,
and the ease of configuration on the nodes, where only a standard NFS-mount has
to be performed.

All exported data is backed up incrementally every night to the backup server
of the university’s computing center using IBM’s Tivoli Storage Manager 6.2 rev.

2.2. The backup is performed on a dedicated server store2, since it was found
that CPU-loads during checking of existing data and compression of new data
are considerable. Since the Tivoli Storage Manager can not access data from native
GlusterFS-mounts and NFS-mounting repeatedly lead to NFS-server failures, a na-
tive GlusterFS-mount was piped through a FUSE layer by means of an additional
UnionFS mount, which then is accessed by Tivoli.

External access to the filesytem is possible in three ways. acpb13 performs a re-
export as NFS and CIFS to serve both Linux and Windows PCs in the LAN. A
filesystem import from any of the servers is possible via SSHFS, including quantix

and quantix2, which are externally accessible even from the Internet.

Resource Management and Monitoring For the D-RMS the publicly available and
easy to configure SGE 6.2u5 was chosen. Its integration into OpenMPI simplifies
software installations to a large extent. The primary server is running on quantix.
In case a failure should occur, quantix2 holds a shadow server which will then start
a new server.

The hardware resources are divided into four queues, to make assignment of jobs
to specific nodes more user-friendly: acc.q (the L5410 nodes), nehalem.q (the X5570,
X5670 and X5680 nodes), starfish.q (the Q6700 nodes) and background.q (all nodes
but jobs are run with nice-level 19). Jobs can be submitted from any authorized

1 The only exception is the 7Z nodes which only possess one GbE connection. These are connected
to the IPC. They mount the filesystems per NFS from acpb13, which runs an NFS-reexport server
as store 1a and 1b.
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submission host, i.e. from all service computers, but additionally any user’s desk-
top PC can be configured to directly submit jobs, given it has mounted the cluster’s
filesystem.

Monitoring of the cluster is possible either through the integrated tools in the SGE
or through Ganglia. The latter was set up to have a uniform and detailed graphi-
cal view of both actual and historical cluster state and usage for both ICCC and
Starfish. Served by the Apache web server, Ganglia 3.0.3 runs on quantix.

Nodes 1-50 The computing nodes 1–50 are DELL PowerEdge 1950 (Xeon L5410)
or DELL PowerEdge R610 (all other) with a 19” form factor. They are mounted in a
water-cooled rack. As operating system, OpenSuSE version 11.0 for the PowerEdge
1950 and version 11.2 for all other machines was installed as was a custom kernel
version 2.6.38.2. For temporary data, scratch space is provided under /scratch. A
local copy of frequently used quantum chemical software is installed under /opt/qc-

local.

Nodes 7Z The nodes of the former S7Z cluster, all Siemens workstations, run
OpenSuSE 10.3 with the default 2.6.24 kernel.

Special Services The service computer acpb13 not only serves as a data relay as
described for the storage handling. Well connected to the cluster infrastructure, it
is otherwise kept available for special user programs. For the needs of this research
project’s global optimizations, it ran the MySQL database as well as the genetic
optimization system and performed PM6 calculations.

Documentation A detailed documentation of the cluster including usage instruc-
tions and example scripts for the queueing system was put up as a wiki, which
is accessible at http://quantix.chemie.uni-hamburg.de. It is intended to grow with the
cluster and shall preserve the experience of its users.
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A.2. Scaling

The development of the global optimization system required the knowledge of
the scaling behavior of the individual calculations in order to optimize the system
with regard to the number of concurrently running jobs. Would it be advisable
to perform DFT structure optimizations in parallel to speed up the runtime of an
individual candidate during global optimizations?
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Figure A.3.. Scaling behaviour in Turbo-
mole 6.2 using MPI paralleliza-
tion. Drawn is the speedup for
5 SCF cycles compared to the
serial execution. Results for the
B3LYP functional ( ½ ) without
the MARIJ approximation and
the PBE functional (+) with
the MARIJ approximation. Two
typical calculations are shown:
1271 basis functions and 244
electrons (dashed lines) and
960 basis functions and 488
electrons (solid lines). Ideal
speedup is represented by a
thick solid line.

Two sets of test calculations were per-
formed with TurboMole 6.2 using MPI
parallelization to measure the run-time
for 5 SCF-cycles. The first involved a
system of 51 atoms where def2-TZVPP

basis sets were used. The calculation
accounted 244 electrons and 1271 ba-
sis functions. The second system with
lower quality def-SV(P) basis sets, was a
102 atom system with 488 electrons and
960 basis functions. The latter would
represent a typical system as created by
the global optimization system in chap-
ter 9. Two functionals were used: the
global hybrid B3LYP and the pure func-
tional PBE. For PBE the MARIJ approxi-
mation was applied, whereas for B3LYP
calculations were performed with stan-
dard parameters.

The results are depicted in Figure A.3.
For the B3LYP calculations scaling is
close to linear for both the 51 and 102
atom system and the speedup nearly
equals the ideal speedup. The situation
for the calculations with the pure func-
tional PBE is much different, where a
decent speedup can only be observed
up to 4-8 cores. But even within this range, the speedup is much worse compared
to B3LYP. For example, the speedup using 8 cores is ≈ 3.7 for the 51 and only ≈ 2.6
for the 102 atom system.
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Taking into account that the absolute run-time of a B3LYP calculation was approx-
imately thirty times longer than a MARIJ accelerated PBE calculation, the use of
a hybrid functional can not be discussed for a high-throughput system. Since the
speedup of the MARIJ-PBE calculations is so poor at the current state of implemen-
tation, serial execution should be performed whenever possible. For the typical ex-
ample above, the total throughput would be reduced by a factor of approximately
3 when using 8 cores instead of 1. For the parameterization of the genetic algo-
rithm, this implied a large population size with long run-times for the individuals
in contrast to a small population size with shorter individual run-times.
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Hazardous Materials

Substance Symbol H-, P- and EUH CMR

Acetone
H: 225–319–336
EUH066
P: 210–233–305+351+338

Aluminum chloride H: 314
P: 280–305+351+338–310

Benzene

H: 225–350–340–372–304–
319–315
P: 201–210–308+313–
301+310–331–
305+351+338–302+352 K 1A, M 1B

Benzophenone

H: 315–319–335–412
P: 261–264–273–280–
302+352–304+340–
305+351+338–312–321–
332+313–337+313–362–
403+233–405–501

1,4-
Bis(chloromethyl)
benzene

H: 302–315–319–400
P: 273–305+351+338

Butyllithium
in hexanes

H: 225–250–260–304–314–
336–361f–373–411
P: 210–222–223–231+232–
370+378–422
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Hazardous Materials

Substance Symbol H-, P- and EUH CMR

Calciumhydride H: 260
P: 231+232–370+378–422

Carbon tetrachloride

H: 301–311–331–351–372–
412
P: 261–273–280–301+310–
311–501 K 2

Cerium chloride H: 315–319–335
P: 261–305+351+338

Chloroform H: 351–302–373–315
P: 302+352–314

Chlorotrimethylsilane
H: 225–312–314–331–335
P: 210–261–280–
305+351+338–310

Chromyl chloride H: 271–314–317–340–350i–
410
P: 201–220–273–280–
305+351+338+310 K 1B

Dichloromethane H: 351
P: 281–308+313 K 2

Diethyl ether
H: 224–302–336
EUH019, EUH066
P: 210–240–403+235

Ethanol H: 225
P: 210
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Hazardous Materials

Substance Symbol H-, P- and EUH CMR

Heptane
H: 225–304–315–336–410
P: 210–261–273–301+310–
331–501

n-Hexane
H: 225–304–361–373–315–
336–411
P: 210–240–273–301+310–
331–302+352–403+235 RF 2

Lithium aluminum
hydride

H: 260–314
P: 223–231+232–280–
305+351+338–370+378–422 RF 2

Methanol
H: 225–331–311–301–370
P: 210–233–280–302+352–
309+310

Sodium

H: 260–314
EUH014
P: 223–231+232–260–
264–280–301+330+331–
303+361+353–304+340–
305+351+338–310–
321–335+334–370+378–
402+404–405–501

Sodiumhydroxide
H: 314–290
P: 280–301+330+331–
309+310–305+351+338

Tetrahydrofurane

H: 225–319–335
EUH019
P: 210–233–243–
305+351+338
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Hazardous Materials

Substance Symbol H-, P- and EUH CMR

Thionyl chloride H: 302–314–332
P: 280–305+351+338–310

Toluene H: 225–304–315–336–
361d–373
P: 210–261–281–301+310–
331 RE 2

Triethylamine
H: 225–331–311–302–314
P: 210–280–303+361+353–
305+351+338–310–312
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