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MX . . . . . . . . . . . . . . . . . . . . . Macromolecular crystallography
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O . . . . . . . . . . . . . . . . . . . . . . Oxygen atom
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Chapter

1

Introduction

1.1 Overview

Macromolecular structures, involving proteins, DNA RNA or complexes thereof, are the
main focus of attention in structural biology. This can be attributed to their high biomed-
ical significance and their role as major players in the key processes of life. In order
to obtain a full understanding of their function and to gain new insights, it is crucial
to have a complete knowledge of the spatial arrangement of their constituent atomic
blocks. Important applications of 3D macromolecular structures can be found in diverse
areas of pharmaceutical and biotechnological industry and research.

There are a number of methods that can be used to obtain structural knowledge of a
macromolecule. Macromolecular crystallography (MX) is the most important technique
for the determination of biomolecular structures at an atomic of detail. MX has pro-
vided over 85% of all entries in the Protein Data Bank [5, 6] and over 90% of proteins
that are larger than 80 amino acids. The continuous growth in the number of PDB en-
tries demonstrates the increasing demand for crystallographic 3D models of biological
macromolecules. Other experimental methods providing structural information include
nuclear magnetic resonance (NMR) [7], electron microscopy (EM) [8], electron tomog-
raphy [9], electron diffraction [10], neutron diffraction [11] and small angle scattering
(SAXS) [12]. Structure prediction and molecular modelling is also gaining popularity
[13].
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1. Introduction

Within the scope of this thesis several methods have been developed to increase the com-
pleteness and accuracy of models obtained from automatic model building of proteins in
MX. Significant improvements have been obtained, particularly for model building using
low resolution crystallographic electron density maps, from 2.4 to 3.8 Å.

1.2 Protein structure

Proteins are the most abundant and versatile macromolecules in all living systems. They
provide stability to cells and tissues, immune protection, transport and storage of other
molecules (such as oxygen), they control and regulate pathways and metabolic networks
and they catalyse almost all chemical reactions occurring in living organisms [14]. The
20 naturally occurring amino acids are the basic building blocks of proteins. In an amino
acid the central carbon atom, which is called the Cα atom, is linked to an amino group,
carboxylic group, a hydrogen atom and a side chain (square brackets in Figure 1.1,
where the side chain is referred to as R). The link of the carboxyl group of one residue
to the amino group of another residue is called peptide bond. The resulting molecule is
a dipeptide. This reaction is catalysed by the ribosome that compiles polypeptide chains
with a specific amino acid sequence that is determined by a messenger RNA. Proteins
are polypeptides that usually consist of a few hundred amino acids. The amino acid se-
quence of a protein is also called the primary structure. Polypeptides contain a repeating
part, the protein backbone, and a variable part, the side chains. The partial double-bond
character of the peptide bond prevents a rotation around this bond. Thus, the only de-
grees of freedom in the protein backbone are the torsion angle φ between the Cα atom
and the amino group and the torsion angle ψ between the Cα atom and the carboxyl
group (Figure 1.1).

Figure 1.1: Structure of a generic peptide. Square brackets denote one residue, side
chains are referred to as Rn. The torsion angles ψ and φ are coloured in green.
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1.3 Macromolecular crystallography

Hydrogen bonding between backbone atoms define the secondary structure of a protein.
The most common secondary structure elements are the α-helix and the β-strand (de-
scribed in more detail in section 2.5). The three-dimensional conformation of a protein
is defined by spatial arrangement of these secondary structure elements and chain sec-
tions that link them and is referred to as the tertiary structure. Proteins usually consist of
more than one polypeptide chain. Interactions between these chains form and stabilize
structures containing several protein subunits. The arrangement the subunits assemble
is called quaternary structure [15].

1.3 Macromolecular crystallography

The procedure for obtaining a protein structure in an MX experiment can be seen as
consisting of four major steps (Figure 1.2). First, the protein has to be expressed in
sufficiently large quantities and purified so that a protein crystal can be grown. This
step can take up to several years. During the crystallographic experiment, known as the
data collection step, such a protein crystal is mounted in front of a detector and rotated
stepwise while being exposed to an incoming X-ray beam. X-rays interact in a specific
way with crystalline matter. The result is a set of reflections, collected by the detector,
that make up a specific diffraction pattern. An electron density map, which is needed to
identify the atomic positions of a macromolecular structure, can be represented as the
three-dimensional Fourier transform of an infinite set of complex structure factors [16].
The measured intensities of the collected reflections are proportional to the squared
amplitudes of the structure factors. In a unit cell volume, V , the electron density, ρx yz,
at location (x , y, z) can be represented by the following Fourier equation:

ρx yz =
1

V

∑

h

∑

k

∑

l

|Fhkl | cos 2π(hx + k y + lz−αhkl) (1.1)

The equation includes the summation of the amplitudes of the structure factors, Fhkl and
the phase angle αhkl at location (h, k, l) in reciprocal space [17]. However, during data
collection, the phase angles are not directly obtainable. This is known as the phase prob-
lem [18] and constitutes a significant challenge in structure determination, especially in
the initial stages. At the same time, the phases cannot be computed in the absence of
the structure factor amplitudes. The importance of phases is shown in Figure 1.3.

There are indeed many computational and experimental techniques to recover the other-
wise lost phase information. For crystals at very high resolution, the phases can be grad-
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1. Introduction

Figure 1.2: The main steps in protein crystal structure determination.

ually obtained ab initio from the measured amplitudes using so-called direct methods.
Here the positions of some atoms can be derived directly from the collected magnitudes
given the structure under consideration is smaller than 100 residues. The phases gen-
erated from these atomic positions are subsequently used to derive the phases for the
remaining parts of the structure [19–22]. Isomorphous replacement, MAD and SAD all
use the positions of a few atoms to derive the (initial) phase information of the entire
macromolecule. Isomorphous replacement exploits additional data collected from the
same structure but with one or a few electron-rich atoms added to the structure [23–25],
whereas in MAD or SAD the signal of the anomalous scattering of atoms, such as sulphur
and phosphorus, can be used to determine their positions [26–28]. The combination of
isomorphous replacement and anomalous scattering, SIRAS, makes simultaneous use of
the position of atoms derived from anomalous scattering and heavy atom derivatives
[29, 30]. This approach is rarely used when the data are collected at only one wave-
length, since it requires high quality diffraction data [31]. In the most frequently used
approach, molecular replacement, the phase information is obtained by transforming a
homologous molecule into the expected location and orientation [32–38]. After com-
puting the initial phase information from that positioned model an electron density map
can be computed. Density modification techniques can be applied to improve this map
[39–42].

The final step, which comprises the transformation from an electron density map to a
chemically sensible model of a protein structure is called map interpretation or model
building. Here, the electron density has to be interpreted in terms of atoms and bonds
based on the prior knowledge of the chemical nature of the molecule and, indeed, mole-
cules in general and properties of the map. Map interpretation is thus, fundamentally,
a pattern recognition problem, which becomes more difficult when less information can
be deduced from the electron density map. Before 1970, crystallographers had to equip
themselves with rulers, screwdrivers and rods and switch on their overhead projectors
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1.3 Macromolecular crystallography

Figure 1.3: Importance of phases. Pictures on the left in real space were transformed to
reciprocal space, the phases of each picture exchanged with each other and back trans-
formed, yielding the real space pictures in the right column. From Cowtan [43].

to investigate the right slide or slice of density or use a Richards box, which projected
a electron density map upon the model with semi-transparent mirrors [44], to build a
so-called Kendrew model of their structure [45]. At a scale between 5 and 1cm/Å they
sometimes even had to climb ladders. Advances in computer graphics allowed ladders to
be replaced with deckchairs and the use of molecular graphics programs such as FRODO
[46], O [47], Xtalview [48] and Coot [49, 50]. Although molecular graphics made man-
ual interpretation of electron-density maps less tedious, it is still a very labour intensive
and subjective process. The need to speed up macromolecular structure building and to
provide at least some elements of objectivity into the model building process gave rise
to automated model building procedures. Macromolecular structure refinement [51] is
repeatedly applied during automated model building. Here, the intermediate model is
adjusted with regard to the experimental data and the current set of phases is changed
according to the intermediate model, respectively. Thus, in case of a correct intermedi-
ate model, the electron density is improved and will give rise to a better model in the
next iteration. To further improve and assess the accuracy of the structure model, prior
information regarding molecular structure in general - encoded in the form of restraints
or constraints on atomic bond lengths, angles and general stereochemistry - is used to
give a measure of its validity. Software suites like CCP4 [52] and PHENIX [53] pro-
vide collections of programs for many of the mentioned approaches, from indexing of
diffraction patterns and phasing, through map interpretation and refinement, to model
validation.
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1. Introduction

Today, there is a manifold of iterative methods that combine tracing of the protein chain
with density refinement. The most important ones, from the author’s point of view, will
be described in detail in the next section. Since the methods presented in this thesis
(the PNSextender [1] and FittOFF [3]) have been developed for their application within
the ARP/wARP project [54, 55], special attention will be given to this software suite in
section 1.5. Refinement and validation are described in more detail in sections 1.3.2 and
1.3.3.

1.3.1 Automated model building

A first step towards automated model building was taken in 1974 with the publication
of the skeletonisation method by Jonathan Greer [56]. A skeleton representation helps
to obtain a more interpretable “image” of a an electron density map, by its automatic
reduction to a set of connected thin line segments that follow the density profile. This
is achieved by placing points at density peaks and then deleting those with lower elec-
tron density values, unless this breaks the connectivity or affects the end of a connected
region. The obtained skeletal representation of the map can be used to derive potential
Cα-positions using the known Cα− Cα-distance.
More sophisticated pattern recognition approaches for identifying the positions of Cα
atoms of a protein backbone in a skeleton representation have been implemented in the
programs QUANTA and CAPRA. CAPRA, the Cα Pattern Recognition Algorithm [57, 58],
uses a range of electron density-feature scores combined in a neural network and rota-
tion invariant numerical features to predict the positions of Cα atoms and connects them
into chains by an heuristic search method. Coupling this method with modelling of side
chains, sequence alignment and real space refinement gave rise to the TEXTAL method
for automated building of proteins [59, 60] QUANTA [61] uses a principal component
analysis on the skeleton representation in order to identify regions that correspond to
regular secondary structure features, i.e. α-helices and β-sheets. Afterwards, identified
segments are be used to define the positions of Cα atoms in order to build a polypeptide
chain [62].

Crystallographic template matching methods aim to recognise small search models with
low structural variation within electron density maps. They can thus be called ’mini’-
molecular replacement [63]. In the first of these methods, ESSENS [64], Kleywegt and
Jones use penta-alanine templates in ’ideal’ α-helix or β-sheet conformations to detect
secondary structure elements in electron density maps. These search fragments were
tried in all possible positions locations and orientations. The best fit was chosen by
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1.3 Macromolecular crystallography

evaluating the densities calculated at the atomic centres of the fragments. Detected sec-
ondary structure elements can then be used to improve the phases or to judge whether
the map is interpretable at all. A shortcoming of ESSENS is its exhaustive search over
six dimensions in real space (three translational and three rotational parameters) and
hence, large demands on computation time. This problem is to a large extent alleviated
in FFFEAR [65]. Instead of using the density at atomic centres, a target function com-
pares the electron density map with density shapes computed from nine-residue long
search fragments, carrying out the translation searches in reciprocal Fourier space and
thus reducing the computation time. In BUCCANEER [66], this search function is re-
peatedly applied to locate possible Cα atoms. In the subsequent applications putative
Cα atoms are subsequently refined before being extended into chains using an exhaus-
tive search over torsion angles allowed in the Ramachandran plot [67]. Finally they are
assigned probabilities for each amino acid type at each Cα-position. Recently, BUCCA-
NEER was updated with a library of protein fragments to build chains from identified
Cα atoms [68] more efficiently, especially in terminal regions and loops.
RESOLVE [42, 69, 70], now called phenix.resolve and part of the PHENIX project [53,
71, 72], employs a search function similar to FFFEAR in order to locate map regions con-
taining secondary-structural features. Identified helices and strands are extended with
additional residues using a tripeptide-fragment library. In the last step probabilities of
side chains are derived using 20 electron density templates. The most likely side chain
is assigned in accordance with an alignment of the protein model to its sequence.
In the ARP/wARP protein model building, ‘free atoms’ (similar to the ones described in
[73]) are used in an iterative approach together with real- and reciprocal-space refine-
ment to build up the protein chain from (di-)peptides identified in the electron density.
This is described in more detail in section 1.5.

Other novel approaches have been undertaken in ARCIMBOLDO and ACMI. In ACMI
(Automatic Crystallographic Map Interpreter), residues are not constrained to a single
location during the process of model building, but are instead represented as a prob-
ability distribution, the Markov field, over the whole electron density map. Physically
possible, incomplete models from this distribution are extended step by step to construct
an all-atom protein model using a statistical sampling method called particle filtering
[74, 75]. ARCIMBOLDO (named after the artist who assembled portraits from fruit
and vegetables) employs direct methods to generate phase information for structures of
medium size (< 2000 atoms) at resolution higher than 2.0 Å [76]. As mentioned ear-
lier, direct methods can usually only be applied to structures of sizes below 100 residues
with data extending to atomic resolution. ARCIMBOLDO circumvents the missing atom-
icity at resolution between 1.0 Å and 2.0 Å by a multi-solution framework that combines
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1. Introduction

the location of small model fragments (’ideal’ polyalanine α-helices and β-strands of
10 to 14 residues) with density modification and autotracing of the resulting maps in
SHELXE [77]. This results in several thousand structures based on numerous position-
ing of model fragments in space. To extend the applicability of the method to larger
structures and lower resolution more sophisticated fragments with modeled side-chains
or extracted from low-homology models can be added as model fragments [78]. Given
the massive computation demand of the method, so far it only runs on a dedicated 100
CPU grid.

Figure 1.4: Different density templates in automated model building approaches. Shown
are the density templates employed in BUCCANEER, TEXTAL (spheres around Cα atoms),
ARP/wARP (shapes of peptides and dipeptides) and RESOLVE (densities of standard pro-
tein structure fragments of different lengths).

In conclusion, it becomes apparent that most current automatic model building methods
use similar techniques, such as density search functions and the combination of model
building with structure refinement, mimicking the steps a crystallographer would take
when building a model manually. What distinguishes them are the density search shapes
or patterns used for identifying the positions of the main-chain atoms during chain trac-
ing. As shown in Figure 1.4, these shapes range from 4 Å spheres to identify Cα atoms
in BUCCANEER and TEXTAL, peptide (or dipeptide) units in ARP/wARP or longer frag-
ments in RESOLVE/phenix.resolve. Often, these templates lead to to models built to a
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1.3 Macromolecular crystallography

different extend of completeness for the same electron density map; their strengths at
different resolution will be discussed in section 1.8.1.

1.3.2 Structure refinement

Refinement of a macromolecular model aims at optimising the agreement between the
structure factors calculated from the model parameters (Fcalc) and the structure factors
observed in the experimental data (Fobs). Model parameters include atomic coordinates,
atomic displacement parameters (ADP), scale factors and, if appropriate, twin fractions
[79]. A common problem, especially at low resolution, is that the number of parame-
ters of the model exceed the number of experimental observations (observations

parameter
< 1). In

such cases, additional information is required; otherwise the refinement becomes un-
derdetermined and the model overfitted. Such additional information can comprise a
priori structural knowledge about bond lengths and angles [80], chirality and planarity
of atomic groups, similar orientation or non-crystallographic symmetry between molecu-
lar fragments or substructures [81] or any experimental phase information. Refinement
thus is the process of adjusting the model parameters so as to minimise the difference
between calculated properties and experimental data. This makes it a complex optimisa-
tion problem. The agreement between the experimental data and the structural model
is commonly measured by the R-factor value [82], Equation 1.2.

R=

∑

||Fobs| − |Fcalc||
∑

|Fobs|
(1.2)

Historically, least-squares procedures in real and reciprocal space [83, 84] were the
first methods applied to minimise the residual between the observed and calculated
data. However, the need to account for the uncertainty in model parameters lead to
the increasing popularity of maximum likelihood methods in refinement. For example,
REFMAC [51] maximises the probability of observing the current model given the set
of measurements and additional knowledge. REFMAC excels in refinement at a broad
range of resolution, due to the use of different likelihood functions depending on the
input diffraction data. The target function that is minimised, ftotal has two components,
fgeom utilising geometry or prior knowledge, and fX−ra y including the likelihood of ob-
serving the current model given the observed experimental X-ray data [79], equation
1.3 and 1.4. The optimum weight between the contributions, w, can be selected auto-
matically on-the-fly.
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ftotal =−log[Pposterior(model; obs)]

fgeom =−log[Pprior(model)]

fx ra y =−log[Pl ikel ihood(obs; model)]

(1.3)

ftotal = fgeom+w fx ra y (1.4)

To ensure reliable models at resolution as low as 4 Å, REFMAC employs a wide range
of specific refinement tools, such as secondary structure restraints, restraints to known
homologous structures, automatic global and local NCS restraints [85]. A very impor-
tant feature in REFMAC, which is used in one of the methods presented in this thesis, is
the possibility of adding known non-crystallographic symmetry relations as restraints to
fgeom. Originally, refinement procedures have been designed for the final stages of MX
analysis. Nowadays they are frequently used to improve partial models and to obtain bet-
ter electron density maps for further rounds of model building. Examples are refinement
with REFMAC in ARP/wARP [54] and phenix.refine in the PHENIX suite [81].

1.3.3 Model validation

After formally successful refinement the model might exhibit correct bond lengths and
angles but still contain errors. These errors might hail from incorrect tracing of a chain,
flexible loops, presence of peptide flips or incorrect side chain conformation and could
have been reinforced by the refinement. To account for such errors, it is very impor-
tant to evaluate the model with regard to a priori biochemical knowledge that has not
been used in the refinement. One of the most widely-used validation methods is the
Ramachandran plot [67]. It describes the occurrence of combinations of protein torsion
angles φ and ψ, which define protein main-chain conformation. Residues with ψ- and
φ-angles lying outside of highly populated areas in the Ramachandran plot are often
incorrectly built or contain peptide-flip errors [86].
Unfortunately, the R-factor value itself cannot always be consulted to assess the validity
of the model, since it is very similar to the function minimised during the refinement
and thus is biased towards errors present in the model. The R f ree factor was introduced
to give a more reliable and unbiased global quality index [87]. R f ree is computed from
a small subset of structure factors, usually 5% of the data, that is not used during re-
finement and model building. Thus, only changes to the model that lead to a better
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explanation of the experimental data will improve R f ree. One should note that since
R f ree is computed from a relatively small number of reflections, its value is subject to
higher statistical variation, compared to the plain R-factor. A number of papers have
been devoted to the discussion on this topic, e.g. [88–90].
Another approach for validation is taken in the PDB_REDO project [91–93], which aims
at improving structures in the PDB by applying re-refinement and some model rebuild-
ing. Structures have been deposited in the PDB over the years and they have been
determined using the methods available at the time. Many crystallographic methods
have improved since then and can make a better use of the same X-ray data. PDB_REDO
has been tested on more than 12,000 PDB entries and could improve the majority of
these structures with regard to R f ree and geometric validation criteria [94].
The protein data bank itself is also taking actions to improve validation measures dur-
ing the structure deposition into the PDB. To achieve this, several validation task forces
have been convened to advise on methods and standards, with the recommendations
of the X-ray task force currently being implemented [95]. These recommendations in-
clude, among others, assessment of the X-ray data Wilson plot, amplitude mislabeling
and missed symmetry to be used as validation criteria for diffraction data as well as anal-
yses of the Ramachandran plot and rotamers, assessment of the covalent geometry for
the validation of models. Additionally, the agreement between the model and the data
will be evaluated globally by R and R f ree and per-residue with the real-space R value
(RSR, [47]).

1.4 Challenges in macromolecular structure determina-
tion

The most limiting factor in crystal structure determination is the resolution to which
the crystal of a protein structure diffracts in the diffraction experiment. The current
state of the art is such that many challenging structure determination projects cannot
be brought to a satisfactory result (i.e. the determination of a structure). In particular,
crystals of large proteins and their complexes may not diffract to a resolution where
an atomic model can be straightforwardly constructed. This issue is confirmed by the
average size of structures in the PDB solved at certain resolution. As the resolution
decreases, the average structure size increases significantly (Figure 1.5). Indeed, even
after semi-high-throughput sample screening, the crystals of a typical protein of interest
diffract on average to about 4 Å resolution on synchrotron beamlines [96], and only a
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small fraction of the measured X-ray data results in a structure being deposited in the
PDB. More precisely, the ratio of collected data sets and published structures is about 50
to 1 [97].

Figure 1.5: Average size of structures solved at different resolution (data derived from
the PDB, January 2012).

An apparent problem with low-resolution X-ray diffraction is that the amount of the
observed data that can be used for structure refinement and calculation of an electron
density map is limited. For example, for a protein crystal with 50% solvent content that
diffracts to a resolution of 2 Å, there are 9 reflections per atom. If four atomic param-
eters, e.g. x yzB, are to be refined, the observation-to-parameter ratio is two, and the
task is numerically overdetermined. However, for the same structure at a resolution of
4 Å there is only one observation per atom, which is insufficient to refine several atomic
parameters [98] (Table 1.1). This lack of observations at reduced resolution of the data
requires the use of additional parameters in the form of constraints or restraints, and
causes smoothing of density maps and a loss of detectable atomic features as shown in
Figure 1.6. Dependent on the resolution of the measured data, the following problems
may arise: at about 3 Å to 4 Å peptide groups cannot be seen anymore (Figure 1.6a, b).
Between 5.0 Å and about 10 Å α-helices appear as tubes of density (Figure 1.6c, d, e)
and at lower than 6 Å individual β-strands may not be visible at all (Figure 1.6d). The
development of automated structure determination methods in MX has been predomi-
nantly focused on high-resolution data, where bonded or at least angle-bonded atoms
are resolved. Thus, the determination of low-resolution structures is usually beyond the
normal operational range of crystallographic software and necessitates a large, if not
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excessive, amount of manual intervention (an example being Rapper [99], where the
user has to conduct an initial placement of Cα atoms himself).

Resolution Reflections per atom Reflections per residue

2.0 Å 9 70
2.3 Å 6 46
2.6 Å 4 32
3.0 Å 3 21
3.5 Å 2 13
4.0 Å 1 9

Table 1.1: Overview of measured reflections to be expected per atom (Nrefl/atom ≈
70
d3 )

and per residue (Nrefl/residue ≈
500
d3 ) for resolution between 2.0 Å and 4.0 Å

However, despite the enormous effort that has to be undertaken to solve a structure
at low-resolution, the yearly percentage of structures deposited being in the PDB with a
resolution of lower than 3.5 Å is steadily increasing, see Figure 1.7. While the percentage
of depositions in this low resolution range - 1 to 2.5 % - may appear to be low, the
increase in terms of the raw number of depositions is much more evident. Thus, in 1992,
1% of structures solved below 3.5 Å corresponded to just two structures, whereas 2.3%
in 2009 were equivalent to 170 structures. This shows that there is an increasing interest
and need for structural information even at reduced levels of data resolution.

1.5 ARP/wARP

The ARP/wARP project [54, 55] is one of the leading software projects in macromolec-
ular structure determination. The goal of the project is to facilitate automated building
of the three-dimensional structure of proteins [101–108], nucleotides [109], ligands
[110–112], as well as their complexes into electron density maps obtained from MX ex-
periments using pattern recognition approaches. The foundation of ARP/wARP is the
idea of coupling the interpretation of an electron density map with the iterative refine-
ment of the atomic parameters [55, 113]. The initial model used for describing the
electron density, calculated from the measured amplitudes and initial set of phase esti-
mates, consists of a set of unconnected atoms of uniform atomic type. Reminiscent of
the approach of Agarwal and Isaacs they are referred to as ‘free atoms’ [73]. In each
iteration this set of ‘free atoms’ is chosen to reproduce the electron density as closely as
possible while retaining an overall protein-like conformation. ARP/wARP then proceeds
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(a) (b)

(c) (d)

(e) (f)

Figure 1.6: Electron density maps at different resolution: a) shows a map at 3 Å, b) at 4 Å,
c) at 5 Å, d) at 6 Å and e) at 8 Å. The cases shown in a) to c) mark the resolution regime
where density maps become difficult to automatically interpret. All maps have been
computed from the structure of protein G (f, 2igd). Structure factors were calculated
from the refined model and then truncated; B-factors were adjusted to their expected
value at each resolution. Maps were generated using the ARPnavigator. From Langer
[100].24



1.5 ARP/wARP

Figure 1.7: Percentage of structures being deposited in the PDB determined at a resolu-
tion of less than 3.5 Å. Values are given for the years 1990 to 2011 (derived from PDB
data, January 2012).

to extend this model by evaluating the density at atomic centres. If the density falls
under a given threshold, the atom under consideration is deleted. Likewise, if there are
areas of high density within binding distance of a valid ‘free atom’, a new atom is added.
The model is then used in refinement to improve the positions of the ‘free atoms’. This
leads to a phase improvement and thus to a better map. This model update procedure
largely improves refinement: conventional refinement might use wrong atoms, whereas
ARP/wARP will simply delete them and add them somewhere else later on.

The ‘free atoms’ model is further used to build the protein model using pattern recog-
nition techniques. Ideal peptide search density shapes are mapped on ‘free atoms’ that
are located within the expected Cα− Cα distance from each other (3.8± 1.0 Å). At this
point, the correct direction of the peptide is still unknown - the density shape is thus
tried for in both directions. Subsequently, all peptides that share a common Cα atom
are mapped to dipeptide templates. The resulting dipeptides are then used to build up
the longest possible polypeptide chain. This chain is saved and all other peptides that
give rise to sterical clashes are removed. Iteratively, every next-longest chain is saved
until no more chains longer than four peptides (five Cα-residues) can be found anymore
[55, 104]. Partial side chains of four types - glycine, alanine, serine and valine are built
if there is sufficient density support.

This gives rise to another fundamental concept of ARP/wARP - the ’hybrid model’ [102].
In each building cycle some ‘free atoms’ gain chemical identity and are recognised as
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part of a protein chain fragment. Others remain free (Figure 1.8). The evolving hybrid
model combines two sources of information: It incorporates chemical knowledge from
the partially built model and the ‘free atoms’ continue to interpret the electron density
in areas where no model is yet available. A restrained refinement of the chemically-
assigned parts will improve the electron density map, which then allows the building
of another hybrid model that should yield more chemically assigned parts and in turn
leads to an even better electron density map. Thus, ARP/wARP combines model build-
ing and refinement, as depicted in Figure 1.9, in which the scheme of restraints and
‘free atoms’ are iteratively updated and the hybrid model converges to the final model.
The recent addition to ARP/wARP was the incorporation of automatically-detected non-
crystallographic symmetry into both the model building and refinement stages of the
procedure [1]. These developments are an essential part of this thesis.

(a) (b) (c)

Figure 1.8: Evolution of the ARP/wARP hybrid model. At first, the density is filled with
‘free atoms’, placed to retain a protein-like interatomic distance distribution (a). During
the model building process, some ‘free atoms’ are recognised as parts of a protein chain,
others remain free (b). At the end of ARP/wARP model building a large part of the model
is built. Some ‘free atoms’ remain, which can be attributed to solvent (c). Additionally,
(a)-(c) show the improvement of the density as the hybrid model advances.

As the final step, the peptide backbone is decorated with side chains [102, 105–107]. To
achieve this, the partially built side chains as well as other ‘free atoms’ present around
every Cα atom are described as a connectivity vector. For each polypeptide fragment,
a matrix of such connectivity vectors is generated. This ’observed connectivity’ is then
slid over a ’precomputed connectivity’ matrix describing the input amino acid sequence
(similar to the approach described in [114]). Subsequently the polypeptide fragment is
docked to the position in the sequence with the best agreement.
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1.5 ARP/wARP

Figure 1.9: ARP/wARP circulates between pattern space, real space and diffraction space;
forming a unified process of model building and refinement.

In addition to automatically building protein structures, ARP/wARP employs pattern
recognition techniques for a number of other tasks. With the helix building method it
is possible to efficiently identify secondary structure elements in electron density maps.
The method delivers accurate results for α-helices for data extending to 4.5 Å resolu-
tion and for sheets down to 4.0 Å. The Loopy module allows the building of up to 14
residues-long loops between protein fragments that have been docked into sequence and
this increases the completeness of the resulting models [115]. Loopy fits Cα atoms of
several template pentapeptides to the model termini and thereby extends the peptide
segment iteratively. Subsequently backbone conformations are constructed. At the end
the electron density correlation is used as a criterion to select the best loop. To build
DNA or RNA into an electron density map with ARP/wARP a slightly different pattern
recognition approach is used. Phosphates and base planes are identified in a map as balls
and planar disks of defined volumes. Both shapes have been chosen so they can only be
detected in nucleotide structures. This information is used to build up the nucleotide
backbone [109].

Another application in ARP/wARP is the building of ligands [110, 111]. After model
building of the protein is completed, a difference density map is built using the complete
protein model. In the case of a known ligand, leftover density is analysed to identify the
most likely ligand-binding site. Then, the selected density cluster is modelled as a ’sparse
grid’, a thinned set of gridpoints at approximately inter-atomic distances that correspond
to the actual ligand to be built. The ligand is matched to this grid using graph-matching
protocols that also take into account the automatically-generated ligand topology. In
parallel, a Metropolis (Monte-Carlo) simulation generates ligand models in the same
density. The ligand molecule is firstly aligned to the density using PCA, and then ’grown’
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into the density by rotations around the appropriate bonds and dihedral angles of the
ligand. The best model is then selected from the ensemble generated by both methods
and subjected to real space refinement to satisfy geometric restraints and the fit to the
density. This provides the final model that is output to the user [112]. If the density
cluster cannot account for the whole input ligand, a cocktail of substructures can be
generated to fit the most likely partial ligand. In addition to this, a database containing
the 50 most abundant ligands in the PDB can be used to identify the most likely one for
a known binding site.

1.6 Non-crystallographic symmetry - NCS

Figure 1.10: Proportion of databank structures with and without non-crystallographic
symmetry (derived from the PDB data, January 2012).

A statistical survey carried out in 1993 showed that a vast amount of intrinsic informa-
tion - the so-called non-crystallographic symmetry (NCS) existed in about one-third of
all protein crystals [116]. Kleywegt later noted that about half of the proteins diffracting
worse than 2.5 Å had NCS relations [117]. In the current release of the PDB more than
50% of structure contain NCS (Figure 1.10). NCS occurs if there are multiple subunits
in the asymmetric unit of a crystal, and some of these adopt - at least in part - almost
the same tertiary structure. The subunits related by NCS may have slight differences
due to different crystal environments as identity is not enforced by crystallographic re-
straints. The NCS order may be as high as 60 (e.g. lumazine synthase from Salmonella

28



1.6 Non-crystallographic symmetry - NCS

typhimurium LT2 [118], PDB ID 3mk3). NCS is more likely to appear in very large struc-
tures. This means that, while only 51% of all structures have NCS-relations, more than
70% of all residues in the PDB are involved in an NCS relation.
One distinguishes between two types of NCS [37]. An element, which is independent in
the sense of rotation, is defined as ’proper’. An example would be a molecule exhibiting
an N -fold axis, with each element rotated by (360/N)◦ to the next one. ’Improper’ NCS
is referred to in cases of arbitrary rotation or translation between two molecules in the
same asymmetric unit. Any NCS operation that includes a translation must therefore be
’improper’.

Figure 1.11: NCS averaging in case of improper NCS. Within the masks M1−3, the elec-
tron density of the molecules (shown in green) is replaced by the average density calcu-
lated from all NCS-related subunits. From Kleywegt[119].

The use of NCS is an extremely valuable asset in crystallographic structure determination
[35, 41, 63, 119]. Perhaps its most frequent application is in density modification, where
NCS-averaging helps improve and extend phases to higher resolution as well as reduce
bias in cases where initial maps have been derived from an incomplete model [119].
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Here, the NCS relations can be specified by the user or derived from the determined
heavy atom positions. The electron density map is segmented into areas related by
NCS-operators and for each operator a mask or envelope function is generated. Within
these masks, the initial electron density for each operator is replaced by, e.g. an average
density over all NCS-related copies. A schematic overview of NCS averaging is shown in
Figure 1.11. NCS-averaging is one of the most powerful constraints available for phase
improvement. However, it is also the least automated one, since the symmetry operator
has to be known and the masks must be defined manually by the user.

A more recent use of NCS-relations in MX includes their automatic detection and ad-
dition as restraints during structure refinement [53, 79]. Here, further restraints are
applied to the chains or parts thereof that have been defined as NCS-related. This in-
formation is added to the geometrical prior probability function in order to treat related
chains in the same way during refinement. For automatic NCS-detection in REFMAC,
the sequences of all chains are aligned with all other chains. If the alignment is longer
than 15 residues and has a sequence identity >80%, the chains are superposed. If the
rmsd of the superposition is less than a defined threshold (default 2.5 Å) the chains are
deemed to be NCS-related. The approach does not work for chains that have not been
sequence-assigned.

1.7 Theoretical modelling

As described in section 1.4, models of macromolecular structures cannot always be ob-
tained by an experimental technique such as MX, NMR or EM. In these cases, theoretical
models may provide further insights [120]. All approaches in theoretical modelling are
based on the premise that protein structures with high sequence similarity have very
similar structures [121, 122]. To obtain the tertiary or 3D-structure of a macromolecule,
one may differentiate between homology modelling and de novo protein structure predic-
tion. Both methods are described in more detail in the following sections. If no approach
gives rise to a model of the three-dimensional structure of the macromolecule, one may
take advantage of secondary structure prediction tools, available for protein and RNA,
that suggest which segments of a primary sequence are likely to form helix, sheet or
loop structures in 3D. An overview of protein secondary structure prediction is given in
section 2.5.2.
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1.7.1 Homology modelling

Homology modelling, also known as comparative modelling, is a widely-used method for
the prediction of protein structure. It takes advantage of the ever-growing abundance
of structural information in databases such as the PDB, and sequence information such
as obtainable from UniProt [123, 124]. Known protein structures are used as templates
to predict structures of target sequences, which are evolutionarily and/or functionally
related [125]. The method itself is straightforward (see Figure 1.12). Initially, possible
template sequences related to the desired target sequence have to be identified using
large-scale sequence-alignment tools, like the ones supplied by the structural databases
or an implementation of BLAST or PSI-BLAST [126]. In the next step, the target se-
quence has to be aligned to all template sequences to build a structural model based
on identical or highly similar areas in both target and template sequences. Finally, this
model is assessed by different criteria [127–131]. The accuracy of homology modelling
entirely depends on the identification of the correct templates for the considered target
sequence, as wrong templates will generate a wrong model. Since the structure of the
target sequence will always be similar to the structure of the template sequence and can-
not fully compensate for fold mutations, the introduction of bias might also be a problem.
Nowadays, all tasks involved in homology modelling can conveniently be executed by a
web-server such as SWISS-MODEL [132–135].

1.7.2 de novo protein structure prediction

If there are no sufficiently-related homologues for the target structure under consider-
ation, the problem of building a model can be addressed by de novo protein structure
prediction [136]. In contrast to homology modelling, the protein structure here is com-
pletely built from scratch using energy functions or statistical potentials based on the
analysis of recurrent patterns in known structures and sequences. De novo structure pre-
diction can be considered as more objective, since it uses only physiochemical properties,
and thus reduces the risk of model bias as it may occur in homology modelling. One dis-
tinguishes between two approaches:
In ab initio modelling suitable models of the protein are solely derived from the sequence
[137]. Furthermore, geometrical information, similar to that used in macromolecular re-
finement and validation (bond lengths and angles, agreement with the Ramachandran
plot, etc.), is used to derive the target structures. Afterwards the models are analysed
by an energy or score function to determine whether the obtained fold is a native-like
conformation or, in other words, corresponds to an energy minimum. If not, the model
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Figure 1.12: Homology modelling flow chart.

is modified to minimise the energy function. This usually involves the generation of
thousands of models. Often, the protein is modelled in a reduced representation and
successively extended. An example are lattice models that represent the protein as a se-
quence of hydrophobic and hydrophilic states and exploit the hydrophobic effect [138].
Once such models satisfy the energy function, they are extended to peptides and finally
full proteins, while being iteratively modified to satisfy the energy function.
The second approach also uses energy functions to find the most native conformation
of the protein. However, the way the models are generated is somewhat different.
These methods are called "knowledge-based" and use properties derived from the ever-
increasing amount of structures in structural databases [139]. Models are built using
small fragments of a few residues in length. These represent the ’ideal’ conformations
for the considered sequence, derived from available structure by secondary structure
prediction and multiple sequence alignments.

The pool of protein structure prediction methods is regularly evaluated by the Critical
Assessment of Protein Structure Prediction (CASP, www.predictioncenter.org/). In each
iteration of CASP, the sequences of a wide variety of solved but unpublished structures
[140] are distributed to all participating groups, who are then asked to build the best
possible model from this sequence using their method. This provides a means of objec-
tively testing the methods via blind prediction [141, 142]. From CASP 7 onwards, all
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targets are divided into domains and then classified into two categories for assessment.
The first one, template-based modelling (TBM), comprises all cases for which sequence-
related structures exist, whereas the second one, template free modelling (FM), contains
all cases without identifiable templates [143]. The free modelling category replaced the
ab initio or "New Fold"-category. This change was due to the strong hybridisation of all
prediction methods towards a combination of ab initio and knowledge-based methods,
as well as most new folds being covered by templates. Results from the latest iteration
of CASP (number 9, [144]) show that many methods are able to generate models for
targets from the TBM category that are significantly better than a model built from the
closest sequence-related structure. Targets of up to 200 residues from the TBM category
can often be modeled with an rmsd of less than 2.0 Å for backbone superposition to
the reference structure. Unfortunately, no method has been developed that permits the
accurate postulation of any model’s validity to date [145]. However, there are several
methods in development addressing this problem, such as QMEAN [146]. For the FM
category, results are considerably worse, with a backbone accuracy of less than 2.0 Å
only being achieved for stretches of structure of less than 50 residues [147].

One of the most widely-used method for protein structure prediction, which is regularly
scoring within the highest ranks in CASP experiments, is ROSETTA [148, 149]. This
knowledge-based approach treats the considered sequence as two sets of sequence seg-
ments, with a length of three and nine residues. For each of these segments, structural
fragments from a library are selected based on sequence similarity and secondary struc-
ture prediction. The best protein conformation is derived by randomly inserting frag-
ments into the protein chain applying a Monte Carlo simulated annealing search strat-
egy and evaluating the resulting models with a database-derived scoring function that
rewards nonlocal properties of protein structures (such as hydrophobic burial, compact-
ness and pairing of β-sheets) [150]. Other methods scoring high in CASP experiments
include HHPRED [151] or the I-TASSER pipeline [152].

The methods used in de novo protein structure prediction demand a much higher compu-
tation time compared to homology modelling. However, they can lead to results that are
impossible to achieve with other methods. ROSETTA was tried in several experiments to
improve structure determination in MX, and this is described in more detail in section
1.8.2.
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1.8 Where do we stand?

1.8.1 Automatic model building at medium-to-low resolution

As mentioned in section 1.4, one issue in structure determination at medium-to-low
resolution is that the development of automatic model building procedures has been fo-
cussed primarily on solving structures with data extending to high resolution. However,
recent developments in the MX field do address automation in this resolution regime. Of-
ten, impressive results are reported for low-resolution structure determination, although
a complete structure can rarely be built without user intervention. As an example, us-
age of the PHENIX AutoBuild wizard [72] showed that structures with data extending
to resolution around 2.8 Å could be built automatically to a completeness of 80% and
more. At a resolution of 3.3 Å, the model completeness drops to 60%. A comparable
performance is obtained with ARP/wARP [54], version 7.1 (Table 1.2). Estimates from
the ARP/wARP remote model-building web service suggest that structures at a resolu-
tion around 2.6 Å are typically built to a completeness of 80%. At a resolution of 3.0 Å,
the model completeness decreases to 75%. For cases with a resolution of 3.5 Å and
lower one might still obtain a structure with 65% model completeness. The Buccaneer
software can build up to 80% of the model at a resolution down to 3.2 Å provided an
initial map correlation is higher than 0.6 [66].

The ability to automatically build 75% of the model of a structure at resolution of 3.0 Å
and lower might lead to the conclusion that current methods work sufficiently well at
low resolution. However, this number is rather deceptive as structures built in this res-
olution regime are often highly fragmented. An example is given in Figure 1.13, which
shows a shiga-like toxin (PDB ID 1c48) built in 10 model building cycles with ARP/wARP
at different resolution. In both Figure 1.13a and 1.13b, the reflections which have origi-
nally been deposited extending to 1.6 Å, were cut to 2.0 Å and 3.0 Å respectively, without
introducing any phase error. As shown in Figure 1.13a, the structure at 2.0 Å data has
been built completely with an average number of residues per chain of 70. The struc-
ture at 3.0 Å data has also been built with 80% model completeness. However, as can
be seen in Figure 1.13b, it is highly fragmented with an average fragment length of only
14 residues while the amount of chains fragments quadrupled compared to the data at
2.0 Å. A more detailed overview of the levels of fragmentation that might be expected
for typical automated model building runs at various resolution is given in Table 1.2.

This shows that automated interpretation of MX data in general and model building in
particular, in a resolution range from 2.5 to 3.5 Å and lower, requires more research if
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Figure 1.13: Comparison of standard automated protein model building of test case
shiga-like toxin (PDB ID 1c48) with ARP/wARP and X-ray data truncated at 2.0 Å (a) and
3.0 Å (b).

Resolution Estimated fraction of automatically Average length of
(in Å) built protein structure built fragments

< 2.0 Å over 90% 70
2.3 Å 84% 47
2.6 Å 80% 23
3.0 Å 74% 13
3.5 Å 65% 6

Table 1.2: Results from the ARP/wARP 7.1 web-service (tracing performance, obtained
in May 2011)
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it is to be generally successful. All approaches are limited by the quality of the initial
phases. Reduction of model completeness at medium-to-low resolution implies an in-
crease in the number of shorter, unconnected fragments built, which shows a need for
novel approaches that will increase the completeness and the quality of derived macro-
molecular structural information in this resolution regime.

1.8.2 Theoretical modelling in macromolecular
crystallography

The most widely-utilised approach from theoretical modelling to aid structure determi-
nation in MX is the application of homology modelling in molecular replacement. For
models obtained from automatic protein model building various forms of loop predic-
tions are employed to rebuild flexible regions. Also, there have been a few high impact
experiments over the recent years that used de novo protein structure prediction to ob-
tain structural models.

Search models for phasing by molecular replacement can often be detected and im-
proved by homology modelling. An example of a procedure automating this is MOD-
ELLER [153], which is included in the CCP4 software project [52]. MODELLER aims
at deriving the best molecular replacement solution for an input sequence and potential
template structures. Another approach has been implemented in the CaspR web service
[154]. Here, a combination of programs (including MODELLER) is used to generate
high-quality homology models, again obtained from sequence and one potential tem-
plate, that are each screened, giving rise to a number of MR solutions from which the
best is chosen for subsequent steps. Additionally, websites like the Protein Structure Ini-
tiative’s Structural Biology Knowledgebase [155] give comprehensive information about
input sequences or PDB IDs such as related proteins, annotations and homology models
to ease the search for applicable templates for molecular replacement.

Another application of theoretical modelling in MX has been the prediction of loops.
Usually, secondary structure elements, such as helices and sheets can be built quite re-
liably at a broad range of resolution. However there are difficulties with building less
ordered sections between secondary structure elements, which are commonly referred
to as loops. The flexibility of such regions of the protein backbone leads to either very
low or smeared density and thus, prevents its automatic interpretation. Many meth-
ods have been developed to address this problem, examples being Loopy in ARP/wARP
[115], XPLEO [156], LAFIRE [157] or phenix.fit_loops in the PHENIX suite [53].
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A major problem in using theoretical modelling in MX is the introduction of bias to-
wards known structures. It could be attributed to the small amount of non-redundant
structures in the structural databases that have been used for homology modelling or to
the features of the prediction methods. However, there has been a rapid growth in struc-
tural databases and their non-redundant subsets, reducing the problem of bias. Recently,
the total number of structures in the PDB has surpassed 80,000. One could estimate the
amount of non redundancy by clustering proteins such that the members of a group are
at least 50% sequence homologous with another. If one does this, the number of clusters
has grown more than 12-fold since 2000 (Table 1.3). These circumstances gave rise to
several high impact experiments which are described in the following.

Year Clusters
2000 1813
2005 5873
2010 15743
2012 21758

Table 1.3: Number of sequence clusters in the PDB in which members of a cluster have
at least 50% sequence identity with each other, data taken from the PDB in May 2012

In 2007, the feasibility of using de novo-calculated structures from ROSETTA for molecu-
lar replacement was demonstrated [158]. Blind predictions were generated for a target
sequence that had no sequence homologues. A consensus core model of the five best
blind predictions was then used for molecular replacement with Phaser [159]. Using
this solution, all 112 residues could be automatically traced with ARP/wARP with a Cα
rmsd of 0.13 Å to the reference crystal structure in the PDB.
The approach was subsequently applied to 15 further examples with sizes below 100
residues [160]. For each target structure up to 5 × 107 models were generated with
ROSETTA in 105 CPU hours and for the best 200 of the models, as well as 200 randomly
chosen ones, molecular replacement was executed with Phaser. Again, ARP/wARP was
able to build most of the residues and assign the sequence for all cases. These results
are technically impressive, but perhaps impractical due to the vast amount of computing
time used.
A related approach showed that even on a desktop computer, ROSETTA can produce
models which allow solutions to be found with molecular replacement [161]. In this
work, only 3000 models were produced for each target. These models were pure polyala-
nine backbone models without any side chains. This required only 20 CPU hours per
target. Of 16 test cases, 10 provided acceptable MR solutions (no more than 2.8 Å rmsd
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to the crystal structure). For two cases, ARP/wARP could build and sequence-assign
95% of the structure. For three further cases, tracing could be conducted but a complete
structure could not be built.
These results showed that de novo-built models can be used to phase diffraction data for
many structures of up to 100 residues. This led to a method combining ROSETTA and
PHENIX : phenix.mr_rosetta [162]. The method appears successful [163], but remains
computationally very expensive (using the approach from [158, 160]).

1.9 Scope of this thesis

The current state of the art in macromolecular structure determination is such that al-
gorithmic methods and databases from structural bioinformatics are rarely exploited in
an integrative manner, despite their increasing scope. In turn, theoretical modelling
does not make extensive use of all of the information available from MX experiments.
There are also large differences in the computation time required to obtain a protein
model in different approaches: On the ROSETTA server it takes about 400 CPU hours
to build a structure de novo for a 150-residue query, whereas model building for struc-
tures at a wide range of sizes and resolution takes only a few hours or even minutes
with ARP/wARP if phases are available. It has been shown that employing a coordi-
nated use of structural bioinformatics and modern X-ray data interpretation software
can lead to impressive results, although conceived methods are not yet fully applicable
to everyday use (section 1.8.2). To fully take advantage of the technical possibilities of
both experimental and theoretical methods, novel, sophisticated software solutions are
required. The complementary use of knowledge-based approaches from protein struc-
ture prediction could aid structure completion in MX, while the already built fragments
and available electron density maps can be used as starting points for, or as restraints
in, database searches. This would considerably reduce the amount of required computa-
tions and allow more difficult cases to be successfully tackled.

The aim of this thesis is to develop computational methods to improve completeness and
connectivity of models obtained from automated crystallographic protein model building
using ARP/wARP. The focus is put on cases with data extending only to medium-to-low
resolution data and thus meeting the challenges described in section 1.8.1. Another im-
portant goal of this work is to accomplish novel methodology without introducing a mas-
sive overhead on the computation time. Approaches were followed that exploit intrinsic
information from intermediate models obtained from ARP/wARP and complementary
information obtained from structural databases such as the PDB. Available techniques
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from both MX and computational biology have also been exploited.
Two distinct methods have been developed: The Protein NCS-based Structure (PNS)
extender and the Fitting OF Fragments (FittOFF) method. The PNSextender uses intra-
structural relationships to identify non-crystallographic symmetry between chain frag-
ments in intermediate models resulting from ARP/wARP protein model building. Follow-
ing an all-versus-all least squares superposition between all chain fragments, potential
NCS matches are clustered according to their rotational relationships. Identified and val-
idated NCS-relations are used to generate additional Cα-seeds used in the subsequent
model building steps. Identified NCS-relations are also used within the refinement en-
gine REFMAC as restraints (sections 1.3.2 and 1.6).
The FittOFF method, utilising the experience accumulated in the Lamzin and Schwede
groups, identifies chain breaks between partially built fragments from ARP/wARP in-
termediate models and uses structural information obtained from the PDB to fill these
structural gaps. As opposed to loop-building approaches commonly used in MX [115,
156, 157], the identification of structural gaps does not require the fragments to be
sequence-assigned. Gap identification is achieved by docking the partially built protein
chains to a secondary structure predicted from the input amino acid sequence. Struc-
tural gaps identified in this process are filtered using a knowledge-based approach that
provides probability values for the number of residues enclosed in a gap given the dis-
tances between the anchoring residues. Further, an evaluation of uninterpreted density
between the fragments to be connected was applied. For all gaps of a certain confi-
dence, backbone conformations are sampled from a large fragment database and scored
by spatially correlating them to the residual density. Similar to the PNSextender, the
best fitting fragments are fed back to the ARP/wARP model building process as new
seed points for further main-chain tracing. Both methods have been implemented in the
ARP/wARP software suite (with the PNSextender being publicly available since version
7.2 [1]). The increase in time taken for ARP/wARP model building since the incorpora-
tion of both methods is negligible. At the same time, there is a substantial improvement
in completeness and fragmentation for various testcases at resolution ranging from 1.9
to 3.8 Å.
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Chapter

2

Methodological Background

In this chapter, the methodologies used for the development of PNSextender and FittOFF
are described. We begin with the basis of the methods used for describing rotations
and translations, which are essential for the calculation of object superposition in three-
dimensional space, and proceed through data clustering to protein secondary structure
prediction. The chapter ends with a short introduction to string-matching algorithms.

2.1 Rotations in R3

Generally, a rotation is “the turning of an object or coordinate system by an angle around
a fixed point.” [164]. In 3D-space a rotation is about an axis that runs through that fixed
point. “Euler’s rotation theorem states that an arbitrary rotation [in 3D-space] can be
parameterised using three parameters. These parameters are commonly taken as the
Euler angles. Rotations can be implemented using rotation matrices”[164].

2.1.1 Rotation matrices

In linear algebra, a rotation matrix is used to describe a rotation in Euclidean space.
For simplification, let us consider an example in 2D-space (R2). The matrix shown in
Equation 2.1 rotates a point (x) in the x y-Cartesian plane clockwise through an angle
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θ about the origin of the coordinate system (resulting in the point moving to a location
described by x ′, Eq. 2.2).

Rθ =

�

cosθ − sinθ
sinθ cosθ

�

(2.1)

x′ = Rθx (2.2)

Vectors are rotated by the means of matrix multiplication:

�

x ′

y ′

�

=

�

cosθ − sinθ
sinθ cosθ

��

x
y

�

=

�

x cosθ − y sinθ
x sinθ + y cosθ

�

(2.3)

A rotation matrix is a special orthogonal matrix, meaning it has the following properties:

RT = R−1 (2.4)

RT ·R= I (2.5)

det(R) = 1 (2.6)

where RT is the transpose of R, R−1 is its inverse, I is the identity matrix and det(R) is
its determinant.

In R3, rotations around the x-, y-, and z-axes (for an angle α, β and γ) give the matrices:

Rx(α) =







1 0 0
0 cosα sinα
0 − sinα cosα






(2.7)

Ry(β) =







cosβ 0 − sinβ
0 1 0

sinβ 0 cosβ






(2.8)

Rz(γ) =







cosγ sinγ 0
− sinγ cosγ 0

0 0 1






(2.9)
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Eigen properties of rotation matrices

Let us consider a rotation matrix R. A vector x is the eigenvector of R with the corre-
sponding eigenvalue described as a scalar λ if

Rx= λx (2.10)

Let R be a 3 x 3 matrix, then the eigenvector x and eigenvalue λ satisfy







a11 a12 a13

a21 a22 a23

a31 a32 a33













x1

x2

x3






= λ







x1

x2

x3






(2.11)

The rotation axis and its corresponding angle can be derived from any rotation matrix.
A vector u that parallel to the rotation axis of a rotation matrix R must satisfy

Ru= u (2.12)

in other words, u is an eigenvector of R corresponding to the eigenvalue λ = 1. The
rotation angle can then be calculated from arccos(v ·Rv), were v is a unit vector perpen-
dicular to u.

At the same time one can calculate the matrix R of a rotation of a rotation angle θ around
a rotation axis defined as a unit vector u= (ux , uy , uz) as described in the following:

R=









cosθ + u2
x(1− cosθ) uxuy(1− cosθ)uz sinθ uxuz(1− cosθ) + uy sinθ

uyux(1− cosθ) + uz sinθ cosθ + u2
y(1− cosθ) uyuz(1− cosθ) + ux sinθ

uzux(1− cosθ) + uy sinθ uzuy(1− cosθ) + ux sinθ cosθ + u2
z (1− cosθ)









(2.13)

2.1.2 Euler angles

According to Euler’s Rotation Theorem, any rotation can be achieved by composing three
elemental rotations around a single axis. If the rotations are written in terms of elemen-
tal rotation matrices RB, RC and RD, then a general rotation RA can be written as:
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RA = RBRCRD (2.14)

The three angles giving the three rotation matrices are called Euler angles. There are
several conventions for Euler angles, depending on the axes about which the rotations
are carried out. In the “xyz” (pitch-roll-yaw) convention, the first rotation is performed
around the x-axis, followed by rotations around the y-axis and subsequently around the
z-axis. For

RD ≡







cosφ sinφ 0
− sinφ cosφ 0

0 0 1






(2.15)

RC ≡







cosθ 0 − sinθ
0 1 0

sinθ 0 cosθ






(2.16)

RB ≡







1 0 0
0 cosψ sinψ
0 − sinψ cosψ






(2.17)

where θ is pitch, ψ is roll and φ is yaw, RA is given by:

RA ≡







cosθ cosφ cosθ sinφ − sinθ
sinψ sinθ cosφ − cosψ sinφ sinψ sinθ sinφ + cosψ cosφ cosθ sinψ
cosψ sinθ cosφ + sinψ sinφ cosψ sinθ sinφ − sinψ cosφ cosθ cosψ







(2.18)

2.1.3 Quaternions

Quaternions, also called Euler parameters, can be described as vectors in four dimen-
sions q, extending from the origin onto the surface of a 3D sphere within a 4D space
with unit radius (Eq. 2.19). Thus a quaternion has unit length and only three parame-
ters; the fourth one can be computed from the other three.

q2
0 + q2

1 + q2
2 + q2

3 = 1 (2.19)
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2.2 Translations in R3

Three parameters of q form a vector in imaginary i jk space, whereas the fourth one is a
real scalar.

q = q0+ iq1+ jq2+ kq3 (2.20)

Quaternions can be used to represent axis angles (Eq. 2.21, for an angle θ , around the
x , z and z-axes).

q = cos
θ

2
+ i(x sin

θ

2
) + j(y sin

θ

2
) + k(z sin

θ

2
) (2.21)

In addition, unit quaternions can be used as rotation operators as in q operating on the
shape X,

XR = qXq−1 (2.22)

The most relevant feature of quaternions is their relation to Euler angles and therefore
the possibility to substitute them in three-dimensional rotation matrices (Eq. 2.23 shows
a rotation matrix from Eq. 2.18 using quaternions). The use of quaternions instead of
Euler angles makes the handling of rotations much more convenient, since common
vector algebra can be applied.

R=







q2
0 + q2

1 − q2
2 − q2

3 2(q1q2+ q0q3) 2(q1q3− q0q2)
2(q1q2− q0q3) q2

0 − q2
1 + q2

2 − q2
3 2(q2q3+ q0q1)

2(q1q3+ q0q2) 2(q2q3− q0q1) q2
0 − q2

1 − q2
2 + q2

3






(2.23)

These and other properties [165] make quaternions a convenient tool for a description
of three-dimensional rotations as well as animation in computer graphics, computer vi-
sion, robotics, etc. The cosine of the angular difference between two rotations can be
determined by calculating the dot product of their two respective quaternions. This qual-
ity led to their application for the identification of NCS-relations (section 3.1.1), since
the rotation difference, by implication, is the clustering criterion for matched fragments.

2.2 Translations in R3

In euclidean space, a translation is a geometric transformation that moves an object over
a certain distance in a certain direction. Translations are denoted by a translation vector.
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A translation takes a point

�

x
y

�

(2.24)

to the point

�

x + a
y + b

�

(2.25)

for fixed values a and b.

The application of rotations and translations is important for superposition of structures,
as described in the next section.

2.3 Rigid body superposition

To identify relations between macromolecular structures (or fragments thereof), one
needs to superimpose them. In the methods developed as part of this thesis, this is es-
pecially important in the process of finding NCS-relations, as described in 3.1.1. For
objects between which a point-by-point correspondence is not known, the problem of
finding the optimal superposition is NP-Hard [166]. To compare one molecule (tem-
plate) to another (target), the template has to be rotated and translated until the best
solution is found (Eq. 2.26, Figure 2.1). If, however, the correspondence is known, the
superposition problem reduces to an eigen decomposition. This is, in essence, is a least-
squares procedure to find the optimal rotation matrix R0 and the optimal translation
vector t0 by minimizing the sum of the squared distances over a set of selected atoms
(X = {x i}, Y = {yi}, i = 1..n), as shown in Equation 2.27.

Figure 2.1: For the best superposition, one has to rotate and translate the template (red)
onto the target (blue) until the optimal solution is found.
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2.3 Rigid body superposition

x′ = Rx+ t (2.26)

minR,x

∑

i

|Rx i + t− yi|2 =
∑

i

|R0 x i + t0− yi|2 (2.27)

For computing superpositions in the methods presented in this thesis, i.e. the detection
of NCS-relations (section 3.1.1), the approach of Kearsley is followed closely [167]. This
method solves the superposition problem directly by an eigenvalue decomposition of a
4 x 4 matrix M constructed using quaternion algebra. The optimal rotation can then
be found by calculation of the normalised eigenvector belonging to the smallest non-
negative eigenvalue of M. This eigenvalue denotes the rmsd (rmsd =

p

(λ1/n)) and
the eigenvector represents a quaternion describing the corresponding rotation.

2.3.1 Root mean square deviation

The rmsd is the root mean square deviation between corresponding atoms in superim-
posed structures and is calculated as in the following:

rmsd(X,Y) =

È

∑N
i=1(|x i − yi|)2

N
(2.28)

where x i are the residues in structure X, yi are those in structure Y and N is the number
of aligned residues. Thus, an rmsd value of 0 Å means that the structures are identical.
Generally, rmsd values of 2 Å between Cα atoms in proteins have been adopted as the
limit for a ‘good’ superposition (also a standard criterion in CASP, as described section
1.7.2). It becomes more obvious what a reasonable rmsd value is when we consider
some of the distances common in protein structure. Distances of about 1.5 Å denote
the average bond length between two sp3 C atoms, whereas the distance between two
adjacent Cα atoms is 3.8 Å. Hence, a superposition with an rmsd of less than 0.75 Å can
be considered as very good, since every sp3 C atom in the template is matched to the
related one in the target. For rmsd values higher than 2 Å, the Cα atoms in template and
target are not aligned anymore, thus such a superposition can be considered as poor.

The rmsd is a classic structural similarity measure since it directly reflects the quality of
the structural superposition. rmsd scales with the cube root of the number of aligned
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residues (Nali gn), therefore one can use rmsdad j =
rmsd

(Nali gn)1/3
to better compare alignments

with varying Nali gn [168].

2.4 Clustering

“Data clustering (or clustering), also called cluster analysis, segmentation analysis, tax-
onomy analysis, or unsupervised classification, is a method of creating groups of objects,
or clusters, in such a way that objects in one cluster are very similar and objects in dif-
ferent clusters are quite distinct” [169]. Objects in a cluster generally share the same
or closely related properties or show only small mutual dissimilarities. Clustering tech-
niques are subdivided into hierarchical and partitional algorithms. Partitional algorithms
cluster the objects into a single partition of clusters, while hierarchical algorithms divide
the objects into a sequence of nested clusters. The approach for clustering matches be-
tween potentially NCS-related fragments (algorithm 3.2) combines features from both
techniques, such as the bottom-up approach from single linkage clustering [170], a
hierarchical clustering method, which starts with each object in its own cluster and itera-
tively merges them to bigger ones. Also, iteratively updated cluster means are employed,
reminiscent of k-means clustering [171], which is a partitional clustering method. The
standard algorithms for single linkage and k-means clustering are given in algorithm 2.1
and 2.2, respectively.

Algorithm 2.1: Single-linkage clustering algorithm
Input : Distance matrix D containing all distances between objects (di j)
Output : cluster sequence C

1 Every object denotes one cluster
2 while Number of clusters > 1 do
3 Find most similar pair of clusters Cx and Cy , with dx ,y = min(di, j)
4 Merge clusters Cx and Cy into Cz

5 Update D by deleting rows and columns corresponding to Cx and Cy

6 add rows and columns for Cz, with distance to all other Ca being min(da,x , da,y)
7 end
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Algorithm 2.2: Conventional k-means algorithm
Input : Data set D, Number of Clusters k
Output : List of k clusters C

1 initial k clusters = (C1, C2, ..., Ck)
2 while cluster means change do
3 di, j = distance between Di and mean of C j

4 ni = arg min1≤ j≤kdi j

5 add Di to cluster ni

6 Update cluster means for all changed clusters
7 end

2.5 Protein secondary structure:
assignment and prediction

The secondary structure of a protein describes the interactions between backbone atoms,
which are stabilised by hydrogen bonds either within the peptide or between neighbour-
ing chains. It results in repetitive local structures such as α-helices [172] and β-strands
[173]. In an α-helical conformation, the peptide chain is wound like a screw, with each
turn of the screw covering approximately 3.6 residues. In β-sheets, built up of β-strands,
the peptide planes are arranged like a regularly folded sheet of paper [15]. Kabsch and
Sander have defined seven different types of secondary structure: the 3-turn helix (com-
monly denoted by G), the standard 4-turn helix (H), the 5-turn helix (I), a hydrogen
bonded turn (T), an extended strand in β-sheet conformation (E), residues in isolated
β-bridges and a bend (S) [174]. Other definitions have been used over the years but
are not further discussed here. In the FittOFF method, secondary structure information
is used in two ways. Firstly, secondary structure states are assigned to each residue of
all partially built protein chain fragments. These assignments are used to “dock” the
fragments into a secondary structure prediction obtained from the amino acid sequence
of the considered structure (section 3.2.1) or to validate the results in PNSextender (sec-
tion 3.1.2). The methods employed for these approaches are described in the following
sections. For simplification, the seven states (H, I, G, E, B, S and T) are reduced to three
(H, E and C) according the scheme outlined in [175]; i.e. H and G are denoted as H
(helices), B and E are denoted as E (sheets) and all others as C (coils).
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2.5.1 Assignment of secondary structure to protein chains

Once the tertiary structure of a protein has been resolved the secondary structure state
of each residue can be straightforwardly derived from the atomic positions of its back-
bone. Historically this was done by the crystallographer, which often led to highly sub-
jective or incomplete assignments. The need to improve the objectivity and obtain a
physically meaningful definition of secondary structure assignments gave rise to several
computational approaches. The standard method, DSSP (Define Secondary Structure
of Proteins), calculates the H-bond energy between all donor/acceptor pairs. A set of
predefined geometrical features is used to determine the most likely secondary structure
state of each residue based on the two best H-bonds for each atom [174].
Another approach has been taken by Zhang & Skolnick [176], where for a given residue
a secondary structure state is assigned based on the Cα coordinates of five neighbouring
residues. The ith residue is assigned as α-helix or β-sheet when

|d j, j+k −λ
α(β)
k |< δα(β), ( j = i− 2, i− 1, i; k = 2, 3,4) (2.29)

is satisfied for all d j, j+k (Cα distance between residues j and j + k), otherwise it is
assigned as coil. The three λαk and λβk , as well as δα and δβ are optimised parameters
that denote the secondary structure. If not all d j, j+k satisfy Eq. 2.29, probability values
can be derived for the given residue to be in each secondary structure state. Finally,
the assignment is smoothed by merging and removing singlet secondary structure states,
such as a single α-helix residue between five β-sheet residues on each side. The method
was tested by Zhang and Skolnick on a set of 1489 non-homologous structures and
obtained 85% agreement with the assignments from DSSP. This is perfect agreement
with the average differences between secondary structure assignment methods [177].

For the secondary structure assignment needed in the developed methods, we use method
of Zhang & Skolnick (referred to as the Zhang algorithm in the following). It only
requires the coordinates of Cα atoms, which is more convenient. The nature of the
method imposes a clear restriction - it cannot be applied to fragments shorter than seven
residues.

2.5.2 Protein secondary structure prediction

These methodologies attempt to predict the secondary structure of proteins (or nucleic
acids) solely from the knowledge of their sequence, which is also called primary struc-
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ture. In the protein case, regions in the amino acid sequence that are likely to form
alpha-helices, beta-strands or loops (coils) are subject of the prediction [178–180]. Early
methods, such as the Chow-Fasmann algorithm [181], used statistical probabilities (de-
rived from less than 30 X-ray structures) of each amino acid to take part in an alpha-helix,
beta-strand or loop. This resulted in three probability values for each amino acid, which
were combined to identify helix and strand regions and then extended in both direc-
tions. Subsequent methods used scoring matrices, which took the influences of up to
eight neighbors on each side of the to be investigated residue into account [182], which
resulted in three 17×20 scoring matrices. Using these matrices, sequences could be eval-
uated for their propensity towards secondary structure elements. For the development
and testing the performance of the FittOFF method, the two most reliable and popular
methods were used and compared (section 3.2.1 and 4.4). Both methods have repeat-
edly been ranked highly in the EVA project [183, 184], which continuously evaluates
the discriminatory power of secondary structure prediction methods. The first method is
the PSIPRED web server [185–187] and the other the SSpro web server [188, 189]. For
the generation of secondary structure predictions applied to FittOFF, described in section
3.3, we used PSIPRED version 3.0 and SSpro version 4.1.

PSIPRED

PSIPRED begins by generating a PSI-BLAST sequence profile [126] for the protein of
interest. Each position is no longer a single amino acid, but has the probability of each
amino acid type, considering a set of aligned sequences. This profile is then used as
the input to a neural network [186]. The accuracy of the prediction is improved by
generating a consensus from four independently trained sets of neural networks. Using
the web-server version, the average accuracy with respect to the DSSP assignment [174]
is 80%. A trimmed version of PSIPRED (single_sequence) can also be downloaded.
However, this version uses only the input sequence instead of a sequence profile and
hence can, on average, only achieve 70% accuracy compared to the DSSP assignment.

SSpro

SSpro uses ensembles of bidirectional recurrent neural network architectures and se-
quence profiles [126] to predict the secondary structure of an input amino acid sequence
[190]. Although it is quite similar in its approach to PSIPRED, SSpro employs a different
architecture and training set for its neural networks. Secondary structure predictions
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2. Methodological Background

from SSPro have been compared to the DSSP assignment, with a sustained performance
of 78% correct prediction [189].

2.6 String matching algorithms

To dock a secondary structure assigned chain fragment to a secondary structure pre-
diction, its most-likely position in the prediction sequence has to be identified (section
3.2.1). In computer science, string matching (string searching) algorithms, are used to
find one string (a pattern) that is embedded in another (a template or search string)
[191]. In computational biology these algorithms are primarily used for sequence align-
ments [192]. In a naïve approach (shown in Algorithm 2.3) a pattern P of length m is
slid over a template T of length n (in a sliding window approach); all elements of the
pattern string are compared one by one to the corresponding elements of the template.
If these elements are non-similar (a so-called mismatch is found), the pattern is slid one
position further. If the pattern matches, the current starting position (offset) in the tem-
plate is saved. The algorithm proceeds until the whole template has been evaluated for
the occurrence of the pattern. Assuming that the pattern is only embedded once in the
template, the algorithm takes n+m steps in the average case. This is due to mismatches
usually being identified at the first or second position of the pattern (for example, P
= “baab” and T = “aaaabaab”). In the worst case, the algorithm takes n ·m steps (for
example, P = “ab” and T = “aaaaaaaaaaab”). There are many other algorithms tackling
this problem with a better running time, such as the Knuth-Morris-Pratt algorithm [193],
etc. However, for identifying the position of a chain fragment in a secondary structure
prediction, only the number of agreements between the pattern and all positions in the
template are required. Thus, a slightly amended version of the naïve approach was
found to be most applicable.

Algorithm 2.3: Naïve string search algorithm
Input : template T = T1..Tn, pattern P = P1..Pm

Output : List of offsets offset l ist , at which P appears in T
1 for i = 0 to n−m do
2 if P1 = Tq+1 and P2 = Tq+2 and ... and Pm = tq+m then
3 Add i to offset l ist

4 end
5 end
6 return offset l ist
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3 Materials and Methods
Developed

This chapter gives an overview of the methods developed as part of the work described
in this thesis - the PNSextender method for NCS-based structure extension as well as
automatic implementation of NCS-based restraints for refinement (PNSextend and PNS-
restrain) and the FittOFF method for identifying structural gaps and fitting structural
fragments into them. The chapter finishes with a description of the data and designed
environments for testing both methods as well as an overview of their implementation
and complexity.

3.1 PNSextender - Automatic NCS identification for ex-
tension and restraints

The PNSextender is a novel method for the automatic detection of NCS during auto-
mated model building with X-ray data at medium-to-low resolution. To circumvent the
computationally intensive examination of electron density, it is solely based on the com-
parison of partially built protein chains (referred to as chain fragments in the following)
from an intermediate model constructed during ARP/wARP automated model building.
The derived NCS-relations are used to improve the model so that the built chain frag-
ments can be extended and become more accurate. In essence, the approach builds up
on the observation that during automated model building NCS-related parts of the struc-
ture are seldom built in exactly the same manner. This is highlighted in Figure 1.13b and
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such a situation is especially the case in the early stages of model building. Causes for
this can be manifold and include differences in local solvent accessibility or the quality
of phases and the electron-density throughout the unit cell. During the process of model
building each NCS-related copy of the structure thus holds information that may be lack-
ing in another copy. Combining the information from several copies helps to increase
the overall structural completeness. Additionally, the identified NCS-relations are used
as restraints on the model parameters during structure refinement with REFMAC5. An
overview of the method that uses NCS-relations for model extension (PNSextend) can
be found in algorithm 3.1. The steps described in the pseudocode are explained in the
following sections.

Algorithm 3.1: Overview of the PNSextender method for NCS extension (PNS-
extend)

Input : intermediate coordinate file coordgaps, rmsd threshold rmsdthresh, initital
search length fraglen, number of extensions to use toppercent

Output : extended coordinate file coordex tended

1 search for matches of fraglen between chain fragments in coordgaps with rmsd <
rmsdthresh

2 cluster matches after rotational difference
3 extend matches
4 transform additional information from each extended match to related NCS-copy
5 rank extensions according to accuracy criteria
6 add toppercent extensions into improved coordex tended

7 remove atoms clashing sterically with already-built model

3.1.1 Clustering of transformations between chain fragments and
identification of NCS-related copies

The first step of the PNSextender method, shown in figures 3.1a and 3.1b, involves an
analysis of the chain fragments for their possible symmetry-related dependencies. Each
stretch of a fixed number of Cα atoms of each chain fragment ( f raglen, between 5 and
15 residues) is least-squares superposed to each stretch of the same length of every other
chain fragment. The approach is described in pseudocode in algorithm 3.2.

Pairs of stretches, which have been superimposed with an rmsd between Cα atoms be-
low a fixed threshold (rmsdthresh, 0.4 Å for resolution better than 2.8 Å, otherwise 0.5)
are selected for further analysis and sorted in ascending order according to the rmsd of
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3.1 PNSextender - Automatic NCS identification for extension and restraints

Algorithm 3.2: Identification of initial matches with NCS-relations
Input : intermediate coordinate file coordgaps, rmsd threshold rmsdthresh, initital

search length fraglen

Output : set of initial matches matchesini t ial

1 identify all chain fragments fragment in coordgaps

2 for i = 0 to length(fragment)−1 do
3 for j = i+ 1 to length(fragment) do
4 for k = 0 to length(fragment i)−fraglen do
5 for l = 0 to length(fragment j)−fraglen do
6 rmsdk,l = superposition of fragment i[k...k+ fraglen] with

fragment j[l...l + fraglen]
7 if rmsdk,l < rmsdthresh then
8 add matchk,l and superposition information to matchesini t ial

9 end
10 end
11 end
12 end
13 end
14 sort matchesini t ial ranked in ascending order by rmsd

their superposition. If two matches are related by the same NCS-operator their superpo-
sitions must have a similar rotation angle, thus all matches are clustered according to
their rotational components. As described in section 2.3, quaternions are used for the
rapid superposition of chain fragments following the formulation of [167]. The rota-
tion angle between two matched chain fragments can be determined from the diagonal
elements of the rotation matrix. The cosine of the difference between two angles corre-
sponding to two pairs of matched fragments can be conveniently calculated as the dot
product of their respective quaternions. If such difference is below 5◦, the two rotations
relating respective pairs of superposed Cα atom stretches are deemed to belong to the
same NCS operator and are assigned to the same cluster. The applied clustering tech-
nique uses features from the methods described in section 2.4 such as a hierarchical
selection and iteratively updated cluster centres and is described in algorithm 3.3. A ro-
tation difference of five degrees was chosen to allow some variation in the derived NCS
operators. This parameter is dependent on the accuracy of the built chain fragments
and may vary as a function of resolution. Highly populated clusters of rotations point to
a correspondence between NCS-related copies. Since only pair-wise NCS relations are
considered, the method is able to detect both proper and improper symmetries.
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(a) (b) (c)

(d) (e) (f)

Figure 3.1: Workflow of the PNSextender. Intermediate partial models are examined for
symmetric dependencies between stretches of two chain fragments (a); an initial match
is found between green and blue regions (b, red blocks); the initial match is extended in
both directions of the chain fragments (c, orange blocks); once the extension is finished
and the rmsd of the extended matches (red blocks in (d)) is still below the acceptance
threshold, each extension (e, overlayed blocks) is NCS-transformed, as shown by arrows,
onto the other chain fragment; finally longer, extended green and blue chain fragments
are obtained (f), and the extended parts of the them (f, yellow blocks) are used as Cα
seeds for the next iteration of protein chain tracing.
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3.1 PNSextender - Automatic NCS identification for extension and restraints

Algorithm 3.3: Clustering of initial matches
Input : list of matches matches, list of quaternions of matches quaternion
Output : list of clusters clusters

1 for i = 0 to length(matches) do
2 if matchesi is not part of a cluster then
3 matchesi starts clusterx

4 matchesi is part of a cluster
5 clusterx →quaternion = quaternioni

6 for j = i+ 1 to length(matches) do
7 rotat ion_di f f erencei j = (quaternioni · quaternion j)
8 if rotation_difference < 5◦ then
9 add matches j to cluster

10 matches j is part of a cluster

11 clusterx →quaternion = clusterx →quaternion+
quaternion j

leng th(clusterx )

12 end
13 end
14 end
15 end

3.1.2 Improving structural information by transformation of NCS
copies

To find the longest continuous region of the NCS match between two chain fragments,
each initial overlapping stretch (as shown in Figure 3.1b) is adjusted by extending the
matching region in both directions along the chain (Figure 3.1c). During this extension
the rmsd is re-computed over the increased length of the fragment, Lex t . Should the
rmsd exceed a predefined threshold of rmsdthresh0.2Lex t Å, the inspected NCS match
is not considered further. This helps to reduce false positives by avoiding arbitrary or
unlikely matches. During fragment extension, the fragments are also tested for their
secondary structure content using the algorithm of Zhang & Skolnick [176], described
in section 2.5.1. This helps to avoid superimposing purely alpha-helical fragments to
each other, since their abundance in proteins structures can often lead to false-positive
matches. Once the extension is complete, the remaining ’tails’ (Figure 3.1e, blue and
green ’leftover’-tubes) are considered on both sides of the overlap region. All Cα atoms
from the tails of each chain fragment are NCS-transformed to the end-part of the cor-
responding chain fragment, Figure 3.1d,e. All extended parts of the chain fragments
(referred to as extensions in the following) are assigned a weight as described in the
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next section. Should there be stereo-chemical clashes between an NCS-transformed Cα
atom and any other atom from existing protein chain fragments, the former is deleted.
A stereo-chemical clash was defined as two atoms being separated by less than 0.7 Å.
This value was chosen to allow some variation in the next iteration of chain tracing, i.e.
allowing the ARP/wARP model update (section 1.5) to improve already built chains.

3.1.3 Weighting the detected extensions

The extensions obtained from the tails of the superimposed chain fragments (Figure 3.1f)
are not error-free and therefore need to be weighted according to their estimated accu-
racy. The errors may originate from the detection of matches between common struc-
tural motifs, such as helices or any other repeating shapes, which may not necessarily
be related by NCS. In addition, in case of an NCS order higher than two, more than
one copy of the same extension can be obtained (e.g. for a trimer fragment1 transferred
to fragment2 and also fragment3 to fragment2). Therefore, a weighting scheme for ex-
tended chain fragments (Figure 3.1d) was implemented to emphasise the most accurate
extensions while reducing the influences of extensions that are less-confidently predicted.
This weighting accounts for the clustering of initial rotational transformations (section
2.2 and Figure 3.1b), as well as the preliminary chain fragment extension (section 2.3,
Figure 3.1c) (eq. 1):

W =
(SCluster + SNCS) + C (NMatches−1)

2

rmsdex t
(3.1)

This equation contains two parameters reflecting the relative size of the cluster of ro-
tations: the cluster size compared to all other clusters ( SCluster ) and the cluster size
compared to the cluster size expected for an NCS-related part of the molecule ( SNCS ).
These parameters can take values between 0 and 3, as follows. SCluster is 0 if the consid-
ered cluster ( clusteri ) is smaller than the average cluster size, 1 if it is larger, 2 if it is
at least twice as large, and 3 if it is three (or more) times larger. Similarly, SNCS is 3 if
the considered cluster is bigger than the cluster size expected for an NCS-related part (
clusterNCS ); 2 if clusteri is greater than or equal to 0.5(clusterNCS); 1 if cluster clusteri

is greater than or equal to 0.25(clusterNCS) and otherwise 0. Nmatches amounts to the
total number of initially superimposed residues (Figure 3.1b) that have led to the con-
struction of the extended chain fragment (Figure 3.1c). C is a scaling coefficient, usually
set to 1. The denominator rmsdex t can take values between 0 and rmsdthresh0.2Lex t Å
(the rmsd of the extended chain fragment, as described in section 3.1.2).
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3.1 PNSextender - Automatic NCS identification for extension and restraints

Typically the weights vary between 0 and 100. The higher the weight, the more likely the
extension obtained from this extended chain fragment is a valid NCS hit. The weights are
then used in subsequent steps of the procedure to rank the extensions. A limited number
of top-ranked extensions are fed back into the subsequent model building process.

3.1.4 Use of identified NCS-based chain fragment extensions for
model building

Within the ARP/wARP workflow, the PNSextender method for automatic NCS-detection
used for model improvement is applied to the intermediate model as depicted in Fig-
ure 3.2. Specifically, the obtained NCS-based extensions of partially built protein chain
fragments are added to the current hybrid model as Cα seed points (a more detailed
explanation on why the extensions are taken as Cα seeds and not as chain fragments
can be found in Chapter 5). This hybrid model is used for subsequent tracing of protein
chains in the main-chain building block.

3.1.5 Derivation of NCS-based stereochemical restraints:

Information about the identified NCS-related copies is also used to construct stereo-
chemical restraints for the refinement of the hybrid model with REFMAC [194].During
the refinement (section 1.3.2), the parameters of the model are adjusted to better fit the
experimental data and a priori stereo-chemical restraints. If the NCS-relations detected
by the PNSextender are valid, restraining those areas of the model in a similar way
should improve the agreement to the experimental data. The input of NCS restraints
into REFMAC is realised by specifying chains or fragments of chains that are related
through NCS-operations. To ensure that NCS-based restraints are formulated only for
highly reliable protein chain fragments, only extended overlaps that are more than 15
residues long are taken into account. This length was chosen since same is used as a
cutoff for the automatic NCS-detection in REFMAC (section 1.6). Furthermore, since
NCS restraints are applied to both main and side chain atoms (medium restraints, al-
lowed positional deviation of 0.5 Å), they are only generated from chain fragments that
ARP/wARP has docked into the sequence. Obviously, NCS-relations between chain frag-
ments that have not been sequence assigned will thus be ignored. However, the use
of REFMAC as a “black box” justifies this trade-off that avoids possible errors but might
miss a few improvements of the model. The PNSextender for defining NCS relations used

59



3. Materials and Methods Developed

during structure refinement is invoked prior to each refinement step during ARP/wARP’s
automated model building protocol, as depicted in Figure 3.2.

3.2 FittOFF - Fragment extension by motif
comparison

As described in section 1.6, more than 50% of structures in the PDB, and especially large
ones, contain NCS-relations. However, the remaining part does not. Thus, the problem
of model fragmentation at medium-to-low resolution cannot be solved solely using the
PNSextender or indeed, any other method solely relying on model improvement via
the use of NCS-based information. Furthermore, some degree of fragmentation might
still exist after the successful application of the PNSextender, due to, for example, parts
of the structure missing in all NCS-related copies. Here, we focus on using structural
motifs from the PDB to close gaps between partially built protein chain fragments in
intermediate models obtained from ARP/wARP model building. These structural gaps
are defined by the stem residues - the residues that anchor the motif from the PDB to the
intermediate model - and the number of residues missing (an example is shown in Figure
3.3a). In the software framework OpenStructure [195] a method has been developed to
find candidate motifs for such structural gaps by sampling backbone conformations from
a large database of motifs or fragments extracted from high-resolution X-ray structures
[196]. In this approach, candidates are automatically selected based on their agreement
with the geometry of the stem residues and their stereo-chemical validity. Usually several
hundred candidates are found, Figure 3.3b. In collaboration with Marco Biasini from the
Schwede group, this method was enhanced (called FRAGRA, more thoroughly explained
in section 3.2.2) by spatially correlating the candidates to residual density and thereby
scoring them, Figure 3.3c. This introduces a rigid ranking and drastically decreases
the number of applicable candidate motifs to be fitted into the structural gap (see Figure
3.3d). In the following, the FittOFF method (Fitting OF Fragments) is introduced. It was
implemented to join the identification of the position and number of residues contained
in structural gaps in the intermediate model (described in the next section) and the
derivation of applicable motifs with the FRAGRA method (more thoroughly explained in
section 3.2.2). An overview of the method is given in algorithm 3.4.
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Figure 3.2: Flowchart of the ARP/wARP protein model building, including the PNS exten-
der for automatic NCS detection (dotted box) and indicating its application for model ex-
tension (red arrow) and refinement restraints (purple arrow) of the intermediate model.
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(a) (b)

(c) (d)

Figure 3.3: Overview of FittOFF method. A structural gap (a), stem residues are marked
in green, gap length indicated by a red pseudo bond, is found and defined by the means
described in section 3.2.1 and used for fragment fitting, the initial database search results
in a huge number of candidates (b). By taking the residual density into account (c), it is
possible to rank the candidates by map correlation and define one, or a few, top scoring
results (d). The map correlation can further be used to identify regions that have been
incorrectly identified as gaps.
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3.2 FittOFF - Fragment extension by motif comparison

Algorithm 3.4: Overview of FittOFF method in pseudocode
Input : intermediate coordinate file coordgaps, electron density map map,

secondary structure prediction ss_pred, #high_cor relranks

Output : extended coordinate file coordex tended

1 identify_gaps(coordgaps, map, ss_pred)
2 foreach gapi in l ist gaps do
3 fi t_candidates = FRAGRA(gap)
4 save fi t_canditatesx with highest correlation to map as fi t ted_motifi

5 end
6 sort fi t ted_motifs after map correlation
7 add best #high_cor relranks number of fi t ted_motifs to coordex tended

8 remove those atoms clashing sterically with already-built model

3.2.1 Identification of gaps in intermediate models

The time-consuming process of generating a fragment database and implementing a
method to find the best fitting fragment for given stem residues, length and residual
density had already been accomplished by the Schwede group at the outset of the de-
scribed work [196]. Nevertheless, there was still the rather challenging task of defining
chain fragments from an intermediate model which are connectable by such motifs from
the PDB. A way had to be found to identify potential stem residues and the number of
residues contained in a structural gap, in order to solve the problem depicted in Figure
3.4. To achieve this, several approaches were combined into a sequential approach that
is shown in algorithm 3.5.

At high resolution, the mutual location of chain fragments with respect to each other can
easily be derived from their sequence assignment. However, at resolution lower than
2.5 Å the sequence docking algorithm in ARP/wARP (described in section 1.5) does not
work sufficiently accurately and additional tools are being sought. For the identification
of structural gaps between chain fragments, docking them to the sequence and thereby
identifying their location is a tool too powerful to be ignored. In the FittOFF method,
stem residues are identified by an evaluation of the partially built protein chains for their
propensity towards secondary structure elements (following the algorithm described in
2.5.1). Thereby their location in a secondary structure predicted from an input sequence
can be identified. The best three docking positions are stored for each fragment, this can
result in different lengths (number of residues missing) for the same gap. The potential
gap lengths are filtered for false-positives using a knowledge-based approach relating
the number of residues contained in a gap to the distances between the Cα atoms of the
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(a) (b)

Figure 3.4: Difficulties for defining stem residues and gap length. The question which
stem residues can be connected by a gap is depicted in a). Additionally, there is the
question of how many residues are missing in the potential gap, shown in b).

stem residues. As a validation criterion, the density between each pair of partially built
protein chains is examined. Only structural gaps that are supported by a certain amount
of density (which can be small, but must be significantly higher than zero) are used for
fragment fitting with FRAGRA.

Secondary structure docking

As described in section 2.5.1, to derive the secondary structure of a macromolecule
or fragments thereof, only the Cα atoms of the protein backbone are needed. These
atoms are the basic building blocks of any chain fragment one obtains during model
building. We developed a method that detects the best agreement between a segment
of secondary structure assigned to a chain fragment and a secondary structure predicted
from an amino acid sequence to obtain results that are similar to sequence docking even
at low resolution.

The secondary structure can be obtained from an amino acid sequence by either us-
ing the method described in section 2.5.2 or by a manual annotation of the sequence
with specific information of domains or subunits that has been gathered so far. The
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3.2 FittOFF - Fragment extension by motif comparison

Algorithm 3.5: Overview of the method for the identification of gaps in intermedi-
ate models from ARP/wARP (identify_gaps)

Input : intermediate coordinate file coordgaps, electron density map map,
secondary structure prediction ss_pred

Output : list of gaps l ist gaps

1 foreach fragment i in coordgaps do
2 if length(fragment i)≥ 7 then
3 assign secondary structure to fragment
4 dock fragment to ss_pred
5 end
6 end
7 generate l ist gaps from docking results
8 foreach gap in l ist gaps do
9 compute probabilities for gapleng th based on distance statistics

10 search for uninterpreted density between neighbouring fragments
11 end
12 filter l ist gaps with probabilities and uninterpreted density
13 rank l ist gaps after confidence scores
14 return l ist gaps

assignment of the three secondary structure states (H, E, C) to each chain fragment is
done automatically following the algorithm of Zhang [176], described in section 2.5.1;
due to the required number of neighbouring Cα atoms only chain fragments of at least
seven residues receive an assignment. All assigned chain fragments are compared to
the corresponding secondary structure prediction using an amended naïve string search
algorithm. As described in section 2.6, the assigned secondary structure of the chain
fragment (the pattern) is slid over the secondary structure prediction (the template)
and at each offset, the number of matches or similarities between pattern and template
is computed (see Figure 3.5). To obtain a better judgement, the number of matches and
mismatches is evaluated at each position. The alignment with the highest amount of
matches denotes the best fitting position. A predefined number of best fits (three in the
current implementation) are kept for each chain fragment. For each of fit the percentage
of matches with the secondary structure prediction is stored in the variable confdock. A
description of the method in pseudocode can be found in Algorithm 3.6.
In order to gain insight into the location of possible structural gaps, all docked chain
fragments are compared to each other and their relative positions analysed. In short, if
one chain fragment (fragment i) has been docked from position 0 to 14 in the sequence
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and another one (fragment j) from position 19 to 34, a gap of length four is assumed
between the last Cα atom of fragment i and the first Cα atom of fragment j.
If some chain fragments have been indeed sequence-assigned by ARP/wARP, this infor-
mation is taken into account to derive further structural gaps or validate the results from
the secondary structure docking.

Figure 3.5: Schematic overview of the sliding window method for sequence and sec-
ondary structure docking.

Algorithm 3.6: Overview of the method for secondary structure docking
Input : chain fragment fragment i, secondary structure prediction ss_pred,

number of top ranks ss_rankdepth

Output : list of docking probabilities dock_probSS

1 for i = 0 to (leng th(ss_pred)− leng th(fragment i)) do
2 compare(fragment, ss_pred[i..i+ leng th(fragment i)])
3 save matches offsetsim and mismatches offsetpenal t y

4 end
5 add ss_rankdepth best offsetsim/offsetpenal t y to dock_probSS

Relating gap length to the distance between stem residues

Saving the three best positions for each chain fragment following secondary structure
docking can, in the worst case, lead to nine different lengths for the same structural
gap. To decide which length is the most likely another source of intrinsic information
is exploited - the spatial distance between the terminal Cα atoms of chain fragments in
the intermediate model. This is based on the expectation that due to the intrinsic prop-
erties and geometrical features of the peptide backbone, it must be possible to identify a
relation of the distance between two potential stem residues to the number of residues
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between them.
A knowledge-based method has been developed to provide a probability value for the
number of residues to be enclosed in a gap (gapleng th) given a certain distance between
the stem residues anchoring it to the chain fragments (gapdistance), or:

P (gapleng th | gapdistance) (3.2)

A survey of a large set of structures from the PDB (selected as described below) was
undertaken where we investigated the distances between two Cα atoms with none to 14
residues enclosed between them. For each of these gaps the number of residues being
part of an α-helix, β-sheet or loop was also stored. To avoid bias towards redundant
structures, the survey was performed with the PDB50 subset from the PDB. This subset
is generated by clustering all protein chains of at least 20 amino acids at 50% sequence
identity (i.e. all chains sharing at least half of their sequence information belong to one
cluster). All objects in each cluster are ranked according to resolution and deposition
date. The highest ranked chain is then included in the PDB50 subset. The set used in
this study was selected from the PDB in January 2011 and contained 6,613 chains that
were solved by MX at resolution of 2.0 Å or better.
This way we obtained a database relating distances between the stem residues to the
number of instances in which 0 to 14 residues were inside the gap (within the limits
of 0 Å to 40 Å and a step size of 0.1 Å). This also made it feasible to construct 15-
dimensional probability vectors ~P denoting a list of probabilities Pi for a gap of a certain
size to occur at each distance in the database. All 15 elements in each vector ~P sum to
one:

14
∑

i=0

~Pi = 1 (3.3)

A vector ~P, reduced to four dimensions for simplification, for the distance of 10 Å and
taking only the occurrences for gaps with two, four, six or eight residues into account,
would be the following:
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(3.4)
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An overview of occurrences for gaps with two, four, six, or eight residues at distances
between 0 Å to 20 Å and the related distribution of probabilities is given in Figure 3.6.
Distinctive peaks are evident, for example, for gaps of two residues containing helices at
∼5.1 Å a gap of two residues containing a β-sheet at 10.0 Å residues and a helical gap
of eight residues at ~14.3 Å.
Using this database, the identification of incorrectly assigned lengths for structural gaps
obtained from secondary structure docking can be accomplished by evaluating the vec-
tor of probabilities for the distance between the Cα atoms of their stem residues. The
probability of observing each assigned gap length is stored in the variable confpvec. Fur-
thermore, all potential structural gaps with a physically impossible number of suggested
missing residues ( gapdistance

gapleng th
> 4.5 Å, including some error tolerance) are not taken into ac-

count. In addition to the identification of stem residues and gap length, the docking also
gives information on the secondary structure content of the proposed gap. To facilitate
easy retrieval of this information and obtain databases with higher discriminative power,
the initial database was divided into 10 distinct ones. The first three databases denote
all gaps with more than 50% / 75% or 100% helical content, databases four to six and
seven to nine denote the same for sheet and coil content. The last database comprises
all gaps that contain less than 50% of any secondary structure element. Examples for
the higher discriminatory power of the new databases are given in section 4.2.

Uninterpreted density

Results from FittOFF are used as Cα-seeds for subsequent chain tracing. Hence, the
gaps selected for fragment fitting with FRAGRA should be supported by residual electron
density if ARP/wARP is to incorporate them into the next model. A lack of supporting
density would lead to ambiguous results in FRAGRA, since density is used to rank the
identified candidates (see Figure 3.3c). Furthermore, any effort spent on analysing gaps
that lack the support of experimental density is essentially wasted computation time.
Therefore, all proposed structural gaps are analysed for the amount of uninterpreted
density between the two partially built protein chains that are to be connected. To
evaluate the density, a set of points (called a pointcloud) between the Cα atoms of the
stem residues is generated. This set places points at 1 Å intervals along a straight line
between the Cα atoms - in the following referred to as centre points. Eight additional
points are placed on a circle with a radius of 1 Å around each centre point (Figure 3.7a,b).
These points i = (1..8) are positioned at angles of i π

4
on the described cycle. The density

level is computed for every point of the pointcloud and the average density is calculated
(< denscloud >, where the angle brackets denote the average). To decide whether the
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(a)

(b)

Figure 3.6: Relations between gap length and distance between stem residues for gaps
of 2, 4, 6, and 8 residues. Occurrences of a certain distance (in Å) are shown in (a). The
related probability distributions are shown in (b).
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density between the stem residues is strong enough to support the fit of a fragment into
its related structural gap, < denscloud > is compared to the average density over all built
Cα atoms in the intermediate model (< densmodel >). Since ARP/wARP will only keep
Cα atoms in high levels of electron density, all points with density levels of less than
0.1 electrons/Å3 will not be taken into account for the computation of < denscloud >. If
the < denscloud > is higher than <densmodel>

4
, the gap will be used for fragment fitting in

FRAGRA. These thresholds were chosen empirically to also allow regions with significant
gaps in the electron density. The pseudocode is shown in algorithm 3.7.

(a) (b)

Figure 3.7: Evaluation of uninterpreted density between partially built protein chain
fragments that were identified as enclosing a structural gap.

3.2.2 FRAGRA

FRAGRA is a knowledge-based method to remodel structural gaps and has been devel-
oped by our collaborator Marco Biasini from the Schwede group at the Biozentrum in
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Algorithm 3.7: Evaluate uninterpreted density between chain fragments to be con-
nected by a gap

Input : stem residues gapstar t , gapend , electron density map map, average
density over all Cα atoms < densmodel >

Output : Bool use_gap
1 Build up pointcloud between gapstar t and gapend

2 foreach point in pointcloud do
3 pointdens = lookup_density_at(point)
4 end
5 calculate < denscloud > over all pointdens

6 if < denscloud >≥
<densmodel>

4
then

7 use_gap = 1
8 end

Basel. The method was originally designed to produce accurate results for short loops,
to complete homology models in seconds rather than hours and to close structural gaps
up to 14 residues in length. To achieve this, FRAGRA incorporates a large database of
backbone conformations (hereafter called fragment database). FRAGRA differs from re-
lated methods such as XPLEO [156], as it uses existing fragments from the PDB instead
of rebuilding gaps with physical approaches. This results in a drastic decrease of the
required computation time (under a minute for FRAGRA compared to up to two hours
with XPLEO for a gap of 12 residues). In principal, FRAGRA follows the concept of loop
modelling as described in [197]. Within the FittOFF method, these backbone conforma-
tions are sampled to find the fragment fitting best into a structural gap identified by the
means described in section 3.2.1. In the following the fragment database, the sampling
of backbone candidates from the fragment database, as well as the scoring of identified
candidates are described.

Fragment database

The fragment database has been constructed from about 60,000 protein chains solved by
X-ray crystallography. Only structures with experimental data extending to a resolution
of 2.2 Å or better have been included, which provided a good trade-off between the
quality of the backbone models and the number of chains included in the database.
The database uses a hash generated from the geometry of the two residues lining each
fragment, the so-called stem geometry. Here, Cα− Cα distances as well as the angle
between the Cα− Cα and the planes formed by N − Cα− C of the N-terminal residue
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and the Cα− C −O plane of the C-terminal residue are used as descriptors.

Sampling of backbone fragments

During the sampling a list of fragments that are suitable candidates to remodel the back-
bone of a structural gap, is provided. In this step no scoring is applied. As input, the loop
length and six coordinates are required (the N , Cα, C positions of the N-terminal stem
residue and the Cα, C and O positions of the C-terminal stem residue). This information
is used to calculate the stem geometry for the structural gap. All fragments from the
database that are in agreement with this stem geometry are selected. To improve the fit
at the stems, small fragments with a length of three residues are used to bridge between
the stem residues and the backbone.

Scoring the candidates

The list of candidates found during backbone sampling contains 1500 fragments on
average. To decide which one fits the gap best, a scoring scheme is applied. At first,
fragments that clash with the already built protein structure are filtered out. In the
next step validation measures from the QMEAN scoring function [146] are applied. As
mentioned in section 3.2, the method was enhanced to incorporate the electron density
information in the region of the structural gap. A finer ranking is achieved by spatially
correlating the candidates to the residual density. The expected density is computed by
placing a Gaussian sphere of density at each atom and the real-space correlation to the
experimental density is calculated as described in [198]. The fragments are then output
in PDB-format ranked according to the real-space correlation value. In the case, where
the gap length cannot be determined exactly by FittOFF, different lengths can be used in
FRAGRA and the real gap length can be identified by analysing the map correlations for
different trials.

3.2.3 Application of fitted fragments to model building

FittOFF is applied to the ARP/wARP workflow in the same way as PNSextend; fitted mo-
tifs are added to the considered hybrid model as Cα seed points for subsequent tracing
of protein chains. For more information refer to Figure 3.2 and section 3.1.4.
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3.3 Data

To examine whether the introduced methodologies improved automated model building
in ARP/wARP and, if so, to evaluate the obtained improvement, high-resolution struc-
tures from the PDB were used as well as some structures that had been submitted to
the ARP/wARP model building web service [199] and made available to us for testing
purposes. A good representative example is the 1.6 Å structure of the B subunit of a
mutated shiga-like toxin from Bacteriophage h30, expressed in Escherichia coli, PDB ID
1c48 [200]. The molecule is arranged as a homo-pentamer, with each subunit composed
of 69 residues. This structure was predominantly used for the basic development of both
the PNSextender and the FittOFF methods. The full test set used for subsequent eval-
uation of the PNSextender consisted of 13 multimeric structures that were determined
by molecular replacement or isomorphous replacement at resolution ranging from 1.9
to 3.2 Å. These structures were chosen since they exhibited clear NCS, were of differ-
ent sizes and comprised a wide range of secondary structure content. More specifically,
the structures had an asymmetric unit content varying between 300 and 2300 residues
in 2 to 10 NCS-related subunits and were characterised by various secondary structure
content, so that there were predominantly helical, predominantly stranded or mixed
alpha-beta models (for a complete overview refer to table A.1).
For the FittOFF method, the test set of ten structures was chosen based on different fea-
tures. Only structures with low molecular weight (15 - 25 kDa) were selected to ensure
fast tests. Also, the structures had to have been solved at a resolution lower than 3.0 Å
and contain a variety of secondary structure elements (for a detailed overview refer to ta-
ble A.2). For all test cases secondary structure predictions were generated with PSIPRED
version 3.0 and SSpro version 4.1. Additionally, secondary structure assignments with
the Zhang algorithm were also generated for each test case.

3.4 Tests environments

Initially, we tested the performance of the PNSextender module to automatically identify
and apply NCS relations to the appropriate parts of the model - the ’exclusion’ test. A
single model - the mutated shiga-like toxin B-subunit (PDB 1c48) - was used for this
purpose. The structure was artificially fragmented by cutting out parts of the model to
mimic real cases where intermediate models may contain a large number of unconnected
fragments. To generate cases with various degrees of fragmentation, ten differently
fragmented structures were built. Starting from the complete structure, 5% of residues
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were successively deleted from each model. Hence, 95% of the structure left in the first
test case, 90% in the second case through to 50% in the 10th case. The models were
fragmented by cutting out blocks of residues (15 to 30 amino acids, see figure 4.2b for
the 7th case, 65% of the model left) from different parts of the structure.
A similar approach was chosen for testing the FittOFF method. Again the mutated shiga-
like toxin was taken and parts of it were excluded. This was done to emulate gaps, which
could then be identified and filled using the FittOFF method. The model was fragmented
to obtain six gaps of various length and secondary structure content (between two and
nine residues, with mainly helical, mainly sheet, mainly loop and mixed content). For
the use in FittOFF during this test the electron density of 1c48 at 1.6 Å and the correct
secondary structure information was used.

Subsequently, the results were evaluated when all of the test structures described in
section 3.3 were built using the automated model building protocol of ARP/wARP. One
batch of tests was executed with the PNSextender for NCS extension and restraints,
another one with the FittOFF method. Each protocol was executed with five cycles of
model update and refinement after each of the ten model building cycles. For FittOFF, ad-
ditional tests were conducted for each of the generated secondary structure predictions
(PSIPRED, SSpro and the Zhang assignment).

For the published tests [1] of the PNSextender module, ARP/wARP [54] version 7.2,
REFMAC [194] version 5.5.0109 and CCP4 [52] version 6.1.13 were used. Later tests
of an advanced version of the PNSextender, as well as the tests of the FittOFF method,
were executed with ARP/wARP version 7.3, REFMAC 5.7.0028 and CCP4 6.2.0. Both
methods have been tested on an Apple iMac (quad-core, 2.8GHz, 10GB RAM), running
MacOSX 10.6.8 (Snow Leopard).

3.5 Implementation and complexity

Computationally demanding core functions of the PNSextender and FittOFF methods are
written in the C programming language. To simplify access, both methods are called via a
Perl wrapper which also takes care of extensive file handling. Many functions called from
the C-routines are part of the f77/f95 fortran library arplib and the C-library mapread
that have both been developed for many years as part of the ARP/wARP software project.
Specifically, parsing of PDB-files and electron density maps has been accomplished using
functionality in the mapread library. This also includes functions for the lookup of den-
sity values at given coordinates. Functions used for the computation of superpositions of
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structural fragments and derivation of quaternions are those from arplib. Fortran func-
tions from arplib are called via a C-interface (arplibc.h), while mapread functions are
called directly. Parsing of the PDB50 subset for relating gap length to distance databases,
as well as binning of occurrences after distance is implemented in Python. The databases
are generated with Microsoft Excel and saved in the cvs file format.

The required CPU time for both the PNSextender and FittOFF methods rises with the size
and degree of fragmentation of the structure under consideration. For the PNSextender,
the most computationally demanding subroutines are the identification of initial matches
with NCS-relations (algorithm 3.2) and the clustering of those matches. The former com-
pares all stretches of a fixed length of Cα atoms to all other stretches, thus arriving at
a complexity of O(n2), where n is the number of Cα atoms. A similar complexity class
is achieved for the latter - the first cluster begins with the first match and all succeeding
matches that obey the clustering criterion are added to same cluster. In the worst case,
where the number of clusters equals the number of matches, we arrive at complexity
class O(n2), but in the average case a complexity class of O(n log n) can be expected.
The usual CPU time for executing PNSextend is in the area of a few milliseconds - which
is only a small additional overhead compared to the model building without it. The gen-
eration of NCS-restraints in PNSrestrain is even faster, since only the longest overlaps
between NCS-related fragments need to be identified.
The computationally most exhaustive routines in the FittOFF method are the secondary
structure docking and FRAGRA itself. In the secondary structure docking, every frag-
ment is compared to a secondary structure prediction that has the length of the amino
acid sequence of the structure. In the worst case, with very short fragments, the com-
plexity is O(n2). The complexity of FRAGRA is similar, but due to the large number of
fragments that have to be evaluated every time, the computation time needed is consid-
erably longer. Thus the execution of the FittOFF method takes from a few seconds to
just under a minute, correlating to the number of gaps that are examined for fragment
fitting with FRAGRA.
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Chapter

4

Results

This chapter describes the tests of the PNSextender and FittOFF methods and is struc-
tured as follows. In the first section, the importance of scoring the NCS-extensions is
explained and justified with results. Similarly, the splitting of the distance database used
by FittOFF is justified by referencing the results of the tests. Subsequently the effects of
both methods in idealised test cases with no coordinate errors are shown: these serve as
a proof of principle study for the function of the methods. The last part deals with the
incorporation of both methods into the ARP/wARP model building protocol and their
performance on real world test cases.

4.1 The importance of scoring extensions derived by
NCS-identification

To support the validity of the weighting scheme (as described in 3.1.3), rmsd values
between the NCS-extended parts of a model (NCS-extensions) and a reference structure
were calculated for a number of cases. These were compared with the weights assigned
to the extensions (eq. 3.1). As expected, small deviations from the reference structure,
in the order of 0.2 Å or less, corresponded to extensions with high weights, Figure 4.1.
Extensions with low weights display larger deviations (∼0.7 Å and more) from the ref-
erence structure. This concludes the validity of the suggested weighting scheme and
demonstrates that extensions with higher weights are, indeed, more accurate.
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Figure 4.1: Estimated reliability of the derived weights used for the NCS-extension and
the accuracy of the obtained extended parts of the model.

4.2 The necessity of using secondary structure content
for relating gap length to distance

As described in section 3.2.1, it was decided to divide the distance database using the
content of secondary structure elements in the gaps. In the following the necessity of
such a partition is shown by comparing the overall database (Figure 4.1d) to the three
databases with more than 75% helix (Figure 4.1a), sheet (Figure 4.1b) or coil content
(Figure 4.1c). For simplification, the databases have been reduced to include only gaps
containing two, four, six or eight residues.
Let us consider three gaps missing the following fragments: an eight-residue α-helix with
a distance of 16.0 Å between the stem residues, a four-residue β-strand with a distance
of 14.6 Å and a two-residue loop with a distance of 8.6 Å. For the first gap, using the
overall database (blue bar in Figure 4.1d) would indicate 45% probability for a gap of
four residues and only 30% for the right gap length. However, since this is a helical
gap, the 75%-helix database can be used. Here, the highest probability (93%, blue bar
in Figure 4.1b) denotes the right length of eight residues. Similarly, for the second and
third gap the probabilities obtained from the overall database indicate gaps of length
eight (red bar in Figure 4.1d) and four (yellow bar in Figure 4.1d), respectively. Using
the 75%-sheet and loop databases gives the highest probability to the expected number
of enclosed residues of four (red bar in Figure 4.1b) and two (yellow bar in Figure 4.1c).
Hence, the databases for more than 75% of a given secondary structure content can
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indicate the right gap lengths with higher probability. Similar results have been obtained
for the sets with more than 50% and 100% of a given secondary structure content (data
not shown).

4.3 Effect on the completeness of the structure in the
absence of the coordinate error

Using NCS-extensions and restraints

For each of the artificially fragmented test structures from the mutated shiga-like toxin B-
subunit 1c48 (Figures 4.2a,b; fragmentation described in section 3.4), the PNSextender
was used to retrieve the missing Cα atoms. Each structure was checked against the full
reference model to examine the accuracy of the retrieval. For the first seven test struc-
tures (5% to 35% of the residues excluded) our method rebuilt the complete model with
an rmsd from the Cα atoms of the reference structure of 0.33 Å or better, Figure 4.2b,c.
As would be expected, the accuracy of the retrieved parts of the structure decreased
gradually as a larger fraction of the model was excluded (Table 4.1). For the last three
cases, it was not possible to retrieve the complete structure because some elements of the
structure were missing in all five subunits. Nevertheless, the accuracy of the retrieved
parts was still very high.

Using fragment fitting

To assess its effectiveness, the FittOFF method was used to improve the completeness of
the artificially “gapped” structure of 1c48 (described in section 3.4). The identification
of gaps and the fitting of the highest-ranking fragments have been evaluated indepen-
dently.
Of the six gaps in the test structure, five could be successfully detected using secondary
structure docking. The sixth gap had a size of only five residues, thus preventing it from
assignment of secondary structure.
The retrieval of the five gaps was attempted using two different protocols. Initially, a
rigid gap filtering was tried, requiring a secondary structure docking of the anchoring
fragments with at least 60% confidence (referred to as confdock) and a probability for
the suggested number of residues missing in the gap of at least 50% (confpvec). Using
this protocol, three of the five gaps were automatically detected without any mistakes.
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(a) Gaps > 75% Helix

(b) Gaps > 75% Sheet
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(c) Gaps > 75% Loop

(d) Not divided using content of secondary structure element in the gap

(e)

Figure 4.1: Comparison of distance databases split according to secondary structure
content for gaps of two, four, six and eight residues. Plot a) shows the probability distri-
butions for a gap with at least 75% α-helical content. The same is shown for β-sheets
and coil in b) and c), respectively. The last plot shows the distribution for the original
database not split according to secondary structure content. The blue bar denotes the
helix example, the red bar the sheet example and the yellow bar the coil example. White
areas are related to steps without any occurrence.
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(a) (b)

(c)

Figure 4.2: Validation test of the PNSextender - exclusion of residues. a) the original
structure (pdb ID 1c48); b) the same structure, with 35% of all residues excluded; c)
all 35% of the missing residues are retrieved. Retrieved parts of the structure in c) are
coloured in magenta.
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Percent of Completeness Residues rmsd of the re- Completeness
the model of the initial retrieved trieved structure to of the retrieved
excluded model (%) reference model (Å) structure (%)
5 95 17 0.08 100
10 90 34 0.09 100
15 85 52 0.14 100
20 80 69 0.21 100
25 75 86 0.29 100
30 70 103 0.30 100
35 65 121 0.32 100
40 60 107 0.31 91
45 55 122 0.37 90
50 50 126 0.45 87

Table 4.1: Test of the PNSextender - exclusion of residues. The table shows the number
of residues retrieved and their rmsd to the reference crystal structure.

FittOFF identified 15 gap candidates and 45 corresponding unique lengths by secondary
structure docking. Of these candidate solutions, four gaps and 12 lengths were immedi-
ately discarded, because their values were beyond the limits of the distance databases,
such as distance between anchors longer than 40 Å or more than 14 missing residues.
Furthermore, another gap and five lengths were removed from consideration, since the
relation between gap distance and missing residues required an impossible average Cα-
Cα distance of more than 4.5 Å. Thus 10 gaps and 28 unique gap lengths were sub-
sequently subjected to the filtering using the relations between gap distance and the
number of missing residues. In this step seven gaps and 25 lengths were filtered out,
since the probabilities for the suggested number of residues missing were lower than
50%, leaving the three gaps and corresponding lengths mentioned above. No potential
gap or length was filtered out by the check for uninterpreted density.
By applying a protocol that required a lower value of confpvec, of only 10%, all five gaps
could be identified correctly. As might be expected, loosening the filtering cutoff led to
more than one potential gap length being suggested for three of the five gaps. The filter-
ing started from the same 10 gap candidates and 28 corresponding unique gap lengths
obtained after discarding those that were either physically impossible or beyond the
database limits. In the subsequent filtering two gaps and 15 lengths were removed from
consideration using the distance databases and another three gaps and four lengths were
eliminated after checks for uninterpreted density. This finally resulted in five gaps being
identified, with altogether nine unique estimates for the number of missing residues. An
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overview of the number of gap candidates and corresponding lengths filtered out in both
protocols is given in Table 4.2.

Rigid protocol Loose protocol
Detected by SS-docking 15 (45) 15 (45)
Beyond database limits 4 (12) 4 (12)
Physically impossible 1 (5) 1 (5)
Filtered out due to distances 7 (25) 2 (15)
Filtered out by density check 0 (0) 3 (4)
Final results 3 (3) 5 (12)

Table 4.2: Validation test of FittOFF - ‘artificial gapping’. The table shows the number of
gap candidates (corresponding gap lengths given in brackets) filtered out by the applied
protocols.

For testing the fitting of the fragments, the gaps obtained from the loose protocol were
fed into FRAGRA. By applying the map correlation as a ranking criterion, all false-
positive solutions could be eliminated, leaving only the best-ranked fragments for the
expected gaps and gap lengths. To obtain a good estimate of the validity of these fitted
fragments, they were superposed against the corresponding areas in the reference struc-
ture. Evidently, poorer results are achieved for long gaps (Table 4.3). However, even for
larger deviations the fitted fragments follow a path very similar to the protein backbone
in the reference structure (Figure 4.3).

Gap length Secondary Map correlation rmsd to reference rmsdad j

structure structure

4 E 0.18 0.5 Å 0.31
9 E / C 0.10 1.8 Å 0.87
5 H 0.16 0.4 Å 0.23
2 C 0.23 0.3 Å 0.24
3 H 0.26 0.4 Å 0.28
3 E 0.21 0.4 Å 0.28

Table 4.3: rmsd values of fitted fragments to reference structure. The last fragment is
the best fit for the gap that could not be automatically detected due to short anchoring
fragments. rmsdad j is the rmsd scaled to the cube root of the number of aligned residues.
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(a) (b)

(c) (d)

Figure 4.3: Validation test of FittOFF method with artificially “gapped” test case 1c48.
Part a) to d) show the different structural gaps, with d) showing the gap that could not
be automatically detected due to short anchoring fragments. Fitted fragments are shown
in stick representation for the minimal backbone. The fitted fragment is colored in red,
the reference structure is shown in yellow. The biggest deviation can be seen in b), for a
gap including parts of a β-sheet and a loop.
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4.4 Application to ARP/wARP protein model building

The main application for both methods described in this thesis is improving the com-
pleteness of the built model and reducing its fragmentation at medium-to-low resolu-
tion, specifically in the ARP/wARP protein model building protocol. Both methods were
tested with a wide range of parameters, as described below. The best results obtained
and their dependence on resolution is shown. Additionally, the PNSextender protocols
and results are described both as they were at the time of the ARP/wARP version 7.2
release to the community and as intended for the release of version 7.3.

NCS-extensions and restraints in ARP/wARP

For its evaluation, the PNSextender was tested on a wide range of parameters in PNS-
extend and PNSrestrain. The parameters included the rmsd threshold, below which
pairs were deemed to match, the initial length for the identification of NCS-related chain
fragments and the amount of located extensions to be fed back into the model building
process (ranked according to the weights described in sections 3.1.3 and 4.1). Moreover,
an option was included to remove short matches that have been identified as helix-only
using the Zhang algorithm, section 2.5.1.
In most of the tested cases, a higher number of residues built and a higher average
length of protein chain fragments was observed when the PNSextender was employed.
The relative improvement in model building was almost independent of the resolution
of the data within the range of 2.5 - 3.8 Å. As expected, the improvement in model com-
pleteness diminished at higher resolution - between 1.9 and 2.4 Å - since the structures
are already built well using the standard ARP/wARP protein model building protocol.
Notably at any resolution, the resulting models became less fragmented which should
simplify their completion by manual intervention. It was also noticed that the amount
of built residues that have automatically been docked to the sequence (sequence cover-
age) improved in all cases. The improvements for the best cases are shown in Figure
4.4 and a detailed overview is given in Tables B.1 and B.2. There were also decreases
in R-factor of up to 7.5%, increases of up to 15% in model completeness at a resolution
around 3.2 Å and tripling of the average length of the resulting protein chain fragments
at a resolution of 2.5 Å. On average, the length of the built fragments was more than
doubled for the test cases at resolution from 1.9 to 2.8 Å (Figure 4.4c).
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(c) (d)

Figure 4.4: PNSextender applied to ARP/wARP. The best results are shown for tests with
variable rmsd thresholds for acceptance of identified NCS matches (0.4/0.5 Å) and a
variable amount of top-ranking fragments to be fed back into the model building process.
The red columns denote the values obtained with the standard ARP/wARP model building
protocol, whereas the blue columns show the best values obtained with the ARP/wARP
incorporating the PNSextender. a) The percentage of extra residues built compared to the
standard ARP/wARP protocol; b) Average completeness of the built model; c) Average
length of built fragments and (d) Residues that have been assigned to sequence.
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Release in ARP/wARP version 7.2

Subsequently, parameters were identified that gave the best improvement for all tested
structures at their various sizes and data resolution. These parameters were used in the
protocols released in ARP/wARP version 7.2, which was the most recent software re-
lease at the time of writing this thesis. It was observed that during protein chain tracing,
smaller fragments are more likely to contain mistakes. This could be due to the connec-
tivity and non-branching nature of the protein chain serving as an extremely powerful
constraint in model building with ARP/wARP and helps to eliminate incorrect chain di-
versions. The use of small chain fragments introduces noise into the derivation of the
NCS operators and smears out their clusters during identification of NCS-related copies.
This in turn disturbs the ranking of the NCS matches and, in the end, it may result in
incorrect extensions being sent back to the model building process and thus introduce
additional complexity in the chain tracing procedure. To avoid such problems, the mini-
mum number of residues of Cα stretches used for initial least-squares superposition was
set to the current average length of built chain fragments in the structure.
It was also found that a lower rmsd threshold for acceptance of NCS matches provided
better results at medium rather than at lower resolution as the accuracy of the matches
likely correlates with the coordinate error. Thus, for data higher than 2.8 Å resolution,
the threshold was set to 0.4 Å and for lower resolution to 0.5 Å. More elaborate depen-
dencies may be sought in the future. Additionally, only a limited number of top-ranked
extensions - typically three - are fed back into the model building process.
Overall, the use of the method with the optimised parameters applied at resolution lower
than 2.4 Å results in models with 5% higher model completeness, 25% longer chain frag-
ments and 10% higher sequence coverage than those models built without the use of the
PNSextender module. A detailed overview of the results is given in Table B.3.

Changes for the upcoming release in ARP/wARP version 7.3

For the upcoming release of version 7.3 of ARP/wARP we decided to change the initial
length for the identification of NCS-related fragments, which, in version 7.2, was set
to the average length of all fragments in the intermediate model. At medium and high
resolution, models of structures that could be built to a high level of completeness using
standard model building protocols often did not show the amount of improvement that
could be expected to result from the addition of NCS-based extensions and restraints to
those protocols. More specifically, structures with one or more well-built NCS-related
copies were not extended at all. To understand this problem, let us consider a dimer, of
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which one subunit is built to a high percentage (one chain of 100 residues). The second
subunit is built to a low percentage (four chains of 10 residues each), which could be
accounted to varying map or phase quality. Using the average chain length, one would
arrive at a value of (100+ 10+ 10+ 10+ 10)/5= 28. Given one well-built subunit one
would expect matches to the second subunit. However, there is no single pair of chain
fragments with the length of 28 or more in the structure. Hence, we decided to use the
50th percentile, which would set the initial length in the described example to 10 and
thus permit the finding of several matches between the first and the second subunit.
This change lead to an improvement in a few cases, with the most significant one be-
ing noted for a dimeric structure of the fifth domain of human myomesin-1, mutant
F700S with 196 residues and data extending to 1.95 Å [201]. The default protocol of
ARP/wARP model building was able to deliver 42% of the structure in 11 fragments. No
sequence could be docked and the R-factor was 32%. The resulting, highly-fragmented
model is shown Figure 4.5a. With the PNSextender using the 50th percentile as the ini-
tial length limit, it was possible to improve the model completeness by 24%, the average
fragment length by 75% and the sequence coverage to 46%. The R-factor dropped to
27%. By applying a looser rmsd threshold of 0.8 Å, it was possible to improve the model
even further. Finally, a model completeness of 75% was achieved - with almost doubled
number of residues compared to the standard ARP/ wARP protocol. The sequence cov-
erage increased to 63%, the average number of residues per chain increased by another
62%. Overall, the use of the PNSextender increased the average chain length from 7 to
21 residues; the R-factor dropped to 26%. In the resulting model one subunit has been
built completely and large parts of the second subunit have been built as well (Figure
4.5b). Areas of the second subunit that have not been built are likely to correspond to
low density, since the Cα-seeds required to build these chains were generated during
model building (Figure 4.5c).

Fragment fitting in ARP/wARP

The application of the FittOFF method to standard ARP/wARP protein model building
was investigated using three protocols each with differing parameters. The first two
protocols are the rigid and the loose ones described above in section 4.3. In these proto-
cols, the average map correlation over all top-fitting fragments was calculated and only
fragments with a map correlation higher than the average were admitted to ARP/wARP
model building as Cα seeds. In addition, a third protocol (also loose in regard to fil-
tering) that fed back all fitted fragments into ARP/wARP was used, denoted the loosest
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Figure 4.5: Significant improvement in structure building with PNSextender. a) shows
the result of the standard ARP/wARP model building, b) shows the result using the
amended PNSextender. c) shows the result using the amended PNSextender including
all remaining ‘free atoms’ that could not be used for model building.
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protocol. The test structures used are described in section 3.3. Every protocol was exe-
cuted with two different secondary structure predictions, generated with PSIPRED and
SSPro. Additionally, secondary structure assignments from the Zhang methodology were
also tested.
Similarly to the results for the PNSextender, higher model completeness with less frag-
ments was observed in almost all cases. The improvement for the best cases is shown
in Figure 4.6. A detailed overview is given in Tables B.4 and B.5. Up to 25% more
residues could be built for resolution as low as 3.8 Å (Figure 4.6a and 4.6b). In addi-
tion, decreases in R-factor by 4% and doubling of the average length of fragments were
observed in several cases (Figure 4.6c); improvement in sequence coverage of up to
50% (resulting in doubled and tripled sequence coverage, Figure 4.6d) was apparent
in the best cases. The best results for extra residues and sequence coverage were ob-
tained following the application of the loose protocol, although the best improvement
in fragmentation was seen following application of the rigid protocol as shown in Ta-
ble 4.4. Regarding the source of secondary structure information, it was found that
the prediction methods delivered results comparable to those obtained with the Zhang
assignment. Nevertheless, as might be expected, the best results were achieved using
the Zhang assignment (Table 4.5). No apparent relation was detected between the sec-
ondary structure content of a structure and the extent of improvement.

Protocol Residues Model Fragment Sequence R-factor
built completeness length coverage

Rigid +18.8% +11.0% +98.2% +27.2% -4.3
Loose +25.3% +11.7% +78.1% +51.9% -3.8
Loosest +20.5% +11.0% +78.1% +35.2% -3.8
Overall best +25.3% +11.7% +98.2% +59.1% -4.3

Table 4.4: Comparison of the best result obtained by model building with FittOFF for
each of three different protocols for gap filtering.

For testing of FittOFF, only cases from the PDB were used. This made it was possible to
compare the models built by the standard ARP/wARP protocol and that incorporating the
FittOFF method to the crystal structure from the PDB. The results for the superpositions
of three models are shown in Table 4.6. It is shown that all models built to a higher
extent with FittOFF also had a smaller rmsd and rmsdad j (rmsd scaled to the cube root
of the number of aligned residues) to the reference structure. In the case of 2aj2, it was
even possible to obtain an R-factor lower than the one for the structure from the PDB
(24.9% compared to 25.8%).
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Figure 4.6: FittOFF applied to ARP/wARP. The best results are shown for tests with the
different protocols and sources of secondary structure information described in section
4.4. The red columns denote the values obtained with the standard ARP/wARP model
building protocol, whereas the blue columns show the best values obtained with the
ARP/wARP incorporating FittOFF. a) The percentage of extra residues built compared
to the standard ARP/wARP protocol; b) Average completeness of the built model; c)
Average length of built fragments and (d) Residues that have been assigned to sequence.
Better results with the standard ARP/wARP protocol as compared to the tests of the
PNSextender (Figure 4.4) originate from the smaller structures used as test cases for
FittOFF.
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Secondary Residues Model Fragment Sequence R-factor
Structure source built completeness length coverage
PSIPRED +18.1% +11.0% +78.1% +27.8% -3.8
SSPro +18.8% +10.1% +60.0% +52.9% -3.4
Zhang assignment +25.3% +11.7% +98.2% +29.8% -4.3
Overall best +25.3% +11.7% +98.2% +59.1% -4.3

Table 4.5: Comparison of the best result obtained by model building with FittOFF for
each of three different sources of secondary structure information.

Testcase Size Resolution Aligned residues rmsd rmsdad j

1plr 258 3.0 Å 225 / 240 0.80 Å / 0.75 Å 0.13 / 0.12
2qsr 173 3.1 Å 119 / 138 0.93 Å / 0.84 Å 0.19 / 0.16
2aj2 165 3.2 Å 144 / 165 0.67 Å / 0.67 Å 0.13 / 0.12

Table 4.6: Best results obtained with FittOFF; results of the structural alignments of
the model built with the standard ARP/wARP protocol and the protocol incorporating
FittOFF and the reference structure. The rmsd has been calculated over all Cα atoms in
each model.
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Chapter

5

Discussion

In the test scenarios described in section 4.3, all chain fragments are free of phase-
dependent coordinate error. There are also no mistakes in traced chain fragments such
as route shortcuts or spurious loops. Moreover, the electron density and secondary struc-
ture information used for testing FittOFF were of high quality, meaning the test cases
were somewhat idealised (the best case scenario). In case of NCS, there may however
be inherent differences between NCS-related parts of the structure as there are between
chain E and all other chains in the model of mutated shiga-like toxin B-subunit. Indeed,
the NCS operators are rarely exact across all copies of a fragment [202, 203]. This
also was one reason to implement somewhat loose rmsd thresholds for the initial iden-
tification of NCS-relations. Nevertheless, in the exclusion test, the retrieval of the full
pentameric structure to a very high accuracy was possible even when the initial model
was highly fragmented and contained only 65% of its Cα atoms, Table 4.1. It is thus
estimated that in the best-case scenario - in which all structural information is available,
NCS matches are accurate and there are no coordinate errors - it may become possible
to retrieve the full structure of a protein at 3.5 Å resolution in a single building cycle,
even with the current performance of the ARP/wARP protein model building module.
It was also shown that with FittOFF, all gaps surrounded by fragments docked into the
secondary structure could be identified without introducing any false-positive gaps. Fur-
thermore, wrongly recognised gap lengths could be eliminated using a threshold applied
to the map correlation of the fitted fragment to the residual density. Although the de-
viation to the reference structure rises with longer fitted fragments, they are generally
highly similar to the path taken by the protein backbone.
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5. Discussion

The way the results of both methods are used in the protein model building protocol
has certain advantages over other possible approaches. For example, plain averaging of
the coordinates of the extensions derived from NCS-relations or the fragments fitted into
identified structural gaps may not be the best option as it introduces a certain degree
of model bias. It may also move some parts of the averaged model out of the density.
In our implementation all extensions of fitted fragments are only used as potential Cα
seeds (suggestions) to ARP/wARP for subsequent building of longer chain fragments.
Therefore, the method is not expected to build parts of the structure that lack support
for coordinate placement in terms of electron density and plausible stereochemistry. If
the additional Cα atoms admitted to further chain tracing by the PNSextender or FittOFF
are in agreement with the density, longer chains will be built. If, on the contrary, the
suggestions do not match the density they will not be used for building a chain. This
is especially important for the additional information derived from FittOFF, which has
been shown to be less accurate for longer gaps. Seeds that deviate too much from the
density would simply be ignored by the chain tracing module and only those parts of the
fitted fragments that are in agreement with the electron density will be used.
There may still be small decreases in model completeness or higher fragmentation for
some cases. This may occur for models which are built only to a modest extent and
can be caused by different paths that will be followed during chain tracing. Taking
another (incorrect) path could always lead the tracing to areas of low density and thus
the building of shorter chains.

The filtering of structural gaps obtained from secondary structure docking with the meth-
ods described in section 3.2.1 has many important features. Considering the use of
FittOFF on structures containing NCS, it is to be expected that fragments from different,
spatially divided subunits, may be docked closely to each other in the sequence, suggest-
ing a structural gap between them. However, evaluating the gap distance between the
given stem residues shows that there is no relation to the proposed number of missing
residues. For the case that two fragments from NCS-related subunits are close to each
other in space, the check for density between their stem residues should filter this gap
out if there is not enough density to support it.
The use of secondary structure predictions in FittOFF does not lead to significantly
poorer results compared to the use of the Zhang assignment. However, as would be
expected, the best improvement has been achieved using the Zhang assignment (Table
4.5). As mentioned in section 3.2.1, the sequence docking algorithm used by ARP/wARP
is unlikely to produce valid results at a resolution used for the tests of FittOFF. Thus,
the improvement of the number of sequence-assigned residues in the final model ob-
tained when using SSpro (Table 4.5) mainly results in incorrectly docked residues. In
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the considered case only one fifth of all sequence-assigned residues were docked cor-
rectly. Actually, in all observed cases at least half of the sequence-assigned residues are
docked incorrectly. It might thus be best to abandon the improvement of sequence cov-
erage as a criterion for future testing of the effectiveness of any method for test cases at
resolution lower than 2.5 Å.
The most favoured scenario regarding the use of secondary structure information would
be one reviewed by the crystallographer and comprising all information gathered so
far for domains or subunits of the considered structure under the given conditions. If
for some domains, the atomic coordinates are already known, their secondary structure
should ideally be derived using the Zhang algorithm. However, there is no agreed defini-
tion of a perfect secondary structure assignment. Even when the coordinates are known,
the average agreement between all established secondary structure assignment methods
is only 85% [177].
Fitting fragments into long gaps with FittOFF might result in only marginally reliable
fragments, which will certainly not lead to ARP/wARP building a connection between
the anchoring fragments. However, the host fragments may be partially extended, thus
leading to a shorter gap and result in a more reliably fitted fragment in the next iteration.
This is supported by the results obtained for the “loose” protocols in section 4.4. More-
over, we found that in more than 70% of the tests, there were no differences between the
loose protocol with and without the application of the map correlation threshold for frag-
ment elimination. This again proves that admitting more, probably unreliable fragments
(or Cα seeds) into the ARP/wARP model building process does not necessarily result in
poorer results, since the wrong seeds will plainly be ignored. Notwithstanding, an evalu-
ation and elimination of the prospective gaps and gap lengths using the map correlation
threshold is beneficial. As described in section 3.5, the use of FRAGRA introduces the
most noticeable computational overhead compared to standard ARP/wARP model build-
ing. Thus evaluating and admitting less gaps to FRAGRA would result in a reduction
of computation time, although with a potential trade-off against some improvement in
model completeness.

The accuracy of both methods depends predominantly on the degree of fragmentation
of the initial model and its coordinate accuracy. For NCS extension, a more complete
initial model will yield better results (i.e. many residues missing but one subunit with
NCS-relations built to a significant extent), whereas for the identification of structural
gaps between chain fragments with FittOFF, correctly built, long chain fragments with
defined secondary structure are of benefit. The use of NCS extension and fragment fit-
ting in model building (at least in the current implementation of the ARP/wARP protein
chain tracing) is always advantageous, but the degree of improvement depends even
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more strongly on the completeness, fragmentation and correctness of the model, which
all in turn depend on the quality of the initial phases and the data. More specifically, for a
model consisting only of chain fragments shorter than seven residues, both methods can-
not provide any further improvement: In FittOFF no chain fragments could be docked
to the secondary structure prediction and the PNSextender would not find meaningful
extensions or restraints. Additionally, for such a model, there is also a high probability
that most, if not all, chain fragments are modelled incorrectly or with high positional
error.
Another problem will arise at resolution lower than 5.0 Å. In this resolution regime,
it is impossible to reliably detect all Cα atoms required to build the protein backbone.
This can be accounted to the pattern recognition approach currently implemented in
ARP/wARP that uses the expected Cα-Cα distance (3.8 Å) to define which free atoms
should be considered as candidate Cα atoms. Furthermore, the most commonly used
refinement restraints are bonded and angle-bonded distances or planarity restraints that
span moderate distances between 2.2 Å and 3.8 Å [204]. Such pattern recognition ap-
proaches and refinement restraints are sufficient to aid model building at a resolution of
1 to 4 Å, since here a matching grid of placed information is provided. In other words,
restraints or patterns corresponding to a distance smaller than the smallest spacing of
the experimental data will not be seen (directly) and thus may not be helpful. Hence,
while modelling of a structure at 5 Å resolution there is little sense to introduce restraints
and patterns between adjacent Cα atoms. However, it would be possible to follow the
idea of approaches like RESOLVE [42]. As described in section 1.3.1, a combination
of placing ideal α-helix and β-sheet fragments into the electron density and connecting
them using a database of short fragments should work to a certain extent even at res-
olution below 5 Å; obviously, the resulting model would be biased, at least to a certain
degree, towards the ideal fragments. Such an approach would also break down as soon
as the resolution becomes too low to recognise secondary structure elements, which is
about 8 to 10 Å (section 1.4). One could develop this idea even further. Once the sec-
ondary structure cannot be recognised anymore, fragments to be placed in the density
could comprise ideal super secondary structure elements, for example, β-hairpins [205]
or β-barrels [206, 207]. At even lower resolution, 15-20 Å, automated model building
could be realised by placing known substructures or domains into the electron density
[208]. All this would ultimately lead to an automatic modelling of large molecular ma-
chines or even cellular compartments, which is an application envisaged with the newly
developed X-ray free electron lasers (FEL) [209]. However, the amount of structural
information from databases like the PDB is currently insufficient to ensure the building
of models that are free of bias with such approaches.
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5.1 Considerations for further research

There is still a wide array of conditions which should be investigated in order to make
the most from the identification of NCS-relations, filtering and identification of structural
gaps and the way fragments are selected to be fitted in FRAGRA.

As described in section 4.4, the best initial length for the identification of NCS-related
fragments is still being investigated. Further approaches could be based on enhancing
the clustering of the transformations between chain fragments (section 3.1.1). To obtain
a more accurate clustering, the translation vector could be used as a clustering criterion
in addition to the rotational component between two transformations. This would give
rise to clusters that draw a clearer picture of the relation between two NCS-related sub-
units, but would also imply the need for a complete rethinking of the weighting scheme
applied to NCS-extensions. To filter out clusters that do not denote NCS-relations, a list
of allowed angles between NCS-related subunits of the structure under consideration
could prove to be very beneficial. This list could be derived by applying the self-rotation
function [34].
In the current implementation, only NCS-based refinement restraints of high confidence
are admitted to REFMAC. These are limited to NCS-relations between fragments docked
into sequence by ARP/wARP with a length of at least 15 residues. This is based on the
fact that, contrary to the extensions used for model improvement, there is no further
evaluation of the quality of restraints, meaning every restraint generated will be used
in REFMAC. A quality criterion for the acceptance of an NCS-relation to be used as re-
finement restraint could use a list of allowed angles between NCS-related subunits, as
described above. Another more technical problem is related to the way ARP/wARP la-
bels undocked fragments and the input format for NCS-relations required by REFMAC.
Currently, ARP/wARP assigns all undocked fragments to one chain (Q) with continuous
residue numbers. REFMAC on the other hand requires the input format "A B 10 35" for
NCS-relations, with A and B being the chains and 10 to 35 the residues in these chains
related by NCS. Thus, an NCS-relation, even with high confidence, between residues 10
to 45 of chain C and residues 56 to 81 of chain Q cannot be used, since the residues
numbers have to be the same in both chains. There are two solutions to this problem:
either one has to write some code that offers a possibility of a smart change of residue
numbers (and chain identifiers) of the intermediate model in a suitable manner to per-
mit the input of identified NCS relationships to REFMAC or one would have to persuade
the REFMAC-developers to change the input format. The latter may become a reality in
the light of coming acceptance of the mmCIF format in MX.
Although the PNSextender has been developed for proteins, the symmetric nature of
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complementary strands in DNA calls for an investigation of its applicability to model
building of poly-nucleotide structures. Likewise, the PNSextender methods should be
applied to structures with high symmetries in their subunits, such as repetitions of sec-
ondary or super-secondary structure motifs (beta-hairpins, helix-turn-helix, etc.). An
even more ambitious step could be the extension of incomplete helices and sheets using
ideal conformations. However, if this path is to be followed, more rigid rmsd thresholds
will have to be applied to avoid errors and false positives.

The next step in the development of the FittOFF method must be its integration and
release within the next version of the ARP/wARP software suite. For this a a number
technical issues have to be resolved. Firstly, the current implementation of FittOFF re-
quires OpenStructure to be installed, which may not be straightforward for a non-expert
user. It should also be investigated whether the currently used fragment database in FRA-
GRA, which has a size of around 600 MB, can be further scaled-down or compressed by
about an order of magnitude.
Once a convenient incorporation into ARP/wARP has been accomplished, it will also be
necessary to evaluate protocols combining fragment fitting and NCS-extension on an ar-
ray of test cases containing NCS-relations to see if their combined effectiveness is more
than the effects of either addition singly.
Considering the method itself, there are a few areas with room for improvements. One
shortcoming might be the use of only one stem residue from each fragment anchoring
the structural gap for the backbone sampling (section 3.2.2), since the terminal ends of
chain fragments are often built by ARP/wARP with significant positional deviation. The
use of only a single stem residue on either side of the gap permits the longest fragments
to be built, although perhaps to a smaller degree of accuracy as may be the case if more
residues were used. If one could settle for the maximum length of fragments to be lim-
ited to ten residues, it would be possible to take three stem residues on each side into
account, meaning fragments would be fitted to more reliable parts of the intermediate
model from ARP/wARP.
An improvement of the secondary structure docking could be achieved by using a confi-
dence score for each docked residue. PSIPRED gives confidence values between one and
nine for each predicted secondary structure element. A similar confidence score can be
derived for secondary structure state assigned by the Zhang algorithm by evaluating the
amount of di, j+k that satisfy either λαk or λβk in Eq. 2.29. Accounting for these scores in
secondary structure docking should improve the accuracy of the method by providing a
more valid positioning of the chain fragments.
As it has been shown in section 4.3, it is possible to deduce the correct structural gaps
and number of missing residues using the rigid protocol in FittOFF. This requires that
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the fragments anchoring these gaps are docked into the sequence at the correct posi-
tions. Hence, the secondary structure docking should also be tested for its application
to aid the sequence assignment in ARP/wARP, especially at medium-to-low resolution.
Ambiguous dockings could be further improved by a combination of secondary structure
docking and identification of large side chains in the density.
The placing of nine tubes for evaluating the density between two stem residues (section
3.2.1) delivers good results. However a possible improvement in the evaluation should
be investigated, since the density of kinked structural elements will be missed in the cur-
rent ‘straight-line’ implementation. The use of spheres might be more accurate, although
they might include the density from neighbouring fragments. A better strategy may in-
volve the division of the area between the anchors into several slices. Evaluating the
density of each slice would allow the generation of histograms of density content. This
would enable us to make assumptions about the secondary structure in the gap based on
the density, hence gaining an even better understanding of the number of residues miss-
ing. However, the FRAGRA method already provides the best fragment for the residual
density. Hence, the main application of such an improved density evaluation would be
the identification of additional structural gaps that would be missed otherwise.

Another approach, involving the placement of all protein atoms as seeds for model build-
ing as opposed to merely Cα-candidates, warrants investigation although the incorpo-
ration of such an approach into ARP/wARP would require a complete overhaul of the
PNSextender and FittOFF modules. For the PNSextender, a mode could be implemented
in which “NCS-copy-paste” is applied to the whole fragment. Here, instead of using
only the Cα atoms as seeds, all copied backbone atoms could be directly admitted to
the ARP/wARP model update. If they are not supported by the density or cause steric
clashes, they would be deleted anyway. An analogous approach could be implemented
with FittOFF, applied after ARP/wARPs final model building cycle. Following the final
execution of Loopy, fitted fragments could be used to build very difficult loops and kept
in the model as described above. Although such an approach would not be appropriate
with regard to proper statistical validation of the data, as fitted residues would instantly
be admitted to REFMAC, without any validation of their appropriateness, this is actually
the procedure undertaken by the Loopy module. It thus seems that such a violation can
be justified if the result is a better model. In this regard one could even go so far as to
investigate the substitution of Loopy by FittOFF.

In section 4.4 and Table B.3, it was shown that the fixed protocol for the PNSextender
gives improvements for all cases with resolution of the data worse than 2.4 Å. However,
these improvements are less impressive compared to the best ones obtained for variable
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parameters (Table B.1). This can be accounted to the fact that each test case gave the
highest improvements for its ‘individual’ set of parameters (of those described in section
4.4).
If large amounts of computer time would be available, for example by using large-scale
computer clusters, the strategy should be to model each structure with all possible combi-
nations of parameters. More precisely, a model building job would be executed for each
combination of parameters. The best model could then be chosen from the pool of solu-
tions according to the best model completeness, lowest degree of fragmentation, the best
R-factor or a combination of these values. Thus, for every structure the best model that
could possibly be obtained with the application of NCS extension and restraints would
be found. Such a brute-force approach would be similar to ARCIMBOLDO [78], which
also generates several thousand models for each structure (section 1.3.1). Similar to
the current implementation of ARCIMBOLDO, the computation time would be immense.
For just five different rmsd-thresholds, five different initial lengths for the identification
of NCS-relations and five different numbers of generated extensions to be fed back into
the model building process one would arrive at 53 model building jobs, which, even for
a modest-size structure, would translate to a requirement of 125 CPU hours. A similar
approach could be designed for FittOFF, where all reasonable values for confdock and
confpvec, described in section 3.2.1, could be combined with map correlation thresholds
for admitting the fitted fragments or not.

Clearly, substantially modified or even completely different approaches will be required
for model building at resolution of lower than 5 Å, where adjacent Cα atoms cannot be
resolved anymore, since any information obtained from the experimental data will be
placed on a grid at least 5 Å apart from each other. Building models at such resolution
with the current experimental methods would always include a trade-off to a certain
degree of bias and thus losses in the uniqueness of the resulting structural model.

5.2 Conclusion

The obtained results support the general benefit of the combination of intrinsic informa-
tion (NCS-based extension and refinement restraints) with, or the application of meth-
ods from theoretical modelling (fitted fragments) to, automatic protein model building
in macromolecular crystallography. For the PNSextender, a protocol has been developed
that provides notable improvements within the resolution range from 1.9 to 3.2 Å. Espe-
cially at resolution around 3.1-3.2 Å, the use of the method gave rise to a 20% increase
in the length of the built chain fragments; their length was typically higher than 10

102



5.2 Conclusion

residues - the value sometimes quoted as an indicator of a ‘good’ model. Even at higher
resolution, 1.9 to 2.4 Å, the method gives significant improvement in terms of fragmen-
tation and sequence coverage. The application of the FittOFF method showed notable
results at resolution between 3.0 and 3.8 Å, pushing model building for some case stud-
ies towards 80% completeness and a significantly better rmsd to the crystal structure
from the PDB (Tables 4.6). Importantly, both methods impose negligible overhead on
the computation time required by standard ARP/wARP protein model building protocol
and are thus applicable for the general use (section 3.5). Further optimisation of the
parameters specific to each method will certainly provide additional enhancement (as
was already shown in section 4.4). Continuous evaluation of the methods on a wide
variety of cases will be performed automatically in the future due to the invocation of
the PNSextender in the ARP/wARP web-based model building (as of version 7.2). A
similar approach will be taken for the FittOFF method once it has been released within
the ARP/wARP software suite.

The developments presented in this thesis will create the capability not only of solving
structures at a higher rate, but also of producing higher-quality structural results, espe-
cially for challenging structures with data to limited resolution. A major deliverable of
this work is a provision of the developed software to world-wide user community. The
software will allow achieving increasing levels of automation and implementing “smart”
structure determination protocols capable of delivering expert-quality results to non-
expert users. These developments have the potential to find their use in fields as diverse
as biochemistry, medicine, bioinformatics and computational drug design to name just a
few.

5.2.1 Availability to the community

The PNSextender has been incorporated into the ARP/wARP software project (from
version 7.2 onwards), the software is available from http://www.arp-warp.org. The
method, which has been published [1] in a peer-reviewed journal, has also been pre-
sented at several conferences and workshops in terms of oral and poster presentations.
The FittOFF method will be incorporated into a future release of ARP/wARP. However,
preliminary results have already been presented at conferences and workshops, and the
publication in a peer reviewed journal is intended after the submission of this thesis.
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6

Zusammenfassung

Das Ziel der Makromolekularen Röntgenbeugung (MX) ist die Bestimmung der drei-
dimensionalen Strukturen von Molekülen. Eine besondere Herausforderung stellt die
Strukturbestimmung von grossen Makromolekülen und deren Komplexen dar, wel- che
bislang oft gar nicht möglich oder mit grossem Aufwand verbunden ist. Das Haupt-
problem liegt darin, dass für die Kristalle solcher Moleküle während eines Diffraktion-
sexperimentes nur selten Daten mit hoher Auflösung gemessen werden können. Das
Ergebnis sind oft verrauschte und ungenaue Elektronendichtekarten. Ein weiteres Prob-
lem liegt darin, dass die bislang entwickelte Software für automatische Modellierung in
MX weitgehend auf hochaufgelöste Daten ausgelegt ist. Es ist zwar möglich diese auf
niedrigaufgelöste Daten (unter 3.0 Å) anzuwenden, die resultierenden Strukturmodelle
sind jedoch meist unvollständig und stark fragmentiert. Es besteht also der dringende
Bedarf für robuste und effiziente Methoden, welche die Vollständigkeit und Genauigkeit
von niedrigaufgelösten Strukturmodellen verbessern.
In dieser Dissertation werden zwei Methoden vorgestellt, welche die Qualität von Struk-
turmodellen basierend auf niedrigaufgelösten Daten deutlich verbessern. Hierfür wer-
den vorhandene Informationen, die entweder intrinsisch, also in den zu analysieren-
den Daten bereits enthalten, oder komplementär, aus Datenbanken gewonnen, genutzt.
Die erste Methode basiert darauf, dass viele Makromoleküle multiple Kopien ihrer Teil-
strukturen in der asymmetrischen Einheit aufweisen. Im Jahr 2012 beinhalteten mehr
als 50% aller Kristallstrukturen in der Proteindatenbank (PDB) jene sogenannte Nicht-
kristalline Symmetrie (NCS). Bei der automatischen Modellierung in ARP/wARP werden
diese NCS-Teilstrukturen selten im gleichen Umfang rekonstruiert, insbesondere in den
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anfänglichen Zyklen. Die Gründe hierfür können von limitierter Auflösung bis hin zu
schlechten initialen Phasen reichen. Die Tatsache, dass NCS-Teilstrukturen zu unter-
schiedlichen Graden modelliert werden, hat den Vorteil, dass jede dieser Teilstrukturen
Informationen beinhalten kann die in einer anderen fehlen. Die Kombination dieser
(intrinsischen) Informationen führt zu einer Verbesserung der Vollständigkeit der resul-
tierenden Strukturmodelle, besonders wenn Daten mit niedriger Auflösung zu Grunde
liegen.
Die Fragmentierung von Strukturmodellen, basierend auf niedrigaufgelösten Daten, be-
ruht auf der oft nicht ausreichenden Qualität der Elektronendichte um Peptide eindeutig
zu erkennen, und somit eine kontinuierliche Proteinkette aufbauen zu können. Insbeson-
dere zu Beginn der automatischen Modellierung betrifft dies nicht nur Loops, sondern
auch Helices oder Faltblätter. In der zweiten Methode, die im Zuge dieser Disserta-
tion vorgestellt wird, werden diese strukturellen Lücken mit Strukturfragmenten aus
der PDB aufgefüllt. Hierfür ist eine Verbindung der richtigen Fragmente essentiell. Zur
Identifikation der zu verbindenden Ankergruppen werden hier zwei Ansätze kombin-
ert: Zum einen das Docken von Fragmenten in eine Sekundärstrukturvorhersage und
zum anderen statistische Relationen zwischen der Distanz der ankernden Fragmenten
zueinander und der Anzahl der fehlenden Residuen in einer strukturellen Lücke.
Die beiden im Rahmen dieser Dissertation entwickelten, neuen Methoden wurden in das
ARP/wARP Proteinmodellierungsprotokoll integriert. Der Protein NCS-basierte Struktur
(PNS) Extender, identifiziert NCS-Relationen automatisch und nutzt diese für die Kom-
plettierung von Strukturmodellen und als Restraints für das Strukturrefinement.
FittOFF (Fitten von Fragmenten) identifiziert strukturelle Lücken in unvollständigen
Strukturmodellen und füllt diese mit Strukturfragmenten aus der PDB auf.
Durch die Integration beider Methoden in die ARP/wARP Proteinmodellierung werden
signifikante Verbesserungen erzielt. Der PNSextender ist in der Lage die Vollständigkeit
von Strukturmodellen bei Auflösungen um 3.2 Å von 56% auf 72% zu verbessern. Des
weiteren sind die resultierenden Strukturmodelle weniger fragmentiert und deutlich
mehr Seitenketten werden erkannt. Mit FittOFF wird die Vollständigkeit von Struktur-
modellen um bis zu 12% erhöht und die durchschnitte Länge aller Fragmente verdop-
pelt.
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7

Summary

Determining the three-dimensional structures of large molecular assemblies is a chal-
lenging task in macromolecular X-ray crystallography (MX). Crystals of such molecules
rarely diffract to high resolution. Often only noisy and inaccurate electron density maps
can be obtained. Computational approaches for model building in MX have historically
been focused on high-resolution data. Thus their application to data extending to lower
than 3.0 Å resolution is limited and typically results in incomplete and highly fragmented
models. Hence, robust and fast methods that improve the completeness and the accu-
racy of models obtained from automated crystallographic model building routines are
urgently needed, particularly to aid solution of low-resolution MX structures.
In this thesis, this challenge has been addressed by the development of two approaches
that use intrinsic information, which is already encoded in the model, and complemen-
tary information derived from structural databases. The first one exploits the fact that
a significant proportion of crystal structures contain multiple copies of subunits or their
assemblies in the asymmetric unit; based on the current content of the Protein Databank,
more than 50% of structures contain such non-crystallographic symmetry (NCS). It was
noticed that during automated model building with ARP/wARP, particularly in its initial
steps, NCS-related parts of the structure are often built to different extents. The reasons
for that are manifold and include limited resolution of the data and poor initial phases.
However, this also has a beneficial side effect. Each NCS-related copy can provide infor-
mation that is not present in another one; combining this (intrinsic) information helps to
advance the model building process and significantly increases the overall completeness
of built structures, especially with low-resolution data.
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Often, the density between two built chain fragments is too poorly defined to be inter-
preted as part of a protein chain. Especially in the early stages of model building, this
is the case for not only loops but also helices or strands. A method is introduced to fill
these structural gaps with structural fragments from the PDB. It makes use of secondary
structure predictions and statistical descriptions of the relationship between gap size and
and the number of missing residues to identify connectable chains fragments.
The two novel methods that were developed in this thesis have been integrated into
the ARP/wARP protein model building; the Protein NCS-based Structure (PNS) exten-
der for using automatically detected NCS-relations for model extension and restraints in
structure refinement and FittOFF (Fitting OF Fragments) for identifying structural gaps
and filling them with fragments from the PDB. The application of both methods during
model building with ARP/wARP provides a significant improvement. In the best case for
the PNSextender, model completeness improves from 56% to 72% at 3.2 Å resolution.
Additionally, more side chains are docked in sequence, and the length of the built frag-
ments increases. For FittOFF, a noticeable increase in model completeness of up to 12%
and doubling of the average fragment length was observed.
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Testcase Resolution (Å) Residues NCS operators α-content β-content
Cc1 1.9 2064 4 24% 10%
Cc2 2.1 800 4 62% 2%
Cc3 2.3 261 3 0% 55%
Cc4 2.4 345 3 19% 39%
Cc5 2.5 360 3 10% 0%
Cc6 2.8 440 4 39% 15%
Cc7 2.9 2300 10 8% 45%
Cc8 3.0 616 2 65% 0%
Cc9 3.0 480 2 0% 45%
Cc10 3.0 580 2 35% 14%

1duvcut 3.0 999 3 46% 15%
1o14 3.2 662 2 35% 26%
Cc11 3.2 460 2 49% 16%

Table A.1: Testdata for used for the PNSextender method. To warrant anonymity, job
number of the cluster cases used have been changed to Cc1 to Cc11. Shown secondary
structure content has been computed with PSIPRED or taken from the DSSP assignment
where applicable. Cases from the PDB for which the data has been cut are indicated by a

cut subscript.

Testcase Resolution (Å) Residues α-content β-content
2pjw 3.0 179 82% 0%
2o8x 3.0 210 61% 0%
3i78 3.0 229 9% 38%
1plr 3.0 258 19% 44%
2qsr 3.1 173 44% 16%
2v6t 3.1 212 42% 19%
2aj2 3.2 208 16% 28%
3eb6 3.4 223 24% 18%
2ing 3.6 213 29% 16%
1xn4 3.8 192 35% 19%

Table A.2: Testdata used for the FittOFF method. Secondary structure content shown
has been derived from the DSSP assignment.
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D Gefahrstoffe und
KMR-Substanzen
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