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Part I

Introduction





Chapter 1

Evolution, Stability, and
Heterogeneity of Social
Preferences

Microeconomic theory can explain human cooperation via two main channels.
Either it is driven by strategic concerns and the goal to obtain future benefits,
or it is directly based on preferences and independent of potential future
benefits. The decisive element to discriminate between both causes is the
power to predict behavior in one-shot interactions with anonymous partners.
As an example, consider the game of trust played sequentially by two players.
The first mover has the choice of either trusting or not trusting the other
player. If trust is not shown, the game ends immediately and both players
receive some default payoff greater zero. If trust is shown, the second mover
must decide whether to reward or exploit. If the second mover rewards, both
players receive an equal payoff which is larger compared to the default payoff.
If the second mover exploits, however, the first mover receives zero, i.e. less
than the default payoff, but the second mover receives more compared to the
payoff under reward. The setup sets clear incentives favoring exploitation
but both players can gain if trust is shown and rewarded, i.e. if both players
cooperate. Whether or not trust will be shown depends critically on the
expectations of the first mover. If he expects exploitation, it is either an
act of irrationality to nevertheless trust, or an act of altruism, i.e. the pure
desire to make the other player better off. If, on the other hand, he can
expect to be rewarded, it is in the material interest to trust. However, unless
the first mover has absolutely perfect foresight with respect to the second
movers’ reaction, the final payoff from the interaction remains uncertain and
the sender needs to trust that the second mover will indeed chose reward.

The crucial question is what the second mover should do and the answer
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depends very critically on the number of interactions. If both players interact
only once, do not know, or see each other, and never meet again, there is no
obvious reason to return something. Not to return anything is the money
maximizing choice in such a one-shot setting of the game. Obviously, a
rational first mover will anticipate that reaction and accordingly, will not
trust. Formally, (not trust, exploit) is the unique subgame perfect Nash
equilibrium of the game. Cooperation will not realize and while both players
would be better off given that trust is shown and repaid, individual rationality
and money maximization prohibit this mutually beneficial outcome. The
situation is fundamentally different if the game is repeated and as long as the
probability of continuation is not zero. Given that trust is shown, the payoff
for the second mover is strictly higher compared to a situation where trust is
not shown. Thus, if the second mover can induce trust in subsequent rounds
by returning, he can generate a payoff stream which is superior to one where
trust is not shown. This leads to a simple trade-off. Either the second mover
increases his short run benefits by exploitation, which is expected to crowd
out trust and thus lowers future payoffs, or he forgoes short run benefits in
order to obtain a greater sum of payoffs over time. The actual decision then
depends on how much the second mover discounts future payoffs. Given that
future payoffs are sufficiently important, it is rational not to exploit and thus,
under repeated interaction, cooperation can strive.1

Cooperation, in this case, is not at all based on, for example, empathy.
Rather, it is the result of strategic considerations and money maximizing
behavior over time. One consequence is that cooperation will break down
once the strategic incentives are removed. Consider, for example, a company
that expands its supplier base, subsequently interacts less frequently with its
original suppliers, and can even do without a specific supplier. Such a setting
results in a lowered probability of continuation which has the same effect as
a higher discount of future benefits. Accordingly, the incentives, for example
to pay bills on time, are lowered. In the most extreme case, the probability
of continuation drops to zero, for example if the company already decided to
rely on a different supplier in the future. Then the interaction turns into a
one-shot setting and strategic considerations can never explain trustworthy
behavior on that last interaction.2

1A more complete and formal presentation of the argument is provided classically by
Axelrod (1984) for the related prisoners’ dilemma game.

2The argument here relies on a probability of continuation which drops to zero based
on exogenous factors which are unknown to the subjects on an a priori basis. If player
know in advance that there is a final period, then arguments of backward induction and
subgame perfection would prohibit the rise of cooperation in the first place. That is a
different topic, however.
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Thus, strategic considerations can be causal for cooperation but not in
one-shot settings. Experimental tests, however, frequently reveal that trust
is shown and repaid exactly under such one-shot conditions with anonymous
partners, see e.g. Berg et al. (1995); Bolle (1998); Burks et al. (2003); Mc-
Cabe et al. (2003); Ortmann et al. (2000). By far, the experimental evidence
is not restricted to trust games. It extends to related games as the prisoners’
dilemma, or gift-exchange game. It extends to the provision of public goods,
or the use of common pool resources. It extents to rejecting low offers in
bargaining situations or simply sharing money with strangers, and it extends
to the punishment of players who behaved in a certain way either interacting
with oneself or other individuals. In all those cases, money maximization in
a one-shot setting calls for no returns, no effort, no contributions, no rejec-
tions, no sharing, or no punishment. Nevertheless, such behavior is present.
The answer by microeconomic theory to explain such observations is a more
pronounced separation of utility and payoffs. A game is generally described
by the set of players, the available strategies and the utility that arises for
each player under each combination of strategies. If utility is assumed to
coincide with pecuniary payoffs, the dilemma of trust, for example, cannot
be resolved rigorously for one-shot interactions. However, utility need not
coincide with pecuniary payoffs. Utility as such is a pure representation of
the underlying preferences by each individual but preferences need not be
restricted to material gains either. They can entail empathy components
and considerations of others’ well-being in multiple forms. Given that such
components exist, however, the payments that arise from a specific form of
interaction are not equivalent to utility. Rather, utility arises by the trans-
formation of payments given the intrinsic system of reference points, values,
or norms by each individual, and dependent on the weighting of each fac-
tor within each individual. Games that are clearly defined in payoffs can
then take multiple forms in terms of individual utility and what constitutes
a dilemma situation in payoffs need not be a dilemma in terms of utility.

Preferences that take account of interaction partners are called either
other-regarding, or social preferences. The most well established forms are
preferences that imply an aversion against inequity between individuals, see
e.g. Fehr and Schmidt (1999) and Bolton and Ockenfels (2000), or preferences
that imply reciprocal behavior, see e.g. Charness and Rabin (2002); Cox et al.
(2008); Dufwenberg and Kirchsteiger (2004); Falk and Fischbacher (2006);
Rabin (1993). Social preferences are distinct from pure altruism. As pointed
out, altruism is the desire to make the other player better off. In an extreme
version, altruism implies, for example, that the first mover trusts even if it is
known that the second mover will exploit. Social preferences differ from that
in the sense that they take both the own and the others’ expected payoff into
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account and weight them against each other in the one or the other way. This
gives rise, for example, to conditional cooperation where players are, again
for example, willing to contribute to a public good but if and only if they
expect others’ to contribute as well, a clear distinction to altruism. It further
explains why the existence of social preferences does not stand in contrast
to competitive behavior on markets. For example, Fehr and Schmidt (1999)
point out that if a market outcome will be characterized by inequity anyway,
because, for example, only one seller will eventually sell the product, each
attempt to reduce this inequity must fail and accordingly, considerations of
inequality will not affect behavior (p. 834f.).

With respect to cooperation in general, the crucial aspect is that social
preferences can explain cooperation in one-shot settings. Again referring to
the trust game, a sufficient aversion against inequality can explain why the
second mover will not exploit (since this would yield the most unequal out-
come). Alternatively, preferences for reciprocity can imply that reward is
chosen. Since the second mover faces a strictly higher payoff given that trust
is shown, showing trust is kind and with a sufficiently reciprocal inclination,
the second mover will react in kind by not choosing to exploit. If one leaves
the domain of one-shot interactions, the predictions by models of social pref-
erences and by models taking into account strategic considerations under
repeated interaction can obviously coincide. Differences in predictions may
then arise due to exact setup of a game or the assumption of one specific
utility function, but both approaches yield convincing arguments in favor of
cooperative behavior.

Given the above background, this thesis is located in the domain of social
preferences. It takes a journey from the theoretical analysis of the evolution
of preferences for reciprocity within the trust and the related gift-exchange
game towards experimental works on the consistency and potential specificity
of social preferences. The motivation to study the evolution of preferences is
based on the idea that evolutionary success can add a more ultimate cause to
assume the existence of social preferences in general, as well as to assume the
existence of specific preferences. Evolutionary success in this regard needs
to be based on payoff superiority of specific behavior patterns compared to
others. If it would not be possible to establish evolutionary stability of coop-
erative preferences in general, it would be quite surprising to observe them.
In addition, an evolutionary analysis can help to sort out carefully the con-
ditions that need to be satisfied in order for cooperative behavior to evolve.
Probably the most fundamental finding in this regard is that players must
have the ability to identify individual types and accordingly condition their
behavior on the type of the other player, see e.g. Güth and Kliemt (1994,
1998) and Herold and Kuzmics (2009). To pick up the trust game example,
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first movers with perfect type information will trust those players of whom
they know that they will reward, but they will not trust others. This excludes
exploitive individuals from the interaction but since inclusion is superior to
exclusion in material terms, it also yields an explanation why trust and trust-
worthiness can be evolutionarily stable. Beyond the establishment of such
general conditions for the evolutionary success of cooperative preferences, an
evolutionary analysis can also help to understand specific preferences much
better.

The first work of this thesis, Would you Trust Yourself? On the Long Run
Stability of Reciprocal Trust, is an attempt into the direction of understanding
specific forms of social preferences better. It studies the evolution of Falk
and Fischbacher (2006) preferences for reciprocity in the game of trust. As
pointed out, reciprocity can explain trustworthiness in the dilemma of trust.
The specific feature of the Falk and Fischbacher (2006) model is that it
combines an outcome based approach with the intentions behind actions.
Similar to the purely outcome based model by Fehr and Schmidt (1999), the
utility function contains material reward and the payoff difference between
both players (which is used to measure the kindness of the other player
in this case). It additionally contains a term measuring the impact of a
players’ action on the other players’ outcome relative to expected payoffs,
i.e. a term measuring the reciprocal response. More crucially, however,
the model is based on psychological game theory, see Geanakoplos et al.
(1989), and expected payoffs are calculated based on a second-order belief
structure. The second mover, for example, will take into account whether
or not, and to which degree the first mover expects him to be trustworthy.
Ceteris paribus, the first mover is less kind the more he is expected to expect
the second mover to be trustworthy. The reason is that if trustworthiness
can be anticipated, showing trust is in the material interest of the first mover
and the intention behind the action is not necessarily restricted to just being
kind. The assumption is then that a model that takes account of such more
psychological motives is more realistic compared to models which leave such
motives aside.

With respect to evolution, a medium reciprocal inclination turns out to
be evolutionarily stable. Second movers will reward with a probability that is
just sufficient in order for trust to be shown with probability one. However,
this does not imply that the reward probability is one as well. This in turn
implies that the evolutionary prediction is neither characterized by efficiency,
nor by equity. Second movers obtain a larger share of the pie and, in an
additional analysis, the advantage is shown to increase if one assumes that
first and second movers form two separate populations. I argue that second
movers evolve to be constrained dictators. They need to ensure that trust is
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shown with probability one but beyond that, no generosity as such evolves.
Given that the equilibrium is symmetric and unique, each player evolves to
one just sufficiently reciprocal to ensure a trust probability of one. Given
that players interact in both roles, it also implies that each player will just
trust each other player of exactly that type. In a way, each player ends up
being just sufficiently reciprocal such that he would just trust himself, which
inspired the title.

The second work, The Co-Evolution of Reciprocity-Based Wage Offers
and Effort Choices, expands the analysis.3 It studies the evolution of Falk
and Fischbacher (2006) preferences in the gift-exchange game. In principle,
the gift-exchange game has the same structure as the trust game but here,
it is not the first movers’ choice which is efficiency enhancing. The main
difference is that the gift-exchange game is typically framed in terms of wage
contracts. The first mover can pay a wage to the second mover who then
decides upon how much effort to invest. The money maximizing prediction
is that the worker shows the lowest possible effort, irrespective of the wage,
and accordingly, the employer should pay the lowest possible wage. It is a
dilemma game again since individual rationality prohibits a mutually ben-
eficial outcome which could be reached given that a high wage is paid and
rewarded by efficiency enhancing high effort. With respect to the evolution-
ary analysis, the difference is that employers and workers are not assumed to
frequently switch positions. While the analysis of separate first and second
mover population is a subchapter of the evolution of trust paper, it is the
only approach taken in the evolution of wages paper.

The evolutionary prediction is that a medium reciprocal inclination is
stable on the side of the workers but reciprocity must vanish on the side of
the employers. Among workers, those who require higher wages to show full
effort obtain higher payoffs and the respective preferences thus receive evolu-
tionary support. Among employers, it is always beneficial if the wage ensures
maximal effort. However, employers with a positive reciprocal inclination ce-
teris paribus pay smaller wages. They dislike if the workers obtain a higher
share of the total pie for themselves. But since inducing the maximal effort is
superior in evolutionary terms, a positive reciprocal inclination is not stable.
The prediction is similar to the one obtained in the work on the evolution
if trust. Especially, the evolutionary equilibrium is characterized by strong
inequity in favor of the second movers, i.e. the workers in this case. It is
different because the equilibrium is efficient, but the main difference is the
different interpretation. The reciprocity based solution to the gift-exchange
game, paying high wages to induce higher than the minimal effort, can be

3This work is forthcoming in Economics Letters.
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regarded as a form of efficiency wages in the spirit of Akerlof (1982). The
strong inequity in favor of the workers suggests, however, that employers
might prefer to search for other solutions to secure effort, such as classical
contract theory solutions including fines. While such solutions are typically
inefficient, they might nevertheless ensure a higher share of the sum of pay-
offs for the employers. Overall, the evolutionary analysis thus suggests that
while efficiency wage may well work in the short run, they may be unstable
over time.

The evolutionary prediction obtained for the trust game, which is qual-
itatively confirmed by the prediction for the gift-exchange game, inspired
the second part of this thesis. The second part applies experimental meth-
ods to study the consistency and specificity of social preferences. A crucial
aspect of the evolutionary predictions obtained for the trust game is that
it stands in sharp contrast to predictions obtained for the ultimatum and
dictator game reached under the application of the same utility concept and
the same evolutionary assumptions. For the ultimatum game, an infinitely
reciprocal inclination and equal splits are predicted while for the dictator
game, behavior not different from money maximizations is predicted. Thus,
the evolutionary predictions for those three games are clearly distinct. The
divergent prediction for the dictator game can be resolved since acceptance
of the second mover in the dictator game is clearly unintentional (the sec-
ond mover has no choice) and since the Falk and Fischbacher (2006) model
contains an additional parameter which can discount for example giving if
the other player does not have reasonable alternative actions, or none. How-
ever, even this additional parameter cannot explain differences across the
trust and ultimatum game. If one assumes that the evolutionary predictions
carry over to short run behavior by individuals as well, because the material
forces behind the predictions are constantly at work, the divergent predic-
tions imply the question of how consistent behavior can be. Note that the
default assumption of the Falk and Fischbacher (2006) model is one param-
eter for reciprocity which would then predict behavior in both the trust and
ultimatum game. Similar assumptions are made in other models of social
preferences as well. Typically one or two parameters scale the impact of
whatever norm is modeled but the parameters are not assumed to systemat-
ically vary across games.4 Accordingly, choices across games should not vary
systematically either.

The third work, Inconsistent People? An Experiment on the Impact of
Social Preferences Across Games, seeks to find whether or not behavior is

4An exception is the work by Dufwenberg and Kirchsteiger (2004) who at least mention
the possibility of game specific parameters in a footnote.
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indeed consistent. It follows a very general idea of consistency, namely that
choices across many different games should reveal a similar deviation from
money maximization, respectively, a similar impact of social preferences.
Players are assumed to have one stable character trait, but occasional de-
viations from that trait are accepted. The approach differs from one-to-one
comparisons of choice behavior in one situation with choice behavior in other
situations which is otherwise the typical standard to test for consistency, see
especially Blanco et al. (2011). Subjects in the experiment play a total of six
games and face each position in each game once. Choices are then categorized
as being made either under a low, medium, or high impact of other-regarding
motives. Then I count how often a particular impact occurs within an indi-
vidual and define behavior as consistent whenever a clear majority of choices
fall into one category. The results do not support the consistency of behavior
in general. The rate of consistent profiles is below 50% and it remains be-
low 50% if the analysis is restricted to subclasses of games where games are
more similar. Correlations across games are positive and highly significant
in general, but they remain of medium strength at most. Survival analyses
additionally reveal that the likelihood that a player shows a different impact
of social preferences in one other randomly selected choice is above 50%, and
that the inconsistency expands into the domain of conditional cooperation
and unconditional defection.

As an explanation for the low rates of observed consistency, I offer a com-
bination of, on the one hand, multiple behavioral forces that drive behavior
(which is also the explanation by Blanco et al. (2011) for their similar find-
ings) combined with stochastic elements of behavior, but, on the other hand,
also weaknesses of the experimental method with respect to measuring the
consistency of preferences. That behavior is driven by multiple forces, for
example concerns for equity, reciprocity, efficiency, etc., can clearly cause
behavior to be different comparing two choices. However, given that the mo-
tives may also overlap, it does not follow on an a priori ground that behavior
as categorized in the approach here, and simultaneously measured across
multiple choices, is inconsistent. Ex post, it is though. Experimental effects
such as being unfamiliar with the decision situations, scrutiny and demand
effects, or simply framing, can add to the observed inconsistency. I conclude
by arguing that experiments with respect to consistency should be based on
repeated observations because this can eliminate some of those effects, as
least partially.

The fourth work, Game Specific Social Preferences: Different Types and
a Canceling-Out Effect, applies such a repeated observations approach. At
first, however, it takes a step back. While it is true that the question of con-
sistency follows from the divergent evolutionary predictions, it follows only
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indirectly. Inconsistent behavior can follow if either the analysis is restricted
to the ultimatum and trust game, or if it is assumed that the evolutionary
analysis of additional games will yield yet different predictions. One may
further argue that the evolutionary prediction does not necessarily predict
inconsistency, if inconsistency is understood as arising from more or less ran-
dom choice behavior. Rather, it predicts game specific social preferences.
Yet further, one may argue that specific preferences for the trust and ultima-
tum game are not necessarily surprising given that the two games represent
fundamentally different decision problems. However, the reason to study the
general consistency of behavior first was that if it would have been possible
to establish consistency, the question of specificity could be argued to be one
of minor importance. Since it was not possible to establish consistency, how-
ever, the last work of this thesis tries to establish specificity as a potential
explanation for the observed inconsistencies.

The experimental setup is inspired by the assumptions of the indirect
evolutionary approach which was applied to gain the evolutionary predic-
tions. Subjects play a dictator, ultimatum and trust game in both positions
each. Each game appears in random order and is played multiple times.
Crucially, players receive information regarding the average play of their cur-
rent matching partner in previous rounds. This allows them to discriminate
between different types and prohibits that cooperation breaks downs as of-
ten observed, for example, in public good games. Players cannot, however,
identify each other which rules out the application of repeated game strate-
gies. The results are threefold. At first, average play in the dictator game is
clearly distinct from average play in the trust and ultimatum game both at
the aggregate and at the individual level. This is well in line with the the-
oretical predictions given that the Falk and Fischbacher (2006) model can
capture situations where actions are unintentional (see above). Secondly, ag-
gregate play in the trust and ultimatum game is not significantly different
both in terms of choices, but also in terms of parameters estimated for the
Falk and Fischbacher (2006) model. Thirdly, however, the aggregated non-
specificity is not due to consistent behavior at the individual level but due
to a canceling out effect. On the individual level, two clearly distinct types
can be identified. While both types show similar behavior in the ultimatum
game, one type is characterized by trust game returns just at the threshold
where showing trust becomes an investment with negative return, but the
other type is characterized by returns close to the equity implying action. In
addition, while individual trust and ultimatum game behavior operates on
different levels, the correlation between both choices is greater than .5 and
highly significant. Within both types, the correlations are even greater than
.7. Together with additional results showing that the impact of signaling,
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and thus strategic behavior which is certainly possible given the repeated
interaction setup with information transmission, is probably low, I take the
large correlations as evidence in favor of a preference based explanation. At
least to some degree, the observed inconsistencies can thus be traced back to
game specific preferences.

The work on game specific preferences ends the thesis. Given than almost
all models of social preferences are formalized in a way which suggest that
individuals can be characterized by one or two preference parameters, the
question regarding the consistency of behavior can be asked without the
specific background of the divergent evolutionary predictions. Nevertheless,
the evolutionary predictions suggest that the use of context free parameters
might be misleading, at least if the goal is to explain individual behavior.
My own findings with respect to consistency highlight the dimension of the
problem and add to the literature by obtaining the results via a different
approach which does not rely on one-to-one comparisons, but is based on
the very general idea that social preferences explain deviations from money
maximization. Finally, the work on game specific social preferences provides
an explanation for low rates of consistency. Crucially, the explanation differs
from previous explanations. The assignment of a multiplicity of social norms
which trigger inconsistent behavior goes back to Blanco et al. (2011). The
authors argue however, that the different norms may be uncorrelated within
each individual. The specificity explanation is different because while choice
behavior operates on very different levels, it is nevertheless highly correlated.



Part II

Theory: Evolution of
Reciprocity





Chapter 2

Would You Trust Yourself? -
On the Long Run Stability of
Reciprocal Trust

2.1 Introduction

It is widely acknowledged that trust is one of the fundamentals of successful
economic activity, see e.g. Arrow (1974) or Ostrom (2010). From a strategic
perspective, however, trust remains to be a dilemma game. The efficient
solution requires that trust is shown and rewarded but if the second mover
can individually gain by taking advantage of shown trust, the first mover
should never trust. In ignorance of this subgame perfect, money maximizing
prediction, people in experiments frequently reveal to be trustful as well as
being trustworthy, see e.g. Berg et al. (1995), Bolle (1998), McCabe et al.
(2003), or Schotter and Sopher (2006).

Deviations from the money maximizing predictions are not restricted to
trust games or two player games but are a rather frequent result in experimen-
tal economics. Today, the main approaches to explain such observations are
social or other-regarding preferences. Well known are outcome based models
of inequity aversion as for instance introduced by Fehr and Schmidt (1999)
or Bolton and Ockenfels (2000). A different strand of literature arises from
psychological games introduced by Geanakoplos et al. (1989). In psycholog-
ical games, not only outcomes but also beliefs held by players about others’
actions and possible intentions behind actions affect utility. Rabin (1993)
explicitly considers reciprocity, i.e. the desire to reward kind actions and
punish unkind ones. Falk and Fischbacher (2006) combine an equitable ref-
erence standard with the desire to reciprocate and the impact of intentions.



16 Evolution of Trust

Their model does quite well in explaining stylized facts about behavior in
experimental settings for example with respect to dictator, ultimatum, and
gift-exchange games. By capturing the impact of intentions, their model can
also explain differences in experimental findings regarding reduced ultima-
tum and best-shot games that cannot be explained with pure outcome based
models.1

Preferences of the Falk-Fischbacher-type can also explain trust and trust-
worthiness. Second movers regard shown trust as kind and with a sufficiently
high reciprocal inclination, they reward the kindness by being trustworthy.
Unlike in a pure outcome orientated model which would directly contrast the
own material gain for example with the payoff difference between players, the
background that yields the prediction is more complex, however. Kindness,
for example, is evaluated relative to equitable expected payoffs. But the cal-
culation of expected payoffs is not only based on the first-order belief regard-
ing the other players’ action, but also on the second-order belief regarding
the belief by the other player about the own action. Via the second-order
belief structure, the believed intentions behind the other player’ action enter
utility directly. Applied to the game of trust and from the perspective of the
second mover, it makes a great difference whether the first mover expects to
be rewarded or not. If the returnee believes that the first mover expects to
be rewarded, then the attributed kindness is lower compared to a situation
in which the returnee believes that the first mover does not expect to be
rewarded with high probability. In the first case, and with correct beliefs,
the decision to trust is not really risky and potentially beneficial in material
terms for the first mover. Hence, it is not particularly kind. In the latter
case, however, the first mover deliberately puts his own payoff at stake by
showing trust. This is indeed kind.

The fact that the model is able to capture such differences in underlying
psychological motives has a clear disadvantage in terms of model complexity.
However, it also has a clear advantage in terms of plausibility. This is not
to say that players should be expected to evaluate the situation exactly in
the way as they do under the assumption of Falk and Fischbacher (2006)
preferences. But that intentions indeed make a difference is very plausible
and the model provides one particular way to formalize the idea. The specific
predictions can then be judged with regard to their plausibility ex post.
For the present case, it indeed appears plausible that the kindness of trust
depends on the expected risk taken by the trustee. Another example for an
intuitive prediction by the model is that first movers with a high reciprocal

1For general overviews on social preferences, see for example Camerer (2003) or Fehr
and Schmidt (2006).
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inclination ceteris paribus trust less. In addition to the material loss in case
of exploitation, reciprocal players suffer from being exploited as such.

Besides the success of the Falk-Fischbacher model, or models of social
preferences in general, in explaining experimental observations, it is a differ-
ent question why other regarding preferences develop in the first place and
whether one can expect them to be stable in the long run. One method
that may deepen our understanding with respect to both issues is an evo-
lutionary analysis. If it is possible to establish the evolutionary stability or
reciprocal preferences, then the theory does not just explain observed be-
havior, but one additionally gains a more ultimate reason to assume their
existence. Accordingly, such an evolutionary analysis is carried out in this
paper. More specifically, an indirect evolutionary approach in the spirit of
Güth and Kliemt (1994) or Güth and Napel (2006) is adopted. There, and
in contrast to a direct evolutionary approach, the material gains associated
with end nodes of a specific game are evaluated in a dual fashion. On the
one hand, they enter a subjective evaluation by players who may or may
not take other than pecuniary motives into account, for example consider-
ations of reciprocity. On the other hand, the actions that arise based on
the subjective evaluation have material consequences which enter an evolu-
tionary evaluation. Specific preferences then spread or decline dependent on
their relative success. The approach captures both, forward looking behavior
driven by expectations and subjective payoffs, as well as evolutionary path
dependence.

In a similar work, Berninghaus et al. (2007) study Falk-Fischbacher pref-
erences in ultimatum and dictator games. They find that reciprocity cannot
induce any behavior that is different from money maximizing in the dicta-
tor game but that the inclination to reciprocate approaches infinity in the
ultimatum game. Contrary to those findings, it is shown that a medium
level of reciprocal inclination is stable in the game of trust. In a way, second
movers develop to constrained dictators. As in the dictator game, they have
complete discretion over allocating a certain amount of money but unlike in
the dictator game, the pie to be divided is not exogenous to the individuals’
choices. Thus, second movers need to behave in such a manner that first
movers will show trust and the pie evolves and indeed, second movers should
reward with a probability which guarantees that first movers trust them for
sure. Nevertheless, any level of trustworthiness above the critical level is
suboptimal and no generosity as such develops. Since each player is assumed
to play in first and second mover position, the result also implies that every
individual is just sufficiently reciprocal to trust a player of the exact same
type, i.e. he would just trust himself.

The paper is organized as follows. Section 2.2 presents and discusses
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the reciprocity equilibrium for a game of trust. In Section 2.3, a preference
game is constructed and by showing that the preference game has a unique,
symmetric, and strict Nash equilibrium, asymptotic stability of reciprocal
preferences is established. Section 2.4 introduces different parameters con-
cerning positive and negative reciprocity. The reciprocity equilibrium as
such is unaffected by the change. However, while a medium level of positive
reciprocity remains stable, negative reciprocity must vanish in the long run.
Section 2.5 concludes.

2.2 Reciprocity Equilibrium in the Game of

Trust

The analysis is based on a standard game of trust, as illustrated in Figure
2.1 below. There are two players 1 and 2. Player 1 moves first and decides
whether to trust (T ) or not to trust (N). Whenever the choice is not to
trust, the game ends immediately and both players receive a material payoff
s > 0. Whenever the choice is to trust, then player 2 has the opportunity to
either reward (R) or to exploit (E). In case player 2 rewards, both players
receive material payoff r > s. The second mover receives 1 > r when exploit-
ing, in which case the first mover is left with 0. It is assumed that mutual
cooperation is the efficient outcome, i.e. 2r > 1.
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Obviously, if material interest is the only factor that determines players
decisions and if the game is one shot, then the unique subgame-perfect Nash
equilibrium of the above game is (N,E), i.e. the second mover exploits and
the first mover, anticipating the exploitation, does not trust. The game is a
dilemma game since individual rationality leads to equilibrium payoffs (s, s)
which are lower as in the case of mutual cooperation, (r, r).

Now it is assumed that utility is not solely based on material interest.
Rather, players care about being nice as well as about being treated nicely.
More precisely, it is assumed that players have reciprocal preferences in the
sense of Falk & Fischbacher (2006). Applied to the above two-player game
with each player having exactly one node to decide in, utility for player i is
defined as
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Basically, utility is the sum of material reward in terminal node f , i.e.
πi(f), and a component referring to reciprocity, ρiϕj(·)σi(·) called reciprocity
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sense of Falk and Fischbacher (2006). Applied to the above two player game
with each player having exactly one node to decide in, utility for player i is
defined as

ui(f, s
′′
i , s
′
i) ≡ πi(f) + ρi ϕj(n, s

′′
i , s
′
i) σi(n, f, s

′′
i , s
′
i)

Basically, utility is the sum of material reward in terminal node f , i.e.
πi(f), and a component referring to reciprocity, ρiϕj(·)σi(·) called reciprocity
utility. The reciprocity parameter ρi ∈ R+ scales the impact of reciprocity
utility on overall utility. If ρi = 0, then the model is identical to the standard
money maximizing approach. If ρi > 0, then the kindness by player j,
measured via the kindness term ϕj(·), and the possibility for i to reciprocate,
measured via the reciprocation term σi(·), affects overall utility as well.

Whether player j’s behavior in node n is perceived as kind or unkind
by i depends on the expected payoffs for i and j. Expected payoffs are
calculated with the first-order belief by player i upon the strategy applied
by j, which is s′i, and the second-order belief by i upon the belief held by
j upon his strategy, which is s′′i . As a reference, equity between i and j is
used such that i perceives j as kind whenever his expected payoff for given
beliefs is larger than j’s and as unkind if i expects j to get more. Formally,
ϕj(n, s

′′
i , s
′
i) ≡ πi(n, s

′′
i , s
′
i) − πj(n, s′′i , s′i).2 Note that this approach is based

on a direct comparison of payoffs between i and j and not on a comparison
of one’s own payoff relative to some fair payoff a player expects for himself
like in e.g. Rabin (1993).

The third component of reciprocity utility, besides ρi and ϕj(·), is the re-
ciprocation term σi(·). It captures the reaction by i toward the kindness by j
by measuring how much i’s choice affects the expected payoff by j. Formally,
σi(n, f, s

′′
i , s
′
i) ≡ πj(ν(n, f), s′′i , s

′
i)− πj(n, s′′i , s′i) with πj(n, s

′′
i , s
′
i) the ex ante

expected payoff for j in n, from the perspective of i, and πj(ν(n, f), s′′i , s
′
i)

the ex post expected payoff for j from the perspective of i if i chooses s′′i
(ν(n, f) indicates a decision in n on the path towards f). Note that if j is
unkind such that ϕj(·) < 0 and i can reciprocate by lowering j’s payoff such
that σi(·) < 0 as well, then reciprocity utility derived from the punishing
action is positive. Further, the higher ρi the more likely it is in this case
that i chooses the punishing action even if it is costly to him. On the other

2In fact, the original kindness term also contains a term measuring the role of intentions.
Kindness might be discounted if it appears to be unintentional. However, in the game of
trust it turns out that all actions are fully intentional and the respective term is equal to
one. In order to avoid the great complexity that comes along with intentions and since
they do not have an impact here, their inclusion is set aside. Nevertheless, the proof of
Proposition 1 contains the needed formal arguments. For the possible impact of intention
in trust games, see McCabe et al. (2003).
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hand, if j is kind such that ϕj(·) > 0 and i can increase j’s payoff such that
σi(·) > 0, then a positively reciprocal reaction becomes increasingly likely as
ρi increases.

Finally, it is assumed that information is perfect and that beliefs are
correct in equilibrium. Let p be the probability with which player 1 chooses
to trust and let q be the probability with which player 2 rewards trust.

Proposition 1 In the game of trust as defined above and given that play-
ers are endowed with Falk-Fischbacher preferences with ρ1 > 0, ρ2 ≥ 0, the
reciprocity equilibrium is given by

q∗ =

{
0 if ρ2 ≤ 1−r

r

1− 1−r
ρ2r

if ρ2 >
1−r
r

(2.1)

p∗ =

{
0 if q ≤ s

r

min
{

1, qr−s
ρ1(1−q)[1−s−q(1−r)]

}
if q > s

r

(2.2)

If ρ1 = 0, p∗ turns into a step function from 0 to 1 at q = s
r
.

Proof 1 See the Appendix.

In order to illustrate equilibrium behavior, Figure 2.2 plots optimal be-
havior for players 2 (depending on ρ2) and 1 (depending on q and ρ1). Payoff
parameters are set to r = 2

3
and s = 1

3
. The thick and dashed lines illustrate

behaviors for reciprocity parameters ρ1 = .5 and ρ1 = 2.5 respectively.
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Figure 2.2: First and second mover equilibrium behavior

Player 2 will always regard shown trust as fully intentional since player
1 could be less kind by choosing not to trust. Furthermore, for any p > 0,
player 2’s expected payoff is strictly higher compared to the expected payoff
by 1 and thus the decision to trust is perceived as kind. Reciprocity utility is
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positive if 2 reacts to the kindness by putting positive weight on rewarding
this behavior. If reciprocal inclination is sufficiently high, player 2 will reward
with strictly positive probability. However, player 2 will never reward for
sure. The more player 2 believes that player 1 anticipates a high probability
to reward, i.e. the higher player 2’s second-order belief, the less 2 regards
1’s trust as particularly kind. In addition, the possibility to surprise the first
mover by a higher than expected return is decreasing in player 2’s second-
order belief as well. Hence, the probability to reward strictly increases in
reciprocal inclination but at a diminishing rate.

As pointed out, the expected payoff for player 2 is greater than the ex-
pected payoff for player 1 given the choice of trust and as long as q 6= 1. This
implies that 2 regards 1 as kind but it also implies that 1 regards 2 as unkind.
Since player 2 has the option to reward for sure, and since that would not put
2 in a situation where he has less than 1 (both receive r), player 1 regards the
unkindness as fully intentional. Besides full intentionality, a positive proba-
bility to trust would imply that the unkindness by 2 is rewarded such that
reciprocal utility is subtracted from material reward in case player 1 chooses
to trust (a positive reciprocation term multiplied with a negative kindness
term). On the other hand, if player 1 chooses not to trust, the expected
payoff for player 2 is smaller compared to the case in which the decision is
to trust. Player 1’s behavior may be interpreted as punishment in advance
such that reciprocal utility is actually added in case of not showing trust (a
negative reciprocation term multiplied with a negative kindness term). As
a first consequence, any reciprocal inclination can never induce player 1 to
trust as long as doing so is not favorable in material terms. In the absence
of reciprocal preferences, trusting behavior is favorable whenever q > s

r
.

The special payoff structure induces that player 1 regards 2’s behavior as
unkind per se. Indeed, the more player 1 believes that 2 expects him to trust
(high second-order belief), the more unkind is player 2 from the perspective
of 1. This effect is, however, dampened by two other effects. First, the higher
the probability to reward (high first-order belief), the higher is the expected
material payoff for player 1. Second, the higher the probability to reward,
the less unkind is player 2’s behavior from the perspective of 1. Beyond the
threshold q = s

r
, both effects start to outweigh the impact of reciprocal utility

until player 1 finally shows trust for sure. Note, however, that the higher the
reciprocal inclination, the more disutility 1 obtains from exploitation after
he has shown trust such that players with a higher reciprocal inclination,
ceteris paribus, trust less. Compared to players who do not care, or care
little about reciprocity, those who do care face not only the material loss of
being exploited but also the pain of being cheated.
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2.3 Evolution of Reciprocity

As already pointed out, the evolution of reciprocal preferences will be studied
in an indirect evolutionary approach similar to the one used in e.g. Güth and
Kliemt (1994), Güth and Napel (2006), or Berninghaus et al. (2007). The
idea behind this approach is that while players behave based on a subjective
evaluation of payoffs in each stage game, every stage game in embedded in
an evolutionary process solely driven by material success.

In order to derive the evolutionarily equilibrium, a preference game Γ̂ is
constructed and analyzed. The intuition is that players are bound to their
reciprocity parameter ρi just like they are bound to certain strategies in
direct evolutionary games. The difference is that strategies in typical direct
evolutionary games are identical to certain actions while in this approach,
the reciprocity parameter determines behavior according to Proposition 1.

Consider the following setup. In each point in (continuous) time t ∈
[0,∞), nature first matches each player in a (random) pair and randomly
assigns player positions a or b in the preference game. Irrespective of player
position a, b in the preference game Γ̂, nature also determines first or second
mover position in trust game Γ. For both assignments, the probability for
each player to be in the one or the other role is 0.5. Each player’s strategy
consists of some δi ≡ ρi from a finite, but possibly arbitrarily fine grid ∆i ≡{

0, 1
n
, 2
n
, . . . , P

}
with n ∈ N and an upper bound P̄ > 0.3 Any strategy profile

δ ∈ ∆2 implies a specific equilibrium behavior (p∗i , q
∗
i ) in trust game Γ. To

be more precise, equilibrium behavior in game Γ becomes a function of the
own strategy δi as well as of the strategy of the other player δj in preference

game Γ̂, i.e. p∗i = p∗i (δi, δj) and q∗i = q∗i (δi, δj). Payoffs for preference game

Γ̂ are thus indirectly determined via (p∗i , q
∗
i ). It is assumed that players

have perfect information. It is well known that the ability to discriminate
between different player types, which requires information, is crucial for the
evolutionary success of social preferences, see e.g. Güth and Kliemt (1994)
or more recently Herold and Kuzmics (2009).

Preference game Γ̂ is thus a k×k simultaneous move game with payoffs de-
pendent on underlying trust games played by subjects with Falk/Fischbacher
preferences. Since it is true for both players that they are in first or second
mover position with probability 0.5 in trust game Γ, the 0.5 is ignored. In
addition, notation is simplified by writing pi for p∗i (δi, δj) and qi for q∗i (δi, δj).

3The construction of the preference game is similar to Berninghaus et al. (2007). The
restriction to a finite strategy space is due to a lack of general sufficient conditions for
stability in evolutionary games with infinite strategy spaces, see e.g. Oechssler and Riedel
(2001). Note, however, that all results will hold for the limit case of an infinitely fine grid.



2.3 Evolution of Reciprocity 23

The payoff for players i ∈ {a, b} in preference game Γ̂ is determined as:

π̂i = pi(qjr − s) + pj(qir − s+ 1− qi) + 2s (2.3)

where pi(qjr−s)+s is the payoff as a first mover and pj(qir−s+1−qi)+s is
the payoff as a second mover with respect to Γ. One important observation
is that the above specified preference game Γ̂ is symmetric, i.e. it will suffice
to focus on one player for equilibrium derivation.

Figure 2.3 illustrates the payoffs for player a dependent on ρa and ρb.
Payoff parameters are set to r = 2

3
and s = 1

3
. Dark shading reflects com-

parably low payoffs and Figure 2.3(b) represents the view on Figure 2.3(a)
from the top. The bright line ranging from medium left bottom to medium
right top in (b) indicates the respective best response by a for given ρb.

regarding the type of the other player may support cooperation even if the
frequency of interaction where such convictions exist (e.g. within the family,
across friends or colleagues) is only of medium strength and might be flawed
in some occasions.
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Figure 2.3: Payoffs in Γ̂ for player a.

It is well known that there is a close connection between Nash equilibria
and stable states in evolutionary games, see e.g. Weibull (1996). Therefore,
I start by searching for Nash equilibria of preference game Γ̂. Recall from
Proposition 1 that both pi, qi are monotone in ρi such that qi monotonically
increases in ρi beyond the threshold ρi = 1−r

r
and pi strictly decreases in ρi

but strictly increases in qj both if pi 6= {0, 1}. Besides the monotonicity, pi, qi
are continuous but not everywhere differentiable functions. Throughout the
analysis it is assumed that the initial state is truly mixed which implies that
there are at least some players with a ρi such that pj > 0 and the system is
not initially at rest.
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Now, let ρj = ρ̄j be given such that qj = q̄j and pj = pj(ρi). Define
{ρi|pj = 1} as the set of ρi-values such that the other player trusts with
probability 1. It is straightforward to see that whenever q̄j is such that player
i either never trusts, pi = 0, or always trusts, pi = 1, then the best response
by i must satisfy min {ρi|pj = 1}. In both cases the first mover payoff is
independent of ρi. Second mover payoff, however, is positive if pj > 0 (since
this requires qi >

s
r
) and strictly increasing in ρi as long as pj ≤ 1. If player

j trusts for sure, then the payoff of i decreases in ρi because player j would
still trust for sure but i exploits less frequently.

There is a slight difference if q̄j is such that 0 < pi < 1. In this case, i’s
payoff is decreasing in ρi given that ρi is sufficiently low in order to induce j
to never trust i (and second mover payoff drops out). Indeed, given that case,
player i should lower ρi until pi = 1 such that the payoff to i becomes q̄jr−s.
However, player i might as well choose some ρi such that 0 < pj < 1 and
0 < pi < 1. For this case, substituting the respective equations for p∗ and q∗

according to Proposition 1 into equation (2.3) and taking the derivative of
(2.3) with respect to ρi yields:

∂ρi π̂i = − (q̄jr − s)2

ρ2
i (1− q̄j)(q̄jr − s+ 1− q̄j)

+
r(r − s)
ρj(1− r)

The parameter restrictions are not sufficient to directly follow whether the
derivative is positive or negative. However, observe that for pi > 0 it must
hold that qj = s/r+ ε with ε > 0. Taking the limit ε→ 0, the negative term
of the derivative vanishes as (q̄jr − s)2 approaches 0 and the second term is
strictly positive. In addition, the second order derivative

∂2
ρi
π̂i =

2(q̄jr − s)2

ρ3
i (1− q̄j)(q̄jr − s+ 1− q̄j)

> 0

is strictly positive. Thus, the derivative is positive at the lower bound and
then increases. Player i should thus increase ρi up to the boundary where
pj = 1. If pj = 1, second mover payoff alone is qir − s + 1 − qi and overall
utility is certainly greater than q̄jr− s such that the alternative with pj = 1
is superior to the one with pj = 0. Again, it cannot be optimal for i to choose
an even higher ρi since his payoff starts to decrease beyond min {ρi|pj = 1}.

Since Γ̂ is symmetric, the following Lemma can be stated.

Lemma 1 In a Nash equilibrium of preference game Γ̂, players must choose

ρ∗i = min {ρi|pj = 1}
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Given Lemma 1, both players will choose the same reciprocity parameter in
equilibrium. Using that information, the ρ satisfying Lemma 1 is given by:

ρ∗ =
1− 3r + 4r2 − 2r3

r(2r − 1)(r − s) (2.4)

Recall that it was assumed that mutual cooperation is the efficient outcome
of trust game Γ, i.e. 2r > 1. This guarantees that ρ∗ > 0. For example,
with r = 2

3
and s = 1

3
, one obtains ρ∗ = 2.5 and q∗ = 0.8. To complete

the evolutionary analysis, observe that the equilibrium implied by Lemma 1
is unique, symmetric, and strict. The following Proposition 2 immediately
follows.

Proposition 2 Any payoff monotone selection dynamic on Γ̂, as well as
fictitious play and the best response dynamic, all starting from a truly mixed
environment that is not initially at rest, must converge toward ρ∗ specified in
equation (2.4). The associated strategy ρ∗i is the unique evolutionarily stable
strategy (ESS) of Γ̂.

Proof 2 For an arbitrary two player symmetric game with k× k payoff ma-
trix, a symmetric strict Nash equilibrium is asymptotically stable for payoff-
monotone selection dynamics as well as for fictitious play and the best-
response dynamics (see Theorem 2.5.3 in Cressman (2003) for a proof).
Since ρ∗ yields a symmetric and strict equilibrium, it must be asymptoti-
cally stable. Since ρ∗ is also the unique Nash equilibrium, it must be globally
asymptotically stable and any dynamic must converge given that the pro-
cess is not initially at rest. The fact that ρ∗ is an unique ESS follows from
uniqueness of the equilibrium and from the fact that a strategy that yields
a symmetric and strict Nash equilibrium is an ESS, see Definition 2.5.1 in
Cressman (2003).

Note that the class of payoff-monotone selection dynamics includes the
well known replicator dynamics. As pointed out in the introduction, this
result contrasts to the findings by Berninghaus et al. (2007) who have shown
that reciprocity cannot induce behavior any different from purely selfish be-
havior in the dictator game but that the reciprocity parameter approaches
infinity in the ultimatum game yielding fair split offers.4 Here, a medium level

4Actually, players in the dictator game can have a strong concern for reciprocity. Since
the second mover cannot do anything else than accepting, his action is perceived as unin-
tentional which extends the strategy space by players because they now have free param-
eters ρi and the intention factor. A strong concern for reciprocity is evolutionarily stable
if it is combined with a sufficiently low intention factor such that the resulting action is
an offer of zero. Thus, reciprocity might be there but it cannot, from the evolutionary
perspective, induce any behavior that is different from money maximizing behavior.
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of reciprocal inclination is stable. Like in the ultimatum game, reciprocity is
not successful because players care for equity or reciprocity as such. Rather,
second movers behave reciprocal for strategic reasons, namely to induce trust
by first movers. The result also allows for a neat interpretation already men-
tioned above. It is optimal for every player to be reciprocal to such a degree
that the others will just trust with probability one. Due to the symmetry
of the solution, every player, in equilibrium, will be reciprocal exactly up
to that degree and hence each player will trust each other player just with
probability one. With each player of a unique type, this is equivalent to every
player being exactly so reciprocal that he would just trust himself.

2.4 Discrimination Between Positive and

Negative Reciprocity

So far it was assumed that each player has exactly one reciprocity param-
eter ρi. Consequently, the reciprocal inclination that drives the desire to
reward kind actions (positive reciprocity) and punish unkind ones (nega-
tive reciprocity) was taken to be the same. However, it might be that this
assumption does not hold. In fact, there is some empirical evidence that
supports the view that positive and negative reciprocity are not two sides of
the same token. For example, Dohmen et al. (2009) present evidence from
a representative survey of more than 20.000 German citizens which reveals
a literally tiny .01 albeit 5%-level significant correlation between individual
statements regarding positive and negative reciprocity. In addition, the idea
of distinct traits regarding social preferences with respect to positive and
negative deviations from a norm is also common in the theoretical litera-
ture. The inequity aversion model by Fehr and Schmidt (1999), for example,
includes distinct parameters regarding aversion against advantageous and
disadvantageous inequality.

The specific game of trust used in this paper easily allows studying the
impact or different reciprocal inclinations regarding positive and negative
reciprocity. In fact, players who are assigned the role of the second mover in
trust game Γ are asked to be positively reciprocal since shown trust must be
seen as a kind action. On the other hand, for almost all beliefs that a first
mover can hold, player 1 will perceive player 2 as unkind and may possibly
punish the second mover by not trusting, i.e. by being negatively reciprocal.
Hence, to study the impact of different parameters for positive and negative
reciprocity, one can simply substitute ρi1 for ρi in p∗ and ρi2 for ρi in q∗ with
both p∗, q∗ according to Proposition 1.
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The introduction of a separate concern for positive and negative reci-
procity does not affect equilibrium behavior in the one shot version of Γ
as Proposition 1 is unaffected by this change. However, the discrimina-
tion makes a difference in the evolutionary game. At first, the strategy
space for each player is now extended such that δi ≡ (ρi1, ρi2) ∈ ∆i ≡{

0, 1
n
, 2
n
, . . . , P

}
×
{

0, 1
k
, 2
k
, . . . , Q

}
with n, k ∈ N and upper bounds P̄ , Q̄ > 0.

Now recall that the payoff for player i in Γ̂ is given by

π̂i = pi(qjr − s) + pj(qir − s+ 1− qi) + 2s

Player i can now choose (ρi1, ρi2) such that he optimizes first and second
mover payoff independent of each other. The result concerning second mover
behavior is unaffected by the change, i.e. the best response in second mover
position is still ρi2 = min {ρi2|pj = 1}. For a given q̄j >

s
r
, however, first

mover payoff is always maximal whenever pi = 1, i.e. if ρi1 ∈ {ρi1|pi = 1}.
Recall that pi decreases in ρi1 such that if some ρi1 yields pi = 1, then any
other ρ′i1 with ρ′i1 < ρi1 will also yield pi = 1 and the payoff for i is unaffected.
However, with a lower ρi1, player j would want to decrease his reciprocity
parameter such that in Nash equilibrium, the maximal value of {ρi1|pi = 1}
must be chosen in order to satisfy the condition of mutual best responses.

Lemma 2 In preference game Γ̂ with players allowed to have different re-
ciprocal inclinations regarding positive and negative reciprocity, any Nash
equilibrium must be characterized by

ρ∗i1 = max {ρi1|pi = 1} , and ρ∗i2 = min {ρi2|pj = 1}

The crucial aspect is that any constellation satisfying Lemma 2 will yield
a Nash equilibrium of preference game Γ̂. But as long as {ρi1|pi = 1} is more
than single valued, none of these equilibria with ρi1 > 0 will be strict. Player
i could always choose a lower parameter value related to negative reciprocity
and would still earn the same payoff. In fact, strategies with lower ρi1-values
weakly dominate those with higher ones since while they never do worse than
strategies with a high ρi1-value, they will do better against lower ρi2-values.

The impact of this result is straightforward. Given some distribution of
reciprocity parameters in the population, first movers with a comparably
low negative reciprocity parameter will either earn an equal or higher payoff
than those with a comparably high negative reciprocal inclination. Further,
second movers with a sufficiently high parameter for positive reciprocity will
always be trusted. However, whenever interacting with first movers who
fully trust but would already do so at lower levels of trustworthiness, those
second movers who indeed exploit more often will fare better. Thus, the
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average rate of trustworthiness faces downward pressure. Given that, some
low, but within this class comparably large parameter values for negative
reciprocity will no longer satisfy pi = 1 which is suboptimal and implies
downward pressure on negative reciprocal inclination. This process will not
stop besides in the limit where negative reciprocal inclination vanishes.

To conclude, note that with ρi1 = 0, reciprocity payoff in the utility func-
tion of a first mover drops out and the player simply compares the expected
payoff from trusting (for given belief) with the payoff from not trusting. The
threshold value for qj is qj = s

r
and I assume that players who are indifferent

choose to trust, i.e. pi becomes a step function from zero to one such that
at the threshold, pi = 1. Proposition 3 summarizes the results.

Proposition 3 The unique evolutionarily stable strategy in preference game
Γ̂ with players allowed to exhibit distinct reciprocal inclination regarding pos-
itive and negative reciprocity is δ∗i = (ρ∗i1, ρ

∗
i2) = (0, 1−r

r−s).

Proof 3 Since δ∗i yields a symmetric and strict Nash equilibrium, it is an
ESS, see the proof of Proposition 2. Following Weibull (1996, Proposition
2.3), a strategy that is weakly dominated cannot be an ESS. Since all other
strategies δ = (ρi1, ·) are weakly dominated by δ∗i = (0, ·), δ∗i is the unique
ESS.

The value ρ∗i2 = 1−r
r−s is obtained by solving s

r
= 1 − 1−r

ρi2r
with respect

to ρi2. With the example payoff parameters r = 2
3

and s = 1
3
, one obtains

ρ∗i2 = 1 and q∗ = 0.5. For positive reciprocity, again an intermediate level
or reciprocal inclination is evolutionarily stable. Also, it is still true that
players should be exactly so reciprocal that others just trust them for sure.
On the other hand, negative reciprocity must vanish in the long run. A
more stylized prediction would be that negative reciprocal inclination should
typically be lower than positive reciprocal inclination since the first faces
permanent downward pressure while the latter receives support at least for
intermediate values. This is in fact in line with the findings by Dohmen et al.
(2009) who report a rather strong concern for positive reciprocity but obtain
weaker (and more dispersed) support for negative reciprocity.

2.5 Conclusion

In this paper, a formal proof for the reciprocity equilibrium in the game of
trust was provided. It should be pointed out that the intuition behind the
equilibrium has been present since the working paper version of the Falk-
Fischbacher model, see Falk and Fischbacher (1998), and was already applied
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in e.g. Altmann et al. (2008). Nevertheless, to the best of my knowledge, a
formal proof was lacking until today. The main aspect here is that players in
second mover positions will apply a mixed strategy and only in the limit of
an infinite reciprocal inclination, the probability to reward approaches one.

Whereas equilibrium derivation for the one-shot game is a preliminary
exercise, the focus of the paper is the evolutionary analysis. As pointed
out, the evolutionary prediction differs structurally from previous findings
because a medium level of reciprocity and a medium impact on behavior is
found to be evolutionarily stable. This contrasts the extreme predictions of
either no impact on behavior as for the dictator game, or the implication of
fair split offers in the ultimatum game associated with an infinitely strong
reciprocal inclination.

One observation is that although players use equity as a reference stan-
dard to evaluate kindness, and although they have a perfect ability to dis-
criminate between different types, the solutions are not characterized by eq-
uity between the first and second movers. If players have a joint reciprocity
parameter for positive and negative reciprocity, and with the parameter spec-
ifications used in the examples, the first mover ends up with 42% of the total
payoff and the second mover gets 58%. If players discriminate between pos-
itive and negative reciprocity, then the first mover is left with 29% of the
realized total payoff and the second mover gets 71%.

Another interesting aspect is that the evolutionary predictions are not
characterized by efficiency. The efficient solution would call for a reward
probability of one but in the first treatment with a joint reciprocity parame-
ter, total realized payoffs remains 5% short of the efficient solution and in the
second treatment, overall payoff is 12.5% less than possible payoff. Hence,
the dilemma character of the game is not removed entirely.

Both observations are related to the weakness of negative reciprocity in
the trust game. First movers are forgiving in the way that they might fully
trust even though the reward probability is less than one. This gives rise to
constrained dictators that ensure complete trust but are not at all generous
beyond the needed level of cooperation. From the perspective of efficiency,
it would be desirable to have players with a strong concern for negative
reciprocity but evolution yields no support for negative reciprocity. Given
that sure trust must be reached, second mover payoff is structurally higher
than first mover payoff (in principle qr− s vs. qr− s+ 1− q) so the dictator
game aspect of the trust game sooner or later outweighs the effect of negative
reciprocity. The effect of disjoining positive and negative reciprocity strongly
illustrates the point.

The difference to the dictator game is obviously due to the fact that
the dictator game leaves no room for discrimination between different types.
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The difference to the ultimatum game is due to the much stronger impact
of negative reciprocity. First movers in ultimatum games may base their
decision on an intrinsic concern for reciprocity or on strategic concerns, i.e.
to avoid rejection. However, in symmetric equilibria, the strategic aspect
always outweighs the first movers concern for reciprocity and therefore, both
first and second mover behavior is determined by the reciprocity parameter
of the second mover (associated with negative reciprocity). In difference to
that, both players concerns for reciprocity are decisive for decisions in the
game of trust.

Using Falk-Fischbacher preferences makes the analysis more complicated
compared to the approach taken by e.g. Güth and Kliemt (1994) who broadly
separate trustworthy and non-trustworthy types. But it is worth the effort
because the additional insight is a more differentiated picture, especially
with respect to evolutionarily stable mixed strategies by second movers as
well as the possibility to analyze positive and negative reciprocity separately.
Besides this, the results are structurally identical as e.g. first movers should
fully trust. This supports the result in the way that it is consistent with
other approaches.



Chapter 3

The Co-Evolution of
Reciprocity-Based Wage Offers
and Effort Choices

This work is published in Economics Letters, Vol. 117(1), pp. 326-329

3.1 Introduction

Theories of social preferences based on reciprocity explain a positive wage-
effort relation in the gift-exchange game frequently observed in experiments
(e.g. Fehr et al., 1997, 2007). But when and why does reciprocal behavior
evolve? And, is it persistent? A natural explanation would be that reci-
procity yields superior payoffs in an evolutionary context. Accordingly, I
study the evolution of reciprocity in a gift-exchange game.

Previous works have revealed that the ability to discriminate between dif-
ferent player types is crucial for the evolutionary success of other-regarding
preferences (e.g. Güth and Kliemt, 1994; Herold and Kuzmics, 2009). Ap-
plying the reciprocity model introduced by Falk and Fischbacher (2006),
Berninghaus et al. (2007) have shown that an infinitely large reciprocal in-
clination associated with fair-split offers is stable in the ultimatum game but
behavior corresponding to money-maximization is successful in the dictator
game.

In contrast to the ultimatum game, second mover choices in the gift-
exchange game are associated with positive rather than negative reciprocity.
Similar to the dictator game, workers make quasi-dictatorial decisions but
they need the employers to trust them. Another characteristic is that there
may be two equilibrium wages, either high ones inducing high effort or low
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ones inducing low effort. On an a priori basis, it is unclear which kind of
behavior will be evolutionary successful. Further, contrasting the standard
one-population approach, the situation calls for a multi-population model
since it appears unlikely that employers and workers frequently switch posi-
tions.

The paper proceeds as follows: Section 3.2 discusses the gift-exchange
game and reviews Falk-Fischbacher preferences and the reciprocity equilib-
rium for the game. In sections 3.3 and 3.4, the evolution of reciprocity
parameters is studied. Section 3.5 concludes.

3.2 Reciprocity Equilibrium in the

Gift-Exchange Game

Using the specification by Falk and Fischbacher (2006), the gift-exchange
game Γ is a two-player sequential game with an employer (E) who moves
first offering a wage w to the worker (W ). Given that the worker accepts the
offer, the wage is paid and the worker chooses an effort level e. Pecuniary
payoffs are given as πE = ve−w and πW = w− c(e). For simplicity, assume
that w ∈ [0, 1] , e ∈ [0, 1], and v = 1. Further, let c(e) = αe2 with α ≤ 1

4
.

Once the wage is paid, the worker has full discretion over the final outcome. If
payoffs are equal to utility, u(π) = π, the unique subgame perfect equilibrium
of the game is e∗ = 0, w∗ = 0.

Now assume that pecuniary payoffs do not equal utility. Rather, play-
ers hold Falk and Fischbacher (2006) preferences for reciprocity.1 Agent i’s
utility is defined by:

ui(f) ≡ πi(f) + ρiϕji(n)σij(n, f) (3.1)

Utility is the sum of pecuniary reward at terminal node f , πi(f), and reci-
procity utility ϕji(n)σij(n, f) scaled with the individual reciprocity parame-
ter ρi ∈ R+. The kindness term ϕji(n) evaluates the kindness by j toward i
at non-terminal node n by comparing the expected payoffs for both players.
Whenever i expects to get more (less) than j, player j’s action is considered
as kind (unkind). In addition, overall kindness depends on the intentions
behind j’s (un-)kindness. If, for example, player j is unkind but has no
alternative to be less unkind, then the unkindness is considered as uninten-
tional and the difference of expected payoffs is multiplied with the outcome

1The model is based on psychological game theory, see Geanakoplos et al. (1989), and
combines outcome-based approaches to other-regarding preferences, like Fehr and Schmidt
(1999), with intention-based models, like Rabin (1993).
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concern parameter εi ∈ [0, 1].2 The second component of reciprocal utility is
the reciprocation term σij(n) capturing the impact of i’s decision in n on j’s
final payoff.

The reciprocity equilibrium for the gift-exchange game is provided in Falk
and Fischbacher (1998). Whenever the reciprocity parameter of the worker
is zero, ρW = 0, then e∗ = 0, w∗ = 0 is the unique reciprocity equilibrium.
Whenever ρW > 0, the optimal effort decision satisfies

e∗ = min

[
1,
−2α− ρW +

√
(2α + ρW )2 + 8αρ2

Ww

2αρW

]
(3.2)

Figure 3.1 illustrate the behavior of the workers (α = .2).
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Figure 3.1: Workers behavior

Since the worker can always assure an equal split but typically receives
more than the employer, he judges the employer as kind and effort increases
in w and ρW . Note that except for very low levels of ρW , effort will be equal
to 1 for wages less than 1.

With regard to first-mover behavior, let w̄(α, ρW ) = 1+α
2

+ α
ρW

be the

minimal wage that ensures an effort choice of 1. Moreover, let w̃(α, ρE, ρW )
be the wage offer if w, e are not restricted to w, e ≤ 1 but restrict w∗ ∈ [0, 1].3

Then, there is always an equilibrium given by

w∗ = min [w̄(α, ρW ), w̃(α, ρE, ρW )] (3.3)

Since the expected pecuniary payoff of the employer is smaller than the one
of the worker, the employer judges the worker as unkind. Whenever the
worker provides an effort of 1, however, the worker has no chance to be less

2For an exact and formal definition of all terms, see Falk and Fischbacher (1998, 2006).
3The exact expression w̃(α, ρE , ρW ) is provided in the Appendix.
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unkind. In such cases, the employer judges the unkindness as unintentional
and with a sufficiently low εE, the employer nevertheless offers a comparably
high wage. Formally, if w̄(α, ρW ) ≤ 1 and if

εEρE ≤
ρW (−ρW + 2α + 2αρW )

2α(−2α− ρW + 2αρW )
, then w∗ = w̄(α, ρW ) (3.4)

Figure 3.2 illustrate the behavior of the employer (α = .2).
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Figure 3.2: Employers behavior

Wage offers w̄(α, ρW ) are decreasing in ρW since workers with a higher re-
ciprocal inclination provide the maximal effort for lower wages. For very low
ρW , a zero wage is offered but beyond a threshold, wage offers w̃(α, ρE, ρW )
strictly increase in ρW . If the reciprocal inclination of the employer is larger
than zero, equilibrium wage offers may depend on εE (upper and lower branch
in figure 3.2 a). If the reciprocal inclination of the employer is zero, only one
equilibrium can exist (figure 3.2 b). Note that w̃(α, ρE, ρW ) is strictly de-
creasing in ρE. This is due to the fact that the employer judges the worker
as unkind.

3.3 Evolution of Wage Offers and Effort

Decisions

In order to study the evolution of wage offers and effort decisions, I adopt an
indirect evolutionary approach. Assume that there are two disjoint popula-
tions of workers and employers, each consisting of infinitely many agents. In
each point in continuous time, t ∈ [0,∞), a one-shot version of gift-exchange
game Γ is played. Assume:
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(i) In each stage game, employers and workers are pairwise randomly
matched to play the gift-exchange game Γ. Players have perfect infor-
mation and behave fully rational, i.e., for given reciprocity parameters
ρE, ρW , workers’ behavior is guided by (3.2) and employers’ behavior
is guided by (3.3) or (3.4).

(ii) The stage games are embedded in an evolutionary process purely driven
by pecuniary success. A fraction of the population (of workers, of
employers) holding a specific reciprocity parameter will have a positive
growth rate function whenever that parameter yields a payoff that is
above population average (weakly payoff-positive selection dynamics,
see Weibull, 1996, Definition 5.8).

Similar to Berninghaus et al. (2007), I construct a preference game Γ̂ which
allows to apply direct evolutionary tools. Preference game Γ̂ is a k × k two-
player game with the employers and workers as players. Individual strategies
δi, i ∈ {E,W}, in Γ̂ are defined by the reciprocity parameters, i.e. δi ≡ ρi.
The outcome concern parameter εE is assumed to be a datum and there
is no employer with εE = 0. Both restrictions will be relaxed in the next
section. The strategy space is assumed to be finite for each population, i.e.
∆i ≡

{
0, 1

n
, 2
n
, . . . , P̄

}
with upper bound P̄ > 0 and n ∈ N. Figure 3.3

illustrates preference game Γ̂.
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ρE, ρW , workers’ behavior is guided by (2) and employers’ behavior is
guided by (3) or (4).
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Figure 5: Preference Game Γ̂

Given the above, strategy combinations δ ∈ ∆2 in Γ̂ uniquely determine
equilibrium behavior in gift-exchange game Γ and payoffs in Γ determine
the evolution on ∆2 in preference game Γ̂. Since there is a well-established
connection between Nash equilibria and evolutionary stable states (see e.g.
Weibull, 1996; Cressman, 2003), I check for Nash equilibria in Γ̂. The payoff
of the employers is given by:

πE = e∗(·)− w∗(·) (5)
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Given the above, strategy combinations δ ∈ ∆2 in Γ̂ uniquely determine
equilibrium behavior in gift-exchange game Γ and payoffs in Γ determine
the evolution on ∆2 in preference game Γ̂. Since there is a well-established
connection between Nash equilibria and evolutionary stable states (see e.g.
Weibull, 1996; Cressman, 2003), I check for Nash equilibria in Γ̂. The payoff
of the employers is given by:

πE = e∗(·)− w∗(·) (3.5)
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First suppose that for given ρW , ρE is such that w∗ = w̃(α, ρE, ρW ), i.e.
e∗(·) < 1. Then

∂πE(·)
∂ρE

< 0 (3.6)

for all possible ρE, ρW , α. Thus, any ρE inducing a wage such that e < 1
cannot be best response. On the other hand, any ρE that supports w∗ =
w̄(α, ρW ) must be a best response since then πE(·) = 1− w̄(α, ρW ) becomes
independent of ρE.

Lemma 3 The best response of the employers must satisfy

ρ∗E ∈ {ρE|w = w̄(α, ρW )} (3.7)

In general, the best response of the employers lacks uniqueness. Further,
for two employers with different εE, the set of ρE-values that ensures w =
w̄(α, ρW ) may be different (those with a comparably high εE will have to
choose lower ρE). By the exclusion of εE = 0, however, ρE = 0 constitutes a
unique best-response against ρW = 2α

1−2α
.

Now, I turn to the workers’ behavior. Suppose that w = w̄(α, ρW ) such
that e = 1. It is obvious that the lowest possible ρW that supports w̄(α, ρW ) is
optimal since w̄ decreases in ρW . With constant costs (e = 1), increasing ρW
would lower the payoff for the workers. Now suppose that w = w̃(α, ρE, ρW ).
Then

∂πW (·)
∂ρW

> 0, (3.8)

i.e. the higher wage based on a slightly higher effort outweighs the additional
cost of the extra effort.4 Hence

Lemma 4 The best response by the workers must satisfy

ρ∗W = min {ρW |w = w̄(α, ρW )} (3.9)

By Lemma 3 and 4, preference game Γ̂ has many Nash equilibria. For given
ρW , the maximal ρE which implies w = w̄(α, ρW ) is a best response by the
employers and, given that choice, ρW is a best response by the workers. Since
the employers earn the same payoff by choosing a lower ρE, equilibria are non-
strict in general. An exception is the equilibrium (ρ∗E, ρ

∗
W ) =

(
0, 2α

1−2α

)
, since

the employers cannot choose a lower ρE.

4Note also that since the workers earn a strictly positive payoff given that wages are
positive, any ρW that induces w = 0 cannot be a best response either.
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Proposition 4 The equilibrium (ρ∗E, ρ
∗
W ) =

(
0, 2α

1−2α

)
is the unique evolu-

tionary stable strategy profile of preference game Γ̂. It is asymptotically stable
under any weakly payoff-positive selection dynamic and the unique asymptot-
ically stable state.

Proof 4 First note that the strategy profile yields the unique strict Nash
equilibrium of Γ̂. According to (Weibull, 1996, Proposition 5.1), a strategy
profile is evolutionary stable in multipopulation models if and only if it yields
a strict Nash equilibrium. His Proposition 5.11 says that every strict Nash
equilibrium is asymptotically stable in all weakly payoff-positive selection dy-
namics but in accordance with his Proposition 5.12, a pure but non-strict
equilibrium is not asymptotically stable.

With a mixed initial population and/or occasional mutations, one can
expect that wage offers and effort decisions will converge toward (w∗, e∗) =(
1− α

2
, 1
)
. Long-run equilibrium payoffs are (πE, πW ) =

(
α
2
, 1− 3α

2

)
. The

long-run equilibrium is efficient (e∗ = 1) but characterized by strong inequity
in favor of the workers.

3.4 Outcome Concern as a Strategic Variable

Alternative to the assumption that εE is a datum and non-zero, one can
regard it as a strategic variable in Γ̂. While Lemma 2 (workers behav-
ior) is unaffected, the strategy space for the employers extends to ∆E ≡{

0, 1
n
, 2
n
, . . . , P̄

}
×
{

0, 1
n
, 2
n
, . . . , 1

}
. For any given ρW , employers can now

ensure w = w̄(α, ρW ) either by lowering ρE or εE such that a set of εE, ρE
combinations supports e∗ = 1. Let W̄ ≡ {w|w = w̄(α, ρW )} be the set of all
wages associated with an effort of 1 and let ŵ ∈ W̄ be a particular wage.
Then define a set V̂ ≡ {(εE, ρE)|w = ŵ}, i.e. V̂ contains all εE, ρE combina-
tions which support a particular wage ŵ. Since expression (3.6) still holds,
w̃(α, ρE, ρW ) is independent of ε, one can conclude

Lemma 5 The best response by the employers must satisfy

(εE, ρE)∗ ∈ V̂ (3.10)

Now let ŵ′, ŵ′′ be two wages such that ŵ′ > ŵ′′. Then, for the associated sets
V̂ ′ and V̂ ′′, it must be true that V̂ ′ ⊂ V̂ ′′. If some ρE, εE combinations are
small enough such that w∗ = w̄(α, ρW ) for a given ρW , then they also support
w∗ = w̄(α, ρW ) for some higher ρ′W (the higher ρW implies a lower ŵ). In
this sense, V̂ ′′ is not unique. This non-uniqueness vanishes if ρW = 2α

1−2α
as
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discussed in the previous section. At this point, either ρE = 0 or εE = 0

or both. Define this set as V̂ 0 ≡
{

(εE, ρE) ∈ V̂ |εEρE = 0
}

. For lower ρW ,

employers will never offer a wage that ensures an effort of one.
Evolution will select among the different sets just like it selects between

different reciprocity parameters.

Corollary 1 Given that εE and ρE are strategic variables in Γ̂, (V̂ ∗, ρ∗W ) =
(V̂ 0, 2α

1−2α
) is asymptotically stable.

3.5 Discussion and Summary

The results are somewhat ambivalent. On the one hand, the dilemma of gift-
exchange can be resolved by reciprocity. A sufficient reciprocal inclination by
the workers is stable such that an efficient outcome receives support. On the
other hand, the disadvantage of the employers suggests that they may favor
other mechanisms, like contract theory solutions including fines, in order to
ensure high effort. Although such solutions are inefficient, they may become
popular since they can ensure a higher share for those employers who make
use of them. If one interprets the reciprocity solution as a form of norm-
based efficiency wages in the sense of Akerlof (1982), then the result suggest
that while efficiency wages might well work, they may be unstable over time.

Another question is whether the result will hold beyond the particular
reciprocity model applied. Besides the specific cost function, the driving
force behind the result is the fact that workers choose the maximal effort
for less than maximal wages (which leads to a unique strict equilibrium in
the preference game). If one adopts the view that workers might have some
intrinsic upper bound such that even higher wages are judged as unneces-
sary or even unreasonable by them, and that this bound is likely to decline
in the degree of reciprocal inclination, then the result seems to be qualita-
tively independent of the particular reciprocity model and hence, sufficiently
general.
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Chapter 4

Inconsistent People? An
Experiment on the Impact of
Social Preferences Across
Games

4.1 Introduction

Theories of other-regarding preferences often implicitly suggest that it is
possible to capture individual behavior in social settings by a few parameters
and that these parameters are quasi preferences. A typical model defines
utility as ui ≡ ui(xi, x−i, ϕi, γi, ·), i.e. utility is a function of own and others’
payoffs and some parameters scaling the impact of e.g. inequality or the
desire to be reciprocal (Bolton and Ockenfels, 2000; Charness and Rabin,
2002; Falk and Fischbacher, 2006; Fehr and Schmidt, 1999; Levine, 1998).
While these theories do well in explaining patterns of behavior especially
with respect to deviations from money maximization, it appears to be an
open question whether or not it is possible to capture individual behavior
by such models. The concern is driven by the fact that the theories are
often context-free and suggest that the respective parameters are given and
fixed for an individual just like preferences. For example, a person with a
strong aversion against inequality should behave accordingly irrespective of
the game being played. The alternative hypotheses are that social preferences
are tailor-made, i.e. behavior depends on factors outside the models but in
a systematic way, or that behavior across games is random in large parts.
If the latter hypothesis holds and behavior is not consistent across games,
then any form of inference on the individual level, relevant for example in
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business relations or in the job-market, seems inadequate and even aggregate
cross game inferences, for example relevant in politics, seem to stand on
shaky ground. The aim and scope of this work is to test whether or not
social preferences have a consistent impact on the individual level but across
games and given a highly controlled experimental setting.

Despite studies regarding the general and aggregated impact of social
preferences across games, see e.g. Camerer (2003) or Fehr and Schmidt
(2006), and despite studies regarding a comparison of different pro-social mo-
tives, see e.g. Charness and Rabin (2002) or Engelmann and Strobel (2004),
the question of individual consistency of social preferences has attained rel-
atively little attention so far, at least if one goes beyond a comparison of
just two games or decision environments. In an early work, Andreoni and
Miller (2002) tested whether or not individuals behave consistently with re-
spect to axioms of revealed preferences in several different versions of the
dictator game. Their work is extended by Fisman et al. (2007). Both studies
suggest that behavior across different versions of the same game is relatively
consistent. Brosig et al. (2007) use a within-subject design to study the
consistency of behavior with respect to theories of social preferences both
with respect to variants of the same game as well as across games. They
use a take and a give-version of the dictator game (each in four variants),
and a prisoners’ dilemma game (two variants). Individuals tend to behave
consistent within the different variants of the same game but there is little
consistency across games.1 de Oliveira et al. (2008) estimate preferences for
giving using a voluntary contribution mechanism and show a significant con-
nection to actual donations in a field experiment. Due to the variation in
their data, they conclude that while people may have a stable preference to
’do the right thing’... observed behavior may vary by context because the per-
ception of the ’right thing’ would change (p.19). The work that comes closest
to the approach taken in this study is Blanco et al. (2011). The authors de-
rive Fehr and Schmidt (1999) envy and guilt parameters from an ultimatum
game (second-mover choice) and modified dictator games and use them to
make predictions for an ultimatum game (first-mover behavior), sequential
prisoner’s dilemma game (both roles) and public goods game. The predic-
tions are compared to actual behavior and while predictions at the aggregate
level are mostly consistent with behavior, they are not at the individual level.

1Brosig et al. (2007) also tested the stability of preferences over time by repeating the
experiment with the same subject pool twice with a one month delay in between. They
observe an aggregate decline of pro-social behavior. Contrary to that, Volk et al. (2011)
tested consistency over time in three repetitions of a public goods game and a 2.5 month
delay in between. They find stable aggregate rates of cooperation but only partially,
stability is due to individual consistency over time.
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In this paper, the within-subject design literature is extended by three
novelties. First, and most crucially, the analysis is not based on one-to-one
comparisons of two games. The six games in the experiment, including a dic-
tator, ultimatum, sequential prisoners’ dilemma game and others, are quite
diverse. Different motives concerning e.g. equity, efficiency, reciprocity (pos-
itive and negative), or the intentions behind an action, all well established in
the literature, may thus be expected to trigger different individual reactions
across different games and the results by Blanco et al. (2011) suggest that
these multiple behavioral forces (p. 334) indeed cause great inconsistencies.
However, while each force may cause inconsistencies under one-to-one com-
parisons, it is not clear that the inconsistencies carry over to an analysis
which takes account off all decisions simultaneously. An individual could
contribute to the fraction of inconsistent decisions in one one-to-one com-
parison but nevertheless show entirely consistent behavior across all other
decisions (where the fraction of inconsistent decisions is then driven by other
individuals). Therefore, the idea here is that individuals may have relatively
robust character traits in general, but nevertheless deviate from those traits
sometimes. The approach is more forgiving than one based on one-to-one
comparisons but remains to be an individual level test for consistency. The
second novelty is a strong focus on last mover decisions which reduces the
potential for measuring inconsistencies in beliefs rather than in preferences.
Finally, the third novelty is that the analysis is not based on any specific
model of social preferences. Rather, via the size of the deviation from money
maximization, it defines the impact of social preferences as being either low,
medium, or high. The classification of each action yields individual prefer-
ence profiles of the form (#low,#med,#high) which are then categorized
from consistent to inconsistent. By that procedure, in some cases extended
by survival analyses, results for different degrees of noise or several sub-
classes of games are easily accessible. Additionally, consistency is checked
for type classifications such as conditional cooperators or unconditional de-
fectors. Similar to Blanco et al. (2011), each player played both roles in
each game without knowing his final payoff position (strategy method) and
without any feedback upon outcomes during the experiment.

The paper is organized as follows. Section 4.2 describes the games, the
experimental procedure, and provides an instrument check. In section 4.3,
the classification of actions is summarized and compared to existing theories
of social preferences. Section 4.4 provides a picture regarding the aggregated
impact of other-regarding motives. Correlation analysis results are presented
in section 4.5. Section 4.6 tests consistency with respect to all games as well
as with respect to several subclasses of games. Section 4.7 checks for type
consistency and section 4.8 discusses and concludes.
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4.2 Experiment and Instrument Check

4.2.1 Games

This study rests on six games and seven decisions. In order to focus on belief-
independent choices, sequential form games were selected. In order to check
whether or not the design leads to a distortion of incentives, well-established
games with a multitude of reference studies have been selected. In addition,
several games are of similar strategic nature which allows testing whether or
not consistency rates are different among different subclasses of games. Most
of the games are very well known and therefore only very briefly described.2

In the dictator game (DG), player 1 splits one hundred tokens. Player
2 does not move. In the ultimatum game (UG), player 1 proposes a split
of 100 tokens. If player 2 accepts, the proposed allocation is established. If
player 2 rejects, both receive zero. Second movers had to state their minimal
acceptable offer (MAO) and first movers were asked to state their belief
regarding the MAO as well. In the trust game (TG), a variant of the game
introduced by Berg et al. (1995), player 1 can send either 0, 30, or 50 tokens to
player 2. Player 2 receives three times the amount sent and can then return
something to player 1. In the third-party punishment game (TPP), adopted
from Fehr and Fischbacher (2004), two players play a DG as above and the
dictator can allocate either 0, 20, or 50 to player 2. A third player, endowed
with 50 tokens, observes the outcome and can then assign deduction points
to the dictator. A deduction point has a cost of 1 for player 3 but reduces
the payoff for the dictator by 3. In the gift-exchange game (GE), player 1
can pay a wage w ∈ {0, 30, 50} to player 2. After receiving the wage, player 2
decides on how much effort e = 1, . . . , 10 with associated cost c(e) to invest.
Payoffs are 50−w + 7.5e to the first mover and 50 +w − c(e) to the second
mover. The associated costs c(e) are:

e 1 2 3 4 5 6 7 8 9 10

c(e) 0 2 4 6 8 11 14 17 21 25

Table 4.1: Cost table GE

In the sequential prisoners’ dilemma game (PD), player 1 can choose
between three alternative actions K1, K2, K3 and player 2, after learning

2A full description of each game including the exact action sets is provided in the
Appendix.
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the choice of player 1, can also choose between three actions K1, K2, K3.3

The associated payoffs are summarized in table 4.2.

2nd mover
K1 K2 K3

K1 (25,25) (85,15) (150,0)
1st mover K2 (15,85) (50,50) (125,25)

K3 (0,150) (25,125) (75,75)

Table 4.2: Payoff table PD

All participants made decisions in first and second mover roles such that
each player found himself in 6 games, 11 positions, and made 18 choices.4

Second mover choices where elicited using the strategy method. First mover
choices in TG, GE, TPP (and PD) where restricted to three actions in order
to avoid too many second mover decisions but also in order to avoid potential
problems with intentionality if only in/out decisions were available. Choices
were generally possible in decimal steps, i.e. 0, 10, 20, . . . tokens, although
the MAO and the number of deduction points in TPP had to be stated in
steps of five tokens.

As pointed out, the analysis is based mainly on belief independent last
mover decisions in order to avoid measuring inconsistencies in beliefs rather
than preferences. Therefore, first mover choices in the TG, GE, PD, and
TPP are not used in the analysis. However, the first mover choice in UG is
included. On the one hand, this is due to the major reference aspect of that
choice for theories of social preferences. On the other hand, it serves as a rep-
resentative belief dependent choice in the baseline analysis.5 The analysis of
several subclasses of games does not include the ultimatum game. In the PD
game, the possible responses to K3 are set to focal actions of either keeping
everything, a return for the first mover that equals the amount at risk (25

3Each player had 3 actions to separate a low, medium, and high impact of social
preferences.

4The 6 games and 11 positions are DG (1 position), UG (2 positions), TG (2 positions),
GE (2 positions), PD (2 positions), and TPP (2 positions). DG contains 1 choice, UG 2
choices, TG 3 choices (one 1st and two 2nd mover, no choice for an investment of zero),
and GE, PD, and TPP contain 4 choices (one 1st and three 2nd mover).

5The correlation between first and second mover behavior in UG (.44) is higher than
the respective correlations in TG (.27), GE (.32), and PD (.32) (see the Appendix). The
correlation in TPP (.56) is even higher but TPP is the only three player game and the only
one dealing with indirect reciprocity. Therefore, TPP was not chosen as the representative
first mover choice.
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tokens), or an equal split. K3, in the sense of Cox et al. (2008), is more gen-
erous than all other available actions to the first mover (i.e. most generous).
For matters of consistency, the analysis takes into account responses to the
most generous first mover choices in TG and GE as well. For the TPP, where
social preference based actions should be triggered by malevolent rather than
benevolent choices, the reaction to the most malevolent action by the dicta-
tor is selected. Note that section 4.7 provides an analysis of the consistency
of conditional cooperation which takes into account the reactions to alter-
native first mover choices as well. In total, the seven decisions included in
the baseline analysis are DG, UG first mover, UG second mover, TG with
full investment, GE with full wage, PD with K3 and TPP with a dictator
keeping everything for himself. Table 4.3 summarizes all actions which are
included in the baseline analysis.

Choice Abb. Description

dictator DG Dictator splits 100 tokens and keeps 100− x
ultimatum 1 UG1 1st offers x out of 100 to 2nd and states belief upon MAO

ultimatum 2 UG2 2nd states minimal acceptable offer (MAO)

trust TG 2nd returns x out of 150 given 1st sent 50 (highest investm.)

gift-exchange GE 2nd choses effort ∈ {1, ..., 10} given 1st paid 50 (highest wage)

prisoners’ PD 2nd choses between (π1st , π2nd) = (0, 150), (25, 125), or (75, 75)
dilemma given 1st chose K3 (most cooperative)

third-party TPP 3rd can deduce dictators pay in steps of 3 for a cost of 1 each
punishment given the dictator kept everything for himself (least generous)

Table 4.3: Choices and abbreviations (Abb.)

Five decisions (all except UG) are pure allocation tasks with the money
maximizing prediction that the participant keeps the entire amount, or (in
TPP) does not punish. A money maximizer in UG2 prefers any positive
amount to zero and the first mover should send the lowest possible amount
(if not gambling on acceptance in case of a zero offer). These predictions are
unaffected by the fact that some games deal with positive (TG, GE, PD)
and others with negative reciprocity (UG2, TPP). They are unaffected by
potential efficiency gains (TG, GE, PD), or losses (TPP), and unaffected by
a potential lack of intentionality (DG, TPP), or a difference between direct
(UG2, TG, GE, PD), and indirect reciprocity (TPP).

The games have been scaled along several dimensions. For DG, UG, GE,
and TPP, the average endowment per player is 50 tokens. For TG and PD,
the average payoff is either 25 tokens (inefficient case) or 75 tokens (efficient
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case). In all games, equity is established if a player gives up half of the
potential gains from interaction. In six cases this means giving up half the
endowment or allocation amount. In GE, equity is reached if the second
mover incurs costs of 25 tokens which is a quarter of his total wealth when
making his choice but it is half of what was paid to him by the first mover.
All games with possible efficiency gains yield a payoff of 75 tokens for each
player if equity is established.

4.2.2 Experimental Procedure

The experiment was conducted at the experimental lab of the University of
Hamburg. Participants were students from various disciplines recruited using
ORSEE, see Greiner (2004). 9 sessions with a total of 206 participants were
run. The experiment took 66 minutes on average including instructions.

Upon arrival, participants randomly selected an envelope containing an
id-code. Then the general instructions (see Appendix) were read and subjects
could ask questions. Upon entering their id, the first decision was presented
to them. The first screen always contained a description of the situation and
two control questions. Subjects had to answer the control questions correctly
in order to move on to the decision. If an answer was wrong, a separate screen
appeared, containing a hint to answer the question correctly. The decision
screens contained the descriptions of the situations and a list (one for each
possible first mover choice) with all available actions from which players
selected their choices. Once a decision task was finished, the next situation
was presented. Participants did not receive any feedback on outcomes before
the experiment was finished.

The order of decisions was partially set. The first bloc contained all
choices relevant for the later analysis (see section 4.2.1). The order of de-
cisions was random with the exception that the TPP choice was presented
last. In an online based pre-test, it turned out that this decision is judged
as the most complex one. The second bloc contained, in random order, the
missing first mover decisions (TG, PD, GE, TPP) needed for payment. First
mover choices were allocated to the second bloc just in case concentration
suffered during the experiment.

The experiment was split up into two treatments. In treatment one (T1,
5 sessions, 118 participants), only one decision was relevant for payment
whereas in treatment two (T2, 4 sessions, 88 participants), two decisions
were relevant for payment. The second treatment was established in order
to check for hints that a large number of games with only one decision paid
distorts the incentives. In both cases, players were randomly matched in pairs
once all participants had finished all decisions. Then, each pair was assigned
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to one game and participants were assigned to either first or last mover role.
Finally, payments were derived based on the previously stated choices. The
exchange rate was 100 tokens = 10 Euro. Additionally, each player received
a show-up fee of Euro 5. Total earnings were registered together with the
id-code and participants could pick up their earnings at a separate office.
Average earnings were 10.26 Euro (about 13.5 US dollar) per participant in
T1 and 13.84 Euro (about 18.5 US dollar) in T2.

Participants were informed about the number of choices and about the
fact that each particular situation occurs only once. They knew that only
one game will be paid and that this game is selected at random (two games
in T2). Further, they knew that matching partners stay anonymous and that
the experimenter cannot match id-codes with names.

4.2.3 Treatment and Order Effects, Comparison to
Previous Results

In order to check whether there are any hints to biased observations or diluted
incentives, several tests have been carried out. At first, 1 data set was elim-
inated because it was incomplete. Second, Kruskal-Wallis tests were used to
test for significant session, treatment, order and time (players need to make
their decisions) effects. All 18 choices were tested and the null hypothesis
of no significant difference is rejected between one and three times for each
series of tests. Given the large number of choices and given that the differ-
ences do not seem to follow any systematic pattern, it is concluded that there
are no relevant session, treatment, order or time effects.6 Third, one or two
key variables were selected for each game and compared to predictions based
on the available literature.7 Tests on significant differences with respect to
distributions or fractions were done using chi-squared goodness-of-fit tests.
Tests on mean differences were done using two-tailed t-tests. The threshold
p−value was set to .1.

In the DG, the mean given is 28% and the distribution of choices in the in-
tervals [0, 10] , [11, 30] , [31, 50] , [51, 100] is (38%, 19%, 34%, 9%). Refereneces
were calculated based on studies listed in Camerer (2003) taking into account
all studies with entries in the respective intervals and studies which do not
refer to e.g. communication possibilites. The mean is higher compared to
the reference studies (24%, although there are observations with means as
high as 28%) but the distribution is not significantly different. The fraction

6With respect to time effects, the data set was separated between those who need below
and above median total time.

7In some cases, reference results had to be estimated from figures.
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of people offering exactly zero is 31.2% in this experiment and the reference
value is 33.5%.

With respect to UG1, the mean given is 41% and the distributions of
offers is (same intervals as above) (5%, 21%, 69%, 5%). Both the mean and
the distribution are not significantly different to the predictions (mean 41%,
distribution (6%, 15%, 71%, 8%)) which were again based on Camerer (2003).
With respect to UG2, the mean MAO is 34% and not significantly different to
the prediction (33%). The distribution of MAO’s in intervals [0, 10] , [11, 30] ,
[31, 50] is (12%, 24%, 64%) and upward shifted compared to the references
(35%, 10%, 55%). Predictions for UG2 were based on Harrison and McCabe
(1996); Larrick and Blount (1997); Weber et al. (2004) who report first round
results obtained with the strategy method. However, the references do not
take into account that players play both roles. Oxoby and McLeish (2004)
have players play both roles and use the strategy method and they obtain a
distribution of MAOs of (10%, 13%, 77%) which has an even higher fraction
of players in the upper interval.

For the TG, the average return is −5% and the fraction of players with
a positive return is 45%. Both results are not significantly different from
predictions (−2%, 49%) which were derived from Berg et al. (1995); Bolle
(1998); Burks et al. (2003); McCabe et al. (2003); Ortmann et al. (2000).8

In the GE, the average effort is 37% and not significantly different from the
prediction (36%). The fraction of players who choose the minimal effort
is 49% but hardly comparable since it varies between 21% and 64% in the
reference studies. References in this case were Fehr et al. (1997); Fehr and
Gächter (2002); Fehr et al. (2007). With respect to the PD, 39% of players
fully cooperate given that the first mover cooperates and this fraction is not
significantly different from the references Blanco et al. (2011); Brosig et al.
(2007); Clarc and Sefton (2001).

In the TPP, the average of assigned deductions is 5.8 and for each ten-
token reduction in dictator giving (starting with a 50:50 split), punishment
increases by 2 points. Both results are significantly different to the predic-
tions (7 points, 2.8 points increase) but in this case, the only reference is
Fehr and Fischbacher (2004) who have exactly 22 third-party observations
compared to the 205 here.

In total, there are no hints to systematically biased observations.

8Of course, incomparable treatments as for example the unintentional treatment in
McCabe et al. (2003) were not used.
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4.3 Classification of Choices, Theoretical

Predictions

Large parts of the upcoming analysis are based on classified actions rather
than choices directly. The classification is based on the idea that social pref-
erences explain deviations from money maximization and that the larger the
impact of other regarding motives, the larger the deviation. More precisely,
all actions are classified as made under an either low, medium, or high impact
of other regarding motives depending on the cost an agent incurs compared
to money maximizing behavior. By the classification in three categories, mi-
nor differences in behavior, e.g. switches between giving 40% and 50%, or
between money maximization and giving 10%, are innocuous for consistency.
At the same time, larger differences, e.g. giving between 20% and 50%, are
nevertheless recognized as differences. Additionally, the classification makes
behavior across games more comparable.

In order to classify actions, it is assumed that each game has a reasonable
range of actions ranging from money maximization to the implementation
of equity in payoffs. Given that the respective parameters are sufficiently
high, equity is a focal prediction, not only in light of theories of inequity
aversion, e.g. Bolton and Ockenfels (2000) and Fehr and Schmidt (1999),
but also in light of theories of reciprocity which use equity as a reference
to evaluate the kindness of the other players’ action, e.g. Dufwenberg and
Kirchsteiger (2004), Falk and Fischbacher (2006), or Rabin (1993). Let ce,Γi
be the cost agent i has to incur in game Γ in order to establish equity,
i.e. the amount of own payoff that must be given up in order to reach
equity in payoffs. For Γ = {DG,UG2, TG,GE, PD, TPP}, one obtains
ce,Γi = {50, 50, 75, 25, 75, 25}.9 For UG1, ce,UG1

i = 50 − belief since offering
less than the belief upon the MAO is not a money-maximizing choice.

Now let ca,Γi be the cost an agent incurs by choice a in game Γ. In DG,
TG, and PD, this is the amount transferred to the other person. In UG1, it
is the amount offered minus the belief upon the MAO of the second mover,
i.e. the true cost in excess of money maximization. In UG2, it is the amount
the agent is willing to sacrifice in case the offer is too low. i.e. the MAO. In
GE, it is the cost associated with effort e according to table 4.1 in section
4.2.1 and in TPP, it is the number of deduction points since each point has
a cost of one.

9In the TPP, the reasonable range is defined up to the point where the third party
establishes equity between himself and the dictator. This reference follows from e.g. Falk
and Fischbacher (2006). Note that Bolton and Ockenfels (2000) would never predict
punishment since the endowment by the third party matches the population average payoff.
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Definition 1 The relative impact costs incurred by agent i in game Γ are

γΓ
i =

ca,Γi
ce,Γi

(4.1)

For the classification, γΓ
i is compared to threshold values γ̄k, k = 1, 2, 3.

In order to obtain a broader picture and to analyze how consistency depends
on the thresholds, three different thresholds γ̄k =

{
1
5
, 1

4
, 1

3

}
were chosen.

Definition 2 The impact of other-regarding motives on individual behavior
by player i in game Γ is

- low, if γΓ
i < γ̄k

- medium, if γ̄k ≤ γΓ
i < 1− γ̄k

- high, if γΓ
i ≥ 1− γ̄k

The classification separates the cost interval associated with the reason-
able range of actions into three subsets. With a threshold of γ̄ = 1

4
, for

example, a low impact is assigned whenever the actual costs fall into the
lower quartile of that cost interval. A high impact is assigned if costs are
in the upper quartile and a medium impact is assigned for the remaining
actions.

It needs to be pointed out how the classifications relate to certain theories
of social preferences. Based on γ̄ = 1

4
, table 4.4 provides thresholds for

an either low or high impact for the theories by Fehr and Schmidt (1999)
(FS), Falk and Fischbacher (2006) (FF), and Charness and Rabin (2002)
(CR, conceptual model).10 Empty entries occur if either the threshold is
unclear (belief dependency, UG1 low), not applicable (point estimation of
one parameter needed, TPP for FS and UG2, TPP for CR), or unknown
(equilibrium not calculated, GE for FF).11

The classification in categories low, medium, high is not strictly in line
with the exemplary models. For example, a player with FS-utility and βi = .4
would choose the money maximizing action in DG (low impact) but equity
in GE (high impact). Similar, a player with FF-utility and ρi = 1 would
choose a medium impact action in UG2 but a low impact action in TG.
On the other hand, classical money maximizing players will have parameter
values of, or close to, zero, inducing a low impact in all cases. At the other

10The FF-reciprocity equilibrium for the TPP game is available from the author. For
the reciprocity equilibrium in the trust game, see Schliffke (2012b).

11Note that FF allows for point predictions while FS and CR, in general, do not. W.r.t.
the similarity between FS and CR, see also Brosig et al. (2007). Finally, FS and CR predict
either strict money maximization or strict equity, at least with respect to the dictator,
trust, and prisoners’ dilemma game.
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FS (1999) FF (2006) CR (2002)
par. low high par. low high par. low high

DG βi < .50 > .50 ρiεi < 1.3 > 4.0 ρ < .50 > .50
UG1 βi > .50 ρi < 1.3b > 4.0b ρ > .50
UG2 αi < .17 > 1.5 ρi < 0.2 > 2.4 σ, θ
TG βi < .50 > .50 ρi < 1.3 > 4.0 ρ < .50 > .50
GE βi < .21a > .35a ρi ρ < .21a > .35a

PD βi < .50 > .50 ρi < 1.3 > 4.0 ρ < .50 > .50
TPP αi, βi ρiεi < 0.9 > 2.7 σ, θ
a exact threshold slightly above/below . b given a belief upon the MAO which equals zero.

Table 4.4: Classification thresholds in social-preference models

end of the scale, there is always one dominating threshold inducing equity in
many games. For example, any FS-type (CR) with βi > .5 (ρ > .5) should
show a high impact of social preferences in DG, UG1, TG, GE, and PD.
Similar, any FF-type with ρi > 4 should show a high impact in UG1, UG2,
TG, PD, and potentially DG and TPP. The latter two cases would require
that the other-regarding part of FF-utility is not downscaled too much by
the potential impact of intentions captured via εi ∈ [0, 1].

The upcoming analysis will typically define consistency via a majority
of choices which fall into the same category. Therefore, the questionable
cases pointed out above must not necessarily affect consistency. In addition,
the cases point to the fact that the classification here is purely choice based
and treats each game equally. The latter is not true for the theoretical
models where the thresholds follow from the interaction of the mathematical
formulation of the model and the specific game.12 Given the above, the link
between formal models of social preferences and the costs approach taken
here seems reasonably close.

4.3.1 Data Selection

All results presented in the forthcoming sections are based on a subset of
160 individuals. 34 individuals were removed since, on at least one occasion,
they gave more than half the pie in DG, UG1, or TG.13 11 individuals were

12For example, the author is not aware of any fact why there should be different pa-
rameters in GE and TG. Given the FS-model and given both games with their respective
specification, the different thresholds follow, but, a priori, it is not clear that they need to
follow in a model of social preferences.

13Players who assign more than 25 deduction points in TPP were not removed. Assign-
ing 25 points establishes equity between them and the dictator but assigning 35 points
establishes equity between the dictator and the recipient. While this might not be in line
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removed since they state a belief upon the MAO which is higher than their
actual giving.

The decision to remove data sets is driven by the concern that any anal-
ysis of consistency should try to keep the amount of noise in the data as
low as possible. Since the elimination of data sets is questionable, however,
all results where also calculated taking the eliminated choices into account
(classified as made under a high impact) and footnotes are used throughout
the analysis to indicate whether or not the result are significantly different.

4.4 General Impact

The classification of actions provides a picture regarding the general impact of
other-regarding motives. For each threshold γ̄k, 7 choices by 160 individuals
(1120 decisions) were classified according to the definition in section 4.3.
Figure 4.1 plots the aggregate impact distributions for all three threshold
values γ̄k.
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Figure 4.1: Aggregate impact distributions for γ̄k =
{

1
5
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}
(left to right)

On average, 36.4% of all choices are made under a low impact while
22.0% are associated with a medium and 41.6% with a high impact of other-
regarding motives. The u-shaped distribution of classifications supports the
assumption that besides money maximization, equity is focal for the games
used in the experiment. Increasing the threshold γ̄k has an expected effect as

with e.g. Falk and Fischbacher (2006), it can be in line with e.g. Fehr and Schmidt (1999).
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the fraction showing a medium impact is strictly decreasing for an increas-
ing threshold (increasing the threshold shrinks the cost interval associated
with a medium impact). A χ2-test on homogeneity rejects the null that
the three distributions are realizations of one underlying true distribution
(χ2 = 21.75, d.f. = 4, p = .0002). Similarity cannot be rejected for the pair-
wise comparison fifth vs. quarter-based (χ2 = 4.49, d.f. = 2, p = .1060),
but for quarter vs. third-based (χ2 = 7.73, d.f. = 2, p = .0210), and fifth
vs. third-based (χ2 = 20.81, d.f. = 2, p = .0000). Besides the differences in
distributions, the fraction of the population showing a low impact is never
larger than 38%, i.e. more than 60% of all choices are clear deviations from
money maximization.

In order to illustrate differences across games, figure 4.2 plots the impact
distributions for all seven games based on a quarter-based classification.14
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Figure 4.2: Game specific impact distributions, γ̄k = 1
4

Figure 4.2 (a) contains all games with a u-shaped impact distribution.
The average distribution for those five games is 38.3% low, 19.8% medium,
and 42.0% high impact which is not significantly different from the overall
quarter-based distribution (χ2 = 1.99, d.f. = 2, p = .3704). However, similar-
ity within that subgroup is clearly rejected (χ2 = 54.73, d.f. = 8, p = .0000).
Similarity between DG, GE, PD, and TPP is rejected at the 5%-level of sig-
nificance (χ2 = 12.60, d.f. = 6, p = .0498) but the distributions DG, GE,
and PD are not significantly different (χ2 = 6.44, d.f. = 4, p = .1686). The
downward shift in the impact distribution of TPP is likely due to the fact
that third-party punishment is an act of indirect reciprocity compared to
TG, GE, and PD which refer to direct reciprocity. The upward shift in TG,

14For each game and each classification, impact distributions were also calculated based
on the complete data set. χ2-tests on homogeneity indicate no significant differences to
the game specific distribution based on the reduced data set. On average, the change in
the absolute fraction of one category is 2 percentage points.
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on the other hand, is possibly due to a kind of endowment effect. If the first
mover in TG did not transfer anything (hypothetical, the analyzed choice is
the one where 50 tokens were invested), the second-mover in TG would have
been left with zero tokens. In difference to that, the second mover in PD
can always assure at least 25 tokens for himself and in GE, the second mover
is endowed with 50 tokens. Thus, the hypothetical alternative outcome is
worst in TG which might trigger the most positive response.15

Figure 4.2 (b) contains the impact distribution for UG1 and UG2 which
both do not follow a u-shape. While the UG1 distribution is clearly down-
ward shifted, the UG2 distribution is clearly upward shifted. The difference
between the two is highly significant (χ2 = 72.00, d.f. = 2, p = .0000) and
each distribution is also significantly different from all other five distribu-
tions (p < .015 in all cases). The downward shift in UG1 is clearly due to
the fact that beliefs enter the classification. In fact, 48.8% of all individuals
offer exactly their belief which corresponds 87.6% of all actions classified as
low. The definition of impact in excess of the belief can hide an intrinsic
concern to give which would otherwise suffice for a medium or high impact.
The following analyses, however, will contain hints toward whether or not
consistency rates depend on this specific definition.16 Contrary, the upward
shift in UG2 might be due to an experimental effect. It has been pointed out
in section 4.2.3 that the distribution of MAO’s (not the average) is upward
shifted compared to other experiments but that such an upward shift has
been observed experiments where players have to play both roles and know
that in advance.17

15Note that neither e.g. Fehr and Schmidt (1999) nor e.g. Falk and Fischbacher (2006)
would predict such an effect. Both theories essentially rely on current subgames and not
on hypothetical alternative outcomes. The endowment effect could be in line with Cox
et al. (2008) if one extends the definition of more generous than to cross-game situations.
The difference between the maximal obtainable payoffs for the second mover and for all
possible actions by the first mover is largest in TG (150 tokens). However, while this
difference is lower in PD (125 tokens) and GE (50 tokens), the approach rather suggest a
difference between PD and GE (difference of differences equals 75 tokens) than between
TG and PD (diff. of diff. equals 25 tokens). Note further that framing is not likely
to be responsible for the significant differences since it would rather suggest a difference
between PD on the one (abstract, payoff-table framing) and TG and GE on the other
hand (amount sent framing).

16Both the correlation analysis and the consistency analysis will also report results were
the belief dependency is ignored and actions are taken as made, respectively, are classified
as if the belief would equal zero. In the latter case, the impact distribution of UG1 would
turn into a highly upward shifted one with 3.1% showing a low impact, 20.6% showing a
medium impact, 76.3% showing a high impact. See section 4.5 and 4.6.

17Alternatively, the upward shift in UG2 might be due to the fact that players find
themselves in the disadvantageous position. Fehr and Schmidt (1999), for example, assume
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4.5 Correlations Across Games

If individual behavior across games is relatively consistent, then correlations
should be significantly positive. Accordingly, table 4.5 reports the estimated
Spearman rank correlation coefficients calculated on the basis of unclassified
actions. For the ultimatum game first mover choice, both giving in excess of
the belief (UG1), as it is used to classify actions, and absolute giving (UG0),
i.e. excess giving under a hypothetical belief of zero, is taken into account.18

DG UG0 UG1 UG2 TG GE PD

DG
UG0 .343∗∗∗

UG1 .168∗∗ .102
UG2 .244∗∗∗ .442∗∗∗ −.209∗∗∗

TG .429∗∗∗ .252∗∗∗ .190∗∗ .127
GE .338∗∗∗ .119 .180∗∗ .043 .474∗∗∗

PD .394∗∗∗ .165∗∗ .267∗∗∗ .070 .439∗∗∗ .414∗∗∗

TPP .377∗∗∗ .086 .153∗ .020 .393∗∗∗ .360∗∗∗ .405∗∗∗

∗∗∗,∗∗ ,∗ significantly different from zero at the 1, 5, 10%-level.

Table 4.5: Spearman rank correlations across games

First, with the exception of the correlation between UG2 and UG1, all
correlations are positive and in most cases significantly different from zero.
This supports the general idea that behavior is consistent in the way that
giving in one situation is linked to giving in another situation. Second, DG
behavior is positively correlated to all other games in a significant way. This
is likely due to the fact that all deviations from money maximization must
contain some element of other-regarding motives and that DG behavior may
just reflect this empathy component of any pro-social behavior. Third, three
of the five highest coefficients are found between the different variants of the

that the envy parameter αi, scaling the impact of a payoff difference to the disadvantage of
a player, is at least as high as the guilt parameter βi which scales the impact of a positive
payoff difference. While this does not necessarily imply that the impact as it is defined
here is higher, it seems to be qualitatively in line. However, players are is the disadvantage
position in TPP as well and TPP exhibits a strongly downward shifted distribution. A
consistent interpretation would then require that the effect of being in the disadvantageous
position is highly overcompensated by the fact that the TPP refers to indirect reciprocity.

18Based on the whole data set, the obtained picture is similar. All correlation have
the same sign and, on average, coefficients by the complete data set are smaller by .0461.
Some correlations loose one level of significance (DG/UG2, DG/TPP, UG0/PD). All other
changes occur with respect to UG1, but this decision is highly affected by the elimination
of those individuals who state a belief which is smaller than actual giving.
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trust game (TG, GE, PD). This suggests that the more similar the games
become, the more consistent becomes behavior. The latter explanation pro-
vides a link to Andreoni and Miller (2002) and Fisman et al. (2007) who
report comparably high consistency rates based on several versions of the
same game (DG in both cases). Fourth, the correlations between TPP on
the one and TG, GE, and PD on the other hand are all positive, significant
and comparably high. This suggest a relatively close link between direct and
indirect reciprocity and in addition, a positive correlation between positive
(TG, GE, PD) and negative reciprocity (TPP).

Very specific results are obtained for the ultimatum game. Similar to
Andreoni et al. (2003); Bellemare et al. (2008); Blanco et al. (2011), there is
a comparably strong and significant correlation between UG0 and UG2. One
explanation would be an underlying positive correlation between positive and
negative reciprocity (see above). In that case, however, UG2 behavior should
also be correlated in a significant way to TG, GE, PD, and UG1, which it
is not. In fact, all those correlations are insignificant which suggest a non-
relationship between the willingness to give or punish and the amount people
demand in UG2. A better explanation for the correlation between UG0 and
UG2 is the consensus effect, i.e. those with a high MAO expect others to
have a high MAO as well and therefore give, see Dawes (1989), and Mullen
et al. (1985). Indeed, the correlation between UG2 and the belief first movers
reported regarding their belief upon the MAO of the second movers can be
calculated to be as high as .5231 and highly significant. The consensus effect
can also explain the negative correlation between UG1 and UG2. The higher
the own MAO and thus the belief, the higher is giving in first mover position.
The higher the belief-induced giving, however, the less room remains for any
excess giving leading to an overall negative relationship.

In addition to the insignificant correlations between UG2 on the one, and
TG, GE, PD, and TPP on the other hand, also the correlations between
UG0 and UG1 and the latter games remain of comparably low size. Both
facts together suggest that the bargaining-type ultimatum game is judged in
a very different manner compared to the reciprocity based games but also
to the dictator game. With respect to the reciprocity games, the focus on
excess giving (UG1) somewhat corrects this effect as the, on average, higher
coefficients and levels of significance suggest.

Finally, the results are quite similar to those found by Blanco et al. (2011)
(BEN). BEN observe a correlation between UG first (UG0) and second mover
behavior of .40 (.44 here, both highly significant), between PD second mover
and DG behavior of .34 (.39 here, both highly significant), and insignifi-
cant correlations between PD first mover behavior and DG and UG0 (here
insignificant as well, see the Appendix). UG2 behavior is insignificantly cor-
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related to all other decisions except UG0 in both papers. The correlation
between PD first and second mover behavior is .43 for BEN and .32 here,
both highly significant. Differences are observed for the correlation between
UG0 and DG (.13 and insignificant BEN, .34 and highly significant here) and
between UG0 and PD second mover behavior (.49 and significant at 1% level
BEN, .17 and significant at 5% level here).

4.6 Consistency of Individual Preference

Profiles

4.6.1 All Games

The classification of all actions yields individual preference profiles of the
form (#low,#med,#high). One of the central ideas of this work is that
people may behave consistent in general, that is, they show a similar im-
pact of social preferences in a clear majority of decisions while occasional
deviations might occur. Accordingly, individual preference profiles can be
classified as consistent or inconsistent depending on the individual impact
distributions. Figure 4.3 summarizes the classifications.
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Nr. Category

1 consistent low
2 rel. consistent low/med
3 consistent medium
4 inconsistent
5 rel. inconsistent
6 rel. consistent med/high
7 consistent high

Figure 4.3: Preference profiles and classification

A preference profile is defined as consistent if five out of seven decisions are
associated with the same impact of social preferences. In addition, a profile
with at least six decisions in neighboring categories, which is nevertheless
not consistent, is called relatively consistent. The profiles most dispersed,
in which no type of impact is assigned to a majority of actions are called
inconsistent. When choices are made under an either low or high impact
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with no clear majority for one side, a profile is called relatively inconsistent.
The definitions are chosen to strike a reasonable balance between what should
be demanded from theories trying to capture individual behavior with single
parameters and the acceptance of occasional deviations.

Table 4.6 summarizes the fractions of the population that fall into each
category and for each threshold γ̄k.

19 Table 4.6 further contains the expected
fractions for each category under the hypothesis that individuals randomly
chose one of the possible three types of impact on each decision.20

Category fifth-based quarter-based third-based random

con. low 15.6%
46.9%

18.1%
45.0%

20.6%
48.8%

4.5%
13.5%con. med 7.5% 3.1% 1.3% 4.5%

con. high 23.8% 23.8% 26.9% 4.5%

rel. con. l/m 14.4%
27.5%

14.4%
26.3%

7.5%
17.5%

19.2%
38.4%

rel. con. m/h 13.1% 11.9% 10.0% 19.2%

rel. inc. 17.4%
25.6%

20.0%
28.8%

23.1%
33.8%

19.2%
48.0%

inconsistent 8.1% 8.8% 10.6% 28.8%

Table 4.6: Consistency in individual choices, all games

On the aggregated level - consistent, relatively consistent, and inconsis-
tent plus relatively inconsistent - the distributions for the three different
thresholds are not significantly different (χ2 = 6.07, d.f. = 4, p = .1940).
Shrinking the range of the cost interval associated with a medium impact
has an expected effect as the fractions of the category consistent medium
and both relatively consistent categories shrink when moving from a fifth-
based to a third-based classification.

The first observation is that all three distributions are different from
the distribution which would realize if people chose the impact randomly
(d.f. = 2, p < .0000 for all cases). The result is in line with the correlation
analysis and supports the impression that behavior is not random.

19On the aggregated level - consistent, relatively consistent, and inconsistent plus rela-
tively inconsistent - the distributions for the thresholds are not significantly different from
the respective distributions obtained for the whole data set (χ2-test on homogeneity, lowest
p = .7416). For the reduced data set, the analysis was also carried out with UG0 choices
under a hypothetical belief of zero. While this leads to an increase in fractions of categories
based on a high impact, it leads to a comparable drop in fractions of categories based on
a low impact. The aggregate distributions, and thus the overall rates of consistency, are
insignificantly different to the ones presented in table 4.6 (lowest p = .8997).

20With a probability of 1/3 for each impact, the probability for any specific impact

vector is
(

1
3

)7
. The probability for any specific profile is then given by (7 over #low)

times (7−#low over #med) times
(

1
3

)7
.
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Besides the observation that behavior is non-random, it is not impress-
ingly consistent either. For none of the thresholds, the fraction of individuals
with a consistent preference profile exceeds 50%. Somewhat more reasonable
fractions require that the categories consistent and relatively consistent are
summarized but in that case, differences in giving of more than 100% are
still accepted as consistent behavior (e.g. giving 20% or 50% in DG).21

Another possibility to increase consistency is an increase in the accepted
rate of noise. The above results require that the same impact is shown not in
a simple (4/7), but in a clear majority (5/7). Table 4.7 reports the fractions of
the population which show the same impact on four, five, six, or all occasions
based on a quarter-based classification.

#4 #5 #6 #7

quarter-b. 34.4% 24.4% 16.3% 4.4%
cumulated 79.4% 45.0% 20.6% 4.4%

Table 4.7: Noise and consistency

In fact, if consistency is defined via a majority of decisions under the same
impact, 80% of the population behave in a consistent manner. Compared to
the 45% consistent profiles with a noise rate of 29% (2/7), this is an increase
of 76%. The other side of the coin is a consistency rate which is more than
halved to only 20%, if the accepted rate of noise is decreased to 14% (1/7).
If consistency would be defined in an absolute way, it almost vanishes as the
fraction of people showing the same impact in every decision is as low as 4%.
It is of course a matter of viewpoint, but if reasonable rates of consistency
require an accepted noise rate of more than 40% (3/7), one may conclude
that the results do not support the hypothesis of consistency in behavior.

In order to confirm and extend the descriptive results above, a survival
analysis was run. Suppose that each player reveals his individual impact
of social preferences in the first of all seven decisions. Then the individual
impact survives whenever the same impact is shown in the second decision,
third decision, and so forth. The Kaplan-Meier estimator S(Γ) is the fraction
of the population showing the same individual impact in Γ as in the initial
decision. Since there is no natural order of games, the thick survival function

21Note here that consistency rates around 50% are also observed by Blanco et al. (2011)
who estimate Fehr and Schmidt (1999) parameters, use them to predict behavior in other
choices and then compare the predictions to actual behavior. The model fails in about
half the cases for ultimatum game first mover choices and prisoners’ dilemma first mover
choices. It fails in about a third of prisoners’ dilemma second-mover choices but in about
two thirds of all cases for public good contributions.



4.6 Consistency 61

in figure 4.4 (a) as well as 95% confidence bounds (Greenwoods formula)
are calculated based on the mean survival frequencies for all 5040 possible
permutations of seven games.22 Truly consistent behavior would require a
survival function which remains stable at 1.

A survival analysis further allows to test whether the results are likely
due to experimental effects. One possibility is a boredom-effect where people
start out with relatively stable behavior and then do something else (just for
the fun of it?). The corresponding survival function should have a concave
shape, i.e. be relatively flat at the beginning and steep for later positions.
Another possibility is a sort of learning-effect in the sense that people realize
the similarity of the tasks which then leads to similarity in behavior. In
that case, the corresponding survival function should have a convex shape
and the relative decline in S(Γ) should flatten out for later decisions. For
both cases, the survival function needs to be calculated based on the factual
order of decisions for each individual in the experiment. The thick survival
function in figure 4.4 (b) is based on exactly that order. The second, thin,
survival function in figure 4.4 (b) is based on all possible 720 permutations
such that the TPP game is always in last position (TPP was not rotated in
the experiment). Both a boredom and a learning effect suggest significant
differences between the order-based survival function and the permutation-
based survival function.
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Figure 4.4: Survival analysis results

Figure 4.4 (a) confirms the impression regarding the relative inconsistency
of behavior as the survival function is certainly not constant at 1. Secondly,
and based on the fact that all possible permutations are taken into account,

22The function is calculated based on the quarter-based classification. The survival
functions for the other classifications, and the one for the whole data set and a quarter-
based classification, are not significantly different. Survival functions in figure 4.4 (b) are
also based on the quarter-based classification.
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the initial drop is equivalent to the average probability that the same person
shows a different impact of other-regarding motives in two randomly selected
games. This probability is as high as 54.9%. Third, the survival function is
monotonically decreasing, which is of course expected, but not flattening out
towards the end. The relative drop between positions 5 and 6 is as high as
−53.4% and between positions 6 and 7 as high as −37.1%. This yields a hint
that drawing conclusions regarding consistency based on a comparison of
possibly just two games might be misleading, since such a conclusion would
require that behavior stabilizes after an initial drop.

Figure 4.4 (b) shows an order based survival function which is certainly
not concave. In addition, it is convex, but, similar to the one in (a), not
flattening out towards the end. The relative drop between positions 5 and 6
is as high as −31.6% and the relative drop between positions 6 and 7 is as
high as −46.1%. Together with the insignificant differences to the reference
line, there is no hint that observed inconsistency is due to some kind of
boredom-effect or learning-effect.

4.6.2 Subclasses of Games

So far, the results do not support the idea of consistency. One possible reason
is that some of the games are judged in a fundamentally different manner
compared to others. The correlation analyses as well as the aggregate impact
distributions certainly suggest such a fundamental difference between the al-
location tasks on the one and the ultimatum game on the other hand. Ceteris
paribus, one should thus expect an increase in consistency if the analysis is
restricted to those choices where the second mover has full discretion over
the pie and is directly responsible for the final allocation of payments. The
correlation analysis further suggest an increase in consistency if the analysis
is restricted to those games which explicitly deal with positive reciprocity as
the correlations among those games are increased compared to others. In ad-
dition, the aggregate impact distributions suggest that consistency might be
increased if the analysis is restricted to DG, GE, and PD as those are the only
games with insignificantly different aggregated impact distributions. Accord-
ingly, this section takes a look at all three subcategories of games motivated
above. Figure 4.5 summarizes the applied categorizations for the five alloca-
tions tasks, figure 4.5 (a), as well as the reciprocity games and DG, GE, and
PD, figure 4.5 (b). In figure 4.5 (b), profile refers to (#low,#med,#high).
The categorization is discussed below.

The categorizations follow the same idea as the categorization for seven
games. Consistency is assigned if more than a simple majority of choices is
made under the same impact. For the allocations tasks, it is thus required
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Figure 4.5: Categorizations for subclasses of games

that four out of five choices are made under the same impact. This corre-
sponds to an accepted rate of noise of 20%, i.e. less than the accepted rate
of 29% in section 4.6.1. The results should thus be compared not only to
the ones reported in table 4.6, but also to the ones for seven games and a
noise rate of 14% as reported in table 4.7. For the three-game categorization,
the idea of a clear majority even implies an accepted noise rate of zero. The
reference to judge the expected ceteris paribus effect of an increase in con-
sistency is thus the consistency rate for seven games and a noise rate of zero,
again reported in table 4.7. The decrease in the accepted rate of noise will,
at least partially, compensate the expected increase in consistency due to an
increase in the similarity of decisions. From the viewpoint of consistency,
however, such compensation appears reasonable since, after all, it would be
strange to accept large rates of noise in games which are very similar. Table
4.8 summarizes the fractions of the population that fall into each category
based on a quarter-based classification.23

For all three subclasses of games, the obtained distributions are signifi-
cantly different from the respective random distributions (p < .0000 in all
cases).24

23For each of the three subclasses, χ2-tests on homogeneity indicate no significant differ-
ences between the distributions for the three different classification thresholds γ̄k (lowest
p = .2607). For each subclass and each threshold, there are also no significant differences
to results based on the complete data set (lowest p = .1442).

24For the allocations tasks, the expected distribution under random choice of impact
is 16.6% consistent profiles, 32.9% relatively consistent profiles, and 53.5% inconsistent
and relatively inconsistent profiles. For the remaining two subgroups with three games
involved, the expected distribution under random choice of impact is 11.1% consistent pro-



64 Consistency of Social Preferences

Category Allocation Reciprocity DG, GE, PD

con. low 19.4%
45.6%

15.6%
39.4%

14.4%
33.8%con. med 1.3% 2.5% 1.9%

con. high 25.0% 21.3% 17.5%

rel. con. l/m 14.4%
27.5%

9.4%
30.6%

20.6%
33.8%

rel. con. m/h 13.1% 21.3% 13.1%

rel. inc. 16.9%
26.9%

19.4%
30.0%

16.9%
32.5%

inconsistent 10.0% 10.6% 15.6%

Table 4.8: Consistency in individual choices, subclasses

The expected ceteris paribus effect of an increase in consistency for more
and more similar games is indeed present in the data. For the allocation tasks,
the obtained fraction of consistent profiles is almost unchanged compared to
the fraction under all seven games while the accepted level of noise has been
decreases by 30% from (2/7) to (1/5). Alternatively, starting out from 20.6%
consistent profiles for seven games and a noise rate of (1/7), the fraction of
consistent profiles increases by 121.4% to 45.6% while the accepted rate of
noise is increased by only 40% from (1/7) to (1/5). For the reciprocity games
and DG, GE, PD, the fractions of consistent profiles of more than one third
are clearly much higher than the 4.4% observed for all seven games and a
noise rate of zero.

If one accepts the countervailing procedure of lowering the accepted rate
of noise, however, the overall picture remains very similar to the one obtained
for all seven games. The differences to the distribution which was obtained
for all seven games are insignificant for all three subclasses (lowest p = .1087
for DG, GE, PD) and for none of the subclasses, the fraction of people with a
consistent preference profile exceeds 50%.25 Hence, one may conclude again
that while behavior is definitely non-random, it is not impressingly consistent
either. It must be pointed out that the results are again heavily dependent
on the accepted rate of noise. If the requirement for consistency is lowered
to a simple majority of choices made under the same impact, the fraction of
consistent profiles jumps up to 85.0% for the allocation tasks, 89.4% for the
reciprocity tasks and 84.4% for DG, GE, PD.

Finally, the subclass DG, GE, PD reveals a specialty. Recall that for those

files, 44.4% relatively consistent profiles, and 44.4% inconsistent and relatively inconsistent
profiles. Results are for χ2-tests on homogeneity.

25Note that for the allocations tasks, the profile (1, 3, 1) is classified as inconsistent which
is not in line with the other categorization since one classification applies for a majority of
actions. However, only 3.1% of the population reveal such a profile such that the overall
picture does not drastically change if one applies a different categorization for that profile.
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games, the aggregate impact distributions are insignificantly different from
each other. However, only one third of this observation can be assigned to an
underlying consistency in behavior since the fraction of consistent profiles is
not higher than 33.8% for that subclass. The aggregate observation is thus
based on a canceling-out effect between those who switch from a low to a
high impact, and others who switch from a high to low impact, and so forth.

4.7 Type-Consistency

So far, a convincing picture regarding the consistency of behavior was neither
found with respect to the overall sample of games nor for several subclasses
of games. This section concludes the analysis by classifying individuals along
conditional cooperation in order to test the hypothesis of type-consistency.

Conditional cooperation received most attention with respect to the pub-
lic goods game, see e.g. Fischbacher et al. (2001); Frey and Meier (2004);
Gächter (2007); Kocher et al. (2008), and refers to the fact that the own
contribution is an increasing function of others’ actual or believed giving.
A relatively stable finding is that about half of all individuals are condi-
tional cooperators and roughly 20% to 30% are free-riders. For the present
experiment, conditional cooperation may matter in TG, GE, PD, and TPP.

In order to classify individuals, the definition of the relative impact costs
γΓ
i (see section 4.3) is extended to γΓ,φ

i with φ = {l, b,m} such that ”l” stands
for the least benevolent first-mover choice, ”m” for the most benevolent first-
mover choice, and ”b” for a benevolent choice. For the TPP, benevolent is
replaced by malevolent.

Definition 3 A conditional coordinator is characterized by

γΓ,l
i < γΓ,m

i (4.2)

and

∆γΓ,l
i ≥ 0 (4.3)

That is, the reaction to the most benevolent offer must be associated with
higher relative costs than the reaction to the least benevolent offer and reac-
tions must be weakly monotone in the generosity of offers.26 Unconditional

26For Γ = {TG,GE,PD, TPP} one obtains ce,Γ,li = {−, 0, 0, 0} and ce,Γ,bi =
{45, 11, 35, 15} in addition to the specified values in reaction to the most benevolent offer
in section 4.3. Note that for TG and an investment of zero, the choice set for the sec-
ond mover is empty. In GE with a wage of 30, the cost associated with the action that
minimizes the payoff difference between both players was chosen as the reference.
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behavior is present if γΓ,m
i = γΓ,b

i = γΓ,l
i respectively ∆γΓ,φ

i = 0 for all φ.27

Table 4.9 summarizes the classification.

Type TG GE PD TPP avg.

conditional
-cooperators 53.8% 43.8% 48.1% 35.0% 45.2%
unconditional
-cooperators 13.8%a 02.5%b 01.3%c 00.0% 04.4%
-defectors 15.6% 25.0% 34.4% 36.9% 28.0%
unclassified 16.9% 28.8% 16.3% 28.1% 22.5%
a joint fraction of those who offer 50% and 33%.

b 4 people strictly choosing e = 10. c 2 people choosing strictly K3.

Table 4.9: Type classifications

On average, the findings are in line with the stylized classification ob-
tained from public goods experiments. Only very few people show uncondi-
tional cooperative behavior. Therefore, the consistency analysis is restricted
to those who are either conditional cooperators or unconditional defectors.
Consistency is checked by using Kaplan-Meier estimators similar to section
4.6. Since the TPP deals with indirect, negative reciprocity instead of di-
rect, positive reciprocity, figure 4.6 plots both the weighted average survival
functions for all possible permutations (thick line) and survival functions
for all permutations given that TPP is in last position (thin line). Survival
functions are calculated conditional on being a conditional cooperator or un-
conditional defector in the first game of a sequence. Confidence bounds are
based on a 95%-interval.

If conditional cooperation or unconditional defection is a stable character
trait, then the survival functions should be relative constant and close to one.
Obviously, this is not the case. On average, 41.6% of all people who reveal
to be a conditional cooperator in one game are not a conditional cooperator
in some other game. Adding another game reduces that fraction by another
20.3% and only about a quarter (26.3%) of all players who revealed to be
conditionally cooperative in one game are indeed conditional cooperators in
general. For unconditional defectors, the survival function is almost identical
except for the smaller drop between positions 3 and 4 such that about a third
(33.5%) of all players who revealed to be unconditionally defective in one
game are indeed unconditional defectors in general.

27With the exception of incurred costs of zero, this condition is hard to satisfy due to
different scaling and limited action sets. Therefore, the table also reports fractions of those
who unconditionally choose e.g. the highest effort.
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(b) Unconditional Defectors

Figure 4.6: Type-consistency

The difference in tails is due to the relatively high fraction of uncondi-
tional defectors, and relatively low fraction of conditional cooperators, in
TPP. Note, however, that both survival functions are not significantly differ-
ent from each other. In addition, the different nature of the TPP game does
have an impact on the survival functions but for none of the functions and
no position, the impact is statistically significant.

4.8 Discussion and Conclusion

The aim of this paper was to shed new light on the consistency of other-
regarding behavior. Subject in the experiment played six different games
and their choices were categorized dependent on the strength of the deviation
from money maximization and relative to equity in payoffs. The impact of
other-regarding motives could either be low, of medium strength, or high, and
for each individual, a preference profile of the form (#low,#medium,#high)
was derived. A preference profile was defined as consistent whenever a clear
majority of choices, in difference to a simple majority, fell into the same
category. The preference profile based analysis was applied to all games in
the experiment as well as to several subclasses of games. Additionally, it
was extended by correlation and survival analysis. A survival analysis was
additionally applied to analyze the consistency of conditional cooperation
and unconditional defection.

The first result is that the data contains strong evidence in favor of the ex-
istence of social preferences as such. From more than 1100 analyzed choices,
more than 60% are non-trivial deviations from the money maximizing pre-
dictions. The correlations between choices are positive and in many cases
highly significant. Further, the consistency analysis reveals that behavior
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is definitely non-random and the result holds irrespective of whether one
looks at all decisions, only allocation tasks, only decisions related to posi-
tive reciprocity, or only at decisions in games with insignificantly different
distributions regarding the impact of other-regarding motives.

The second result is, however, that the overall support for consistency
is low. While correlations are generally positive and significant, they are of
medium strength at most. In the analysis of preference profiles, the rate of
consistent profiles drops to below 50% as soon as the requirement is set to
a clear majority of choices in the same category. While there is a positive
ceteris paribus effect on consistency rates if games become more similar, con-
vincing rates cannot be obtained. This is true even among, for example, the
trust, sequential prisoners’ dilemma, and gift-exchange game which are es-
sentially three different versions of the same decision problem. Only 40% of
the subjects make sufficiently similar choices across all three decisions. The
survival analysis reveals that the average likelihood that the same person
shows a different impact of other-regarding motives in some other randomly
selected choice is greater than 50%. Finally, the inconsistency of behavior ex-
tends into the domain of conditional cooperation or unconditional defection,
i.e. into the domain of more underlying character traits.

As they stand, the results cast heavy doubt on the possibility to capture
individual behavior by the assignment of one or two parameters scaling the
impact of specific psychological motives such as inequality aversion or reci-
procity. It is widely acknowledged that social preferences are heterogeneous
in a horizontal way, i.e. while some players do not care at all about other-
regarding motives, others do, and those who do, do so to different degrees.
The findings here add a strong vertical heterogeneity within each individual.
This is best illustrated by the comparison of the dictator, gift-exchange, and
prisoners’ dilemma game. Those three games share an identical aggregate
impact distribution but individual consistency across all three games is found
for only a third of the population.

The results are similar to those obtained in the closely related study by
Blanco et al. (2011). It has been pointed out, however, that the approach
here differs in several ways from their approach. The two crucial distinctions
are a strong focus on last mover choices and a simultaneous consideration
of all choices in difference to one-to-one comparisons across games. I have
argued that both factors can have a positive impact on measured consistency.
The former because it removes potential biases due to changing beliefs across
games, and the latter because it is somewhat more forgiving than an one-
to-one comparison because different underlying motives may cause deviating
behavior in one other game but behavior may be consistent across many
other games at the same time. Both arguments have been made on an a
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priori basis but ex post, I do not observe increased rates of consistency.
In addition, one may argue that the findings are not truly surprising given

other results, for example on inconsistencies found comparing lab versus field
settings. Levitt and List (2007) survey several articles on such comparisons
and argue that there is only weak evidence of cross-situational consistency of
behavior (p. 160). Camerer (2011), in a reply, surveys an even richer set of
studies and points out that between-situation correlations of trait-like behav-
ior are often not much larger than .30. However, he also questions whether
this is actually a low correlation and argues that there may be a practical up-
per limit on how much lab-field consistency we expect within people (both p.
32) and draws a much more positive overall conclusion regarding the experi-
mental method and the generalizability of experimental results. With respect
to a potential practical upper limit on correlations, note that this need not
transfer to laboratory environments. The set of potential exogenous factors
that influence behavior, e.g. the weather, sounds, other people around, etc.,
is much richer in a field setting compared to a lab setting. Nevertheless, the
observed correlation remain in the domain between .2 to .4 here as well.

What are the reasons? One obvious one would be that preferences are
simply not stable. This would be a dead-end argument but it is also rejected
by the data because while consistency rates are low, behavior is nevertheless
far from random. A related argument would be that preferences are, or at
least behavior is, stochastic, as in a recent approach by Oppenheimer et al.
(2011). An explanation based of stochastic behavior keeps up the possibility
to systemize and thereby understand behavior. However, such a systemiza-
tion is much more demanding compared to a situation where preferences can
be assumed to be more or less stable. It would require, for example, sort-
ing out mixed strategies and occasional but otherwise random errors, and it
would require that each individual is observed in each decision environment
several times which causes other problems (see below). Obviously, the ex-
planation put forward by Blanco et al. (2011) that behavior is guided by a
multiplicity of norms which may be uncorrelated within an individual can ex-
plain the results here as well. It has been argued that such different motives
could be restricted to cause only occasional deviation from otherwise consis-
tent behavior but as pointed out above, the deviations are not restricted to
be occasional.

In addition, the specific experimental design could be unsuitable to some
degree. In his book Lack of Character, Doris (2002) summarizes several ex-
periments conducted in psychology and points to the massive impact seem-
ingly unimportant facts like finding a dime, or simply telling people that
they are in a hurry, can have on cooperative behavior. Such obvious ma-
nipulations of the decision environments were not part of this experiment.
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There are, however, fundamental design features which could make a differ-
ence: Choices are elicited using the strategy method, players play both roles,
and they do not know their final payoff position. All three aspects are dis-
cussed in a recent article by Brandts and Charness (2011). The main topic
of the article is a comparison of results obtained under the strategy versus
the direct response method and the authors found more studies in favor of
no significant difference between both ways of eliciting choices. There are
counter examples though, especially in the domain of punishment decisions.
Punishment is more common under the direct response method and this fact
is mainly attributed to stronger emotions triggered by a hot treatment. If
anything, however, short run emotions are probably likely to increase the
variance in behavior such that in reverse, the strategy method is the more
conservative approach to study consistency. With respect to playing both
roles, a common argument is that ..., they (subjects) are likely to undertake
greater self-reflection right from the beginning, see Brosig et al. (2003) (p.
85). The experimental evidence on whether there is an effect of playing both
roles or not seems very mixed but in any case, greater self-reflection should
imply choices more in line with underlying preferences as it, again, reduces
the impact of short run emotions. Finally, Iriberri and Rey-Biel (2011) pro-
vide an example that role uncertainty makes a difference in modified dictator
games where selfish behavior is much more common if a player knows that he
will be in the dictators position. More evidence seems to be lacking. Note,
however, that role uncertainty is a common feature of all games in the exper-
iment and without any hint that role uncertainty matters in some but not
in other games, it at least yields no definite reason to assume that it has an
impact on consistency.

A more fundamental possibility is that the results are driven by issues
regarding the experimental method in general. Subjects in the experiment
face each position is each game once and although they have to answer control
questions correctly, the decision situations remain abstract and players may
lack a sound knowledge which preferences should guide their behavior in such
unfamiliar situations. This leads to the approach that preferences are ad hoc
constructed in the laboratory, see e.g. Lichtenstein and Slovic (2006); Borgloh
et al. (2010). Constructed preferences will be inconsistent if the factors that
influence the construction a diverse across games even though the outside
conditions are highly controlled. One potential factor that might affect the
construction of preferences are scrutiny or demand effects, see e.g. Levitt and
List (2007); Zizzo (2010). Demand effects occur, for example, if the subjects
in the lab try to meet whatever they believe that the experimenter wants
to observe. This will cause inconsistencies whenever the believed expected
behavior is different across games which itself could simply arise do to the
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complexity of finding out what another person believes. Another factor are
framing effects. While all decisions were framed relatively neutral and in
addition, each possible choice was listed together with the resulting payoffs,
which arguably makes things very comparable, framing effects can, of course,
not be excluded. However, Tversky and Kahneman (1987) argued more than
30 years ago that large framing effects question the rational choice approach
as an explanation of actual behavior in a fundamental way and consequently
called for a descriptive analysis of choice.

Overall, the most likely explanation for the findings is a combination of
both a multiplicity of norms together with potentially stochastic behavior
and the presence of weaknesses of the experimental method. While it has
been argued that e.g. stochastic behavior is hard to systemize, and while e.g.
framing effects can never be ruled out entirely, other driving forces behind
the results allow for further investigation. For example, the suggestion by
Blanco et al. (2011) of a multiplicity of norms which are uncorrelated within
individuals can be tested against an approach of game specific social prefer-
ences where similar motives work across different games but potentially imply
different levels of choices. Evidence in favor of this hypothesis is presented
in Schliffke (2012a). A way to reduce problems of unfamiliar situations but
also demand effects is the repeated measurement of decisions. For the do-
main of consumer goods, e.g. Hoeffler and Ariely (1999) argue that repeated
measurement is a way of obtaining more stable preferences. For social pref-
erences, the problem seems more severe though. For example, contributions
to public goods typically decline under repeated measurement but this is not
necessarily due to changed, or stabilized, preferences but can be the result
of subsequent belief updating, see Fischbacher and Gächter (2010). Mecha-
nisms that prohibit the decline in contributions, like e.g. punishing options,
cause other problems because they alter the strategic incentives. Repeated
measurement in the domain of social preferences may thus cause problems of
sorting out different effects, but if a method is suitable to sort out different
effects in a rigorous way, than it is the experimental method. One should
add that even if the experimental method causes some problems with re-
spect to measuring the consistency of behavior, this does not imply that it is
questionable, for example, with respect to the discovery of treatment effects.

Finally, and returning to the fact that the data yields weak support for
individual consistency, Schotter (2006) points out that a theory which is very
strong is also very likely to be wrong. For example, the assumption that
utility is purely dependent on monetary outcomes is very strong. The fact
that it turned out wrong in many experimental tests was one of the triggers
for the development of theories of other-regarding motives. In this case, the
strong but wrong prediction led to a great improvement in the understanding
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of behavioral patterns. However, Schotter (2006) further argues that a theory
should not only be right, it should be right for the right reason. Given
the large degree of observed vertical heterogeneity, one may doubt that the
assignment of specific psychological motives is the right explanation. Of
course, e.g. Fehr and Schmidt (2010) argue with respect to their theory
that its objective was to structure data and to obtain testable hypotheses,
i.e. not to predict individual behavior. This is in line with Schotter (2006)
who defends the rational choice approach as the only approach which yields
clear cut theoretical predictions. While the predictions may be falsified,
their failure and especially the reasons for the failure are the source of new
knowledge and thus fundamental for the progress in our understanding of
behavior.



Chapter 5

Game Specific Social
Preferences: Different Types
and a Canceling-Out Effect

5.1 Introduction

The goal of this work is to answer the question of whether or not social
preferences are likely to be game specific both at the aggregate and the
individual level. The question originates in the evolution of preferences for
reciprocity as formalized by Falk and Fischbacher (2006) in the dictator,
ultimatum and trust game. Berninghaus et al. (2007) have shown that an
infinitely large reciprocal inclination implying equal splits is stable in the
ultimatum game while money maximization evolves in the dictator game. In
contrast, Schliffke (2010) established that a medium reciprocal inclination
and neither equal splits nor money-maximization is stable in the trust game.
What remains unclear is what happens if all three games are jointly analyzed.
Since the Falk and Fischbacher (2006) model contains an extra parameter
capturing the lack of intentionality of acceptance in the dictator game, money
maximization remains to be the prediction for the dictator game. On the
other hand, both trust game returns as well as ultimatum game minimal
acceptable offers are intentional acts and with the default assumption of one
parameter scaling the impact of reciprocity, similar behavior should arise in
both games. However, if one allows reciprocity parameters to be game specific
instead, the predictions for each game studied in isolation would carry over
to the joint game-of-life. The evolutionary predictions are thus assumption
dependent and one goal of this work is to establish which assumption, a
universal parameter or game specific ones, is correct.
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The deeper motivation to tackle the question is the fact that game speci-
ficity has a great impact on the a priori possibility of cross game inference
both at the aggregate and the individual level. At the aggregate, the in-
corporation of social preference theory might help to design more efficient
contracts, it may improve charitable giving campaigns, or help to improve
tax schedules or social security systems. On the individual level, cross game
inference and the consistency of behavior is a direct issue of understanding
human behavior. Without, or with little game specificity, it seems accessi-
ble to capture human behavior reasonably well not necessarily by one, but
potentially by a few models representing some key motivational factors like
inequality aversion or reciprocity. Given that, it also seems possible to derive
relatively stable parameter distributions which can be used for accurate cross
game inference. With, and especially with high degrees of specificity, both
tasks become much more complex if not even impossible.

The evidence both with respect to aggregate inference and individual
consistency is mixed so far.1 Blanco et al. (2011), for example, study the
consistency of behavior both at the aggregate and the individual level across
several well known games as the dictator, ultimatum, public good and se-
quential prisoners’ dilemma game. While they generally find stable aggregate
outcomes, individual consistency is found for only about half of their subjects.
Andreoni and Miller (2002) and Fisman et al. (2007) obtain better results
with respect to consistency but they do not study behavior across different
games but across different versions of the same game. On the other hand,
Schliffke (2012b) studies individual consistency across six different games and
finds consistency rates similar to those by Blanco et al. (2011). Another result
pointing to low individual consistency is Camerer (2011) who surveys several
within-subject studies comparing field and laboratory behavior, i.e. different
domains, and points out that correlations become hardly larger than .3. With
respect to aggregate inference, e.g. Fehr and Schmidt (2004) and Fehr et al.
(2005, 2007) obtain predictions for three different contract games based on
a simplified parameter distribution for the Fehr and Schmidt (1999) model
of inequality aversion, which is derived from ultimatum game behavior, and
argue that these predictions fit the data quite well. However, Binmore and
Shaked (2010) heavily criticize the authors and argue that the predictions
are not at all in line with the data. As it turns out, the different views are

1In the following discussion, I focus on results either from explicit within-subject de-
signed experiments which study the consistency of behavior, or on results which make
explicit cross game predictions. There exists a quite large additional literature comparing
e.g. different motives behind behavior. For example Charness and Rabin (2002) and En-
gelmann and Strobel (2004) compare inequity and efficiency, or Falk et al. (2008), McCabe
et al. (2003) and Stanca (2010) analyze the impact of intentions.
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based on a different understanding of how close the link between theory and
behavior needs to be. Fehr and Schmidt (2010) argue that their interpre-
tation is based on the fact that average behavior is close to the prediction
of average behavior while Binmore and Shaked (2010) argue, among other
things, that the predictions are based on parameter distributions which are
not found in the data. Game specificity is potentially in line with both indi-
vidual and aggregate results and both sides in the argumentation. Specificity
can certainly cause low consistency rates.2 Therefore, it can also explain the
failure of cross game inference if the focus is on distributions of behavior. At
the same time, specificity can be in line with stable aggregate outcomes or
accurate predictions. Ideally, in the sense of reliability, aggregate stability
is the result of individual consistency but this is of course not a necessity.
Given the above, the link between individual and aggregate behavior is one
focus of this paper.

The method to search for game specificity is an across-game, within-
subject, multiple rounds experiment with information transmission. Partic-
ipants play both roles in a dictator, ultimatum and trust game. All three
games are repeated several times and appear in random order. Crucially,
players receive information regarding the past average behavior of their cur-
rent matching partner. The analysis then checks whether or not behavior
across games is significantly different from each other, whether or not prefer-
ence parameters and distributions of preference parameters are significantly
different from each other, and whether or not aggregate observations are the
result of consistent individual behavior.

The approach differs from previous works in several dimensions. It differs
from the literature on consistency (see above) by the fact that players play
multiple rounds. While the multiple rounds approach is inspired by the
background in evolutionary game theory, its main advantage is that players
receive the chance to reconsider, and potentially adapt their behavior both
with respect to own success and with respect to others’ behavior. Of course,
this kind of learning behavior is likely to be present in the real world all
the time but replicating it in the lab allows to disentangle to some degree
inconsistency from specificity. Additionally, the replication may help to sort

2Game Specificity is not the same as inconsistency though. Specificity refers to the idea
that behavior is systematically different across different games, or more generally, across
different domains. True inconsistency, on the other hand, is different from that because it
additionally removes any systematic behind differences across domains. In principle it is
thus possible to capture specificity in a (complex) model, something that is not possible
with true inconsistency. From a practical perspective, however, the differentiation is very
blurry since models trying to capture large degrees of heterogeneity become intractable
quite fast.
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out experimental effects like an experimenter demand effect, see Zizzo (2010),
or even the construction of social preferences in the lab, see Borgloh et al.
(2010) and, on both effects, Levitt and List (2007). An across-game, within-
subject design including the ultimatum and trust (and battle-of-the-sexes)
game has been analyzed by Schotter and Sopher (2004, 2006, 2007). In
their approach, games are also played for multiple rounds and there is some
information transmission. However, the focus is on intergenerational advice
and while each single player encounters all games, she does not play each
game for multiple rounds but is replaced by another player after finishing
each game and can advise the following subject on how to play the game.
Thus, the setup does not provide subjects with information regarding their
current matching partner and one of the consequences is, for example, that
trust game returns are so low on average that first movers should not trust
(which is in line with theoretical predictions from evolutionary games). Given
that players do receive individual specific information, the approach here is
also linked to experiments on the evolution in repeated games, see e.g. Dal
Bó and Fréchette (2011) for a recent work including an extensive literature
review. Crucially, however, subjects in this experiments cannot identify the
other player, for example by the subject number, but simply observe the
average past behavior of the other player. This rules out the application of
repeated game strategies like tit-for-tat, see Axelrod (1984), such that the
link to the repeated game literature is rather weak as well.

The paper proceeds as follows. Section 5.2 discusses the theoretical back-
ground with respect to Falk and Fischbacher (2006) preferences for reci-
procity and the evolutionary predictions. Section 5.3 deals with the exper-
imental design. The results are first presented with respect to choices in
section 5.4 and then in terms of preference parameters in section 5.5. Addi-
tional results with respect to signaling issues and correlations across games
and within types are presented in section 5.6. Section 5.7 discusses and
concludes.
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5.2 Theoretical Background and Predictions

5.2.1 Reciprocal utility and one-shot predictions

The work is founded in the reciprocity model by Falk and Fischbacher (2006)
who define utility by3:

ui ≡ πi(·) + ρiϕj(·)σi(·) (5.1)

i.e. as an additive connection of material rewards πi(·) and, in this case,
reciprocal utility ϕj(·)σi(·) scaled by the reciprocity parameter ρi ∈ R+. The
model is founded in psychological game theory, see Geanakoplos et al. (1989),
and all calculations of expected payoffs are based on a second-order belief
structure, i.e. both the belief by a player regarding the other players’ action
and the belief about the other players’ belief regarding the own action are
taken into account.

Whenever ρi = 0, the model collapses to the baseline assumption ui = πi.
Otherwise, reciprocal utility matters and is obtained by the interaction of the
kindness term, ϕj(·), and the reciprocation term, σi(·). The kindness term is
composed of two factors. The first factor is the difference in expected payoffs
and by definition, the other player is perceived as kind (unkind) whenever a
player expects a higher (lower) material gain compared to the other player,
i.e. equity is the reference standard to evaluate kindness. The second factor
is an evaluation of the intentionality of the other players’ expected action.
By definition, an action is perceived as intentional whenever the other player
has a true alternative. A true alternative is given when the co-player can be
more or less kind without moving from the domain of kind (unkind) actions
into the domain of unkind (kind) actions. Consequently, an action is unin-
tentional whenever such an alternative does not exist. Crucially, whenever
an action is unintentional, a second parameter kicks in which is the so called
outcome concern parameter εi ∈ [0, 1]. The outcome concern parameter is
multiplicatively connected to reciprocal utility such that any εi < 1 implies
that overall reciprocal utility is downscaled whenever the other player acts
unintentionally.4 The other term σi(·) is the reciprocation term and defined
via the comparison of the ex ante expected payoff to the other player and
the ex post payoff once player i chooses a particular action. It is thus the

3The treatment here is kept relatively short for reasons of space. The interested reader
is kindly asked to search the original sources for deeper insights.

4In more detail: the kindness term is itself a multiplicative connection defined by
ϕj ≡ ϑj∆i where ∆i is the outcome term defined over the payoff difference πi − πj and a
term ϑj capturing intentionality. If the co-player acts intentionally, one obtains ϑj = 1,
but if the action is unintentional ϑj = εi.
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impact of i choice on j’s payoff relative to expectations. Overall, player i
will obtain positive reciprocal utility either if he reacts in kind to a kind
co-player (kindness and reciprocation term positive) or if he punishes unkind
co-players (both terms negative). Whether and to which degree this extra
utility affects actual choice is then dependent on the parameters ρi and εi
and their interaction.

For the current study, the above model is applied to a dictator, an ulti-
matum, and a trust game. In the dictator game (DG), the first mover can
split a pie of size 1 by allocation some x1 to the receiver who has no choice.
Payoffs are (π1, π2) = (1 − x1, x1). In the ultimatum game (UG), the first
mover can split a pie of size 1 but the second mover can reject the offer. If
the offer is not rejected, payoffs are those of the dictator game. Otherwise,
both receive 0. In the trust game (TG), the first mover can either trust or
not trust. Not trusting ends the game and yields some default payoff for
both players (e.g. 1

3
each). If trust is shown, the second mover can reward,

in which case both players receive an equal amount which is greater than
the default payoff (e.g. 2

3
each), or he can exploit, in which case the first

mover receives zero and the second mover some payoff which is larger than
the payoffs under reward (e.g. 1). In this version of the trust game, choice
is defined as the probability to trust, p, and the probability to reward, q.
Table 5.1 summarizes the equilibrium predictions for each game of the Falk
and Fischbacher (2006) model. For the ultimatum game, the expression x∗2
is the minimal acceptable offer (MAO). For the trust game, the expressions
are those for the example payoffs provided above.

Γ 1st mover 2nd mover

DG x∗1 =

{
0 if ε1ρ1 < 1

1
2 − 1

2ε1ρ1
if ε1ρ1 ≥ 1

−

UG x∗1 = max
[
x∗2,

1
2 − 1

2ρ1

]
x∗2 =

1+3ρ2−
√

1+6ρ2+ρ22
4ρ2

TG p∗ =

{
0 if q < 1

2

min
[
1, 2q−1

ρ1(2−3q+q2)

]
if q ≥ 1

2

q∗ =

{
0 if ρ2 <

1
2

1− 1
2ρ2

if ρ2 ≥ 1
2

Table 5.1: Equilibrium behavior in DG, UG, TG (one-shot)

A close examination of each expression reveals that the outcome ap-
proaches equal splits whenever ρi →∞. This follows as equity is the reference
standard to evaluate kindness. One consequence is, for example, that ulti-
matum game first mover behavior can be guided by an own inclination to
behave reciprocally (the term containing ρ1), but whenever the second mover
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has a MAO in excess of the own inclination to offer, the first mover will match
that MAO. The outcome concern parameter εi matters in the dictator game
only. Acceptance is clearly non-intentional since the receiver simply has no
choice. Contrary, MAOs and trust game returns are intentional acts since a
player can vary both choices without necessarily moving the co-player from
the advantageous to the disadvantageous position or the other way around.
Figure 5.1 additionally illustrates the functional forms given in table 5.1 for
different parameter values.
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Figure 5.1: Equilibrium behavior illustration for DG, UG, TG

Dictator giving, ultimatum game behavior in both roles, and trust game
returns are qualitatively similar in the sense that beyond a threshold, choice
is strictly increasing in the reciprocal inclination ρi but at a diminishing rate.5

5The diminishing rate of increase follow from the formalization of the model in terms of
second-order beliefs. In equilibrium, beliefs must be correct. Then, an increased second-
order belief implies a lower expected payoff difference and thus less kindness, for example.
In addition, the possibility to surprise the recipient by actual giving in excess of the belief
is ceteris paribus lower for a higher second-order belief as well. Taken together, and with
both terms multiplicatively combined such that squared terms appear, reciprocal utility
is decreasing in the second-order belief and higher and higher ρi values are necessary for
an additional increase in choice.
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A different shape is found for trust probabilities. Here, trust is never shown if
the first mover expects a payoff which is lower than the default payoff (which
happens for q ≤ .5 in the example). Beyond the threshold, the probability is
strictly increasing in q and reaches p = 1 for q < 1. However, p is decreasing
in ρ1, respectively the q-values needed to ensures p = 1 are increasing in ρ1.

5.2.2 Assumption dependent evolutionary predictions

Given the one-shot predictions, Berninghaus et al. (2007) study the evolu-
tion of Falk and Fischbacher (2006) preferences in the dictator and ultimatum
game. The analysis follows the indirect evolutionary approach, see e.g. Güth
and Kliemt (1994), or Huck and Oechssler (1999), which assumes that each
end-node of a game is evaluated in a dual fashion. First, the potential out-
comes are subjectively evaluated by each individual who might or might not
take other than pecuniary motives into account. The subjective evaluations,
in this case guided by preferences for reciprocity, imply choices and outcomes.
Second, the outcomes determine the evolutionary fitness of specific prefer-
ences and may lead to an increase or decrease of certain preferences over time
depending on their relative fitness. A changing composition of the popula-
tion will then feedback into the subjective evaluations by the subjects such
that there is an indirect link between preferences and evolution and evolution
and preferences. Schliffke (2010) uses the same approach with the same set
of assumptions and obtains the corresponding prediction for the trust game.
Table 5.2 summarizes the predictions.

Γ parameter choice ∆ = π1 − π2

DG ρiεi → [0, 1] x1 → 0 ∆→ 1
UG ρi →∞ x1, x2 → 1

2 ∆→ 0
TG ρi → 2.5 p→ 1, q → .8 ∆→ −.2

Table 5.2: Evolutionary predictions, single games

Positive giving is never stable in the dictator game. A higher ρiεi-product
implies higher giving and accordingly lower payoffs. Additionally, since dic-
tators do not (have to) condition their behavior on the second movers’ pref-
erence parameter, there is no room for any support in favor of high ρiεi-
combinations and, thus, ρiεi goes to [0, 1] (note that xi = 0 for ρiεi ≤ 1)
and the evolutionary stable outcome is money maximization accompanied
with a maximal payoff difference in favor of the dictator. Very differently,
ρi will approach infinity in the ultimatum game implying equal split offers
and a zero payoff difference. Obviously, first mover payoffs are decreasing
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in ρi similar to the dictator game but crucially, first movers will match any
MAO (of less than half the pie) such that second mover payoffs increase in
ρi. The equilibrium prediction is then driven by the fact that the latter ef-
fect outweighs the former. Since all actions are intentional in the ultimatum
game, there is no evolutionary pressure on εi and each initial distribution
of the parameter will be stable. This is also true in the trust game, but
with respect to ρi, a yet different outcome emerges. In the trust game, a
higher ρi implies higher returns and thus lower second mover payoffs causing
downward pressure on ρi. On the other hand, it is always profitable for sec-
ond movers if first mover fully trust (p = 1) but since p is decreasing in ρi,
higher ρi values by first movers favor higher responder parameters, i.e. there
is upward pressure on ρi. In equilibrium, up and downward pressure cancel
out and a medium reciprocal inclination is stable. First movers fully trust
but the return probability is less than 1 such that the outcome is neither
characterized by money maximization, nor by equity, but in between with
some advantage for the second-movers.

All above predictions are based on an evaluation of each game in isolation.
Likely, the game-of-life, as Berninghaus et al. (2007) put it, is composed
of a more or less random sequence including all of the above games (and
others). In their paper, they additionally study a convex combination of
the ultimatum and dictator game. The result can be easily transferred to a
combination of the trust and the dictator game but as table 5.3 summarizes,
it is unclear what will happen if all three game are played at once.

Γ ρi εi

DG × UG ρi →∞ εi → 0
DG × TG ρi → 2.5 εi → [0, .4]
DG × UG × TG ρi →??? εi →???

Table 5.3: Evolutionary predictions, game-of-life

The predictions for each game studied in isolation carry over to a combi-
nation of the dictator and one other game. The reason can be simply found
in the interaction of ρi and εi. Any ρi parameter is in line with dictator offers
of zero given that εi is sufficiently low, i.e. ρi →∞ and εi → 0 imply money
maximization in the dictator game and equity in the ultimatum game at the
same time. As dictator giving is zero once εiρi ≤ 1, εi receives no pressure
to fall below .4 given that ρi = 2.5 in the trust game.

The above logic still applies with respect to the dictator game if all three
games are summarized, i.e. dictator giving must approach zero. However, the
predictions with respect to the ultimatum and trust game become assump-
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tion dependent. Clearly, if one assumes that individuals hold specific ρi, εi
parameters which are allowed to evolve independent of each other, the pre-
dictions are those summarized in table 5.2 for each game studied in isolation.
If one follows the default assumption of no specificity instead, a universal ρi
parameter must evolve.6 Which assumption is correct is of course a question
that cannot be answered on theoretical grounds.

5.3 Experimental Design

The possibility of game specific social preference parameters is analyzed with
an experiment which took place at the experimental lab of the University of
Hamburg. The experiment was programmed with z-tree, see Fischbacher
(2007), and participants were recruited via ORSEE, see Greiner (2004), from
a subject pool containing students from various disciplines. In total, there
were 3 sessions with 6 groups and 72 participants facing 90 to 96 choices
each. Sessions lasted between 100 and 110 minutes on average including
instructions. Average earnings were 18.46 Euro.

The experiment consisted of a pre-stage and a main stage. In both stages,
subjects interacted in a dictator, ultimatum, and trust game and faced both
positions of each game. In the dictator and ultimatum game, the pie size
was set to 100 ECU, decisions were possible in integer amounts, and sec-
ond movers in the ultimatum game were asked to state their MAO. In the
trust game, the first mover was endowed with 30 ECU and could sent either
0, 10, 20, or 30 ECU to the second mover. The sent amount was tripled and
the second mover could return any integer amount between zero and the
tripled amount. The returned amount was additionally doubled for the first

6If only one parameter is accepted, of course one parameter must evolve. It is less clear
though which parameter will evolve. The evolutionary predictions rely on the construc-
tion of normal form preference games where the different reciprocity parameters are the
strategies. Asymptotically stable states then correspond to symmetric and strict Nash
equilibria in the preference games. Since the equilibria are strict, the best response given
the equilibrium parameter of the other player in the preference game is unique, i.e. the
payoff function has a singleton peak. These peaks need not vanish simply because the
payoff space is reconstructed by adding another game (although they can depending on
the frequency of each game and the payoff scaling). Therefore, in a combination of the
trust and ultimatum game, each equilibrium found for each single game can also be an
equilibrium in the joint game accompanied by a third equilibrium between both reference
outcomes. Each equilibrium will then be associated with some basin of attraction around
it and which one evolves will depend on the initial condition. Clearly, however, for a given
initial condition (and frequencies, and payoffs), only one equilibrium will evolve and this
still contrast the specificity prediction.
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mover.7 Importantly, the strategy method, see Selten (1967), was applied,
i.e. trust game responders had to decide on how much to return for any
possible positive investment and without knowing the actual amount sent.8

After all participants arrived at the lab, they were informed that the
experiment consists of two parts but they did not receive any information re-
garding the content of part 2, which is the main stage. Then the instructions
of part 1 were read and players entered the pre-stage.9 During the pre-stage,
each player faced each game and each position in each game exactly once, i.e.
went through all six possible positions. The position assignment was random
but secured that each position appears in each slot equally often and each
game preceded each other game equally often. Players did not receive any
feedback on their choices during the pre-stage. They were informed that one
position of the pre-stage will be payoff relevant at the end of the experiment
but they did not receive any feedback on outcomes before finishing the main
stage as well. The pre-stage ended once all players had finished all positions.
The purpose of the pre-stage was to elicit players’ behavior unconditional on
them knowing that information transmission will matter. This information
is used later to test for possible signaling effects.

The main part of the experiment consisted of the same games as the
pre-stage but now played for multiple rounds. In each round, a player faced
each game once, but only one position in each game, i.e. three position
assignments per round. All players were separated into two groups of 12

7This setup closely matches the setup of the game used for the evolutionary prediction.
It differs from the classic setup by Berg et al. (1995) especially because the returned amount
is doubled for the first mover such that the second movers choice is efficiency enhancing.
The efficiency enhancing second mover choice is a close relation to gift-exchange games
such that results are likely to expand into this domain.

8There are two reasons to apply the strategy method. First, it allows all players to
decide at the same time which yields more decisions per subject in a given time frame.
Second, the experimental implementation of the trust game is different from the game
used for the theoretical predictions. Since subjects in the experiment can invest less than
their entire endowment, which is not possible in the game in section 5.2, they may possess
some residual endowment. This leads to different theoretical predictions for the one-
shot game which, however, have been found to be inaccurate in several pre-sessions (and
which are inaccurate here as well, see section 5.4). The differences between the theoretical
predictions vanish if the first mover invests the entire pie and with the strategy method,
a response to full investment is generated whenever a subject faces the second mover role
in the trust game. Note that in a recent meta study, Brandts and Charness (2011) report
that a majority of studies find no significant difference between the strategy and the direct
response method. An exception are games with explicit punishment options as e.g. Brosig
et al. (2003) who study a version of the trust game where the first mover can be punished
if he does not trust and where punishment is more likely if it is relatively cheap and elicited
under the direct-response method.

9The instructions for both parts are provided in the Appendix.
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and matching and position assignment was random within each group.10

Crucially, players received information about others’ behavior which was up-
dated at the end of each round. The information is provided in terms of a
matrix with a structure as displayed in table 5.4. ’DG’ refers to the dictator
game, UG1 (TG1) to ultimatum (trust) game first mover position, and UG2
(TG2) to the respective second mover position. The information for TG2 is
subdivided depending on whether the first mover sent an amount of 10, 20,
or 30 ECU. In the experiment, the different games were labeled as situation
I (DG), situation II (UG), and situation III (TG).

DG UG1 UG2 TG1 TG2-10 TG2-20 TG2-30

OWN xx.x xx.x xx.x xx.x xx.x xx.x xx.x
OTHER xx.x xx.x xx.x xx.x xx.x xx.x xx.x

Table 5.4: Information Matrix

Besides the structure given in table 5.4, players could never observe the
entire matrix. Rather, they were only shown the entries with respect to their
current game. A subject assigned to the dictator game could only observe
column DG, a player in the trust game observed the four last columns (TG1
to TG2-30), and a player in the ultimatum game the remaining columns
UG1 and UG2. The entries in the matrix were moving averages over the last
three choices by a player in the respective position. Displayed were absolute
amounts. Overall, an individual could thus observe his average past behavior
(OWN) plus the average past behavior of his current matching partner (the
OTHER player) with respect to the current situation. If it was not possible
to calculate the averages (less than three decisions), 777 was displayed. Note
that subjects could observe average behavior but they did not receive any
information on who the other player actually is. This ruled out repeated game
strategies. In difference to the pre-stage, players now received feedback on
their choices and outcomes (of both players) after each choice.

At the end of the experiment, one choice in each game (not in each posi-
tion) played in the main part was determined to be payoff relevant. Overall
earnings were the sum of earnings from the pre-stage and the main stage.
The exchange rate was 100 ECU = 10.00 Euro and there was an additional

10Friedman (1996) reports that for group sizes of ≤ 4, groups end up in the cooperative
solution of prisoners’ dilemma games much more frequently than for larger groups. This
indicates that small groups play the game more like a repeated rather than an evolutionary
game. It is unclear how this result transfers to a multiple game setting with individual
rather than mean information, but a group size of 12 appears reasonable far from the
threshold. Players were already split into groups of 12 in the pre-stage as well, but this
was done for reasons of consistency across both parts.



5.4 Results: Choices 85

minimal payment of 10 Euro. The end of the experiment in the first ses-
sion was reached close to the time limit of two hours. The other sessions
ended once the same number of rounds as in the first session was reached.11

Participants just knew that there is a stopping rule such that from their per-
spective, the experiment had an uncertain end. Players knew, however, that
the maximum lab time does not exceed two hours.

5.4 Results: Choices

The results are presented first with respect to choices and then, in section
5.5, with respect to preference parameters. Some preliminary comments are
necessary. First, while aggregated results for all choices are presented at
the beginning of the analysis, I then focus on dictator giving and ultimatum
and trust game second mover behavior, i.e. first mover choices are left aside.
First mover choices are troublesome since they are belief dependent and even
though subjects receive a good anchor to form their beliefs by the information
structure, it is not clear on how they actually form them. One could tackle
the problem by belief elicitation mechanisms but even then, choices may be
additionally affected by e.g. risk preferences. Given a question regarding the
specificity of preferences, I avoid this kind of ambiguity.

Second, while results are presented with respect to all rounds and with
respect to the 2nd half of the experiment whenever necessary, the interpre-
tation is based on 2nd half results. In the 2nd half of the experiment, round
16+, players are expected to have a well understanding of each choice and
are thus in a position to make quite conscious choices given that they have to
benchmark their behavior, and thus preferences, against past experience and
observed behavior by others. In some cases, especially where the presentation
would suffer too much, I focus on 2nd half results entirely.

Third, there exists a trust game problem which is easiest illustrated by
an example. Suppose the first mover sent 10 ECU. Then the second mover
received 30 while the first mover still possesses 20. Given that the Falk and
Fischbacher (2006) model relies on equity as the reference, any second mover
would return more than necessary to establish equity. In the limit of ρi →∞,
the return would approach 3.33 and final payoffs become 26.67 for both.
Relative to the amount sent, the return would thus approach 1

3
. However,

the aggregate relative return for an investment of 10 is 42.6%, i.e. above the
theoretical prediction, and, on the individual level, 48.6% of choices violate

11The number of rounds was 30 in sessions 1 and 2 but only 29 in session 3. The missing
round in session 3 is due to two computers, which, for some reason, shut down in round
30 such that it could not be finished.
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the prediction. Without manipulating the model, the available alternative
is to assume that players ignore the residual endowment, i.e. to use the
predictions presented table 5.1 such that the reasonable maximal amount to
return is always the received amount. An average of 43% is in line with this
but it is also likely to underestimate returns. This in turn is likely to yield
game specificity where, in fact, there is none. In order to solve the puzzle,
the discussed trust game returns are always those for an investment of 30.
In this case, there is no residual endowment and both theoretical approaches
yield the same prediction, i.e. the data is in line with theory by default. As
a sort of robustness check, I also calculated the average realized return, i.e.
for actual investment levels. For the whole data set, it is 63.66% which is
just a percentage point different to the 62.55% found for investments of 30.
The difference is far from significant (Mann-Whitney, p = .5829).

Fourth, in order to make choices comparable across games, choices are
normalized by the maximal choice predicted by theory. For the dictator
and ultimatum game with a pie size of 100, this means that each absolute
amount is divided by 50. For trust game investments, the actual amount
sent is set relative to the full endowment of 30 and for trust game returns,
the absolute return is set relative to the amount sent (30 as well, see above).
In the analysis, a choice of 1, or 100%, then corresponds to establishing or
requiring equity except for trust game investments.

Finally, tests are always two-sided and I indicate the test procedure on
the first application of a series of tests.

5.4.1 Aggregated Choice Results

To begin with, table 5.5 provides choice means, standard deviations (std.),
means of within-subject standard deviations (w-std.), and observations over
all periods as well as for the 2nd half of the experiment (round 16+).

DG UG1 UG2 TG1 TG2

all periods
mean 19.84% 70.37% 65.30% 50.62% 62.55%
std. 32.65% 25.24% 30.81% 38.60% 39.03%
w-std. 17.37% 15.23% 15.64% 30.63% 23.73%
count 1068 1068 1068 1068 1068

2nd half
mean 15.76% 72.72% 69.13% 52.27% 64.82%
std. 28.06% 24.94% 29.10% 42.67% 39.91%
w-std. 10.29% 11.75% 11.37% 27.99% 20.01%
count 528 528 528 528 528

Table 5.5: Average choices: all positions
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Dictator game behavior is clearly distinct from all other choices with av-
erages at least 30 percentage points below all other averages. This highlights
that the inclusion of a parameter capturing the non-intentionality of accep-
tance in the dictator game is indeed necessary. Ultimatum game giving is
higher compared to the average MAO but the gap of 3− 5 percentage points
is comparably small. This is in line with the theoretical predictions as well
since ultimatum game first movers may give based on an own concern for
reciprocity but should always match the MAO of the other player, which is
likely to yield a positive but comparably small gap between first and second
mover behavior. On average, trust game returns are sufficiently high to yield
a positive return on investment for first movers (which requires > 50%) but
first movers, on average, invest only half of their endowment. The latter re-
sult is probably due to the high variance and within-subject variance in the
data. In the trust game, both measures are high, and higher compared to the
other games, pointing to a) a large type heterogeneity, and b) a comparably
large likelihood for players to change their behavior. Both factors make the
displayed return averages less reliable and may thus cause relatively cautious
investment behavior.

With respect to game specificity, dictator game averages are clearly below
ultimatum and trust game second mover averages (sign tests, p < .0000 in all
cases). On the other hand, while average MAOs are higher compared to trust
game returns, the difference is neither significant for all periods (p = .3421),
nor for the 2nd half of the experiment (p = .1257).

In order to obtain an impression with respect to the evolution of behavior,
figure 5.2 plots the average choices per round. The dark solid line plots UG2
behavior, the dark dashed line UG1 behavior. The light solid line plots TG2
behavior, the light dotted line TG1 behavior. The medium colored line (at
the bottom) plots DG behavior.

The figure confirms the general impression obtained from aggregated
choice averages. In addition, it highlights that while dictator game giving
starts out at a level typical for experimental research (close to .4, i.e. 20%
of the pie), the clear discrimination against the ultimatum and trust game
evolves during the course of the experiment. On the other hand, ultimatum
game offers are lower compared to typical experimental results (averages of
.8 (40% of the pie) are not unusual), although the figure reveals a small posi-
tive time trend and later-period-outcomes are relatively close to the expected
values.12

In order to verify the results with respect to specificity, I ran several
regressions with choice in DG, UG2, and TG2 as the dependent variable,

12Time trends are more closely evaluated in section 5.6.
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Figure 5.2: Evolution of average behavior

and a constant plus dummies for DG (dum − dg) and UG2 (dum − ug) as
independent variables. Alternative specifications include the displayed own
average past behavior (own − av) and the displayed other players’ average
(oth − av) as additional independent variables.13 Table 5.6 presents the
results for a random effects specification.14 Standard errors were clustered
at the group level.

The results confirm that while there is intention-based specificity, there
is none between trust and ultimatum game behavior. Additionally, besides
the non-negligible within-subject variance in choices reported in table 5.5,
individual behavior is strongly path dependent but not independent of others’
displayed behavior as well. The relation between the coefficients own − av
and oth−av is well in line with the fundamental assumption that behavior is
preference driven in principle, but that players may reconsider their behavior
in light of others’ behavior as well.

13Players could only observe the averages for one game at a time. This allows to summa-
rize them into one variable capturing the general path dependence of individual behavior
(own− av) and capturing the general impact of others’ behavior on own non-conditional,
respectively preference based, choices (oth− av).

14Alternative model specifications included pooled OLS, pooled tobit, and fixed effects,
again with robust errors clustered at the group level. Sign and significance levels are
identical in models I and III for all specifications. In II and IV , dum−dg and const. are
significant at the 5% level under pooled OLS. In IV , additionally oth − av looses 1 level
of significance. In II and IV , const. is insignificant under tobit but signs and significance
levels for the coefficients remain unchanged.
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choice all periods 2nd half
I II III IV

const. .6239∗∗∗ .0928∗∗∗ .6455∗∗∗ .1073∗∗∗

(.0405) (.0297) (.0432) (.0274)

dum− ug .0342 .0110 .0516 −.0011
(.0339) (.0134) (.0400) (.0217)

dum− dg −.4287∗∗∗ −.0905∗∗∗ −.4880∗∗∗ −.0934∗∗∗

(.0108) (.0272) (.0219) (.0238)

own− av .7729∗∗∗ .7887∗∗∗

(.0333) (.0230)

oth− av .0934∗∗∗ .0743∗∗∗

(.0159) (.0120)

R2 .2688 .6385 .3530 .6467
χ2 1845.11∗∗∗ > 9999.9∗∗∗ 526.32∗∗∗ > 9999.9∗∗∗

n 3204 2416 1584 1584

Robust standard errors clustered at the group level in parenthesis.

∗∗∗,∗∗ ,∗ indicates significance at the 1%, 5%, and 10% level respectively.

Table 5.6: Random effects regressions: ∆ UG2, TG2, DG

5.4.2 Individual Types

The findings from the last section rely on aggregated choices. Clearly, the fact
that trust and ultimatum game second mover behavior is not different at the
aggregate does not imply that there is no specificity on the individual level. It
could be the results of a canceling out effect, such that types with specificity
in the theoretically expected direction (UG2 > TG2, expected -types) live in
a population that also contains types with unexpected specificity (TG2 >
UG2, unexpected -types). In order to separate types, I calculated the mean
choice, x̄i, together with the mean absolute deviation of the mean, madi, for
each game and each individual. Then, the pairwise relation between UG2
and TG2 is calculated such that Γ1 > Γ2 if either x̄i,1 − madi,1 > x̄i,2 or
x̄i,1 > x̄i,2 + madi,2, or both, and Γ1 = Γ2 otherwise (the equal -types).15

Table 5.7 summarizes the classification.

Very few subjects belong to the class with no game specific behavior,
the equal-types.16 The largest fraction, a slight majority of the population

15As alternatives, I used individual medians and median absolute deviations of the
median as well as individual means and standard deviations for the classification. The
resulting fractions for the 2nd-half differ by 5.5 percentage points at most and, more im-
portantly, subsequent results are very similar such that the overall obtained interpretation
is the same under both alternatives.

1614% is a dramatically low rate of consistency but to some degree, it is the consequence
of the decision to assign a type difference whenever one of the conditions presented before
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UG2 > TG2 UG2 = TG2 UG2 < TG2
expected equal unexpected

all periods 41.67% 29.17% 29.17%
2nd half 54.17% 13.89% 31.94%

Table 5.7: Types dependent on UG2 Q TG2

in the 2nd half, are expected-types but there is also about a third of sub-
jects with higher trust game returns compared to ultimatum game MAOs,
i.e. unexpected-types. Figure 5.3 summarizes the average (over individual
averages) behavior for each type in each game.
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Figure 5.3: Type dependent choice averages

If the type classifications are reasonable, the within differences across
games should be significant except for the comparison of UG2 and TG2 for
the equal-types. This is indeed the case. Dictator game giving is significantly
lower for all groups and all periods as well as for the 2nd half (sign tests,
highest p = .0039). For the expected-types, ultimatum game MAOs are
significantly larger compared to trust game returns (both p < .0000) while
for the unexpected-types, trust game returns are significantly higher (both
p < .0000). For the remaining equal-types, the difference between UG2 and
TG2 is indeed insignificant (lowest p = .3593).

Especially figure 5.3 (b) yields the impression that type differences are
mainly due to differences in trust game returns. While ultimatum game

table 5.7 is satisfied. If both means are required to lie outside the ±mad confidence bound
of the respective other mean, there are 33.3% expected-types, 23.6% unexpected-types,
and 43.1% equal-types. While a consistency rate of 43% is still low, it is in line with the
findings by Blanco et al. (2011) and Schliffke (2012b). The reason to apply the weaker
criterion for type differences is that it is sufficient to obtain clearly separated types (see
below) and that the consistency rate as such is not the focus of this work.
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MAOs are quite similar across types, trust game returns are not. The im-
pression can be validated via cross game tests. For all periods, average MAOs
are weakly different between the expected and equal-types (Mann-Whitney,
p = .0797) (besides very similar means) but neither between the expected
and unexpected-types nor between the equal and unexpected-types (lowest
p = .2063). For the 2nd half, all UG2 MAOs are insignificantly different
across types (lowest p = .1530). This is not true for trust game returns.
The difference in returns is highly significant for all periods and the 2nd half
between the expected and unexpected-types (both p < .0000). Each type is
also weakly significantly different from the equal-type in the 2nd half (highest
p = .0992). For all periods, the difference between the equal and unexpected
types is significant (p = .0003) although the one between the equal and
expected-types is not (p = .2206). In addition, dictator game giving is not
significantly different across types in the 2nd half (lowest p = .3548) but it is
for all periods and between the expected and unexpected-types (p = .0150)
and between the equal and unexpected types (p = .0248).

The type classification supports the possibility that the non-specificity
found in aggregate behavior is due to a canceling out effect. About half of
all individuals are of the expected type under specificity but almost a third
is of the reverse, unexpected type. While ultimatum and dictator game
behavior does not differ across types, the decisive element of discrimination
are trust game returns. The expected-types return 47.28% in the 2nd half
of the experiment which is just below the threshold for a zero return on
investment for first movers and does not reveal any particular disposition to
behave reciprocally. In contrast to that, the unexpected-types return 91.38%
in the 2nd half of the experiment which is close to the equity implying choice
of 100% and thus a strongly reciprocal response.

5.5 Results: Preference Parameters

In this section, I estimate ρi, εi-parameters that best fit the data. The ques-
tion is whether or not the estimates for each single game are significantly
different from the joint estimates over all choices. If this is not the case,
it would be justified to use one parameter distribution irrespective of the
specific game. Otherwise, model-based cross game inference would need to
discriminate given that the goal is to obtain relatively accurate predictions
and even if choices are very similar. Note that insignificant differences do not
necessarily follow from the non-specificity in choices since the choice func-
tions dependent on ρi, εi reported in table 5.1 are different across games, i.e.
parameters may be different while choices are not.
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The best fit is understood here as those parameter values which minimize
the residual sum of squares, i.e. those ρ, ε-values that solve

min
ρ,ε

[
1

n− 1

∑

i

∑

Γ

[
yΓ
i − ŷΓ(ρ, ε)

]2
]

(5.2)

with yΓ
i the actual and non-normalized choice averages by each individ-

ual in the respective situations Γ, and ŷΓ(ρ, ε) the choice in the respective
situation implied by a specific ρ, ε combination according to the equilibrium
solutions presented in table 5.1. Note that ρ, ε, and ŷΓ have no subscript i
as parameters are estimated for the entire sample or subgroups of it, but not
for individuals. The method was a grid search with two digit precision for
each parameter and reported standard errors are the standard deviations of
parameter estimates obtained from 1000 bootstrapped samples each. Since
ρi → ∞ for equity implying actions, I set yi = .495 if xi > .99. Further,
since there are two parameters to estimate, I always jointly estimate ultima-
tum MAOs and dictator giving (UG-model), trust game returns and dictator
giving (TG-model), and all three choices at once (FULL-model). Finally, I
focus on 2nd half results for ease of presentation.

5.5.1 Aggregate Outcomes

As a first approach, table 5.8 reports the estimated parameters that best
capture the behavior of the entire population.

Γ = {UG,DG} {TG,DG} {UG, TG,DG}
ρ̂ 1.73 1.36 1.44

(.2585) (.1330) (.1299)

ε̂ 0.69 0.88 0.83
(.1026) (.0831) (.0780)

√
rss/n .2271 .2295 .2578

n 144 144 216

Bootstrapped standard errors (1000 iterations) in parenthesis.

n is the number of fitted observations.

Table 5.8: ρ, ε-estimates, entire population, 2nd half

Comparing the UG and TG-model estimates of ρ and ε, the parameters
are different from each other but the difference is not significant (z-tests,
pρ = .2040, pε = .1498).17 Given that, also the parameters estimated for the

17The applied formula to calculate the z-test statistic is z = (ρ1−ρ2)/
√
se2

1 + se2
2 which
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FULL-model are not significantly different to each single estimate (lowest
pρ = .3174, pε = .2758) and hence, the non-specificity found in choice data
carries over to preference parameters. Additionally, while there is some loss
is precision estimating the FULL-model with all three games, the increase in
root RSS per observation of about 3 percentage points is comparably low in
relation to the overall level of variance in the data and relative to the increase
in fitted observations.

As a second approach, I seek parameter values that capture some of
the heterogeneity within the sample. The goal is a parameter distribution
that characterizes the population in terms of fractions with comparably low,
medium and high parameter values which could be applied for aggregate
cross-game predictions. Importantly, cross game predictions at the aggre-
gate do not require any within-subject consistency. Therefore, all individual
choice averages are independently sorted in ascending order before the esti-
mation. Table 5.9 summarizes the results for the population subdivided into
four quartiles (18 subjects each) with the 1st quartile the lowest averages,
the 2nd quartile the second lowest averages, and so on.18

Γ = {DG,UG} {DG,TG} {DG,UG, TG}
ρ ε ρ ε ρ ε

1st quartile 0.40 [0, 1] 0.63 [0, 1] 0.61 [0, 1]
(.0651) (.0260) (.0357)

2nd quartile 1.26 0.80 1.08 0.93 1.12 0.90
(.0574) (.0367) (.0476) (.0393) (.0432) (.0353)

3rd quartile 2.93 0.40 2.49 0.47 2.66 0.44
(.2225) (.0305) (.2625) (.0485) (.1877) (.0309)

4th quartile 39.76 0.05 24.85 0.08 33.14 0.06
(10.6802) (.0136) (6.7017) (.0208) (6.9882) (.0120)

√
rss/n .0805 .0831 .0912

n 144 144 216

Bootstrapped standard errors (1000 iterations) in parenthesis.

Table 5.9: ρ, ε-estimates, distribution, 2nd half

For all three specifications, the within differences from one quartile to

does not correct for the within-subject nature of the data. This is motivated by the fact
that the bootstrap samples were independently drawn for each game such that the boot-
strapped parameter estimates used to calculate standard errors are indeed uncorrelated.
With joint bootstrap samples, and thus some positive correlation, p-values will be lower,
i.e. some results barely insignificant would turn significant. On the other hand, whenever
significant differences are found, they are more robust given the approach chosen here.

18I also estimated a third-based division of the population. The results are qualitatively
very similar and yield the same overall conclusion.
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the other with respect to ρ are highly significant (highest p = 0.0006). The
within differences with respect to ε are highly significant (highest p = .0046)
except for the TG-model between the 1st and 2nd quartile where the difference
is weakly significant (p = .0750).

With respect to across model comparisons, the TG and FULL-model
are not significantly different (lowest p = .3898 for all parameter compar-
isons). For the UG-model, the parameters in the 3rd and 4th quartile are
not significantly different from those of the FULL and the TG-model (lowest
p = .2006). However, significant differences occur between the ρ estimates in
the 1st and 2nd quartile for both comparisons UG vs. FULL-model and UG
vs. TG-model (highest p = .0512) and between the ε estimates in the 2nd

quartile and both model comparisons (highest p = .0500).

Although there are some significant differences between the UG-model
and the FULL-model, the FULL-model is nevertheless the suitable model.
Similar to the results obtained if only one parameter is estimated for the
entire population, there is some loss in precision as the root RSS per obser-
vation increases by 11.5% compared to the average of the UG and TG-model.
However, the increase of 50% in fitted observations outweighs this effect. Ad-
ditionally, the FULL-model yields an adequate representation of behavior. It
predicts average dictator giving of 16.27% compared to actual 16.24%. It pre-
dicts an average MAO of 70.70% compared to actual 69.5%, and it predicts
TG returns of 63.27% compared to 63.01% actual returns. The average mis-
representation of choices is thus 0.5 percentage points. This is a lot higher
compared to an average misrepresentation in the UG-model which can be
calculated to be .04 percentage points, and compared to the .01 percentage
points which can be calculated for the TG-model, but nevertheless a very
close, and seemingly sufficient match.

5.5.2 Individual Types

Best fit parameters are also estimated for the two main types identified in
section 5.4.2. Figure 5.4 displays the estimated ρ, ε-parameters for ultima-
tum game MAOs and trust game returns together with bars indicating 95%-
confidence bounds for the expected (UG2 > TG2) and unexpected-types
(UG2 < TG2).19

19For the expected-types, the estimated parameters (standard errors) for ultimatum
game MAOs are ρUG = 2.09 (.4537) and εUG = 0.56 (.1207) and for trust game returns
are ρTG = 1.12 (.0962) and εTG = 1.00 (.0036). For the unexpected-types, the respective
values are ρUG = 1.52 (.2751), εUG = 0.81 (.1324), ρTG = 4.24 (1.5472) and εTG =
0.29 (.0850).
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Figure 5.4: ρ, ε-estimates, type differences, 2nd half

For both types, the relation of parameter estimates is as expected. For
the expected-types, the ρUG estimate for ultimatum game MAOs is larger
compared to the trust game return estimate, ρTG, while for the unexpected-
types, it is the other way around. Both differences are significant (z-tests,
expected-types, p = .0366, unexpected-types, p = .0836). For the expected-
types, the εUG estimate is smaller compared to the εTG estimate while for the
unexpected-types, it is, again, the other way around. Both differences are
significant (expected-types, p = .0003, unexpected-types, p = .0009). Thus,
the significant differences found in choice averages within each type carry
over to parameter estimates.

The choice analysis revealed that types are mainly differentiated with
respect to trust game return behavior while ultimatum game behavior is
similar. This can be validated for the parameter based analysis as well.
Across types, the ρUG parameters are not significantly different (p = .2846)
and neither are the associated εUG parameters (p = .1615). On the other
hand, the differences in ρTG, εTG estimates are significant across types (pρ =
.0444, pε < .0000).

Finally, the difference in types is further validated if the FULL-model is
estimated for each type. For the expected-types, the estimated parameter
values (standard errors) are ρ = 1.15 (.0606) and ε = 1 (.0277). For the
unexpected-types, the estimated parameter values are ρ = 2.56 (.3173) and
ε = 0.48 (.0643). The difference across types is highly significant for both
parameters (both p < .0000).
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5.6 Additional Results

5.6.1 Signaling

Subjects in the experiment cannot identify their matching partner which rules
out the application of repeated game strategies. Nevertheless, the informa-
tion transmission protocol can be used for signaling purposes. For example,
second movers in the ultimatum game may state higher than preference in-
duced MAOs given the belief that first movers will match those MAOs, i.e.
offer more.20 The problem is that if first movers indeed match the MAO,
then second movers do not have an incentive to revise them and play is in a
self-confirming equilibrium at a non-preference based level.

In order to check for signaling effects, the pre-stage was implemented
where subjects make exactly one choice in each decision position and do not
know that there is a second part with multiple encounters of each game and
information transmission. Figure 5.5 displays the average choices in DG,
UG2, and TG2 both for the pre-stage and over the very first decision of each
subject in the respective position in the second part of the experiment.

DG
pre first

UG2
pre first

TG2
pre first

G

0.2

0.4

0.6

0.8

1.0

mean

Figure 5.5: Signaling: pre-stage vs. first choice

There is not really a possibility to exploit signaling in the dictator game.

20Such a belief is correct in general. The rank-correlation between displayed MAOs
and ultimatum offers is .5253 and highly significant (p < .0000). Similar, the correlation
between displayed returns in the trust game (for an investment of 30) and investments is
.4438 (p < .0000). Both relations are easily verified by regression and are very robust to
model specification.



5.6 Additional Results 97

Hence, it is not surprising that no difference between the pre-stage and first
choices is found (sign-test, p = .4408). On the other hand, were signaling can
be useful, first choice averages in the main part with information transmission
are indeed higher compared to averages in the pre-stage. For the ultimatum
game, the difference of +7.67 percentage points is significant (p = .0660)
while the higher difference in trust game returns of +10.65 percentage points
is not significant (p = .1996).

For the trust game, another argument against an impact of signaling is the
overall choice average of 62.55% which is of almost exact size as the pre-stage
average of 62.18%. Even if the first-choice average is increased, and besides
that the increase is not significant, the potentially signaling induced level of
returns is not sustainable. The situation in the ultimatum game is different.
The average MAO over all rounds and choices is 65.30% and thus higher
compared to both pre-stage results (48.31%) and first choices (55.97%). A
positive time trend, however, is an argument against signaling as well. Before
the discussion of the argument, the time trend should be verified. Table
5.10 reports ols and tobit time-trend estimates. The dependent variable is
choice in the respective game and the independent variable is period. For a
more complete picture, results for all three games are displayed. Since there
are quite drastic changes especially in TG2 behavior within the first rounds
(compare figure 5.2), I eliminated rounds 1 to 5 from the analysis.21

choice DG UG2 TG2
ols tobit ols tobit ols tobit

const. .2247∗∗∗ −.0745 .5795∗∗∗ .5724∗∗∗ .5346∗∗∗ .5088∗∗∗

(.0546) (.1784) (.0630) (.0644) (.0686) (.0807)

period −.0010∗ −.0022∗∗ .0017∗∗ .0017∗∗∗ .0016∗ .0017∗∗

(.0005) (.0010) (.0006) (.0006) (.0007) (.0009)

R2 .0052 .0026 .0142 .0036 .0077 .0055
F 4.33∗ 4.82∗∗ 8.09∗∗ 8.51∗∗∗ 4.65∗ 3.90∗∗

n 888 888 888 888 888 888

Robust standard errors clustered at the group level in parenthesis. Pseudo-R2 for tobit.

∗∗∗,∗∗ ,∗ indicates significance at the 1%, 5%, and 10% level respectively.

Table 5.10: Time trend regressions

As expected from previous results, the time trend in the dictator game
is negative. The comparably small size is due to the elimination of rounds 1
to 5 where the largest drop occurs. For the trust and ultimatum game, time
trends are positive, and significant, which matches the impressions based on

21With three choices in each round, period is thus running from 16 to 90.
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figure 5.2. The fact that the trust game trend is less significant compared
to the ultimatum trend is due to the higher variance in trust game returns
(compare table 5.5).

The crucial argument with respect to signaling is the following. In princi-
ple, stating higher MAOs or higher returns can be profitable given that first
movers indeed react to the displayed averages. Ex post, the Pearson correla-
tion between ultimatum payoffs and displayed MAOs is .1582 and between
trust payoffs and displayed returns is .3758 (both p < .0000).22 However,
during the experiment, the exact relation between displayed averages and
first mover reaction is unknown to the players. Somebody with a low aver-
age has no, or very little knowledge, about investments or offers under high
averages. Given that, the benefits from an attempt to signal remain very
uncertain whereas the costs are much less uncertain. With each encounter of
a position being equally likely to be paid, the expected costs of an increased
return in the trust game are fully determined. In the ultimatum game, the
costs are less certain but, on the other hand, the consequences of rejection
are much more severe. This sort of asymmetry renders signaling relatively
unattractive on a priori ground.23 The fact that players nevertheless adapt to
higher return and MAO levels can then have two reasons. Either, players are
unhappy with the current situation, for example due to their current payoff
situation, or due to the observation of others’ play. Unhappiness, however, is
another word for suffering disutility and is thus a preference based explana-
tion directly. Or, players indeed learn that higher returns or MAOs yield a
sufficient chance for higher payoffs and then adapt to that. In the lab, where
players and strategies do not die out (at least, not in this case), true pref-
erence evolution cannot be implemented. However, the adaptation to payoff
opportunities represents the same driving forces responsible for preference
evolution in theory.

Overall, significant time trends rule out self-confirming equilibria at non
preference based levels. On top of that, time trends are either preference
based itself, or they are in line with the mechanisms of preference evolution
transferred to the lab. While this does not rule out that strategic behavior is
a better explanation for the behavior by some players, the overall influence
on results is either small, or it is non-separable from a preference based
interpretation.

22The respective rank correlations are .2837 in the ultimatum game and .3698 in the
trust game (both p < .0000).

23Note further that displayed averages are moving averages. Players thus cannot signal
their type by stating e.g. high returns on early encounters and then simply rely on that
like in the case of a monopolist signaling to be the tough type and then making monopoly
profits for many periods because no one enters.



5.6 Additional Results 99

5.6.2 Cross-Game and Within-Type Correlations

Finally, I look at the correlations across games both for the entire population
and the two main types. The analysis seeks to sort out whether the findings
of similar aggregated outcomes but different types is more likely a result of
chance or the results of game specific preferences indeed. In case of game
specific preferences, the observed correlations should be positive, significant,
and comparably strong such that the type differences are the consequence of
level differences with choices nevertheless not being relatively independent of
each other. Table 5.11 summarizes Spearman correlations across all choices
based on individual averages in the 2nd half of the experiment.

DG UG1 UG2 TG1 TG2

DG − − − − −
UG1 .3190∗∗∗ − − − −
UG2 .0904 .6320∗∗∗ − − −
TG1 .2668∗∗ .3269∗∗∗ .4136∗∗∗ − −
TG2 .2163∗ .3607∗∗∗ .5170∗∗∗ .5286∗∗∗ −
∗∗∗,∗∗ ,∗significance at 1%, 5%, and 10%.

Table 5.11: Spearman correlations

The lowest correlations and weakest in terms of significance are found
between the dictator game and ultimatum game MAOs (in fact insignificant,
p = .4502) and the dictator game and trust game returns (10%-level, p =
.0680). To some extent, this is expected since dictator giving in the 2nd half
is very low in general with no type differences either. On the other hand,
both dictator correlations to first mover choices are significant at least on the
5%-level, although of comparably low size either. A potential explanation for
this may be found in a recent result by Brook et al. (2012) who establish a
significant predictive power of giving in a standard dictator game for giving
in risky environments and, first mover choices clearly entail some risk. This
effect may also explain a significant correlation between trust and ultimatum
game first mover choices.24

24The focus here is on second mover and dictator game correlations such that I discuss
the remaining first-mover correlations only briefly. High correlations between first and
second mover choices are often explained by a consensus effect, see Mullen et al. (1985)
and Dawes (1989), i.e. players extrapolate from their own type to others. However, with
information transmission this may be much less a good explanation. Rather, another
effect known as the positive self-image effect may be the driving force, see e.g. Farwell
and Weiner (1996), or Singh et al. (1998). Under this effect, people want to maintain a
positive self-image which seems arguably hard, for example, if someone frequently gives
less than he himself expects. Given that trust game returns and ultimatum game MAOs
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Besides the weak or insignificant correlation of dictator giving and second
mover choices in TG and UG, the correlation between ultimatum game MAOs
and trust game returns is of medium size and highly significant (p < .0000).25

The results becomes even more clear if one separates both main types identi-
fied in section 5.4.2. Figure 5.6 plots all individual data pairs for the expected
types, i.e. those with higher average MAOs than trust game returns (dark,
round), and the unexpected types where it is the other way around (light,
squared).
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Figure 5.6: UG2 and TG2 correlations within types

For the expected types alone, the correlation between UG2 and TG2 is
as high as .7691 (p < .0000) and for the unexpected types it is .7182 (p =
.0001).26 For both types there is thus strong evidence that the main difference
between both choices is a level difference but beyond that, the two choices
are well connected. The fact that the overall correlation is smaller by more
than .2 is again a canceling out effect as it is present between average choices.

are strongly correlated, this may also explain cross game correlations between first and
second mover choices which are positive and significant (UG1 and TG2, and TG1 and
UG2). Likely, the effect will be weaker but so are the correlations.

25The high correlation here stands in sharp contrast to the correlation between ultima-
tum game responses and sequential prisoners’ dilemma game responses found by Blanco
et al. (2011) of .19 (insignificant) and between UG responses and trust game returns found
by Schliffke (2012b) of .12 (insignificant). Potentially, the difference is due to the different
experimental design and especially the repetition of play. In the pre-stage of this exper-
iment, the correlation between UG2 and TG2 is .3006 (p = .0103) which is larger and
significant, but much closer to the reference values than .52.

26In addition, the correlation between DG and UG2 is .0246 (p = .8821) for the expected
and .0367 (p = .8680) for the unexpected types. The correlation between DG and TG2 is
.1613 (p = .3265) for the expected and .0164 (p = .9406) for the unexpected types.
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5.7 Discussion and Summary

The aim of this work was to answer the question of whether or not social
preferences are game specific both at the aggregate and the individual level.
The answer turns out to depend heavily on the viewpoint. Dictator game
behavior has been found to be clearly different compared to trust and ul-
timatum game behavior both at the aggregate and at the individual level.
While giving starts out at levels typical for experimental research (close to
20% giving), it declines to less than 10% giving during the course of the ex-
periment and is, if at all, very weakly correlated to ultimatum game MAOs
and trust game returns. Additionally, there is no difference in dictator game
behavior across the different types of players identified in the paper. This
result is very much in line with the theoretical background which assumes a
discount on giving due to the lack of intentionality behind acceptance in the
dictator game and which predicts a decline of giving over time.

The crucial distinction with respect to specificity is the one between ul-
timatum game MAOs and trust game returns as both are fully intentional
choices. Here, a clear distinction between the aggregate and the individual
level is found. On aggregate, there are no differences in choices across both
games. Trust game returns start out at higher levels compared to MAOs
but drop initially and after round 5 (of 30) of the experiment, both choices
evolve more or less parallel with slightly, but insignificantly higher MAOs.
The non-specificity carries over to the estimation of Falk and Fischbacher
(2006) parameters for reciprocity which best fit the data. Especially, the
between-subject heterogeneity in the population is captured by a distribu-
tion of preference parameters and those parameters obtained for the full
model including all three games are, in general, not significantly different
from those parameters obtained if the trust and ultimatum game are inde-
pendently fitted together with the dictator game. In addition, the jointly
estimated parameters of the full model predict choices in each single game
very well with an average difference between predicted and observed averages
of .5 percentage points.

On the individual level, however, specificity is indeed found and the ag-
gregate outcome is the result of a canceling-out effect between two distinct
types. The type distinction is based on the relation of ultimatum game MAOs
and trust game returns. The evolutionary background suggest that MAOs
should approach half the pie under specificity while trust game returns need
to ensure a positive return on investment for first movers but need not ap-
proach equity implying actions. The expected relation is thus that MAOs
are larger than returns and for a slight majority in the population (54%),
such a relation is indeed found. However, a third of individuals are of the
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reverse type with returns non-trivially higher than MAOs. The distinctive
element between types are trust game returns. MAOs are not significantly
different across types both with respect to choices and preference parame-
ters. However, while the expected types with higher MAOs reveal no specific
inclination to behave reciprocal in the trust game - on average, they just
miss the threshold for a positive first mover return on investment - the unex-
pected reverse types behave strongly reciprocal with an average return close
to the equity implying return. Quite crucially, the within-type correlation
between MAOs and returns is greater than .7 for both types. I take this as
evidence in favor of a preference based explanation in the sense that game
specificity implies level differences across games, but the different domains
are nevertheless evaluated on a common ground - like a specific utility model
- and thus not independent of each other.

The results have two direct consequences. The non-specificity found at
the aggregate suggests that cross game inference may well be possible. How-
ever, the individual level specificity strongly questions the robustness of any
inference. While aggregate stability would follow from individual consistency,
the reverse does not hold and the canceling-out effect that drives aggregated
non-specificity here need not prevail under other circumstances, or with dif-
ferent populations. For example, even for a given population with known
behavior under a specific incentive scheme, e.g. an exchange orientated with
effort, consideration, and control, one may not be able to make any inference
with respect to a change in the incentive scheme, e.g. towards a trust based
scheme. Picking up the debate between Binmore and Shaked (2010) (BS)
and Fehr and Schmidt (2010) (FS) mentioned in the introduction, the aggre-
gated outcomes here support the FS view that aggregate inference can yield
predictions which are true on aggregate. But the results support also BS
who point out that the predictions are based on a distribution of preferences
which is simply not found in the predicted games. This difference is likely
to become particularly relevant once specific mechanisms target at specific
subgroups of a population.

The second consequence is that game specificity offers an explanation, for
recent results on the inconsistency of social preferences. Blanco et al. (2011),
who find individual consistency for, on average, half of their subjects com-
paring dictator, ultimatum, public goods and sequential prisoners’ dilemma
decisions, argue that the low levels of consistency are probably due to a mul-
tiplicity of social norms, that different situations trigger different norms, and
that different motives may be weakly correlated within each subject. They
continue stating: We would hence expect a model calibrated on decisions in
one type of game to yield reliable predictions only within the class of games
where the same motives dominate. Since this is difficult to know ex-ante,
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deriving predictions for new games appears to be problematic. (p. 334). The
results here, with types clearly distinct along their (reciprocal) reactions in
the trust game, yield direct evidence for different games triggering different
motives on the level of the individual. For a majority of players in this ex-
periment (either 86% or 57% dependent on the strictness of the definition
of a difference), behavior in one game is a bad predictor for behavior in the
other game. However, the results here are not based on the possibility that
different motives are only weakly correlated within individuals. Contrary
to that, I found a comparably strong correlation between MAOs and trust
game returns and, within each type, truly strong ones. This suggests that
inconsistency is not the result of motives which are relatively independent of
each other, but the consequence of related motives which nevertheless trigger
different levels of behavior across games.

The results need to be put into perspective both with respect to the ques-
tion of whether or not the specificity found is expected given the selected
games and with respect to the specific experimental method. The ultima-
tum game as an abstract representation of bargaining situations is clearly
distinct from the trust game capturing reciprocity and constituting a social
dilemma situation. A crucial difference is, for example, that the responder in
the ultimatum game is in the disadvantageous position but the returnee in
the trust game is in the advantageous position. This implies that e.g. differ-
ent parameters are used to capture behavior if the Fehr and Schmidt (1999)
model is applied. It also implies that the ultimatum game responder choice
is an act of negative reciprocity while the trust game returnee choice is an act
of positive reciprocity. Differences between positive and negative reciprocity
have been incorporated theoretically by e.g. Charness and Rabin (2002)
(with an extra parameter for misbehavior). Experimental comparisons of
both are provided for example by Pereira et al. (2006) and Al-Ubaydli et al.
(2010) who test positive and negative reciprocity in different adaptations
of the gift-exchange game. Both studies find that both positive and neg-
ative reciprocity are present in their samples but while the former report
higher fractions of negative reciprocal acts given an environment that favors
negative reciprocity, the latter report higher fractions of positive reciprocity
if the environment favors positive reciprocity (both appears very natural).
However, in the baseline treatment of Al-Ubaydli et al. (2010) which does
not favor one of both possible traits, positive and negative reciprocal acts
appear in similar frequencies which is at least qualitatively in line with the
aggregate findings here. On the other hand, Dohmen et al. (2009) report
questionnaire evidence for a representative sample of 20.000 German citizens
and find a) negative reciprocity to be more dispersed than positive reciprocity
and b) a literally tiny .01 albeit 5%-level significant correlation between the
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two which stands in sharp contrast to the results here. Overall, and besides
mixed experimental and empirical results, there are thus potentially good
reasons to expect specificity which relativizes the actual finding of individ-
ual level specificity. On the one hand, however, the non-separation of both
games was causal for the recent debate between FS and BS and plays a major
role in recent findings on inconsistencies as well, i.e. a clear separation does
not appear as the current consensus for applications. On the other hand, to
the best of my knowledge, this is the first investigation into game specificity
using this specific experimental design. The goal was therefore to establish
some benchmark results and for this purpose, the use of well-known games
with clearly distinct predictions under specificity seems justified.

An absolutely crucial question is whether the design is useful for the anal-
ysis of social preferences at all. A typical experiment investigating questions
related to social preferences has a clear cut money maximizing prediction
and properly set pecuniary incentives such that deviations from the money
maximizing predictions call for the existence of other than purely selfish and
money orientated preferences. This is not true in this experiment since strate-
gic considerations and the use of signaling cannot be ruled out on a priori
ground. The crucial argument in favor of a preference based interpretation is
that while signaling can motivate some deviations from the money maximiz-
ing predictions of the one-shot games, it does not imply any specific levels of
returns or MAOs. Both returns and MAOs exhibit significant positive trends
over time which rules out self-confirming equilibria at non preference based
levels. In addition, the time trends either have a preference based cause
directly, or they are based in the adaptation to payoff opportunities which
amounts to an explanation at least non-separable from the assumptions of
preference evolution.

Assuming that the design is suitable for the measurement of preferences,
it has a clear advantage. Subjects encounter each position multiple times and
are thus very familiar with each game and the consequences of their behavior
in later rounds. The expectation is thus that choices in later rounds are made
much more conscious and are much less affected by potential misunderstand-
ing, simple errors, or experimental effects. These are common arguments in
favor of looking at later period results. The information transmission protocol
and the possibility to condition on information prevents, however, that e.g.
cooperation breaks down which is otherwise expected for theoretical reasons,
see Güth and Kliemt (1994, 1998), but also very common and best estab-
lished experimentally for public goods games where contributions strongly
decline if the game is played for multiple rounds. As discussed above, the
information transmission protocol introduces strategic considerations which
question a preference based explanation to some degree. It is clear, however,
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that no information transmission does not generate unbiased preference based
results either. For example, Fischbacher and Gächter (2010) show how the
decline in contributions to a public good can be explained by the interaction
of beliefs, contributions, updated beliefs, contributions, and so on, because
the belief updating mechanism and contributions imply outcomes frequently
worse than the current belief such that a downward belief updating process
sets in which drives contribution close to the money maximizing prediction.
Contrary, classically Fehr and Gächter (2000), or recently Khadjavi et al.
(2012) obtain stable contributions given individual type information and the
option to punish players. Punishment options set strategic incentives as well
but they also help to stabilize, this is an assumption, preference induced
levels of cooperation which would otherwise not be stable. Overall, there is
thus a trade-off. Either one uses data from one-shot encounters which may
be biased due to inexperience or experimental effects, or one used data from
repeated measurements where necessarily other considerations like strategic
considerations or belief updating mechanisms matter and may cause other
biases.

There is further work to do. As pointed out, the individual specificity
found here may not be surprising given the truly different games such that
an exploration of specificity across other games appears necessary. As ar-
gued, the canceling-out effect on the aggregate need not be robust given
individual specificity but more evidence seems desirable with respect to the
a priori possibility of stable cross game inference. Finally, while I do believe
to have good reasons for a preference based interpretation, more effort to
sort out strategic effects and preference based explanations, and potentially
experiments designed for that particular task, are needed.
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Appendix A

Would You Trust Yourself? -
On the Long Run Stability of
Reciprocal Trust

A.1 Proof of Proposition 1

Let q denote the probability that trust is rewarded: q′ is the first-movers
belief about q and q′′ is the second-movers belief about q′. In decision node n
of player 2, player one has chosen to trust with probability 1. The expected
payoff for player 2 is π2(·) = q′′r + 1 − q′′. The expected payoff for player 1
is π1(·) = q′′r such that ϕ1(·) = 1 − q′′. If player 2 chooses to reward, the
payoff for player 1 is r such that σ2(·)q=1 = (1− q′′)r. If player 2 chooses to
exploit, then σ2(·)q=0 = −q′′r. Overall utilities are

u2(·)q=1 = r + ρ2(1− q′′)2r

u2(·)q=0 = 1− ρ2(1− q′′)q′′r

Setting both expressions equal, one obtains a critical value q′′crit = 1 − 1−r
ρ2r

.
Exploitation yields a larger utility than rewarding whenever q′′ > q′′crit in
which case consistency of beliefs requires q′′ = 0. Thus, exploitation is ra-
tional whenever ρ2 <

1−r
r

. If q′′ < q′′crit, player 2 would reward for sure and
consistency of beliefs would require q′′ = 1. This would require that r−1 > 0
which is impossible since 1 > r. Finally, if q′′ = q′′crit, player 2 is indifferent
between reward and exploitation and in equilibrium q = q′′ = q′′crit. This
case applies for ρ2 ≥ 1−r

r
. Note that q = 0 if ρ2 = 1−r

r
. Summarizing yields

expression (2.1) in Proposition 1.1

1Player 2 perceives 1’s action as fully intentional. First, player 2 is in the advantageous
position since π2(·) > π1(·). The alternative payoff for 2 is s which is strictly less than
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To analyse first-mover behavior, note that the acceptance probability is
q∗. The expected material reward for player 1 is either s or q∗r. Let p
denote the probability that player 1 chooses to trust; p′ is the belief by
2 about p and p′′ is the belief held by 1 on p′. The expected payoff for
player 1 is π1(·) = p′′q∗r + (1 − p′′)s. The expected payoff for player 2
is π2(·) = p′′(q∗r + 1 − q∗) + (1 − p′′)s such that ϕ2(·) = −p′′(1 − q∗). If 1
chooses not to trust, 2 simply gets s such that σ1(·)p=0 = −p′′(q∗r−s+1−q∗).
Further, if 1 chooses to trust, then σ1(·)p=1 = (1−p′′)(q∗r−s+1−q∗). Overall
utility sums up to

u1(·)p=1 = q∗r − ρ1p
′′(1− p′′)(1− q∗)(q∗r − s+ 1− q∗)

u1(·)p=0 = s+ ρ1(p′′)2(1− q∗)(q∗r − s+ 1− q∗)

Setting both equations equal yields p′′crit = q∗r−s
ρ1(1−q∗)(q∗r−s+1−q∗)

. If p′′ > p′′crit,
then the rational choice is not to trust which implies p = 0 in equilibrium.
This is the case if q∗ < s

r
. If p′′ < p′′crit, trust is rational such that p = 1

in equilibrium. Solving 1 < p′′crit for q∗ yields a rather nasty square root
expression with no intuition. Note, however, that if p′′ = p′′crit, then, in
equilibrium, p = p′′ = p′′crit such that p∗ = min {1, p′′crit} whenever q∗ > s

r
. If

q∗ = s
r
, then p′′crit = 0 which is associated with no trust. Summarizing yields

expression (2.2) in Proposition 1.2

any mixing over r > s and 1 > s such that 1 is kind and could have been less kind. This
corresponds to case (a) of the Ω-function in the Appendix to Falk and Fischbacher (2006).

2Player 1 will always consider player 2’s behavior as fully intentional. First note that if
p′′ = 0, then player 1 does not expect 2 to move and it does not matter whether he is kind
or unkind. If p′′ > 0, note that 2 is in the advantageous position for any q′ > 0 such that
1 judges him as unkind. However, player 2 could play q = 1 which would be less unkind
but still does not move 2 in the disadvantageous position because both players would then
receive an equal split of r. Thus, 2 is unkind and has a true alternative to be less unkind.
This corresponds to case (c) of the Ω-function in the Appendix of Falk and Fischbacher
(2006).



Appendix B

The Co-Evolution of
Reciprocity-Based Wage Offers
and Effort Choices

B.1 Functional Expressions

If ρE = 0, then

w̃(α, 0, ρ2) =
−4α2 − 4αρW + 3ρ2

W

8αρ2
W

(B.1)

If ρE > 0, then

w̃(α, ρE, ρW ) =
3

16α
+

3
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+
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4ρ2
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+
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Appendix C

Inconsistent People? An
Experiment on the Impact of
Social Preferences Across
Games

C.1 Instructions

Experimental Instructions

Welcome and thank you for showing up. You will now participate in an
experiment on decision making. Since the experiment has now begun, we
ask you to stop communicating and to turn off your mobile phones. If you
have questions, either now or during the experiment, please raise your hand.

Please follow the instructions of the experimental team at all times. If you
do not follow the instructions or disrupt the experiment in any other kind,
we can ask you to leave and you will receive no payment.

General Course of the Experiment

First, we would like to explain the envelope that you chose. The envelope
contains three sheets. One is a copy of these general instructions. On the
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second you find a password and a personal id-code. You need the password
to log on to the system. Following a welcome screen, you are asked to type
in your id-code. Your id-code is saved together with your decisions and is
very important to determine your earnings. The third sheet will serve as a
receipt for your earnings. Please do not write your id-code on the receipt
and do not write your name on the sheet with the id-code.

You will encounter 6 different decision situations during the experiment. 5
of the 6 decision situations require choices in two different positions, that
is, you will have to make decisions in 11 situations. Some of the situations
require up to three decisions given three possible actions of the other person.
The total number of decisions is 18.

The decision situations will appear one after the other on your screen. In
principle, each situation is composed of a description, 2 control questions, a
position assignment and your choice. The first screen contains the description
and the control questions. You have to answer the control questions correctly
in order to proceed. If an answer to a control question is wrong, another
screen will appear containing a hint toward answering the questions. If you
need further advice, please raise your hand and we will help you. Some
later decisions will not contain control questions given that the situation has
been finished in one position already. Upon answering the control questions
correctly, you will encounter a second screen. It repeats the description of
the situation and you will be informed in which position you are asked to
make your choice. All possible choices are listed and you have to mark the
box next to your choice. Please note that answers may be unsorted. Once all
decision situations are finished, some questions regarding your age, gender,
etc. follow as well as some statements which you can approve more or less.

Some decision situations are similar, but they are all different. Please read
the instructions carefully. You will encounter each situations exactly once
in each position, that is, 5 of the 6 situations appear twice but once you
have to decide in one position and then in the other. Your answers have no
influence on the number of decisions. Further, your answers do not affect
the possible answers in other situations, i.e. all choices are independent of
each other. In addition to that, the descriptions of each decision situation are
complete. That is, the descriptions contain all relevant information. Also, the
information provided here is complete. Neither during the experiment, nor
later, you will encounter new information nor will be asked to do something
different. We do not cheat on you.



C.1 Instructions 115

Payment

Once all participants have finished the experiment, your payments will be
determined in a four step process. In step one, all participants are matched in
pairs, that is you and one other person will be a pair. You will not know who
the other person is. In step two, each pair gets assigned to exactly one game
relevant for payment. In step three, positions in that game are assigned. In
step four, your and the other persons’ payoff is determined given your choice
and the other persons’ choice in the respective game. Payments are recorded
together with the id-codes and transferred to the payment office. Please note

• At the end of the experiment, exactly one of your decisions is relevant
for payment. It is not clear yet, which one it will be.

• Upon payment you can receive the information which game was as-
signed to you, which position you were in and how your payoff realized.
Nevertheless, you will not get to know the other person in your pair
and that person does not get to know you.

• The payment will be done by a different person at a separate office.
There you will have to turn in the sheet with your id-code and the
receipt. Since your id-code and name are separated, it is not possible
to match your name with your choices.

Since you have shown-up on time, you will receive a guaranteed payment of 5
Euros. You can earn up to 15 additional Euros during the experiment. That
is, your minimal payment is 5, your maximal payment is 20 Euros. Your
payment depends on your choices and/or on the choices of the other person
in your pair. In the decision situations, the word ”tokens” is used rather than
Euros. The exchange rate is 100 token = 10 Euro. If, for example, you and
the other person each earn 50 tokens during the experiment, then each of
you will receive 5 Euros for showing up plus 5 Euros experimental earnings,
that is, each person will receive a total of 10 Euros.

Finally, if you finish the decision situations before all others, please remain at
you seat and be calm. We will inform you once all participants have finished
the decision situations. The calculation of payoffs and documentation will
take about 5 minutes. Afterwards we will ask you to head to the payment
office.

Please open the envelopes and start with the decision tasks. Thank You.
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C.2 Decision Situations

Dictator Game

There are two persons A and B. Person A is asked to allocate 100 tokens
between himself and person B. Person B is not making a decision, i.e. person
B simply receives the amount person A allocates to her.

Decision: You are in position A, i.e. person A. Which allocation do you
choose?

−−− Person B: 0 token, You: 100 token

−−− Person B: 10 token, You: 90 token

. . .

Ultimatum Game

There are two persons A and B. Person A is asked to allocate 100 tokens
between himself and person B. Person B has to decide whether to accept or
reject the allocation. If person B accepts the proposal, person A and B each
receive the proposed amount. If person B rejects the proposed allocation,
each person gets 0 token.

Person B has to state the minimal amount that must be allocated to her for
acceptance. If A allocates exactly the amount which B states as minimal,
the proposal is reckoned as accepted.

Decision: You are person A. Which allocation do you propose?

−−− Person B: 0 token, You: 100 token

−−− Person B: 10 token, You: 90 token

. . .

or

Decision: You are person B. What is the minimal amount that person A
needs to allocate to you in order for you to accept the allocation.

−−− 0 token

−−− 5 token

. . .

−−− 50 token
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Trust Game

There are two persons A and B. Person A has 50 tokens. Person A can send
either 0, 30, or 50 tokens to person B. The amount sent by person A is triplet.
Person B has to decide on how to allocate the triplet sum between person A
and herself, person B.

Decision 1: You are person B. If person A sends 30 tokens, you can allocate
90 tokens between yourself and person A. Which allocations do you choose?

−−− Person A: 0 token, You: 90 token

−−− Person A: 10 token, You: 80 token
. . .

−−− Person A: 45 token, You: 45 token
. . .

Decision 2: You are person B. If person A sends 50 tokens, you can allocate
150 tokens between yourself and person A. Which allocations do you choose?

−−− Person A: 0 token, You: 150 token

−−− Person A: 10 token, You: 140 token
. . .

−−− Person A: 75 token, You: 75 token
. . .

Gift-Exchange Game

There are two persons A and B. Person A and B each have 50 tokens. Person
A can pay an amount w of either 0, 30, or 50 tokens to person B. Person
B receives the money and then decides among a total of 10 alternatives e.
The greater the alternative person B picks, the greater the final payment for
person A. On the other hand, the payment for person B is reduced depending
on the alternative chosen. The following table provides an overview on the
alternatives available to person B and the associated costs c(e).

e 1 2 3 4 5 6 7 8 9 10

c(e) 0 2 4 6 8 11 14 17 21 25

Final payments are calculated as follows. For person A, the final payment is
50− w + 7, 5e and for person B the final payment is 50 + w − c(e).
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Decision 1: You are person B. Person A paid an amount of 0 token. Which
e do you choose?

−−− e = 1, Person A: 57,5 token, You: 50 token

−−− e = 2, Person A: 65,0 token, You: 48 token

. . .

Decision 2: You are person B. Person A paid an amount of 30 token. Which
e do you choose?

−−− e = 1, Person A: 27,5 token, You: 80 token

−−− e = 2, Person A: 35,0 token, You: 78 token

. . .

Decision 3: You are person B. Person A paid an amount of 50 token. Which
e do you choose?

−−− e = 1, Person A: 7,5 token, You: 100 token

−−− e = 2, Person A: 15,0 token, You: 98 token

. . .

Prisoners’ Dilemma Game

There are two persons A and B. Each person has to decide between three
alternatives K1, K2, K3. Person A decides first. Person B observes the
decision by person A and then decides. The following table summarizes the
payoffs for person A and B for each possible combination of alternatives.
The first entry in brackets is the payment for person A, the second entry is
the payment for person B.

Player B
K1 K2 K3

K1 (25,25) (85,15) (150,0)
Player A K2 (15,85) (50,50) (125,25)

K3 (0,150) (25,125) (75,75)

Decision 1: You are person B. Which alternative do you choose if person
A has chosen K1?

−−− K1, Person A: 25 token, You: 25 token

−−− K2, Person A: 85 token, You: 15 token

−−− K3, Person A: 150 token, You: 0 token
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Decision 2: You are person B. Which alternative do you choose if person
A has chosen K2?

−−− K1, Person A: 15 token, You: 85 token
. . .

Decision 3: You are person B. Which alternative do you choose if person
A has chosen K3?

−−− K1, Person A: 25 token, You: 25 token
. . .

Third Party Punishment Game

There are three persons A, B, and C. Person A has 100 token and is asked
to split that amount between himself and person B. Person A can either
allocate 0, 20, or 50 tokens to person B. Person B makes no decision and
receives exactly the amount allocated to her by person A. Person C has 50
tokens and observes the allocation by person A. Then person C can decide
to assign deduction points to person A. Each deduction point reduces the
payment for person C by 1 token but reduces the payment for person A by
3 token. The minimal final payment for person A is 0 token.

Decision 1: You are person C. Person A allocated 0 token to person B. How
many deduction points do you assign to person A? −−− 0 deduction points,
payments: A=100, B=0, You=50 token

−−− 5 deduction points, payments: A=85, B=0, You=45 token
. . .

−−− 35 deduction points, payments: A=0, B=0, You=15 token

Decision 2: You are person C. Person A allocated 20 token to person B.
How many deduction points do you assign to person A? −−− 0 deduction
points, payments: A=80, B=20, You=50 token

−−− 5 deduction points, payments: A=65, B=20, You=45 token
. . .

−−− 30 deduction points, payments: A=0, B=20, You=20 token

Decision 3: You are person C. Person A allocated 50 token to person B.
How many deduction points do you assign to person A? −−− 0 deduction
points, payments: A=50, B=50, You=50 token

−−− 5 deduction points, payments: A=35, B=50, You=45 token
. . .

−−− 35 deduction points, payments: A=0, B=50, You=30 token
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Appendix D

Game Specific Social
Preferences: Different Types
and a Canceling-Out Effect

D.1 Instructions

Experimental Instructions

Welcome to the experimental lab and thank you for showing up. You will
now participate in an economic experiment and, dependent on your decisions
and/or dependent on the decisions of the other participants, you can earn a
non-negligible amount of money.

Please switch off your mobile phones and do not communicate during the
experiment. If you have any questions, please raise your hand through the
curtain. We will help you individually. Please obey the instructions by the
experimental team at all times. Any violation of the instructions or any other
disruption of the experiment will cause your exclusion from the experiment
and the exclusion from all payments.

General Course of the Experiment

This experiment consists of two parts. Both parts are independent of each
other. Especially, your earnings from part 1 and part 2 are independent of
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each other. The instructions for part 2 will be read once part 1 is finished.
At the end of part 2, we will further ask you a couple of questions regarding
your age, gender, subject of study, etc.

In part 1 of the experiment, you will face 3 different decision situations. In
each decision situation, two people interact. Each person will be allocated
to one of two positions. There is a total of 3 × 2 = 6 positions. In part 1,
you will face each position exactly once.

The respective situation, your position in this situation, and your decision
options will be displayed at your computer screen. Once all participants made
their decisions, the next position assignment follows until all participants
have finished all positions.

All attendees are split into two groups with 12 participants each. In each
position, you will encounter another person of your group. That means,
you will never interact with the same person twice. You will encounter each
decision situation twice, since each situation consists of two positions, but the
respective other person will not be the same. Given the above restrictions,
your actual matching partner is randomly selected by the computer.

All your decisions stay anonymous. You will not get to know your matching
partners and they will not know who you are. Further, all matchings’ remain
secret at all later times, especially in part 2 of the experiment.

Payment

All situations deal with the assignment of money amounts. All amounts
are measures in so called ECU (Experimental Currency Unit). The rate of
exchange is 100 ECU = 10EURO.

At the end of part 1, one person will be asked to randomly choose one
out of six cards containing the numbers from 1 to 6. The selected number
determines which of the six position assignments is relevant for payment. If,
for example, the 1 is selected, your choice in the first position assignment
is relevant for payment. If 3 is selected, then the third position assignment
is relevant, and so on. For each person, the payment is then calculated
dependent on the specific position and dependent on the own decision, the
other persons’ decision, or on both decisions.

The actual payment will take place at the end of part 2. Beforehand, you
will not receive any information regarding your earnings in part 1. Your final
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payment will be the sum of earnings in part 1 and part 2. Again, note that
the payment for each part is independent of the respective other part of the
experiment. Especially, you cannot lose your earnings from part 1 in part 2.

The payment at the end of the experiment is not done by a member of the
experimental team. Rather, a laboratory staff member will receive a list with
your seat number and your earnings and will pay you at the separate office
next to the laboratory. By that procedure, your identity is entirely kept
private, i.e. neither can we match your name with your decisions, nor do we
see how much you earn.

Decision Situations

We now explain the three different decision situations. A description of each
situation will also appear on your computer screen during the experiment.

The computer screen is separated into three parts. At the upper boundary,
you can see how much time you have left for your decision. The field in
the middle of the screen contains information regarding the situations you
currently face (including a description of that situation) and regarding your
position in that situation. Further, you make your decisions in that field by
either entering integer amounts or by selecting your choice from a list. The
field at the lower boundary is empty.

Please notice that you always need to hit the ”OK”-button to approve your
decision.
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Situation 1

At first, you can observe that you are in situation 1. Second, the description
of situation 1 follows. Third, you get to know your position. In the figure,
you are person A which, in this case, is the only person actually making a
choice. You enter your decision in the blue field. For person B, there appears
no field to enter a decision in this case.

Payment Example: If person A enters 100, then person B obtains 100
ECU and person A keeps 0 ECU. If person A enters 35 ECU, than person B
obtains 35 ECU and person A keeps 65 ECU, and so on.
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Situation 2

The decision by person A in situation 2 is almost identical to the decision
by person A in situation 1. In this case, however, person B states how much
person A has to offer such that the offer is accepted. Whenever the amount
stated by B is larger than the amount offered by A, both players receive 0
ECU.

Payment Example: Suppose person A transfers 30 ECU and person B
enters 0 ECU as the minimal acceptable offer. In this case, the choice by B
is lower than the choice by A. The offer is accepted and person B obtains
30 ECU while person A keeps 70 ECU. If person B enters 30 ECU as the
minimal acceptable offer, the offer is also accepted since the entry by B is
not larger than the entry by A. If, however, person B enters e.g. 50 ECU,
the offer is rejected and both person A and person B receive 0 ECU.
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Situation 3

Person A is provided with a list with the amounts 0, 10, 20, and 30 ECU
and selects which amount is transferred to person B. Person B has to make a
decision for each possible transfer by A which allows a decision by B. While
making the decisions, person B does not know which amount is actually
transferred. The triplet amount sent by A, for each case, is shown next
to the fields were the decision is entered. Please recall, however, that the
returned amount is additionally doubled for A.

Payment Example: Suppose A sent 10 ECU and B stated an amount
to return of 10 ECU for this case. Person A will obtain a payment of 30
(endowment) - 10 (sent) + 2 × 10 (returned) = 40 ECU. Person B will
obtain a payment of 3 × 10 (received) - 10 (returned) = 20 ECU.

Suppose A sent 20 ECU and B stated an amount to return of 10 ECU for
this case as well. Person A will obtain a payment of 30 (endowment) - 20
(sent) + 2 × 10 (returned) = 30 ECU. Person B will obtain a payment of 3
× 10 (received) - 10 (returned) = 50 ECU.
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Part 2

After part 1 is finished, we now proceed with part 2 of the experiment. The
main differences are as follows:

• You will again encounter the three decision situations faced in part 1.
In this part, however, you will play many rounds, i.e. you will face each
position multiple times.

• You will receive information regarding the previous behavior of you cur-
rent matching partner and your matching partner receives information
regarding your previous behavior.

• You will receive feedback regarding your and your co-players’ payoff
after each decision.

The rounds

Part 2 consists of many rounds. In every round, you will face each of the three
decision situations, but only one of both possible positions in each situation.
In every round, you face three decisions.

Which three positions you encounter is randomly determined. Also, your
matching partner for each decision is randomly determined. It is secured,
however, that you never face the same person twice within one round.

Once a round is over, the next one starts. The experiment ends once the
criterion of a stopping rule is satisfied. This criterion is related to the number
of decisions by each person in each position. Since the position assignments
are random, however, it is not yet determined in which round the experiment
ends.

Information

In this part of the experiment, an information matrix appears in the field
at the lower boundary of your screen. The information matrix generally
contains entries for YOU and the respective OTHER person for each of the
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three possible decision situations. Actually displayed is the information with
respect to the current decision situation.

Displayed is always the average behavior with respect to the last three de-
cisions in a position. Whenever this average cannot be calculated, since a
person made less than 3 decisions in a position, 777 is displayed (i.e. at least
in the first three rounds, there is always 777 displayed). Once you made more
than three decisions in a specific position, older decisions will no longer enter
the calculation of the average.

Example 1:

In this case you face situation 1. The displayed part of the information matrix
contains entries only for Sit. I A, since person B does not make a decision
in situation 1. Nevertheless, you can observe the average over the last three
choices of yourself as person A in situation 1 as well as the respective average
of your current matching partner (all examples always contain 777 entries).

Example 2:

In this case you are in situation 2 and person A. You can observe the respec-
tive averages of behavior for both positions. As person A you can observe
how much your current matching partner (row OTHER) offered as person A
on average (column Sit. 2 A) as well as her or his average minimal acceptable
offer over the last three decisions made as person B (column Sit. II B).
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Example 3:

In this case you are in situation 3 and person A. Since person B decides for
each amount sent, either 10, 20, or 30 ECU, there is a total of four columns
displayed (person A + 3 × person B).
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Payment

At the end of the experiment, exactly one round will be relevant for payment.
Note that you face each situation in each round such that each situation is
paid exactly once. Within the randomly chosen round relevant for payment,
the earnings from each situation are added up. The rate of exchange is again
100 ECU = 10EURO.

Then, we sum your earnings from part 1 and part 2 of the experiment.
Since you showed up on time and since the experiment will last up to two
hours, there is an additional minimal payment of 10 Euro. That is, whenever
the sum of earnings from part 1 and part 2 is less than 10 Euro, you will
nevertheless receive 10 Euros.

You will have to sign a receipt for you earnings. You will be informed about
your earnings by the staff member of the laboratory once you enter the
payment room. At the end of the experiment, we will ask you to proceed to
the payment room one after another.



Part V

Bibliography





Bibliography

Akerlof, G. A. (1982). Labor Contracts as Partial Gift Exchange. Quarterly
Journal of Economics 97, 543–569.

Al-Ubaydli, O., U. Gneezy, M. S. Lee, and J. A. List (2010). Towards an Un-
derstanding of the Relative Strengths of Positive and Negative Reciprocity.
Judgment and Decision Making 5, 524–539.

Altmann, S., T. Dohmen, and M. Wibral (2008). Do the Reciprocal Trust
Less? Economics Letters 99, 454–457.

Andreoni, J., M. Castillo, and R. Petrie (2003). What do Bargainers’ Prefer-
ences Look Like? Experiments with a Convex Ultimatum Game. American
Economic Review 93, 672–685.

Andreoni, J. and J. Miller (2002). Giving According to GARP: An Exper-
imental Test of the Consistency of Preferences for Altruism. Economet-
rica 70, 737–753.

Arrow, K. J. (1974). The Limits of Organization. Norton.

Axelrod, R. M. (1984). The Evolution of Cooperation. Basic Books.
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