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Abstract 
 
The variability of storm track characteristics is studied in terms of polar lows in the North 

Atlantic and extratropical cyclones in the Northern Hemisphere by detection and tracking 

algorithms. Two different cyclone-tracking algorithms to detect North Atlantic polar lows, which are 

very intense mesoscale cyclones, are compared. Both approaches include spatial filtering, detection, 

tracking and constraints specific to polar lows. Comparisons between these two methods show that 

different filters lead to different numbers and locations of tracks. The discrete cosine transform is more 

precise in scale separation than the digital filter and the results of this study suggest that it is more 

suited for the bandpass filtering of mean sea level pressure fields. The detection and tracking parts also 

influence the numbers of tracks although less critically. The winter storm activity over the North 

Hemisphere during the last one thousand years within a global climate simulation was also 

investigated by tracking and clustering analysis. The numbers of extratropical winter storms exhibit 

notable inter-annual variability, but only little variability on centennial time scales. The respective 

storm track clusters also show only small changes between the different centuries. Storm track clusters 

with longest lifetime and largest deepening rates are found over the North Atlantic and Pacific oceans, 

with negative correlations between the numbers of members of neighboring oceanic clusters. A linear 

relationship was found between the numbers of members per storm track clusters over the North 

Pacific or North Atlantic Ocean and specific atmospheric circulation patterns using a canonical 

correlation analysis. 
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Chapter 1 Introduction 

 

1.1 Polar lows 

Polar lows are severe small and meso-scale cyclones over the sea at polar areas or high 

latitudes associated with strong winds, precipitations and occasionally heavy snow 

(Rasmussen and Turner 2003). They are also called Arctic hurricanes, Arctic instability lows, 

polar air depressions, polar airstream cyclones, and Arctic mesocyclones. During historical 

times, polar lows were already known by coastal residents and seamen. There are many 

stories and tales between seafarers in Scandinavian countries about polar lows which caused 

shipwrecks. These storms usually happen during winter time along the northern coast of 

Norway. They deepen very rapidly with strong winds near or above gale force and show 

heavy precipitation. The Norwegian meteorological office has noticed these lows, but it still is 

very hard to predict them. 

 

In the Northern Hemisphere, the area west of Spitsbergen in the Arctic is an active region for 

polar lows genesis. The warm North Atlantic current provides favorable baroclinic 

development conditions, so usually polar lows travel southward to Scandinavia. It’s also 

possible that polar lows move southeast to the Kara Sea. Polar lows are also found in the 

Labrador Sea, in the area of eastern Greenland, the Norwegian Sea and the Barents Sea. 

Except for the North Atlantic, many polar lows occur in the North Pacific and in the Japan 

Sea (Fu et al. 2004). In the Southern Hemisphere, polar lows show up around the Antarctic. 

Thus polar lows are marine cyclones. There is always severe weather accompanied with polar 

lows, such as storm waves, strong winds, heavy precipitation and snow showers (Rasmussen 

and Turner 2003). The horizontal diameter of polar lows ranges from approximately 200 to 

1000 kilometers. The life span of most polar lows is less than 24 hours. And the travelling 

speed of polar lows can be up to 50 km/h. Polar lows will disappear rapidly after landfall 

(Rasmussen and Turner 2003, Zahn et al. 2008).  

 

Many studies analyzed the formation and development of polar lows. Baroclinic instability is 

considered as one mechanism for polar low formation (Mansfield 1974, Duncan 1977), while 

conditional instability of the second kind (CISK) is also suggested to be responsible for the 

development of polar lows (Rasmussen 1979). It is sure that both baroclinic instability and 

convection play important roles in the development of polar lows. For example, when cold air 

warms up over warm ocean surface, baroclinic instability increases and favors the formation 
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of polar lows. Zahn and von Storch (2008 b) studied the linkage between MSLP fields and 

polar low time series over the North Atlantic by Canonical Correlation Analysis (CCA) and 

found that cold air outbreaks and upper air troughs do favor the formation of polar lows. 

Fluxes of sensible and latent heat can also provide warming, so baroclinic instability could 

cooperate with air-sea interaction (Emanuel and Rotunno 1989). But more stable atmospheric 

conditions are found in the Antarctic region and surface fluxes there are also relatively 

smaller than in the Arctic region (Rasmussen and Turner 2003, Mokhov et al. 2007).  

Topography may also provide an initial disturbance needed for the formation of polar lows, 

but this mainly for large topography differences like the ones around Greenland. 

 

The satellite measurements since the 1970s enabled great advances in the analysis of polar 

lows. The satellite images of clouds provide more records of polar lows than observation data 

like ship measurements or station data in former times. Polar lows can be divided into 

different types according to their cloud shapes. Figure 1.1 from Mokhov et al. (2007) shows 

polar lows of spiral type (Figure 1.1 a) and of comma shape (Figure 1.1 b). The comma polar 

lows happen more often than the spiral type. And polar lows with comma shape clouds may 

show a clear eye like tropical cyclones (see Figure 1.1 b).  
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Fig. 1.1 Polar lows in the form of (a) spiral (size A about 520-540 km) on March 20, 2002, and (b) comma (size 

B about 430-450 km) on January 20, 2002, over the Barents Sea in NOAA-14 and NOAA-15 satellite images, 

respectively (Mokhov et al. 2007).  

 

Mokhov et al. (2007) studied the polar low size distribution of different cloud shapes. They 

found that the average diameter of polar lows with comma shape is 177 km and that of spiral 

shape is 283 km. So the spiral-shape polar lows are usually larger than the comma-shape 

ones.   

 

In addition to satellite observations, some aircraft and ship observations are available for polar 

lows (Shapiro et al. 1987). But all these observations suffer from the problem that they are 

available only for certain periods or lack of homogeneity due to changing observation tools 

and skills. Reanalysis data like NCEP-NCAR re-analyses with relatively coarse temporal and 

spatial resolutions are insufficient to diagnose polar lows (Zahn et al. 2008). So a major 

barrier to polar low research has been shortage of data, especially for long, homogeneous time 

periods and data sets with high resolutions. Without solving this problem it is not possible to 

construct climatological statistics, assess decadal trends and variability, or evaluate possible 

changes of future polar low occurrences. To overcome the limitation of too short and 

inhomogeneous data, Zahn et al. (2008) introduced a dynamical downscaling strategy to 
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simulate polar lows. A higher resolution atmospheric regional model was used to reproduce 

polar low features over the North Atlantic. It used global re-analyses at the lateral and lower 

boundaries as input data. The regional climate model taken was CLM (now renamed to 

COSMO-CLM or CCLM, www.com-community.eu ) (Steppeler et al. 2003). A spectral 

nudging technique (von Storch et al. 2000) was also applied to constrain the large-scale 

atmosphere of the regional model to not deviate too much from the global forcing reanalyzes. 

Sensitivity studies with different initial conditions and with or without spectral nudging for 

polar low cases were compared by Zahn et al. (2008). Their results showed that the dynamical 

downscaling set-up of CLM with spectral nudging can generate polar low features. The 

simulations of polar low cases were compared to satellite data and weather analyses of the 

German Weather Forecast Service (DWD): polar lows principally developed at the right time 

and location while the core pressures were shallow in the CLM simulation. Spectral nudging 

practices lead to a more realistic upper-level development for polar lows. A subsequently 

computed long-term simulation extends for the last about 60 years from January 1948 to 

February 2006 and covers the whole North Atlantic, including the Labrador Sea, western 

Greenland and the Barents Sea (Zahn and von Storch 2008 b). A similar simulation for polar 

lows in the North Pacific over the Bering Sea, the Gulf of Alaska and the Japan Sea was later 

computed by Chen et al. (2012).   

  

Based on these sufficiently long and presumably homogeneous simulations, Zahn and von 

Storch (2008 a) investigated trends and variability for polar lows.  Zahn and von Storch (2008 

b) studied the climatological statistics of polar low frequency over the North Atlantic from 

1948-2006 and found that there is strong year-to-year variability but no obvious trend. 

Mokhov et al. (2007) found similar results from satellite data: no significant trend for polar 

lows over the North European Basin in the late 20th century. Zahn and von Storch (2010) 

analysed changes of polar lows over the North Atlantic for possible future climate scenarios. 

They looked at different global climate change scenarios from the Intergovernmental Panel of 

Climate Change (IPCC) and showed that the occurrences of polar lows over the North 

Atlantic will decrease. Related to increasing greenhouse gas concentrations a northward shift 

of polar low genesis areas emerges.   

 

All of the analyses presented above are based on an automatic detection and tracking method 

by Zahn and von Storch (2008 a) especially designed for tracking polar lows. It is based on a 

digital bandpass filter (Feser and von Storch 2005) which filters MSLP fields in the spatial 
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range of about 200−600 km. The tracking technique provides a convenient way to study 

temporal and spatial distributions of polar lows. There are also many other detection and 

tracking algorithms for tracking extratropical cyclones. The following questions emerge: can 

other tracking methods for extratropical cyclones also be applied to track polar lows? Do the 

climatological statistics of polar lows change when using different tracking methods? What is 

the sensitivity for polar lows to various tracking procedures?  

 

To answer these questions, another detection and tracking algorithm was also applied to track 

North Atlantic polar lows. The results were compared with the method of Zahn and von 

Storch (2008 a). Both algorithms were applied to the same regional climate model output 

fields. Differences between polar lows identified and tracked by the two methods were 

analysed by comparing the technical features of the two algorithms. In addition polar low case 

studies and polar low numbers were investigated using both methods. 

  

1.2 Cyclone tracking 

There are basically two ways to diagnose cyclone activity: The Eulerian and the Lagrangian 

approach. The Eulerian approach calculates the variance or covariance of filtered mean sea 

level pressure (MSLP) or geopotential height fields which stand for synoptic time scales 

(about 2.5-8 days) (Blackmon 1976, Ulbrich and Christoph 1999, and Wollings et al. 2012). It 

gives combined information of intensity and frequency of cyclone activity. For example it 

uses the standard deviation of the 2-6 or 8 days bandpass filtered variability of sea level 

pressure fields (Wollings et al. 2012) or 500 hPa geopotential heights (Ulbrich and Christoph 

1999). In many studies, the results are also called “storm tracks” (Ulbrich et al. 2009). 

 

The Lagrangian approach known as tracking method also provides an effective way to study 

spatial and temporal variability of extratropical weather systems (Murray and Simmonds 

1991; Hodges 1994, 1995; Serreze 1995; Blender et al. 1997; Gulev et al. 2001; Muskulus 

and Jacob 2005; Wernli and Schwierz 2006; Zahn and von Storch 2008a). Using numerical 

tracking algorithms is essential to detect long-term changes of storms or cyclones objectively. 

Automatic tracking algorithms make it possible to analyse long-term cyclone trends, cyclone 

formation and decay, travelling speed, lifetime as well as cyclone intensities. Tracking 

methods can also enable us to study the formation and the decay of storms or cyclones, as 

well as a possible merging or separation of cyclones during their lifetime (Inatsu 2009).  
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Generally automatic Lagrangian tracking methods can be divided into three parts: 

preprocessing (filtering), detection, tracking. Additionally, the tracks are classified according 

to intensity, structure and activity. Spatial filters are often used before storm or cyclone 

identification to remove the large-scale background (Hoskins and Hodges 2002, Anderson et 

al. 2003) and to select the spatial scales of interest especially for tracking mesoscale and 

small-scale lows (Zahn and von Storch 2008a).  

 

The points used for the tracking are typically chosen as local extremes of some field, for 

example, minima of the mean sea level pressure field (MSLP) (Serreze 1995, Gulev et al. 

2001, Muskulus and Jacob 2005, Wernli and Schwierz 2006, and Zahn and von Storch 

2008a), the 1000hPa geopotential height surface (Z1000) (Blender et al. 1997), maxima of the 

relative vorticity field (Hodges 1995 and Scharenbroich et al. 2010) in the NH and minima in 

the SH, and geostrophic vorticity computed as the Laplacian of pressure or geopotential 

(Murray and Simmonds 1991).  

 

Typically the local extremes are detected based on a comparison with the surrounding grid 

points. The extremes can be found by searching the whole gridded data using a raster scan, 

but more sophisticated methods can improve the efficiency of the search by first identifying 

sub-regions. Muskulus and Jacob (2005) segmented pressure fields into areas by a watershed 

segmentation algorithm and detected minima or maxima in these segmented areas. Wernli and 

Schwierz (2006) detected minima encircled by at least one closed contour line on Z1000. 

Scharenbroich et al. (2010) used connected component analysis to define locally connected 

regions with extremes found in every connected region. Similarly Hodges (1994) used CCA 

based on hierarchical quad trees. 

 

The next stage links the local extremes to form tracks. Murray and Simmonds (1991) used 

past motion and pressure tendency to decide the most likely track point at the next time step. 

Gulev et al. (2001) performed tracking using an interactive approach. Muskulus and Jacob 

(2005) used a Kalman filtering approach to perform the tracking which takes into account the 

whole cyclone history and not just two consecutive timesteps to form tracks. Scharenbroich et 

al. (2010) applied a probabilistic model to decide the most probable tracks of storms. Other 

simpler methods have also been employed such as those based on nearest neighbour search 

(Blender et al. 1997). Methods based on the steering-level flow (Marchok, 2002) have also 

been used. Finally, further criteria are often applied to pick out particular types of cyclones, 
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such as some requirements of lifetime or intensity. In this paper, selection criteria previously 

used by Zahn and von Storch (2008a) are applied to both the Hodges and Zahn algorithms to 

pick out tracks of potential polar lows.  

 

The steps described above will all influence the cyclone track results. The filter range chosen 

also decides which features will be identified. For a low-pass filter, the long waves will be 

retained and the track method will select large-scale systems; similarly, a high-pass filter will 

remove the contributions of long waves and short wave systems will be tracked. The detection 

part records the location and values of local extremes which are used for the tracking. 

Different techniques and additional requirements in this part can lead to differences in the 

systems that are identified. The tracking is applied in the next step together with further 

criteria which can also affect the final results. For example Raible et al. (2008) compared 

three cyclone detection and tracking schemes and found deviations of track length due to 

different technical aspects in the detection and tracking procedures.  

 

Of course the use of different datasets also influences cyclone characteristics and 

climatologies. The ECMWF reanalysis (ERA-40) has been shown to produce systematically 

more cyclones than the NCEP-NCAR reanalysis dataset (Raible et al. 2008) when using 

MSLP for identification. The study of Feser and von Storch (2008a, b) which used 

dynamically downscaled global reanalyses data produced by a limited area model showed that 

lower pressure and higher wind speeds were obtained for typhoon events which are closer to 

observations although the tracks of the typhoon events were not improved. The use of 

different fields and levels has also been shown to result in different numbers of cyclones, even 

if using the same source data set (Hoskins and Hodges, 2002). The use of projections for the 

data can also have an impact on the final results via both the identification and tracking. For 

example, using the standard latitude-longitude projection (plate carrée) preferentially samples 

the high latitudes (Sinclair, 1997), whilst distance and direction become distorted relative to 

their true values on the surface of a sphere. This can be circumvented to some extent by the 

choice of a different projection and measuring distance and direction on a sphere (Hodges, 

1995). Blender and Schubert (2000) and Jung et al. (2006) studied the influences of different 

horizontal resolutions on extratropical cyclone characteristics. Numbers of extratropical 

cyclones could be underestimated within low horizontal resolution data. Cyclones are more 

sensitive and influenced by resolutions over the regions like the northern Pacific, the Arctic, 
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Baffin Bay and the Labrador Sea (Jung et al. 2006). Uncertainties of cyclone frequency may 

also be linked to different temporal resolution (Zolina and Gulev 2002). 

 

1.3 Extratropical cyclones 

Extratropical cyclones are defined as synoptic low pressure systems developing in the mid- 

and high latitudes (>30°N). These systems are connected with baroclinic instability and 

accompanied with outbreaks of cold air, heavy rains, gales and thunderstorms (Weisse and 

von Storch 2009). Therefore, extratropical cyclones are very important weather phenomena in 

the mid- and high latitude areas. Due to the Coriolis force, extratropical cyclones rotate 

counterclockwise in the northern hemisphere and clockwise in the southern hemisphere. 

Extratropical cyclones usually form along frontal areas near the upper level jetstream with 

pronounced temperature and dewpoint gradients (Hewson 2009). The divergence in the upper 

level is favored by the jetstream forces upward air motion and convergence in the lower level. 

This upward air motion leads to reduce the surface pressure and strengthens the cyclone. Thus 

extratropical cyclones are usually regarded as baroclinic systems. Tropical cyclones can 

transit into extratropical cyclones when they reach mid-latitude areas between 30° and 40° 

north and south, respectively (Jones et al. 2003). In contrast to tropical cyclones, extratropical 

cyclones move relatively fast and occur more frequently.  

 

In the Northern Hemisphere, cyclone activity mainly occurs over the North Atlantic and 

North Pacific. The secondary maxima are over the Asian continent and the Mediterranean 

Sea. Cyclone genesis of North Pacific cyclones occur in Mongolia, southeast China, eastern 

Japan and in the central Pacific (Hoskins and Hodges 2002, Inatsu 2009). Genesis of North 

Atlantic cyclones is located in the lee of the Northern Rocky Mountains, along the northeast 

of Cape Hatteras, in Iceland and the Norwegian Sea regions (Hoskins and Hodges 2002). 

Other genesis areas are found over the Mediterranean Sea and Caspian Sea.  

 

Cyclones generated in the Mongolian Plateau move east to the Japan Sea (Adachi and Kimura 

2007). The Majority of these systems is generally weak (Hoskins and Hodges 2002).  

Cyclones generated in the East China Sea or southeast China around the mouth of the 

Yangtze River move to the southern coast of Japan (Adachi and Kimura 2007).  Cyclones 

generated over the Japan Sea go to the central or northern Pacific (Hoskins and Hodges 2002). 

In the northern Atlantic, cyclones from the northern Rockies terminate in the northeast of 



    11 
 

America. Cyclones starting from Cape Hatteras move north or north-eastwards finishing in 

the Norwegian Sea. Cyclones in the North Atlantic can also travel to Western Europe.  

                                    
Fig. 1.2 Schematic of principal tracks for lower- (solid line) and upper- (dashed line) tropospheric storm track 

activity based on 850 hPa vorticity ( 850 ) fields and potential temperature on the potential vorticity= 2 PVU 

surface ( 2pv ) (Hoskins and Hodges 2002). 

 

Figure 1.2 from Hoskins and Hodges (2002) gives the principal tracks of upper and lower 

level for storm track activity using 850 hPa vorticity ( 850 ) and potential temperature on a 

potential vorticity=2 PVU surface ( 2pv ). We can see that track bands spiral around the 

northern hemisphere occurring sequentially in the Mediterranean, southeast China, to the east 

of Japan, in the central Pacific, in the lee of the Rockies mountains, around the eastern 

American coasts, in the Norwegian Sea and Western Europe (Hoskins and Hodges 2002) .  

 

There are many studies that deal with perspectives of changing storm statistics in the course 

of emerging anthropogenic climate change. Schubert et al. (1998) found that for North 

Atlantic cyclones their frequency increases northeastward using ECHAM3 in the double CO2 

scenario and northward in the triple CO2 scenario but the cyclone intensities do not change in 

both scenarios. Ulbrich and Christoph (1999) found that an increasing number of storm tracks 

over the east Atlantic and Western Europe are related to a northeastward shift of the North 

Atlantic Oscillation (NAO) due to rising greenhouse gas forcing. Bengtsson and Hodges 

(2006) concluded that the intense storms do not increase in the future climate either in the 

tropics or extratropics. Pinto et al. (2007) studied cyclone activity in three climate scenarios. 
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Cyclone track density decreased over the mid-latitudes in the future scenarios, especially over 

the Mediterranean Basin. Woolings et al. (2012) suggested that in contrast to cyclones in 

other regions, the North Atlantic cyclones tracks do not shift polewards due to effects related 

to the oceanic Meridional Overtuning Circulation (MOC) that could potentially reduce 

greenhouse-induced sea-surface warming.  

 

However, apart from assessing the significance of expected future changes, it is needed and 

interesting to study the natural changes of cyclone frequencies and characteristics in the past. 

Sickmöller et al. (2000) showed that in the Atlantic the intense cyclones decrease and in the 

Pacific the intense cyclones increase during the period 1979 – 1997 based on re-analyses of 

the European Center for Medium-Range Weather Forecasts (ECMWF). Gulev et al. (2001) 

used NCEP/NCAR reanalysis data from 1958 to 1999 and found that cyclone numbers 

increase in the Arctic and in the western Pacific but decrease over the Gulf Stream in the 

North Atlantic and the subpolar Pacific. Geng and Sugi (2001) found cyclones over the 

northern North Atlantic to increase from 1958 to 1998. Simmonds and Keay (2002) tracked 

extratropical cyclones over the Pacific and Atlantic from 1958 to 1997 using the 

NCEP/NCAR reanalysis data. They showed there are positive trends for the numbers of 

intense cyclones over the pacific and Atlantic. But the increase over the Atlantic really 

depends on the definition of extreme cyclones. Wang et al. (2006) compared the ECMWF 

reanalysis and the NCEP/NCAR reanalysis for 1958-2001. Both datasets showed a significant 

increasing trend for winter intense cyclones in the high-latitude North Atlantic and the mid-

latitude North Pacific, but a decreasing trend in the mid-latitude North Atlantic. Raible et al. 

(2008) also compared the 40-years ECMWF reanalysis with the NCEP/NCAR reanalysis 

data. The cyclone trends and characteristics are sensitive to the reanalysis dataset.  

 

The storm activity changes for the last century were also investigated by using proxies based 

on air pressure or winds statistics. Bärring and von Storch (2004) studied Scandinavian storms 

since about 1800 derived from pressure observations in Lund and Stockholm. They found that 

storminess is remarkably stable during the entire historical period and there is no obvious sign 

of any long-term trend for storminess indices. Alexander et al. (2005) used observation data 

of stations in the United Kingdom and Iceland to analyse the changes of severe storms. A 

significant increase of severe storm numbers over the United Kingdom during the late 

twentieth century was found. Matulla et al. (2008) showed that geostrophic wind’s high 

percentiles over Europe increased in the early twentieth century, then descended, and rose up 
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again in the late twentieth century. This is in line with Alexander et al. (2005). However, 

these studies looked at the past changes of storms in the limited scope of the last century. 

Only Fischer-Bruns et al. (2005) examined multi-centennial data – from coupled atmosphere-

ocean global climate model (GCM) simulations subject to estimated external (volcanic, solar 

and anthropogenic) forcing. They showed that the storm frequency had no noteworthy long-

term trends until recently. In particular no obvious link between temperature variations and 

extratropical storm activity emerged.  

 

How storm track activity relates to changes of circulation has been studied often: the effect of 

the North Atlantic Oscillation (NAO) (Hurrell 1995, Ulbrich and Christoph 1999, Gulev et al. 

2001, Pinto et al. 2007 and Raible et al. 2007) on storm statistics has been studied; also the 

effects of the Southern Oscillation (SO) (Sickmöller et al. 2000), the North Pacific Oscillation 

(PNA) (Christoph and Ulbrich 2000, Sickmöller et al. 2000, and Gulev et al. 2001) as well as 

anomalies of midlatitude sea surface temperature (SST) anomalies (Brayshaw et al. 2008). In 

this study, the variability of Northern Hemisphere extratropical storms and their relation to 

changes in winter (December – February, DJF) circulation is studied. This is achieved with 

the help of a Canonical Correlation Analysis of seasonal anomalies of mean sea level pressure 

fields (MSLP) and the seasonal number of members in the storm track clusters. 

 

In addition to tracking algorithms, extratropical cyclones can also be studied by clustering 

analysis. The cluster analysis was developed for sorting objects into different categories. 

Gulev et al. (2001) studied cyclone characteristics from different genesis areas. Wang et al. 

(2006) separated extratropical cyclones into mid-latitude cyclones and high-latitude cyclones. 

Blender et al. (1997) classified cyclone tracks in the North Atlantic/European region into 

three distinct groups of stationary, zonally and north-eastward travelling storms. Elsner 

(2003) clustered North Atlantic tropical cyclones into three clusters − one cluster presents 

straight-moving hurricanes and two clusters present recurving hurricanes. Nakamura et al. 

(2009) considered the locations and shapes of tropical cyclone tracks of the North Atlantic 

and classified them into six clusters. Chu et al. (2010) classified tropical storms over the 

western North Pacific according to their shapes into three straight types, four recurved types 

and one mixed straight-recurved type.  
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1.4 Research aims 

In this study, long-term variability of storm track characteristics were investigated in terms of 

polar lows over the North Atlantic and extratropical cyclones in the Northern Hemisphere.  

This thesis aims to answer two major scientific questions: 

 

1. Could other detection and tracking algorithms designed for tracking extratropical 

cyclones be applied for tracking polar lows and what are the influences on polar low 

climatology when using various tracking procedures?  

 

2. What is the variability of the winter extratropical cyclone activity in the Northern 

Hemisphere for the last one thousand years? Do the numbers of extratropical winter 

storms show any trend in a simulation of the past millennium? 

  

To answer the first question, two tracking methods were applied to track polar lows of the 

North Atlantic using the same Regional Climate Model (RCM) output fields produced from 

dynamically downscaling the NCEP/NCAR reanalysis data. The technical features of both 

tracking methods were compared for polar low identification and tracking by analyzing their 

filtering, detection and tracking parts.  

 

To make the two algorithms comparable, the settings were adapted to be as similar as 

possible. The reasons for differences between the two algorithms are studied by comparing 

distinctive details in filter construction, detection methods and tracking. In order to identify 

common tracks between the two different methods a simple track-to-track comparison 

algorithm was applied. Polar low criteria which find and pick out potential polar lows are 

applied additively to see the influences on the tracks of the two tracking methods. 

 

To answer the second question, a global climate simulation for the last one thousand years 

was used to study winter cyclone activity in the Northern Hemisphere. These long simulations 

mostly operate with spatial resolutions suitable for extratropical storms, but not for tropical 

cyclones. Therefore we limit ourselves to such mid-latitude baroclinic storms as in Fischer-

Bruns et al. (2005).   

 

The intention of this study is to determine and discuss the variability of extratropical cyclone 

tracks from century to century. The statistics and frequency of storm tracks are studied 
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through the lens of regional clustering. Cyclone characteristics such as life span, frequency, or 

intensity are also analyzed for each cluster. Variations of the numbers of members of the 

clusters in the marine sectors of the North Pacific and North Atlantic are related to mean 

winter circulation anomalies by Canonical Correlation Analysis. It is favorable to know the 

link between cyclone activity and large-scale systems. 

 

 1.5 Dissertation structure 

The scientific aims mentioned in Section 1.4 are studied in this dissertation which is 

organized as follows: In Chapter 2 a comparison of two identification and tracking methods 

for polar lows is analyzed. This chapter is based on the article “a comparison of two 

identification and tracking methods for polar lows” by Xia et al. (2012a) published in Tellus 

A. In Section 2.2 the Regional Climate Model (RCM) used to dynamical downscale the 

NCEP/NCAR reanalysis data is introduced. In Section 2.3 two spatial filters used in the two 

tracking algorithms are compared. The technical details of these two tracking methods are 

described in Section 2.4 and 2.5. How each part in the tracking process influences the tracks 

is shown in Section 2.6. A simple track-to-track comparison algorithm to identify common 

tracks is described in Section 2.7. In Section 2.8 comparisons of tracks of potential polar lows 

derived from two tracking methods are also given.  

 

A tracking and clustering analysis for centennial extratropical cyclone activity in a simulation 

of the past millennium is studied in Chapter 3. This chapter is based on the publication 

“quasi-stationary of centennial Northern Hemisphere midlatitude winter storm tracks” in 

Climate Dynamics by Xia et al. (2012b). The millennial simulation, obtained with the coupled 

atmosphere-ocean global climate model ECHO-G exposed to time variable solar, volcanic 

and greenhouse gas forcing is introduced in Section 3.2. The availability of millennial 

simulations on studying extratropical storms was examined by various researchers (e. g. 

Fischer-Bruns et al. 2005). The Lagrangian-type tracking algorithm of Hodges (1994, 1995, 

and 1999) to gain the tracking results is described in Section 3.3.1. For validation reasons, 

tracks are compared with results derived from coarsened NCEP/NCAR reanalysis data to 

evaluate the model simulation in Section 3.3.2. The variability of numbers of extratropical 

winter storms for the quasi-millennium period is shown. Tracks are consecutively clustered 

into ten groups for hundred years’ segments in Section 3.4. The changes and activities of the 

clusters of these storm tracks between the centuries are also analyzed in Section 3.4.3. A 

linear relationship was found between the numbers of members per storm track clusters over 
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the Pacific or Atlantic Ocean and seasonal mean atmospheric circulation patterns by a 

canonical correlation analysis (CCA) in Section 3.4.5. The caveats of this study due to coarse 

resolution of ECHO-G data and the potential uncertainties of results are discussed in Section 

3.5. Summary and discussions as well as ideas for future work are presented in Chapter 4, 

followed by the Acknowledgements and References.   
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Chapter 2 Comparisons of two tracking methods for polar lows 

 

2.1 Overview 

In this chapter, we compare two different cyclone-tracking algorithms to detect and track 

North Atlantic polar lows, which are very intense mesoscale cyclones. The differences 

between two different methods are examined by comparing the technical features of the 

filtering, detection and tracking parts of the two methods. The methods explored are those of 

Hodges (1994, 1995, and 1999) and Zahn and von Storch (2008a). These were applied to 

detect polar lows in the North Atlantic. Polar lows are associated with intense low-level winds 

and heavy precipitation and are an important risk factor for maritime operations at high 

latitudes (Rasmussen and Turner, 2003). 

 
The first tracking method is that of Zahn and von Storch (2008a) which is based on a digital 

bandpass filter of the MSLP in the spatial range 200-600km. The filter was originally 

designed by Feser and von Storch (2005). This method was especially designed for tracking 

polar lows. The other method is that of Hodges (1994, 1995 and 1999) which uses a bandpass 

filter based on the discrete cosine transforms (DCT) and can be applied to MSLP and vorticity 

fields. The Hodges’ program was designed for tracking weather systems in general but for this 

study was adapted for tracking polar lows.  

 

For abbreviation, we use the acronyms “MZ” for Zahn and von Storch’s method (2008a) and 

“KH” for the Hodges’ algorithm (1994, 1995 and 1999). Both methods include three parts: 

filter, detection and tracking. MZ’s algorithm has a fourth part to assign tracks of polar lows 

according to given constraints and these are also applied to KH’s method to identify polar 

lows. 

 

As discussed in Section 1.2, the use of different datasets also influences tracking 

characteristics and climatologies. So both algorithms are applied on the same regional climate 

model output fields produced from dynamical downscaling of the NCEP/NCAR reanalysis 

data. To make the two algorithms comparable, the settings were adapted to be as similar as 

possible.  
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The regional climate model and the data we used are described in Section 2.2. Different filters 

approaches using in two algorithms are compared in Section 2.3. We show the differences in 

terms of the filters and detection techniques resulting from applying two methods in section 

2.4. The different settings in tracking parts of both methods are introduced in section 2.5. 

Processes involved in tracking polar lows and their influences on the tracks are investigated in 

section 2.6, including the application of different combinations of the two methods in order to 

analyse the origin of differences. Track-to-track comparisons between the two methods are 

analyzed in section 2.7. Section 2.8 contains the application of further criteria on the tracking 

algorithms to indentify potential polar lows and an evaluation on the influences of each 

criterion. Section 2.9 gives a summary and conclusions of the results obtained in this chapter.          

 

2.2 Data sets 

The data used in this study are based on a previous study focusing on long-term polar low 

frequency (Zahn and von Storch, 2008b) by numerically downscaling the NCEP/NCAR re-

analyses (Kalnay et al. 1996). The downscaling was performed by means of a regional climate 

model called CLM (Steppeler et al. 2003) (now renamed to COSMO-CLM or CCLM, 

www.clm-community.eu ) version 2.4.6 using spectral nudging (von Storch et al. 2000).  

 

CCLM was developed on the basis of the Lokalmodell (LM) of the German Weather Service 

(DWD) (Steppeler et al. 2003, Rockel et al. 2008). Due to the requirement of convection 

weather simulations, DWD developed a new non-hydrostatic model − the LM, which served 

as weather forecast model. The LM model was also used for regional climate simulations. In 

2002, CCLM was finished as the first climate version of the LM (CLM). The CCLM-

Community was organized for international network of scientists to develop the CCLM 

systematically and cooperatively. CCLM was also used for future climate scenarios from 

1960-2100 driven with the boundaries by ECHAM5 (Rockel et al. 2008). In 2007 the CLM 

and the LM were merged into the limited area model for weather forecast and regional climate 

modeling in the framework of the Consortium of Small Scale Modeling (COSMO-model). 

This new model for climate simulations is named COSMO-CLM or CCLM.  It uses a hybrid 

coordinate system with 32  -levels with prognostic variables of temperatures, pressure, 

specific humidity, cloud liquid water content, and horizontal and vertical wind. Initial and 

boundary conditions are provided by the NCEP/NCAR re-analysis data with a horizontal 
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resolution of 2° (about 220 km) every 6 hour. The regional model is nudged at its boundary 

zone (sponge zone) every 6 hours (Davies 1976). 

 

A number of studies investigated the ability and reliability of CCLM simulating extremes and 

climate changes. Böhm et al. (2004) developed a methodology to assess the performance of 

CLM for different meteorological fields. The authors concluded that the performance of 

CCLM is similar to another regional climate model REMO, a global climate model ECHAM4 

and analyses from the European Centre for Medium-Range Weather Forecasts (ECMWF) in 

terms of near-surface temperature and precipitation. These results are also confirmed in a 

further study by Böhm et al. (2006) indicating that CCLM is able to reproduce the spatial 

patterns of the gridded reference data sets. CCLM was also used to study climate change over 

Europe (Déqué et al. 2005) and North Sea storm surge extremes (Woth et al. 2006). Zahn et 

al. (2008) applied CCLM for investigations of polar lows. In their study, three cases of polar 

low formation in the North Atlantic have been simulated by dynamically downscaling 

NCEP/NCAR reanalysis data using CCLM. The lateral boundary conditions used for spectral 

nudging (von Storch et al. 2000) was provided by the NCEP/NCAR re-analysis. Spectral 

nudging was applied to ensure a similar evolution of the large-scale circulation in the interior 

domain of CCLM and the driving NCEP reanalysis data. This is important as without 

constraint of spectral nudging, the observed polar lows can not be reproduced by CCLM. 

Spectral nudging procedure is particularly suitable for polar lows, which favors in providing 

more realistic upper level disturbances. 

 

A dynamically downscaled long-term simulation with CCLM driven by the NCEP/NCAR 

reanalysis over the North Atlantic was carried out by Zahn and von Storch (2008b). Spectral 

nudging (von Storch et al. 2000) was also applied to constraint the RCM results to follow the 

large-scale situation given by the NCEP/NCAR reanalysis. The regional simulation was used 

to investigate long-term climatological characteristics of polar lows over the North Atlantic. 

The simulation covers the period between January1948 and February 2006. The data used in 

this study is taken from this simulation which investigated the long-term frequency of polar 

lows (Zahn and von Storch 2008b). 
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Fig. 2.1 Model domain used for the regional model simulation. White zone at the border represent the sponge 

zone. 

 

2.3 Filter 

Spatial filters provide ways to separate atmospheric fields based on the definition of certain 

wave number ranges. There are several methods to employ spatial filtering, for instance 

Fourier filtering, the discrete cosine transform, and digital filters. The different methods show 

different performances and usability depending on the application. The discrete cosine-filter 

method has advantages in describing spatial trends but suffers from artificial wavy 

contributions (Denis et al. 2002). Digital filters operate within a finite base and can be 

constructed flexibly but have the disadvantage of being less effective in scale separation than 

Fourier filters (Shuman 1957, Shapiro 1975, Feser and von Storch 2005). Concerning the 

frequency characteristics the applied filter range determines the temporal and spatial features 

that will be identified. For a low-pass filter, the long waves will be retained, whereas a high-

pass filter will remove contributions of long waves and short-wave systems will be conserved.  

 

Spatial filters are often applied in the context of storm or cyclone identification to remove the 

influence of atmospheric large-scale circulation, i.e. the planetary waves (Hoskins and 

Hodges 2002, Anderson et al. 2003) or to select the spatial scales of interests, especially for 

tracking mesoscale and small-scale lows (Zahn and von Storch 2008a). To track polar lows, 

spatial filters are applied in a first step to extract mesoscale features from the full fields. 
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The tracking methods used in this study both contain spatial filters as pre-processing tools 

prior to the application of detection and tracking. Spatial bandpass filters are applied by both 

methods to separate mesoscale systems from mean sea level pressure (MSLP) fields. An 

important difference between the two methods is the implementation of different spatial 

filters. KH uses the discrete cosine transform (DCT) based on the discrete Fourier transform 

with a symmetrisation process (Denis et al. 2002). MZ uses a near-isotropic two-dimensional 

spatial digital filter (Feser and von Storch 2005). These two spatial filter methods for polar 

lows are compared in this section.  

 

2.3.1 Digital filter   

Polar lows are mesoscale systems with horizontal scales of up to 1000 km. Accordingly, a 

bandpass filter as preprocessing tool is applied before the actual tracking. A near-isotropic 

two-dimensional spatial digital filter, developed by Feser and von Storch (2005), was used in 

the MZ tracking scheme. The same configuration as presented by Zahn et al. (2008a) is 

employed to detect polar lows with higher accuracy. Wave numbers from 6 to 15 are chosen, 

i.e. scales smaller than ~ 200 km and larger than ~ 600 km are removed by the spatial filtering 

algorithm.  

 

Before applying the digital bandpass filter, the non-linear trends which spatial trends could 

disturb the filtering process were subtracted from the full fields (Feser and von Storch 2005). 

The filter array should be symmetrical in the zonal and meridional directions requiring the 

introduction of a sponge zone. The filter weights for the spatial bandpass filter are shown in 

Figure 2.2 indicating that the smaller structures are conserved while a large mean value will 

be filtered out. 
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Fig. 2.2 Filter weights for the spatial bandpass filter. Filters were chosen with N=10 points, so the spatial 

extension is (2N+1) × (2N+1) = 21×21 points. 

 

                       
Fig. 2.3 Response function for the bandpass filters with the filter weights of Fig. 2.2. The axes are the zonal 

wavenumbers k (x axis) and the meridional wavenumbers l (y axis). 
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The periodical function is expanded into Fourier components and a response function is given 

by the ratio of Fourier coefficients between the filtered function and the original function 

(Feser and von Storch 2005). Figure 2.3 shows the response function accounting for the 

application of the filter weights. The response function shows a smooth transition area to 

response values from 0 to 1 according to the wavenumber ranges. The wavenumber ranges are 

defined as follows for the bandpass filter: 

                      0)( * k   for all 6* k , 

                      0)( * k   for all 15* k . 

 

A polar low which is called Le Cygne (the swan) developed early on 14 October 1993 mainly 

because of baroclinic instability over the Barents Sea, then moved equator ward along the 

Norwegian coast and disappeared after landfall in southern Norway on 16 October 1993 

(Grønås and Kvamstø 1995, Zahn et al. 2008). From the satellite image at 1529 UTC 14 

October (Figure 2.4), this polar low initially displayed a distinct comma cloud signature and 

the developing disturbance resembles a swan figure in the cloud fields over the Norwegian 

Sea (Claud et al. 2004). Due to its silhouette it was therefore named after a swan. 

                         

 

                                                
Fig. 2.4 NOAA11/AVHRR channel 4 thermal infrared for 1529 UTC 14 October 1993 (from 

http://www.sat.dundee.ac.uk/ ) 
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                         Fig. 2.5 Unfiltered MSLP field on 06:00 14 October 1993 (hPa) 

 
 

 

 

Figure 2.5 shows the “Le Cygne” genesis stage as a trough around 72 N, 5-10 E at 06 UTC 14 

October within the CCLM simulation (marked with a circle in Figure 2.5). It is located in the 

proximity of a synoptic low in the north of Scandinavia. The low caused the outbreak of cold 

air leading to baroclinic instability caused by temperature differences between the sea surface 

and the lower air troposphere. In the following hours it intensified due to an intensified air-sea 

interaction process (Zahn et al. 2008). However, the genesis stage of Le Cygne is still not so 

obvious and distinguished from the synoptic low (Figure 2.5), even with the higher resolved 

50 km CCLM simulation. Therefore, a digital bandpass filter is applied to extract the 

disturbance in the genesis process of the polar low.    

 

Figure 2.6 a and b show the filtered MSLP field at 06 UTC with the digital filter of Feser and 

von Storch (2005), which is used by MZ, for 14 October 1993. Accordingly, the mesoscale 

disturbances become more distinct after bandpass filtering. The initial stage of Le Cygne, 

which is not easy to identify in the unfiltered data, becomes more obvious in the filtered fields 

(cf. circle in Figure 2.6). For the digital filter, there is a margin around the model domain with 

values of 0, as the digital filter needs data in a symmetric neighbourhood around a point to be 

filtered (Feser and von Storch 2005).  

 

The digitally filtered MSLP field displayed in Figure 2.6a shows distinct mesoscale systems 

but still has a similar pattern to the unfiltered MSLP field (Figure 2.5). The reason for this 



    25 
 

phenomenon relates to the response function of the digital filter being smooth opposed to a 

step function employed in a Fourier filter (Feser and von Storch 2005). This means for the 

digital filter there is no exact cut-off at a certain wave number and it will thus retain some 

long-wave parts in the vicinity of the selected band boundaries. To decrease the influences of 

the large scales, the monthly mean fields of MSLP were subtracted prior to subtracting the 

quadratic polynomials. This process weakens the influences of the large scales in specific 

areas as shown in Figure 2.6b. Moreover, it helps to solve this drawback of the digital filter 

although it does not completely remove the large-scale background. Therefore, in the 

following, both, the monthly mean fields of MSLP and the quadratic polynomials related to 

spatial trends are subtracted before filtering.  

 

 

        
Fig. 2.6 Bandpass filtered MSLP fields by digital filter on 06:00 14 October 1993 (hPa): (a) only subtracting the 

quadratic polynomials before filtering; (b) monthly mean fields of MSLP were subtracted before subtracting the 

quadratic polynomials.  

  
 (a) 
 
 
 
 
 
 
 
 
 
 
 
  (b) 
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2.3.2 Discrete cosine transform (DCT) 

The Fourier filter has the advantage in scale separation. However, when the filter is applied 

over a limited area, it shows some problems within trend-contaminated time series, by 

artificially adding wave contributions (Denis et al. 2002, Feser and von Storch 2005). This 

results in the destruction of the normal spectrum and leads to distortion. DCT based on the 

discrete Fourier transform with a symmetrisation process (Denis et al. 2002) reduces this 

feature, but does not allow for full elimination. This process will be implemented by using the 

original function as a mirror image before applying the Fourier transform. Then this special 

Fourier transform is called the discrete cosine transform (DCT), employed as filter procedure 

in KH to differentiate scale systems.      

 

KH’s filter was originally not designed to track polar lows but to track synoptic scale 

cyclones (Hodges 1994, 1995, and 1999). For comparison studies, it is reconfigured in 

accordance to the dynamics of polar lows. Therefore the same filter range of 200–600 km is 

used with the DCT to filter MSLP.  

 

Figure 2.7 shows the filtered MSLP field by DCT on 06 UTC 14 October 1993. The initial 

turbulence of Le Cygne can also be extracted by DCT. The pattern based on DCT clearly 

differs from the pattern using the digital filter (Figure 2.6). The different structure compared 

to the unfiltered field is also clearly visible (Figure 2.5). Compared to the digital filter, DCT 

therefore removes the large-scale systems more effectively. As outlined above, the digital 

filter is less exact in wave number selection than DCT due to the response function.  

 

The digital filter and DCT are also applied to the 850 hPa vorticity field. The filtered patterns 

are much more similar for both filters than MSLP as shown in Figure 2.8. This is because the 

large-scale background for vorticity is much weaker compared to MSLP. The MSLP is more 

influenced by large-scale systems, and even a small portion of large scales retained will affect 

the filter results greatly. Accordingly, the DCT is more effective in an exact scale selection 

than the digital filter and it is thus more suitable for MSLP.  However, when applying the 

digital filter and DCT onto the vorticity fields, there is no obvious difference between the two 

different filter methods.  
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Fig. 2.7 Bandpass filtered MSLP field by DCT on 06:00 14 October 1993 (hPa) 

 
 

      
 
Fig. 2.8 Bandpass filtered 850hPa relative vorticity fields on 06:00 14th October 1993 (10-5s-1): (a) digital filter, 

(b) DCT. 

 

 

 

 
 
  
 (a) 
 
 
 
 
 
 
 
 
 
  (b) 
 



28  

2.4 Detection 

The detection part of the tracking scheme records all positions of minima or maxima in the 

filtered output fields below or above pre-defined thresholds. Here MSLP was used for both 

methods. A threshold value of the bandpass-filtered MSLP smaller than -1hPa was chosen.  

 

The MZ method was designed to detect minima located exactly on the model grid points. The 

gradient from the cyclone center has to be larger than 0.3 hPa/100km. Minima over land are 

excluded. The KH method in a first step separates fields into distinct regions by connected 

component labelling (CCL). In a second step, the method detects extremes in each region 

(Hodges 1994, 1995). KH finds minima that are located between grid points by using B-spline 

interpolation (Dierckx 1981) and steepest ascent maximization. This procedure results in 

smoother tracks.  

 

Figure 2.9 shows the detection results by the MZ and KH methods based on bandpass filtered 

MSLP fields for digital filter and DCT, respectively. The green points in Figure 2.9a and b are 

the detected minima using the MZ method, red squares are the detected minima using the KH 

method. As a case study the polar low called Le Cygne (the swan) is analysed. The genesis 

disturbance on 06 UTC 14 October 1993 is not so visible within the unfiltered MSLP fields 

(Figure 2.5), but it becomes more obvious and detectable by applying the MZ and KH 

methods (marked with a circle in Fig. 2.9a and b). For the digital-filtered field, a margin 

around the model domain with values of 0 results, as the digital filter needs data in a 

symmetric neighborhood around a point to be filtered (Feser and von Storch 2005). For 

comparison purposes this margin zone was removed for the DCT-filtered fields when the KH 

method detects the minima (Figure 2.9b).  

 

As discussed in Section 2.3, there are large differences between both filtered fields. Most 

important, the differences between the two fields produced by the two different filtering 

methods lead to differences in the numbers and detected locations of the minima. Most of the 

green points almost coincide with red squares for both filtered fields but some minima over 

land are only detected by the KH method. As previously mentioned this is because the MZ 

method was specifically designed for tracking polar lows. Usually polar lows are generated 

over the ocean. Accordingly, the MZ method just detects minima over oceanic areas and 

excludes the minima over land. Still the minima detected by the MZ method (green points in 

Figure 2.9a and b) are much fewer than those detected by the KH method (red squares in 
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Figure 2.9a and b). It was already noted that the MZ detection part uses a gradient criterion to 

exclude systems with a weak pressure gradient. This compares the surrounding grid points 

and keeps those minima, which fulfill the gradient criterion of 0.3 hPa/100 km. Applying this 

criterion to the filtered fields also leads to fewer minima for the MZ method. 

                 
Fig. 2.9 Bandpass filtered MSLP fields on 06:00 14th October 1993 (hPa): (a) digital filter, (b) DCT, and 

detected minima: red by KH and green by MZ with a gradient criterion of 0.3 hPa/100 km. 

 

To establish a common basis for comparisons between the two methods in this study, the 

gradient criterion is set to 0.0 hPa/100 km in the MZ detection part. The detection results are 

shown in Figure 2.10a and b. Using the new criterion results in larger numbers of minima 

detected by the MZ method. And there is a better correspondence between the points detected 

by both methods results from the data being at such a high resolution. However, comparing 

Figure 2.10a and b the detected minima differ greatly based on different filter procedures 

applied. Therefore it can be concluded that the detection differences stem mainly from the 

different filter patterns related to the digital filter and DCT, respectively. Although the 

detection parts of MZ and KH also lead to changes in detected extremes, the detection related 

differences are less important compared to the filters related differences, especially when the 

gradient criterion of MZ is set to 0.0 hPa/100 km.   

(a) 

(b) 
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Fig. 2.10: Bandpass filtered MSLP fields on 06:00 14th October 1993 (hPa): (a) digital filter, (b) DCT, and 

detected minima: red by KH and green by MZ with a gradient criterion of 0.0 hPa/100 km. 

 

2.5 Tracking 

The next step is to link the detected positions to form tracks. In KH method the tracks are 

initialized based on a nearest neighbour method by linking the points in consecutive time 

steps which in this study are 3 hours apart (3h) if their horizontal distance is less than 2° 

(about 222 km). A cost function is constructed to measure the track smoothness which is 

determined over three consecutive time steps and summed along the tracks (Hodges 1994, 

1999). In order to gain the smoothest tracks, the cost function is minimized subject to 

constraints on displacement and track smoothness. The smoothness constraints are applied 

adaptively so that the constraint is less stringent if the system moves slowly and stricter if the 

system moves fast (Hodges, 1999). This minimization process iterates with direction forward 

and backward in time to ensure that all points of a track fulfil the minimum of the smoothness 

function. 

                     

For MZ, the maximum travel distance for a vortex in a time step is considered to be smaller 

than 200 km. If more than one position is detected for the next time step, and they all fulfil the 

maximum distance requirement, the closest one to the current track is selected. In this study, 

(a) 

(b) 
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the tracks have to last at least one day (8 time steps) to be retained. This is a post-tracking 

filter on the lifetimes. Further differences of tracking procedures of MZ and KH are 

investigated below. 

 

2.6 Comparison of two methods 

As discussed above, different settings in the detection can lead to large differences in track 

numbers between the KH and MZ tracking schemes. In MZ within the original detection part 

the gradient from the cyclone centre being larger than 0.3hPa/100km is required, whereas the 

KH method does not employ the gradient requirement. The existence of the gradient 

constraint in MZ definitely leads to fewer extremes as shown Figure 2.9 and Figure 2.10 of 

Section 2.4 and hence fewer tracks. According to Table 2.1, without gradient criterion (0.0 

hPa/100km) the application of MZ results in 1421 tracks, opposed to 483 tracks with a 

gradient criterion of 0.3 hPa/100km.  

 

Table 2.1: Comparison between different cyclone gradient criterions applied to tracking 

scheme of MZ. 

             filter    detection    tracking    0.3 hPa/100km    0.0 hPa/100km       
   7         MZ          MZ           MZ                483                        1421 

 
 

Another implication is that the KH method in contrast to the MZ method also includes tracks 

over land areas. Therefore the KH method results in larger numbers of tracks (cf. Table 2.2). 

In order to make the two methods suitable for comparison, we excluded the tracks of KH over 

land areas. 

 

Table 2.2: Comparison between the classical KH method including all grid points and the 

method with land area excluded from analysis. 

             filter    detection    tracking                                          no land       
   1         KH          KH           KH                   2575                       856 

   
 

In this part we show how different parts of the whole tracking set-up influence the tracking 

results by comparing different combinations of the KH and MZ methods. Table 2.3 shows the 

number of tracks obtained for different combinations of filter, detection and tracking parts of 
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the MZ and KH methods. All the numbers shown in Table 2.3 are based on MSLP fields from 

October 1993 to September 1995. Several combinations of filter, detection, and tracking parts 

were tested with changing settings for these individual parts according to both MZ’s and 

KH’s methods. For example, combination 1 is the original KH method with DCT filter. 

Combination 3 is the KH method but based on the digital filter which is used in the MZ 

method. The MZ method is also applied on DCT realized as combination 5. Other 

combinations are also tested, for example the KH method using MZ’s tracking part 

(combination 2), the KH method using MZ’s detection part (combination 6), and the MZ 

method using KH detection part (combination 4) and KH tracking part (combination 8). 

Employing this strategy allow us to disentangle how each part leads to the differences 

between the two methods. 

 

Analyzing the track numbers in Table 2.3 for different combinations of filtering, detection 

and tracking indicates a large spread of the results. However, it should be noted that using the 

same filter and tracking parts, track numbers are more similar when either using KH’s 

detection or MZ’s detection. The largest difference is between combinations 1 and 6 (number 

difference=155) and the smallest difference between combinations 4 and 7 (number 

difference=21). Figure 2.11 shows the tracks in October 1993 based on the original MZ’s 

tracking scheme (combination 7) and the same scheme for filter and tracking but using KH’s 

detection part (combination 4). According to Figure 2.11 both combinations show a high 

degree of similarity. Based on the discussion of the detection part of both methods in Section 

3.3, we already know that the detection part of both methods leads to small differences using 

a gradient of 0.0 hPa/100km in the MZ method. Due to the exclusion of tracks over land in 

the KH’s method track numbers and tracks are quite similar to MZ.   

 

Table 2.3: Numbers of tracks resulting from different combinations between MZ and KH 

tracking schemes (for 2 year test period: October 1993– September 1995). 

 filter detection tracking numbers of tracks 
1 KH KH KH 856 
2 KH KH MZ 833 
3 MZ KH KH 1509 
4 MZ KH MZ 1400 
5 KH MZ MZ 819 
6 KH MZ KH 971 
7 MZ MZ MZ 1421 
8 MZ MZ KH 1570 
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Fig. 2.11   Tracks in October 1993 for combination 4 (blue with points) and combination 7 (red) of Table 2.3. 

 
 

Given the filter and detection parts are the same, the track numbers are also similar between 

KH’s tracking and MZ’s tracking scheme: here the largest difference can be seen between 

combinations 5 and 6 (number difference=152) and the smallest difference between 

combinations 1 and 2 (number difference=23, cf. Table 2.3). Figure 2.12 shows the tracks in 

October 1993 for combination 1 and combination 2 outlined in Table 2.3, which are only 

different in the tracking part. The comparison shows a high degree of similarity between the 

two combinations.   

 

In the KH tracking part, adaptive tracking constraints are applied to allow for a more flexible 

tracking. The tracking constraints are adaptive and vary according to the travel velocity of 

different synoptic systems. For instance, for slow moving system a less restrictive track 

smoothness constraint is required, whereas a more restrictive constraint is required for fast 

moving systems. Based on meteorological reasoning these tracking constraints could demand 

more restrictive track smooth constraints for extratropical cyclones than for tropical cyclones. 

The cost function based on each of the three steps of tracks is minimized according to 

adaptive smooth constraints. Tracks are split if the constraints are not fulfilled. This process 

iterates both forward and backward in time of a track to ensure that all points fulfil the 

minimum of cost function. From table 2.3 you can see that numbers of combination 1 (856) 

and 2 (833) are very similar. Moreover, also the tracks in October 1993 for combination 1 and 

2 do not differ from tracks to a large extent (Figure 2.12). Therefore some different technical 
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settings in the KH’s and MZ’s tracking part actually do not lead to large differences on track 

numbers and track paths.  

 

 

       
      Fig. 2.12   Tracks in October 1993 for combination 1 (red) and combination 2 (blue with points) of Table 2.3. 

 
 

In contrast to the detection and tracking parts, the changes in the filter parts lead to larger 

differences in track numbers. The digital filter used in MZ leads to a larger number of 

detected tracks than the DCT filter of KH: the largest difference is 653 between combinations 

1 and 3, whereas the smallest difference is 567 between combinations 2 and 4 (Tale 2.3). 

Figure 2.13 shows the tracks in October 1993 by the MZ method based on the DCT 

(combination 5: blue with points) and the digital filter (combination 7: red). According to 

Table 2.3 and Figure 2.13 the number of tracks based on the DCT is considerably lower 

compared to the digital filter. Moreover, only a small number of red tracks based the digital 

filter overlap with the blue tracks (Figure 2.13). As discussed in the Section 2.3 and Section 

2.4, the DCT and digital filter result in different filtered MSLP patterns. More minima are 

detected based on the digital-filtered fields (Figure 2.10a and b), leading to more detected 

tracks. Therefore different filters result in large variations of track numbers even using the 

same tracking method. 

 

In this section, different combinations of filter, detection and tracking parts in two methods 

are used to investigate the differences between the two methods. A gradient of 0.0 hPa/100km 

was chosen for the MZ method and tracks over land were dismissed in KH to establish a 

common basis for comparison. The results show that the detection and tracking parts do not 

lead to pronounced differences between MZ and KH in contrast to the filter applied. The 
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differences are obviously not only related to track numbers but also to track paths. This is 

because the filtered-fields by the DCT and digital filter result in various minima and definitely 

influence the track numbers and tracks. However, not all of these tracks are necessarily polar 

lows. 

 

 
Fig. 2.13 Tracks in October 1993 for combination 5 (blue with points) and combination 7 (red) of Table 2.3. 

 

2.7 Track-to-track comparison 

In order to identify common tracks between the different combinations a simple track-to-track 

comparison algorithm was applied. When the points of two tracks correspond to the same 

time, then the distances between these points on a great circle are calculated. The algorithm 

defines common tracks as two tracks (with points corresponding to the same times) which 

overlap for more than 60% of their points with mean separation distance of less than 3 

degrees and a closest distance of less than 100 km occurring at least once. Different threshold 

criteria can be applied. For instance, less stringent requirements for distance and percentage of 

overlapped points can definitely lead to more common tracks. The thresholds for common 

tracks used here are relatively restrictive and conservative.  Figure 2.14 shows the common 

tracks of the MZ method applied to data derived from the different filters for October 1993: 

red lines are tracks of MZ using the digital filter (combination 7) and the blue ones are for MZ 

with the DCT filter (combination 5).    
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Fig. 2.14: Overlapping tracks in October 1993 for combination 5 (blue) and combination 7 (red) of Table 2.3. 

 

A quantitative measure of the matched and non-matched tracks is provided by the probability 

of track overlap. The probability Po of the overlap between two sets of tracks is defined as:  
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Where N1 and N2 are the numbers of tracks in the two different combinations, No is the 

number of common tracks between the two track sets. Po=0 indicates the two sets of tracks 

are completely different and Po=1 that the same tracks are present in both sets.  

 

The second probability that can be determined is Pm, the probability of non-overlapping tracks 

and is defined as:  
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where Pm >0 indicates that there is no perfect match between the two track sets. Table 2.4 

shows the probability of common tracks based on comparing different combinations with 

combination 1, the original KH method as reference. Table 2.5 is the same with combination 

7, the original MZ method as reference.  
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Table 2.4: Number No of overlapping tracks, probability Po for overlapping tracks and ratio 

Pm of non-overlapping tracks for different combinations using combination 1 as reference (for 

combination 1−8 refer to Table 2.3). 

 1 2 3 4 5 6 7 8 

   No 856 768 385 387 608 713 372 380 
Po 1.00 0.91 0.33 0.34 0.73 0.78 0.33 0.31 
Pm 0.00 0.09 0.67 0.66 0.27 0.22 0.67 0.69 

 

 

Table 2.5: Number No of overlapping tracks, probability Po for overlapping tracks and ratio 

Pm of non-overlapping tracks for different combinations using combination 7 as reference (for 

combination 1−8 refer to Table 2.3). 

 1 2 3 4 5 6 7 8 

   No 372 377 989 1025 401 416 1421 1247 
Po 0.33 0.33 0.68 0.73 0.36 0.35 1.00 0.83 
Pm 0.67 0.67 0.32 0.27 0.64 0.65 0.00 0.17 

 

 

The highest Po with combination 1 is combination 2, with more than 90% of common tracks. 

The only difference between combination 1 and 2 is the tracking part. The highest Po with 

combination 7 is combination 8, with 83% of the common tracks. Here the only difference is 

also related to the tracking part. The tracking parts of both methods lead to similar numbers 

and a large number of common tracks. It confirms again that KH’s and MZ’s tracking part 

actually do not lead to large differences of track numbers and track paths. 

 

The second highest Po with combination 1 is combination 6 and with combination 7 is 

combination 4. Here the difference in the methods relates to the detection part. The detection 

part of MZ with a gradient setting of 0.0 hPa/100km is similar to that of KH and leads to a 

small difference and also to a large number of common tracks. This confirms the analysis 

given above, that the detection and tracking parts are not the main reasons for the differences. 

 

It is notable that in Table 2.4 the combinations based on the DCT filter such as combination 1 

show slightly higher probabilities Po (over 70%), such as combinations 2, 5 and 6, whereas 
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combinations with the digital filter (combination 3, 4, 7 and 8) find only about 30% tracks to 

overlap with combination 1. Similar results are also found in Table 2.5. Combinations based 

on the digital filter such as combination 7 also show relatively high probabilities Po, such as 

combination 3, 4 and 8. Other combinations with DCT indicate relatively low probabilities Po, 

like combination 1, 2, 5 and 6. This analysis proves again that different filters lead to 

differences not only in track numbers but also in track paths. The underlying reason is that 

different filtered patterns differ in their detected minima, eventually influencing the track 

numbers and track paths.  

 

2.8 Tracks of potential polar lows 

After connecting the minima to form tracks, the numbers of detected tracks are still too high 

and not all are related to polar lows. To identify polar lows further criteria are required. 

Therefore in this section we apply further criteria as presented in Zahn and von Storch 

(2008a) to pick out potential polar lows. The criteria that have to be fulfilled are as follows:  

 

1) Filtered MSLP should be below -2 hPa at least once along a track. Polar lows are strong 

mesoscale cyclones. This criterion therefore excludes weak cyclones and only retains the 

stronger ones. The threshold of -2 hPa has been chosen based on polar low case studies (Zahn 

et al., 2008). All three studied polar lows in their study are below this value. In the following 

the term “Filtered minimum” is used as acronym for this criterion. 

 

2) The maximum 10m wind speed within a distance of 100 km around the storm center has to 

be larger than 13.9 m/s at least for 20% of the positions. Polar lows are connected with strong 

surface wind speeds. The acceptable definition for mesoscale cyclones to be denoted “polar 

low”, requires 10m wind speeds near or above gales of 13.9 m/s (Rasmussen and Turner 

2003, Zahn et al. 2008). In the following the acronym “wind speed” is used for this criterion. 

 

3) The temperature difference between the sea surface temperature (SST) and the 500 hPa 

temperature (T500) must exceed 43°C at least once along the track. In general polar lows are 

thermal instability systems. In a convectively triggered atmosphere, the temperature is colder 

in the high levels than in the low levels. The threshold chosen follows the favourable 

developing conditions for polar lows suggested by the Norwegian Meteorological Institute 

(Noer and Ovhed 2003). The acronym “vst” is used for this constraint in the following. 
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4) The detected tracks taking paths along coastal grid boxes for more than 50% of their time 

are discarded. Zahn et al. (2008) suggested that the filtering procedure can be influenced by 

mountainous orography along coastlines and there might be some “artificial” polar lows 

induced over regions with complex terrain. To avoid detecting these “artificial” disturbances, 

this constraint is applied. The acronym “no land” is used for this criterion.  

 

5) It requires a southward moving track, i.e. the first detected position has to be about 100 km 

farther north than the last. Polar lows typically occur with cold air outbreaks and mostly take 

a southward path. However, it should be noted that some possible polar lows in the Labrador 

Sea or in the east Greenland might be wrongly excluded by this criterion (Zahn and von 

Storch 2008a). For this criterion the acronyms “NS” is used. 

 

6) If the filtered MSLP falls below -6 hPa at least once along the track and criterion 4) is 

fulfilled, the system will also be regarded as a polar low track. Otherwise it should fulfil all 

five criteria given above. The -6 hPa criterion assumes a very strong mesoscale disturbance 

and hence overrides other criteria. This criterion is similar to the operational cyclone 

detection, and the acronyms “supmin” is used to stand for this criterion in the following. 

 

Practically these criteria can be applied individually and the respective thresholds can be 

changed. These are applied in an additive way to tracks which result from applying the MZ 

and KH methods. Table 2.6 shows the selection results based on combinations 1, 3, 5 and 7 of 

Table 2.3.  

 

After applying the polar low identification criteria, the numbers of tracks identified by the KH 

and MZ methods mostly differ because of the use of different filters. The KH method based 

on the DCT results in 84 potential polar lows and based on the digital filter in 135 potential 

polar lows. The MZ method based on the DCT filter and the digital filter results in 79 and 127 

potential polar lows, respectively. Therefore a larger number of tracks are retained for the 

digital filter than for the DCT filter. However, for the same filter, the numbers of tracks are 

much closer even for different detection and tracking methods. From a meteorological point 

of view different mesoscale systems are retained by the DCT filter and the digital filter. As a 

consequence, variables such as filtered wind speed, temperature or MSLP, used to describe 

the various mesoscale systems, also differ. These differences eventually lead to the varying 

track numbers after applying further criteria.  
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Table 2.6: Numbers of retained potential polar lows after applying the respective criteria in 

October 1993 – September 1995 (“noland” excludes tracks over land area [criterion 4]; 

“filtered minimum” means that filtered MSLP should be below -2 hPa at least once along a 

track [criterion 1]; “wind speed” means that the maximum 10m wind speed around the storm 

center has to be larger than 13.9 m/s at least for 20% of the positions [criterion 2]; “vst” 

means that vertical instability should be fulfilled [criterion 3]; “NS” requires the tracks to 

travel from north to south [criterion 5]; “supmin” means that the filtered MSLP falls below -6 

hPa at least once along the track and “noland” is also fulfilled [criterion 6]. “Sum” is the final 

number of retained potential polar lows.) 

 

 noland filtered 
minimum 

wind 
speed 

vst      NS supmin sum 

1 856       533 508 231 81 3 84 
3 1509      818            744       352     127     8 135 
5 819       442            419       186     78      1 79 
7 1421      738            680       303     120     7 127 

 

 

The incremental implementation of the polar low identification criteria has the following 

impact on the number of systems: The “filtered minimum” constraint dismisses 38% and 46% 

of all tracks from combinations 1 and 3 (Table 2.6) which use the detection and tracking of 

KH but employ the DCT and digital filters and returns 533 and 818 tracks, respectively. For 

the MZ detection and tracking applied to the DCT and digital filters this constraint dismisses 

46% and 48% of all tracks, as shown in Table 2.6 for combinations 5 and 7.  

 

The vertical stability (vst) criterion dismisses 55% and 53% of the tracks for the KH detection 

and tracking using the DCT and the digital filter, respectively. For the MZ method, it 

dismisses 56% of all tracks using the DCT and 55% when using the digital filter. This 

criterion is a stronger criterion than the previous two and can dismiss over half of the tracks 

resulting from both methods.  
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The strongest constraint is the directional criterion which requires the tracks to go from north 

to south (by the acronym “NS”). It dismisses 65%, 64%, 58% and 60% of the tracks, 

respectively, for combinations 1, 3, 5 and 7 in Table 2.6. As mentioned before, this criterion is 

very subjective and could dismiss potential polar lows wrongly. The “wind speed” criterion 

reduces the numbers by 5%, 9%, 5% and 8% of the tracks for each combination in Table 2.6.  

 

The last criterion of “supmin” means that the filtered MSLP minima falls below -6hPa at least 

once along the track and that the “no land” criterion is fulfilled. Even if all other criteria are 

not fulfilled and this criterion is fulfilled then the track is considered as a polar low. Table 2.6 

shows that for the DCT filter and the KH detection and tracking parts there are 3 tracks 

fulfilling the “supmin” criterion and there is 1 track for the MZ detection and tracking which 

fulfil this criterion. Using the digital filter there are 8 tracks for the KH method and 7 tracks 

for the MZ method that fulfil this criterion. However, this criterion highly depends on the 

filter method applied, with the DCT filter retaining less deep low pressure systems than the 

digital filter. 

 

For other combinations shown in Table 2.3 that use the same filter comparable numbers 

result, e.g. combination 2 returns 79 tracks of potential polar lows which is the same as 

combination 5, whilst combination 4 gives 124 tracks which is close to the numbers of 

combination 7. 

 

Figure 2.15 shows as an example one month (October 1993) of tracks of potential polar lows 

after applying the polar low identification criteria to combination 1 (red) of KH and 

combination 7 (blue) of MZ. Combination 1 gives 3 tracks while combination 7 leads to 6 

tracks. Three tracks are almost overlapping for both methods. One track of combination 7 

which parallels the Norwegian coast over the Norwegian Sea overlaps partly with a track of 

combination 1 in the southern Norwegian Sea. The other two tracks generally overlap very 

well for both combinations. The track of Le Cygne which appeared south of Spitsbergen and 

decayed at the southern Norwegian coast is tracked well by both methods.  
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Fig. 2.15 Tracks of potential polar lows after applying criteria to combination 1 (red with points) of KH and 

combination 7 of MZ in October 1993 (blue) 

 

It is notable that applying the criteria to pick out tracks of potential polar lows still retains the 

differences of numbers based on the DCT and digital filters. The “vst” and “NS” criteria are 

the most powerful constraints for both methods and can dismiss more than half of the 

remaining tracks.   

 

2.9 Outcome 

In this chapter two methods Zahn and von Storch’s method (2008a) (abbreviate as “MZ”) and 

Hodges’ algorithm (1994, 1995 and 1999) (abbreviate as “KH”) for tracking polar lows are 

compared. Two years of simulation data (October 1993 – September 1995) with relatively 

high resolution are used to compare the two method’s abilities to identify and track polar 

lows. Bandpass filters by the DCT and a digital filter are applied by two methods to select 

mesoscale systems to track polar lows. The detection parts of two methods based on the DCT 

and digital filter are compared. The detected minima vary mainly due to the different filter 

patterns. The setting of a gradient criterion for detected minima in MZ’s detection part could 

lead to retain much less minima than KH’s detection. MZ’s detection part only detects 

minima over sea because the MZ method is designed for tracking polar lows which are strong 

marine cyclones. To establish a better basis for comparisons for the two methods, the gradient 

criterion of MZ’s detection part is set to zero and tracks over land areas in the KH method are 

excluded. 
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Different combinations of filter, detection and tracking parts from the two methods are 

studied to investigate the influence of each part on the tracking results. If the gradient 

criterion of MZ's detection part is set to zero, the detection and tracking part between both 

methods show only small differences in track numbers for the same spatial filter. A simple 

algorithm for track-to-track comparison also confirms that the detection and tracking parts are 

not the main reasons for differences in track numbers and track paths. The largest differences 

on track numbers are related to the implementation of different filters. The probabilities for 

overlapping tracks between combinations which are based on different filters are also 

relatively small. This indicates that different filters lead to differences not only in track 

numbers but also in track paths. Moreover, the DCT and digital filter show different filtered 

MSLP patterns. The various filtered patterns differ in their detected minima, eventually 

influencing also the track numbers and paths. In this context more minima are detected for the 

digital-filtered fields which results in more detected tracks. 

 

A shortcoming of the tracking algorithms relates to the fact that not all of these tracks are 

polar lows. To overcome this problem the polar low identification criteria of MZ were applied 

to both tracking schemes in order to assign tracks to potential polar lows. The vertical stability 

criterion represents a quite strong constraint and can dismiss more than half of the remaining 

tracks. The directional criterion, requiring tracks to travel from north to south, is also strong 

and probably excludes some polar lows in the Labrador Sea and east Greenland. After 

applying these criteria, the differences in track numbers and locations are still very dependent 

on the selection of the spatial filter applied.  

 

Based on the comparative analysis it can be concluded that the different filters used in the two 

methods are the main reasons for variations in track numbers and paths. The digital filter used 

by MZ is less precise at scale separation according to wave numbers. The MSLP fields 

contain large values that influence the filter result, even if only small wave remnants are 

conserved after digital filtering. Thus we suggest that the DCT filter is more suited for this 

application, especially for MSLP fields. The filtered vorticity fields obtained by the digital 

and DCT filters show larger similarities, hence it might be expected that smaller differences 

might occur between detected polar lows obtained by KH and MZ methods for this field. 

Future work will explore this issue to investigate if the spatially filtered vorticity is a better 

alternative to the spatially filtered MSLP by applying both KH and MZ methods. 
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Chapter 3 Quasi-stationarity of centennial Northern Hemisphere 
midlatitude winter storm tracks 
 
3.1 Overview 

There is great interest in the issue of changing statistics of extratropical cyclones because of 

the impacts associated with the passage of such storms, in particular related to strong wind 

and heavy precipitation. Therefore many studies deal with perspectives of changing storm 

statistics in the course of emerging anthropogenic climate change (e.g., Schubert et al. 1998; 

Ulbrich and Christoph 1999). In order to assess the significance of expected future changes, 

knowledge about the natural variability of storminess is also needed (IDAG 2005). However, 

most analysis of recent and ongoing change of extratropical storm activity concentrated on 

analyzing re-analyses of recent decades such as Sickmöller et al. (2000) and Weisse et al. 

(2005), or on the last century such as  Alexandersson et al. (1998) and Matulla et al. (2008) 

who used proxies based on air pressure statistics to reconstruct past storminess.  

 

Only Fischer-Bruns et al. (2005) examined multi-centennial data – from coupled atmosphere-

ocean global climate model (GCM) simulations subject to estimated external (volcanic, solar 

and anthropogenic) forcing. They showed that the storm frequency had no noteworthy long-

term trends until recently. In particular no obvious link between temperature variations and 

extratropical storm activity emerged. In this study we examine a similar GCM simulation, 

extending for almost 1000 years, by studying the statistics through the lens of regional 

clustering and frequency of storm tracks. 

 

This study is based on the availability of millennial simulations, which by now are routinely 

computed after their first appearance in the late 1990s (von Storch et al. 1997). These long 

simulations mostly operate with spatial resolutions suitable for extratropical storms, but not 

for tropical cyclones. Therefore we limit ourselves to such mid-latitude baroclinic storms as 

analysed in Fischer-Bruns et al. (2005).  

 

Unfortunately, the spatial resolution of this simulation is relatively coarse, namely T30 

(approx. 370 x 370 km), and the output is stored only every 12 hours. Jung et al. (2006) state 

that extratropical cyclone numbers obtained within low horizontal resolution model data are 

40% lower compared to reanalysis data. Uncertainties of cyclone frequency also rise due to 

the coarse temporal resolution (Zolina and Gulev 2002). However, previous analyses have 

employed just this configuration, such as Raible and Blender (2004) and Fischer Bruns et al. 
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(2005). Assessing storm activity in terms of variance of 500 hPa geopotential height, Stendel 

and Roeckner (1998) found that T30 generates reasonable patterns and the deviations are less 

than 10% compared to ERA/ECMWF reanalysis data. A comparison of our results with other 

tracking studies is difficult, because different tracking methods use different settings. 

However, most important is that the spatial patterns and the relative frequencies of the 

different tracks are similar. The intention of this study is to determine and discuss the 

variability of storm tracks on multi-centennial time scales. We argue that the underestimation 

of the total number and length of tracks acts in the same way throughout the simulation: our 

track numbers may be biased negatively, but uniformly, so that the variability should hardly 

be affected. 

 

Various automatic tracking algorithms for describing cyclone activity in long-term datasets 

are available (Murray and Simmonds, 1991; Hodges, 1994, 1995; Serreze, 1995; Blender et 

al., 1997; Gulev et al., 2001; Muskulus and Jacob, 2005; Wernli and Schwierz, 2006; Zahn 

and von Storch, 2008a). We adopt in our study Hodges (1994, 1995 and 1999) well-

documented and frequently applied method. The cluster analysis was developed for sorting 

objects into different categories, and can of course be applied to cyclones, e.g. Blender et al. 

(1997) and Sickmöller et al. (2000) for North Atlantic baroclinic storms, and Elsner (2003), 

Nakamura et al. (2009) and Chu et al. (2010) for tropical storms.  

 

How storm track activity relates to changes of circulation has been well studied in the past, 

for instance the effect of the North Atlantic Oscillation (NAO) on storm statistics has been 

studied by Hurrell (1995), Ulbrich and Christoph (1999), Gulev et al. (2001). Also the effects 

of the Southern Oscillation (SO) (Sickmöller et al. 2000), the North Pacific Oscillation (PNA) 

(Sickmöller et al. 2000, Gulev et al. 2001) as well as anomalies of mid-latitude sea surface 

temperature (SST) anomalies (Brayshaw et al. 2008) have been studied in the link of changes 

in storminess. Sickmöller et al. (2000) showed that there are intermediate correlations 

between the northeastward travelling cyclones in the Pacific and the northeastward and zonal 

travelling ones in the Atlantic. Storm track activity of different clusters or over different 

regions is always studied in connection with the dominant patterns of atmospheric variability. 

In this respect the North Atlantic storms are closely related to the north Atlantic Oscillation 

(NAO). The shift of the NAO increases storm tracks over Europe (Hurrell 1995, Ulbrich and 

Christoph 1999, Gulev et al. 2001). In addition to the NAO index, Sickmöller et al. (2000) 

also studied the relation of North Atlantic cyclones with the Southern Oscillation Index (SOI). 
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Authors concluded that during El Nino winters (with low SOI) the stationary cyclones are 

more frequent. Cyclone activity in the Pacific such as frequency or density is highly 

associated with the Pacific/North American Pattern (PNA) (Sickmöller et al. 2000, Gulev et 

al. 2001).  Brayshaw et al. (2008) showed that the storm-track also responses to mid-latitude 

sea surface temperature (SST) anomalies. In this chapter, variability of Northern Hemisphere 

extratropical storms and its relation to changes in winter circulation is studied. This is done 

with the help of a Canonical Correlation Analysis of seasonal anomalies of mean sea level 

pressure fields (MSLP) and the time-variable number of members in the storm track clusters. 

 

The long-term GCM simulation, carried out with the coupled atmosphere-ocean GCM 

ECHO-G forced with variable solar, volcanic and greenhouse-gas forcing of the last 

millennium, is described in section 3.2. In section 3.3 tracking results using a Lagrangian-type 

tracking algorithm (Hodges 1994, 1995, and 1999) are shown and compared with results 

derived from NCEP/NCAR reanalysis data in order to evaluate the model simulation. Time 

series of cyclone numbers for the 990 years (quasi-millennium) and for the 10 centuries are 

also shown. In section 3.4 tracks are clustered into ten groups by the K-means clustering 

method; characteristics such as life span, frequency, or intensity are analyzed for each cluster. 

Century-to-century variability of cyclones for each cluster is also analyzed. Interactions of 

storm counts between different clusters are studied in section 3.5. Variations of the numbers 

of members of the clusters in the marine sectors of the North Pacific and North Atlantic 

related to mean winter circulation anomalies are presented in section 3.6. In section 3.7 results 

are discussed and conclusions are drawn. 

 

3.2 Data 

The quasi-millennial (1000–1990 AD) simulation used in this study has been carried out with 

the global climate model ECHO-G (Min et al., 2005 a, b). The ECHO-G model consists of the 

atmospheric model ECHAM4 (Roeckner et al. 1996) and the ocean model HOPE-G (Wolff et 

al. 1997). The atmospheric general circulation model (AGCM) is ECHAM4, which is the 

fourth version of the Hamburg AGCM. Considering the balance between computational costs 

and resolution requirement, ECHAM4 performs on triangular truncation at wave number 30 

(T30). It is shown that the ocean model HOPE-G performs similarly forced by ECHAM4 T30 

model data or T42 data (Legutke et al. 1996 and Min et al. 2005 a). For the atmospheric part 

the horizontal resolution is approximately 3.75°× 3.75° for a regular longitude-latitude grid 
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with 19 hybrid sigma-pressure levels. A more technical description for ECHAM4 can be 

found in Roeckner et al. (1996). 

 

The global ocean circulation model HOPE-G is the Hamburg Ocean Primitive Equation 

(HOPE) model. The HOPE-G model was implemented with a horizontal resolution of 

2.8°×2.8° (corresponding to T42) with a grid-refining to 0.5° in the tropical regions. HOPE-G 

consists of 20 irregularly spaced levels with 10 levels located in the upper 300 m. ECHAM4 

and HOPE-G are coupled by the OASIS software by exchanging mean atmospheric fluxes 

and surface conditions. More technical details about coupling HOPE-G are described by 

Legutke and Voss (1999). The model time step for ECHAM4 is 30 min and for HOPE-G is 

12h. The output is stored every 12 hours. In order to prevent an artificial climatic drift the 

ECHO-G model is corrected for heat- and freshwater fluxes. 

 

The estimated historical forcing for driving the model such as solar variations, CO2 and CH4 

concentrations as well as volcanic effects have been described previously by von Storch et al. 

(2004) and Zorita et al. (2005). Figure 3.1 from Müller (2004) shows the changes of CO2 and 

methane (CH4) concentrations after 1500 AD. An obvious increase of greenhouse gases (CO2 

and CH4) can be seen after 1800 AD. The ECHO-G simulations have been found skillfully in 

simulating the seasonal mean climatology and inter-annual variability of mean sea level 

pressure and surface temperature (Min et al. 2005 a, b; Gouirand et al. 2007). The 

atmospheric circulation of the Northern Hemisphere in winter including the NAO pattern is 

also simulated realistically by ECHO-G (Min et al., 2005b), although the ECHO-G model 

underestimates the number of blocking events compared to observations (Müller 2004). The 

North Atlantic sea level pressure anomalies and response to the El Nino Southern Oscillation 

(ENSO) are similar to observed patterns and other climate reconstructions (Gouirand et al. 

2007), although the modeled frequency of El-Nino is too regular and centered around three 

years. 
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Fig. 3.1 Effective solar constant, concentration of CO2 and methane (CH4) since 1500; in gray: normal period 

(1625–1655 AD) and Late Maunder Minimum (LMM) (1675–1705 AD) (Müller 2004). 

 

Investigations of shorter simulations done with ECHO-G have already shown that the grid 

resolution of T30 is sufficient to study midlatitude baroclinic cyclones (Stendel and Roeckner 

1998, Raible and Blender 2004, Fischer-Bruns et al. 2005). The storm tracks were found to 

agree well with ERA-15/ECMWF reanalysis data and deviations from ERA-15 are below 

10% (Stendel and Roeckner, 1998). Simulations carried out on higher spatially resolved grids 

could lead to an increase in the numbers of cyclones due to the presence of smaller and 

weaker cyclones. 

 

The key added value of this simulation is the homogeneous presentation of a possible 

development during the last millennium. Due to the limited availability of observational data 

a conventional validation of the simulation is hardly possible. However, with respect to the 

development of Northern Hemisphere temperature, comparisons with different proxy 

reconstructions are possible, including tree ring data and borehole temperatures (González-

Rouco et al. 2003, Tan et al. 2009). These proxies indicate that this simulation lies within the 

envelope of reconstructions of the past temperature evolution. Other simulations extending 

over 1000 and more years also exhibit qualitatively similar characteristics. Some have argued 

that ECHO-G temperature variations would be too large. However, this does not question our 

main conclusion, namely that the mid-latitude winter storm activity is remarkably stationary 

on centennial time scales (see below).  
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3.3 Strom tracks 

3.3.1 Cyclone tracking 

For cyclone identification and tracking 12-hourly mean sea level pressure (MSLP) fields with 

T30 spatial resolution simulated by ECHO-G are used. An automatic tracking algorithm 

developed by Hodges (1994, 1995, and 1999) is applied. This algorithm is widely used to 

study the climatology of extratropical cyclones (Hoskins and Hodges 2002, Hoskins and 

Hodges 2005), tropical storms and monsoon depressions (Hodges 1999), or specific cyclones 

such as polar lows (Xia et al. 2012a). In this study, only winter cyclones (DJF) at mid-

latitudes (≥30° N) over the Northern Hemisphere (NH) are considered.   

 

The use of different fields and levels has also been shown to result in different numbers of 

cyclones, even if using the same source data set (Hoskins and Hodges, 2002). The use of 

projections for the data onto a plane can also have an impact on the final results via both the 

identification and tracking. Here a cylindrical projection (plate carrée) which is adequate for 

tropics and midlatitudes has been used (Hodges 1994). Using the standard latitude-longitude 

projection preferentially samples the high latitudes (Sinclair, 1997), whilst distance and 

direction become distorted relative to their true values on the surface of a sphere. This can be 

circumvented to some extent by the choice of a different projection and measuring distance 

and direction on a sphere (Hodges, 1995).  

 

For high resolution data, it could be perfectly adequate for tracking. However, for a coarse 

grid, such as T30, the data could be sparse and fail to produce smooth tracks resulting in a 

staircase effect. Therefore data are interpolated by the B-spline method of Dierckx (1984).  

The interpolated surface is periodic in longitude up to the pole. The extrema are analysed by 

first identifying sub-regions to improve the efficiency. The segmentation refers to the 

threshold to identify “objects” using connected component analysis based on hierarchical 

quad trees (Hodges 1994). The minima or maxima in each object are detected and recorded 

with locations and strength.  

 

Before applying the tracking algorithm, a spatial filter is applied on the MSLP fields to 

remove the influence of large-scale systems. Wave numbers less than or equal to 5 are 

removed following a suggestion by Hoskins and Hodges (2002). Planetary wave are removed 

without significantly affecting the synoptic weather systems. Afterwards the tracking 

algorithm extracts all minima below -1 hPa in the filtered MSLP fields. Minima are connected 
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to form tracks if their distance is less than 12° (about 1333 km) within 12 hours. The 

minimum lifetimes of tracks is set to 2 days.  

 

A cost function with three time steps is constructed with the terms of similarity of direction 

and speed to estimate track smoothness and defined as (Hodges 1994, 1995 and 1999): 
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where k
iP is the position for a detected point on track i  of time step k . The first term is a 

measure of directional similarity, while the second term represents the speed similarity. The 

smoothness measure weights are chosen as w1=0.2 for direction and w2=0.8 for speed. 

 

For applications in 2D Cartesian space (Hodges 1994), 1k
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In the equation 3.1, if the three points lie on the same line, the first term is zero, while if the 

distance between the points 1k
iP and k

iP  is equal to the distance between the points k
iP and 1k

iP , 

the second term is zero.  

 

For application to latitude-longitude data, 3D Cartesian space is used (Hodges 1995). 1k
i

k
i PP  

is the directed arc of a great circle from k
iP and 1k

iP . The distance measure uses the geodesic 

norm as: 
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To maximize the track smoothness, the cost function (Eq. 3.1) is minimized and subject to the 

maximum displacement constraint max
1 dPP k
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i   and the maximum smoothness 

constraint max . If the systems move fast and the similarities of direction and speed is high,  
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then ψ ),,( 11  k
i

k
i

k
i PPP could be small. Thus, a more restrict constraint is required for the 

smoothness. If the systems move slowly, ψ ),,( 11  k
i

k
i

k
i PPP is large and a less restrict constraint 

is required for the smoothness. So adaptive smoothness constraints max which depend on the 

regionally varying upper-bound displacement constraints maxd are applied (Hodges 1999) as 

shown in Table 3.1. This study investigates extratropical cyclones in the Northern 

Hemisphere. The adaptive smoothness constraints are chosen following a limited sensitive 

study and could be different to those used by Hodges (1999) due to the analysis of different 

datasets. The minimization proceeds both forward and backward for one track to ensure that 

every point is checked. 

 

Table 3.1 Adaptive smoothness constraints used in the study. The last row indicates the 

maximum speed in each zone. 

Zonal upper-bound displacements 

Zones 1 2 3 4 5 

Lower (deg lat) -90.0 -20.0 20.0 30.0 70.0 

Upper (deg lat) -20.0 20.0 30.0 70.0 90.0 

dmax (deg) 0.5 4.0 7.0 12.0 7.0 

Max. speed (m/s) 1 10 18 30 18 

 

Adaptive track smoothness 



d  (deg) 0.0 2.0 6.0 13.0 >13.0 

)(max



d  0.7 0.5 0.1 0.0 0.0 
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3.3.2 Cyclone trend 

Extratropical cyclones in winter are tracked based on MSLP fields for the time period 1001 – 

1990 AD of the quasi-millennial ECHO-G simulation. The natural variability of cyclones on 

long time scales can be studied here and tracks of cyclones are also available for clustering 

analysis.     

 

For validation purposes tracks obtained from the ECHO-G simulations are compared to those 

derived from NCEP/NCAR reanalysis data (Kalnay et al., 1996). To establish a proper basis 

for comparisons with the ECHO-G simulations, the NCEP/NCAR reanalysis data were 

coarsened to T30 and 12 hourly outputs and the same tracking setting was applied on both 

data sets. The numbers of tracks from the ECHO-G simulation data are similar to those 

derived from the NCEP/NCAR reanalysis data. Spatial densities for regions with cyclone 

genesis in winter representing the origins of storm tracks are compared in Figure 3.2.  

 

Both data sets show the well-known genesis maxima for Pacific storms located over 

Mongolia, northeast of China, around southeastern China, east of Japan and in the central 

Pacific. This result is consistent with the studies by Adachi and Kimura (2007) and Inatsu 

(2009). Genesis maxima of Atlantic storms are located over continental North America in the 

lee of the northern Rocky Mountains, along the eastern coast of the United States and around 

Iceland, in accordance to Hoskins and Hodges (2002). Further genesis regions are found over 

the Norwegian Sea, over the western Mediterranean and over the Caspian Sea. In general, the 

distributions of genesis density in the ECHO-G simulation data agree reasonably well with 

those derived from the NCEP/NCAR reanalysis data.  
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Fig. 3.2 40-years (1951-1990) average density distribution of cyclone genesis in winter (December – February, 

DJF): (a) coarsened NCEP/NCAR reanalysis data; (b) ECHO-G simulation data. 

 
 
The cyclone density defined as cyclone occurrences per time step and area (218000km2) is 

shown in Figure 3.3. Figure 3.3a shows the mean winter storm density for the period from 

1951 – 1990 with the coarsened NCEP/NCAR reanalysis data and Figure 3.3b displays the 

difference between the ECHO-G simulation data and the coarsened NCEP/NCAR reanalysis 

data. The primary difference can be found in the western Pacific and in the Gulf of Alaska 

over the North Pacific, along the coast of North America, in the southeast of Greenland, and 

the Barents Sea. The ECHO-G simulation overestimates the cyclone density over the Gulf of 

Alaska, the region south of Greenland, and Western Europe. Underestimations are evident 

over southeast China, the east of Japan and over the western Mediterranean Sea (Figure 3.3b). 

However, differences are not large and the general cyclone density pattern is in accordance 

with results obtained by other studies (Gulev et al. 2001, Hoskins and Hodges 2002). 

Therefore we conclude that the midlatitude cyclone statistics of the ECHO-G simulation data 

are realistic to be used for further analyses.  
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Fig. 3.3 40-years (1951-1990) mean cyclone density (unit: cyclones/winter per 218000km2) for the Northern 

Hemisphere: (a) coarsened NCEP/NCAR reanalysis data; (b) difference between ECHO-G simulation data and 

interpolated NCEP/NCAR reanalysis data. 

 

The quasi-millennium trend for the period 1001-1990 AD of extratropical cyclones in winter 

is gained by means of Hodges’s tracking algorithm (1994, 1995 and 1999) based on MSLP 

fields. The 990-year time series of winter cyclone numbers for the NH are shown in Figure 

3.4. Accordingly, a high amount of inter-annual variability in cyclone numbers is evident. The 

average cyclone numbers for each century are shown in Figure 3.5. The lowest average 

cyclone number of 179/yr occurs in the twentieth century (1901–1990 AD). In the thirteenth 

(1201–1300 AD) and fourteenth (1301–1400 AD) century also relatively few storms are 

counted, with 180 per year. Largest numbers (182 counts per year) emerge in the fifteenth 

(1401–1500 AD) century. However, in general the average cyclone frequency for different 

centuries is quite similar with only little century-to-century variability (Figure 3.5), while the 

year-to-year variations for storm numbers are quite large (Figure 3.4). Long-term trends in 

cyclone frequency can not be detected during the quasi-millennial period between 1001 and 

1990 AD.  
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Fig. 3.4 Time series of the numbers of winter (DJF) extratropical cyclones (black line) and winter surface air 

temperature (SAT: K) (red line) in the Northern Hemisphere (NH) (years 1001–1990 AD). 

 
 

 
Fig.  3.5 Average annual numbers of winter (DJF) extratropical cyclones (black line) and average winter SAT 

(K) (red line) in the NH for different centuries (11th -20th century). 

 
This result is very similar to those obtained by Fischer-Bruns et al. (2005) based on a shorter 

ECHO-G simulation using the maximum wind speed to define storm days. They compared 

the storm day frequency between pre-industrial times (1551–1850 AD) and industrial times 

(1851–1990 AD) and found no noticeable differences. They stated that during historical times 

storm statistics for both hemispheres are remarkably stable with little variability and 
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storminess mostly decoupled from temperature variations. Only for climate change scenarios 

(A2 and B2), which describe possible developments in the 21st century, forced with a strong 

increase of greenhouse gas concentrations, the distributions of high storm frequency exhibited 

a poleward shift. However, for the area-averaged values for the Northern Hemisphere no 

increase in the numbers of storms is evident. Also here, we find the large variations in 

temperature not reflected in parallel variations of cyclone counts (Figure 3.4 and 3.5). 

 

As previously mentioned, compared to datasets carried out with higher spatial and temporal 

resolution, track numbers derived from coarsely resolved temporal and spatial datasets are 

underestimated (Blender and Schubert 2000, Jung et al. 2006, Zolina and Gulev 2002). 

According to the study of Jung et al. (2006), cyclones in the northern Pacific, the Arctic, 

Baffin Bay, the Labrador Sea and the Mediterranean Sea are specifically sensitive to the 

horizontal resolution. Numbers of extratropical cyclones within the low resolution model data 

are 40% smaller compared to the reanalysis data (Jung et al., 2006). This can be explained 

partly by topography which is described not very well by spatially coarse resolved 

simulations. Our result differs from those obtained by Gulev et al. (2001) related to the fact 

that cyclone density of the ECHO-G simulation data is up to 12 cyclones per winter per 

218000 km2 (Figure 3.3). This is considerable less than the number given by Gulev et al. 

(2001) (up to 20 cyclones per winter per 218000 km2). This difference may partly be due to 

the different spatial and temporal resolution of the different simulations under investigation or 

other deficits of the model ECHO-G. In addition, the differences may also reflect different 

tracking settings for the detection of storm tracks. However, most important are the similarity 

of the overall patterns and the relative cyclone frequencies of storm tracks. 

 

 

3.4 Clustering analysis 

3.4.1 Processing 

The estimated storm tracks are not equal length and refer to many dimensions. Prior to 

clustering, further processing is required to describe the tracks by only a few characteristic 

parameters. Different approaches have been used in this respect. For instance, Blender et al. 

(1997) used the relative displacement of a cyclone from its initial positions within 3 days. The 

relative displacements are defined as: 

                       )]0()(),0()([)](),([)( jjjjjjj ytyxtxtdytdxtd  .                             (Eq. 3.2)  

All cyclones are presented by the displacements within same life span T, 
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                      )].(,),0([ TtdtdD jjj                                                                      (Eq. 3.3) 

The threshold T=3 days is chosen. This requires cyclones to last for more than 3 days. The 

remaining part over 3 days is not considered in clustering. Considering the time step is 6h, the 

cyclone displacements are related to: 

                      )].(),(,),6(),6([ TtdyTtdxhtdyhtdx                                           (Eq. 3.4) 

24 numbers are used for describing every track in the clustering algorithm. Elsner et al. 

(2000) used latitude and longitude coordinates at the positions of maximum and final 

hurricane intensities. Nakamura et al. (2009) used the location of maximum wind intensity of 

the storm track and variance ellipse by measuring the shape of the cyclone track as shown in 

Figure 3.6. The centroid (see the asterisk in Figure 3.6) uses the location of the x and y 

coordinates of the maximum and final hurricane intensities. Three variances (x, y and xy 

directions) illustrate the ellipse in Figure 3.6 providing a summary of the shape of the storm. 

Afterwards five numbers (two coordinates and three variances) describe the track information 

forming the basis for track clustering. Chu et al. (2010) fitted a second-order polynomial 

function to the tracks. 

                                      
Fig. 3.6 Examples of the centroid (asterisk) and variance ellipse for the storm track (Nakamura et al. 2009). 

 

Here we also adopt Chu et al. (2010)’s procedure and fit to each track a second-order 

polynomial function with six free parameters. For each cyclone path, this is represented by the 

latitudes, longitudes and time according to: 
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with n being the length of cyclone track, latiz , and longiz , presenting the i  –th time step location 

of the track with .,,1 ni   

Each track can be polyfited as second order polynomial function by the following formula: 

                            ,  Tz                                                                                       (Eq. 3.6) 

where T is the time vector for the second order polynomial function by  
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The resulting formula reads as follows: 
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i.e.  
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                                                      (Eq. 3.10) 

where   is the deviation between cyclone track and the second order polynomial function of 

the track.  

 

The zero-order coefficients provide the information about the genesis locations of a track, the 

first-order coefficients describe the direction of track and the second-order terms represent the 

curvature of the track. Every track can be described by these six parameters and the clustering 

is done in this 6-dimensional space. Afterward all tracks are clustered into ten groups by the 

K-means method in each century. 

 

3.4.2 Clustering method 

Clustering analysis allows to objectively classify cyclones and storms over different oceans or 

land areas into categories. It provides a way to separate tracks into groups depending on the 
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specific characteristics of the cyclones, such as track geographical locations, genesis, track 

shapes and directions. Table 3.2 shows the different clustering analyses for cyclones in 

different ocean basins. Blender et al. (1997) classified cyclone tracks in the North 

Atlantic/European region into three distinct groups of stationary, zonally and north-eastward 

travelling storms. Elsner (2003) also clustered North Atlantic tropical cyclones into three 

clusters. Nakamura et al. (2009) used the locations and shapes of tropical cyclone tracks over 

the North Atlantic and classified the according cyclones into six clusters. Chu et al. (2010) 

classified tropical storms over the western North Pacific into three straight types, four 

recurved types and one mixed straight-recurved type. Clustering analysis is potentially helpful 

to study in greater detail the physical and geometrical characteristics of different groups of 

cyclones. Different clusters differ in the genesis locations, cyclone counts, intensities, 

lifetimes, track shapes, travelling directions, deepening rates, landfalls, seasonal patterns, and 

trends, respectively.   

     

Table 3.2: Clustering analysis applied for different ocean basins with different numbers of 

clusters and methods related to several studies. 

Name method clusters type areas 

Blender et al. 

(1997) 
K-means 3 

winter extratropical 

cyclones 
North Atlantic 

Elsner et al. 

(2003) 
K-means 3 tropical cyclones North Atlantic 

Nakamura et al. 

(2009) 
K-means 6 tropical cyclones North Atlantic 

Chu et al. 

(2010) 

Expectation-

maximization(EM) 

algorithm 

8 tropical cyclones 
Western North 

Pacific 

    

The interaction among clusters and their relation with large scale patterns can also be 

investigated using classification. Schubert et al. (1998) did the same classifications in the 

North Atlantic as Blender et al. (1997) for different scenarios. The authors find that 

northeastward travelling cyclones increase in the 2×CO2 scenario, but not in the 3×CO2 

scenario. Moreover, cyclone density shifts northward in both scenarios. Sickmöller et al. 

(2000) also applied Blender et al.’s clustering analysis (1997) but in the Northern Hemisphere 
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over the North Atlantic and Pacific Ocean, respectively.  They found that there are 

correlations between the north-eastward travelling cyclones in the Pacific and the north-

eastward and zonally travelling ones in the Atlantic. More stationary cyclones occur in the 

Atlantic in conjunction with a positive phase of the North Antlantic Oscillation (deeper 

Icelandic lows) during winter. In addition, more zonally travelling cyclones develop in the 

Atlantic when the center of the Aleutian low in the North Pacific is deeper. The study of 

Raible and Blender (2004) supports the finding that the northward shift of the storm tracks 

and cyclone intensities in the North Pacific are mainly caused by northeastward and zonally 

travelling cyclones, controlled by the El Niño Southern Oscillation (ENSO).    

 

Table 3.2 indicates that the K-means method is applied more widely for the cluster analysis 

(Blender et al. 1997, Elsner et al. 2003, and Nakamura et al. 2009). Chu et al. (2010) used the 

Expectation-Maximization (EM) algorithm in their clustering algorithm. In section 4.4.1, 

every track is polyfitted by a second order polynomial function and can be described by six 

parameters. Thus the clustering is done based on a 6-dimensional space. We also use the K-

means method to cluster all cyclone tracks into ten groups for each century. 

 

For k  clusters, the K-means method minimizes the sum S of the point-to-cluster-centroid 

distances as 
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where the N represents the cyclone counts,   denotes the second order polynomial 

parameters for each track. In this study, every track is described by six parameters so the 

index j counts these parameters with a total number L=6. This (Eq. 3.11) measures the 

squared Euclidean distance of cyclone tracks to their respective cluster centers. For the k -th 

cluster, jik ),(  are the centroids of this cluster, i.e. the mean of parameters  ji,  for cyclone i  

belonging to cluster k :  
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where kn  is the total number of cyclone tracks in cluster k . The K-means algorithm 

determines the clusters by iteratively swapping points between clusters to minimize S . 

 

The K-means algorithm depends on the initial cluster centroid positions known as seeds. In 

order to minimize this dependency, the clustering was repeated 20 times by choosing a new 



    61 
 

set of track parameters as initial centroid positions each time (Blender et al. 1997). Sensitivity 

experiments have also been carried out within different cluster numbers k . The cluster 

numbers k =10 are chosen in order to cover all cyclone genesis areas. This will be discussed 

in greater details in the following.  

 

3.4.3 Clustering results 

All tracks were clustered into ten groups by applying the K-means method in each century 

(Figure 3.7). The centroid track is the mean track of each cluster. According to Figure 3.7 all 

10 clusters form a midlatitude ring around the Northern Hemisphere with a poleward 

extension at their ends. The pattern is similar to the schematic illustration of principal tracks 

(Figure 15 of Hoskins and Hodges, 2002) and is also consistent with the location of the 

genesis areas (Figure 3.2).  

 

Across the Pacific, tracks are separated into three clusters: cluster 4 extending from the 

southeast of China into the Japan Sea, cluster 5 extending from the east of Japan towards the 

center of the Pacific, and cluster 6 in the eastern Pacific. In the Atlantic, there are also 3 

clusters: cluster 8 along the eastern North American coast, cluster 9 over southern Greenland, 

and cluster 10 extending from southeastern Iceland into the Norwegian Sea. Cluster 7 

corresponds to the tracks generated from continental North America in the lee of the northern 

Rocky Mountains. The classifications in the Pacific and Atlantic are quite similar to those of 

Gulev et al. (2001) except that only two clusters appear for the Pacific. Cluster 1 represents 

the cyclones originated from the Baltic Sea, North Sea and Mediterranean Sea in northern and 

western Europe. Cluster 2 represents cyclones originated in the Caspian Sea and cluster 3 

represents the cyclones from the northeast of China.     

 

Table 3.3 displays the numbers of tracks per cluster for the whole time period 1001 – 1990 

AD. Cluster 1 which emanates from the North Sea, Baltic Sea and the western Mediterranean 

contains most members. In the Pacific, the eastern cluster 6 shows the largest numbers of 

tracks, while the central cluster 5 contains the lowest number. Over the Atlantic, the western 

cluster 8 shows most tracks, whereas the lowest number is found in the central cluster 9. The 

sum of cyclone counts for the three Pacific clusters (4, 5, 6) is larger compared to the three 

Atlantic clusters (8, 9, 10).  
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Table 3.3: Cyclone numbers of the ten clusters shown in Fig. 3.7 for the quasi- millennial 

time period (years 1001 – 1990 AD). 

       

cluster 1 2 3 4 5 6 7 8 9 10 

numbers 23955 16625 15519 20219 16720 21510 21435 15899 13079 13918 

                        

 

 

 

Table 3.4: Lifespan (days) distribution rates of the ten clusters shown in Fig. 3.7 for the quasi- 

millennial time period (years 1001 – 1990 AD). Unit: %. 

 
lifetime(days) 2~4 4~6 6~8 8~10 >10 

Cluster 1 43.25 30.20 16.70 6.19 3.65 
Cluster 2 60.82 25.86 7.99 3.04 2.29 
Cluster 3 63.12 15.11 10.02 6.60 5.15 
Cluster 4 36.02 28.98 19.96 9.40 5.64 
Cluster 5 50.19 29.93 12.40 4.45 3.03 
Cluster 6 60.38 24.42 8.51 3.84 2.86 
Cluster 7 56.66 18.03 13.28 6.80 5.23 
Cluster 8 39.10 29.74 16.48 7.72 6.96 
Cluster 9 55.68 23.62 10.54 5.25 4.92 

Cluster 10 47.96 24.68 14.59 7.77 5.01 
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Fig. 3.7 Winter (DJF) extratropical cyclone tracks of the 20th century (years 1901 – 1990 AD) in the NH 

clustered into ten clusters by applying the K-means method: member tracks (blue) and centroid tracks (red) of 

the ten clusters. 
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Many studies found poleward shift of tracks or track density in simulations forced with future 

greenhouse gas scenarios (Schubert et al. 1998, Ulbrich and Christoph 1999, Fischer-Bruns et 

al. 2005, and Pinto et al. 2007). Observations based on satellite data also indicate that the 

storm cloudiness shows a poleward shift (Bender et al. 2012). Figure 3.8 displays the centroid 

(mean) tracks of the ten clusters for the 11th century (years 1001 – 1100 AD) and the 20th 

century (years 1901 – 1990 AD). Almost all of them show little variability. Obviously, the 

geometric positions of the tracks were quite similar in the first and last century of the last 

millennium. The results obtained by Fischer-Bruns et al. (2005) indicate that it is not the 

hemispheric temperature, but other factors, such as the zone of maximum baroclinicity that is 

related to the change in tracks.  

 

 

                                         
Fig. 3.8 Mean tracks of ten clusters (red numbers) for the NH in the 11th and 20th century: red ones are the mean 

tracks of the ten clusters in the11th century (years 1001–1100 AD), blue ones with circles are the mean tracks of 

the ten clusters in the 20th century (years 1901–1990 AD). 

 

 

Figure 3.9 shows the average cyclone numbers for the 10 clusters in different centuries. There 

are no large variations between different centuries and the large differences in cyclone counts 

between the clusters vary very little from century to century. An interesting phenomenon are 

the variations of cyclone counts over the North Atlantic (Figure 3.9: cluster 8, 9 and 10) in 

anomalous climatic periods, like the Medieval Climate Anomaly (MCA, 950 – 1250 AD) and 

the Little Ice Age (LIA, 1500 – 1700 AD) (Keigwin 1996). For example, Raible et al. (2007) 

found that cyclone density is accompanied by high strong wind speed and precipitation 

southward shifts in the North Atlantic and Pacific, with concurrent increases in cyclone 

intensity during winter. However, the differences of cyclone counts over different centuries 
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can only hardly be recognized (Figure 3.9). Fischer-Bruns et al. (2005) stated that the 

variations of storm activity are not linearly related to temperature variability within historical 

times in the ECHO-G simulation between 1500 and 1990 AD. For scenario simulations, 

however, cyclone trends and density are highly probable to emerge in parallel to temperature 

changes (Schubert et al. 1998, Ulbrich and Christoph 1999, Fischer-Bruns et al. 2005, and 

Pinto et al. 2007). This indicates that the possible relationship is more relevant to the rate of 

temperature change or baroclinic instability (Fischer-Bruns et al. 2005). Nevertheless, there 

are still uncertainties in storm tracks responding to anthropogenic forcing due to ocean 

circulation changes (Raible and Blender 2004, Wolling et al. 2012).  

 

 

 
Fig. 3.9 Average annual numbers of winter (DJF) extratropical cyclones over the NH for the ten clusters in 

different centuries (11th - 20th century).  
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Table 3.4 shows the distribution of lifetimes for all clusters. Overall, the highest percentage is 

found for the lifetimes of 2-4 days. For clusters 2, 3 and 6 over 60% of tracks last between 2 

and 4 days. Cluster 8, primarily located over the eastern North American coast, contains most 

long-lived (more than 10 days) cyclones with about 7% of all its cyclones (Table 3.4 and 

Figure 3.10 b). Over the Atlantic, the eastern cluster 10, extending from southeastern Iceland 

to the Norwegian Sea, shows an average lifetime of about 5 days. The number of long-lived 

cyclones (5.0%) is a slightly increased compared to cluster 9. For the Pacific, cluster 4 

contains the highest percentage (5.6%) of cyclones lasting more than 10 days with a mean 

lifetime of about 6 days (Figure 3.10 a).  In general, cyclones travelling from land to the 

ocean tend to exist for a longer time, such as those in clusters 3 and 7.  The warm Kuroshio 

current in the Pacific and the Gulf stream in the Atlantic play important roles in generating 

baroclinic situations favoring the existence of cyclones. Latent heat release and moisture 

convergence over the ocean also contribute to the development and persistence of cyclones. 

 
In addition to analyses presented above, also deepening rates for each track were determined, 

and frequency distributions for these rates for all tracks in a cluster were derived. The 

“averaged” deepening rate is calculated for the period from genesis location to the maximum 

pressure value. The “maximum” deepening rate” is the largest pressure decrease along a track.  

 

Table 3.5:Mean deepening rate (hPa/12h) distributions of the ten clusters shown in Fig. 3.7 

for the quasi- millennial time period (years 1001 – 1990 AD). Unit: %. 

 
Mean deepening 

rates  
(hPa/12h) 

 
<-10 

 

 
-10~-8 

 

 
-8~-6 

 

 
-6~-4 

 

 
-4~-2 

 

 
-2~0 

 
Cluster 1 0.08 0.34 1.95 11.44 45.79 40.40 
Cluster 2 0.07 0.27 1.52 9.01 38.62 50.51 
Cluster 3 0.10 0.57 2.86 14.54 36.98 44.95 
Cluster 4 2.15 5.05 13.99 30.70 31.69 16.42 
Cluster 5 7.12 9.90 18.13 26.01 25.44 13.40 
Cluster 6 6.23 7.83 13.65 22.73 30.92 18.63 
Cluster 7 0.23 0.69 3.41 14.84 42.22 38.61 
Cluster 8 1.55 4.37 12.40 29.49 38.19 14.00 
Cluster 9 2.65 4.19 9.60 21.67 38.37 23.51 

Cluster 10 0.59 1.22 4.45 15.17 45.00 33.56 
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Table 3.5 shows the mean deepening rates per 12 hours for the ten clusters for the whole time 

period 1001 – 1990 AD. In the Atlantic, the average deepening rates are mainly between 2-4 

hPa/12h for clusters 8, 9 and 10 with 38.2%, 38.4% and 45.0%, respectively (Figure 3.10 d 

and Table 3.5). Cluster 8 for the eastern North American coast also shows an elevated average 

deepening rate of 4-6 hPa/12h. In the Pacific, there are more cyclones with an average 

deepening rate between 4 to 6 hPa/12h compared with Atlantic cyclones, most evident in 

cluster 4 over the western Pacific (30.7%, Figure 3.10 c). For the other clusters average 

deepening rates are mostly around 0 to 2 hPa/12h, except for clusters 1 and 7 showing their 

largest deepening rate percentage between 2 to 4 hPa per 12 hours (Table 3.5).  

 

Table 3.6 lists the distributions of maximum deepening rates per 12 hours. Figure 3.10 e and f 

show maximum deepening rates for the Pacific and the Atlantic. In the Pacific, more than 

about 25% of all cyclones are related with a rapid maximum deepening of more than 

10hPa/12h. Cluster 5 over the central Pacific shows the highest maximum deepening rate 

(36.6%) with more than 10 hPa per 12h (Figure 3.10 e). Over the Atlantic, the maximum 

deepening rates of more than 10 hPa per 12h occur less often than over the Pacific. Only 

cluster 8 over the eastern North American coast shows a maximum deepening over 10 hPa per 

12h for 23.4% of all its cyclones (Figure 3.10 f). Cluster 9 (22.2%) over southern Greenland, 

and cluster 10 (26.9%) extending from southeastern Iceland into the Norwegian Sea show 

mainly maximum deepening rates of 4-6 hPa/12h. From the studies of Gulev et al. (2001) 

analyzing NCEP/NCAR re-analysis and from Uccellini (1990) it is known that the largest 

deepening takes place over the oceans. Thus, the statistics of the ECHO-G cyclone clusters 

are found to be consistent with the previous studies of “observed” cyclone activity. 
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Fig. 3.10 Distributions (%) of cyclone lifetime (days) (a and b), mean deepening rates (hPa/12h) (c and d), and 

maximum deepening rates (hPa/12h) (e and f) for winter cyclones over the Pacific (a, c and e) and the Atlantic 

(b, d and f) for the whole time period (years 1001 − 1990 AD). 

 
 
 

 

 

 

(c) (d) 

(e) (f) 

(a) (b) 
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Figure 3.11 shows changes of the maximum deepening rates for the Atlantic and Pacific 

clusters during different centuries. In the 20th century maximum deepening rates larger than 

10 hPa per 12h become less frequent for cluster 8 but more frequent for cluster 10 in the 

Atlantic (Figure 3.11 right). Between the 17th and 18th century the maximum deepening rates 

for cluster 8 of between 6 to 8 hPa per 12h become more frequent, but those larger than 8 hPa 

per 12h less frequent. There are tendencies of decreases in the frequency of deep cyclones in 

the 16th-17th and 19th century for cluster 9 and in the 16th and 19th century for cluster 10. In the 

Pacific, in the 20th century frequencies of rapidly deepening cyclones (over 10 hPa/12h) 

slightly increase for cluster 4 and 5 (Figure 3.11 left), and relatively slowly deepening 

cyclones (2-4 hPa/12h) appear more often in cluster 4 but less so in cluster 6. There are 

decreases in the frequency of deep cyclones in the 11th and 19th century for cluster 4, during 

the15th to 16th century for cluster 5, and in the 12th century and during the 14th to 16th century 

for cluster 6. 

 

Table 3.6: Maximum deepening rate (hPa/12h) distributions of the ten clusters shown in Fig. 

3.7 for the quasi- millennial time period (years 1001 – 1990 AD). Unit: %. 

 
 

Maximum 
deepening 

rates(hPa/12h) 
  <-10 -10~-8 -8~-6 -6~-4 -4~-2 -2~0 

Cluster 1 2.27 5.58 15.03 28.81 32.05 16.26 
Cluster 2 2.08 3.24 9.57 22.48 36.44 26.19 
Cluster 3 9.31 7.15 10.76 16.89 28.23 27.66 
Cluster 4 31.89 17.06 17.27 13.42 11.72 8.64 
Cluster 5 36.64 16.12 15.96 12.78 11.18 7.31 
Cluster 6 24.89 14.76 16.89 17.14 15.84 10.48 
Cluster 7 9.45 8.78 14.33 19.74 24.68 23.03 
Cluster 8 23.35 18.33 21.81 17.83 12.03 6.64 
Cluster 9 15.38 13.01 19.01 22.18 19.02 11.39 

Cluster 10 5.47 8.63 17.62 26.91 26.44 14.93 
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Fig. 3.11 Normalized anomalies of the maximum deepening rate distributions for cluster members over the 

Pacific (cluster 4, 5 and 6) and the Atlantic (cluster 8, 9 and 10) across different centuries (11th -20th century). 
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3.4.4 Interactions between clusters 

The presence of linkages between cyclonic activities in the Pacific and the Atlantic has been 

studied before (May and Bengtsson 1998, Sickmöller et al. 2000). Sickmöller et al. (2000) 

showed that the numbers of north-eastward travelling cyclones in the North Pacific are related 

to the frequency of the north-eastward and zonal travelling cyclones in the North Atlantic. It 

was also suggested by Sickmöller et al. (2000) that upper-level Pacific depressions could 

cross North America and influence the genesis of cyclones over the western Atlantic.  

 

We analyzed the correlations of the numbers between the ten clusters (Table 3.7), as derived 

from all 990 years of the simulation. The numbers of tracks for each cluster show no obvious 

serial correlations. The main feature is the negative correlations between neighboring clusters, 

which is statistically significant at the 5% level. However, negative correlations between 

neighboring clusters are not very large, e.g., between the Atlantic clusters 8 and 9 (r=-0.23), 

the Pacific clusters 4/5 (r=-0.22) and 5/6 (r=-0.32), the continental clusters 7/8 (r=-0.22) and 

1/10 (r=-0.21). Also small and mostly statistically non-significant correlations emerge 

between non-neighboring clusters across the North American continent such as clusters 6/8 

(r=-0.12), 6/9 (r=+0.13), and 6/10 (r=+0.11).  Thus even though the linkage between 

neighboring clusters is not strong it resembles a robust feature, while the remote linkages are 

very weak. 

 
 
Table 3.7: Correlations of time series of winter cyclone numbers between the ten clusters 

shown in Fig. 3.7 (years 1001-1990): blue ones denote statistically significant correlation 

coefficients at the 5% level according to a t-test. 

 

clusters 2 3 4 5 6 7 8 9 10 
1 -0.17 0.02 0.01 0 0.03 -0.02 -0.03 -0.01 -0.21 
2  -0.04 0 0 0.01 -0.02 -0.03 0.06 -0.02 
3   -0.11 -0.11 0.02 -0.08 0.02 0.03 -0.02 
4    -0.22 -0.10 0.02 -0.03 0.01 0 
5     -0.32 -0.09 0.09 -0.02 -0.04 
6      -0.06 -0.12 0.13 0.11 
7       -0.22 0.01 -0.01 
8        -0.23 -0.10 
9          0.01 
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3.4.5 Links to large-scale pressure patterns 

In the following we investigate how annual mean MSLP patterns are related to the annual 

numbers of cyclones in the Pacific and the Atlantic. The Canonical Correlation Analysis 

(CCA) (von Storch and Zwiers 1999, Zahn and von Storch 2008b) is used to determine 

systematic mutual dependencies in the annual MSLP fields and yearly cyclone counts for the 

three clusters in the North Pacific and the North Atlantic sector separately.   

 

Prior to the CCA, a data compression was carried out by truncating the high-dimensional 

MSLP fields into the leading thirteen Empirical Orthogonal Functions (EOFs) (Gulev et al. 

2001, Zahn and von Storch 2008b). The fields, both EOF-truncated MSLP as well as cluster 

counts, are based on deviations from the long-term (990 years) mean, i.e. annual anomalies.  

 

Figures 3.12 and 3.13 show the two most important patterns linking MSLP and cyclone 

frequency anomalies in the North Pacific sector. The canonical correlation between the time 

coefficients of the first (second) CCA pattern are r=0.6 (r=0.4) and the pattern represent 48% 

(35%) of the variance of winter cyclone counts in the Pacific.   

         
Fig. 3.12 Canonical correlation patterns between time series of winter (DJF) cyclone numbers in the Pacific 

(clusters 4, 5 and 6) (triangles: for positive values, inverted triangles: for negative values) and mean sea level 

pressure fields in hPa (isolines: dashed for negative and solid for positive). The first CCA pair shares a 

correlation coefficient of r=0.59 and represents 48% of the variance of winter cyclone numbers for the period 

1001 – 1990 AD. Cyclone frequency anomalies are -0.6 for cluster 4, -2.2 for cluster 5, and +4.6 for cluster 6. 
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The first Pacific pattern (Figure 3.12) represents a unipolar pressure pattern with a center 

around the Aleutian Islands with minimum values below -4.5 hPa. For example, given the 

CCA coefficient at a certain time equals 1, then the maximum annual mean Aleutian pressure 

anomaly is below -4.5 hPa and the number of cyclones in cluster 4 is decreased by 0.6, in 

cluster 5 decreased by 2.2 and increased in cluster 6 by 4.6. Thus, when the CCA pattern 

shows a positive time coefficient, the Aleutian Low tends to be stronger (lower pressure) and 

cyclone numbers of the eastern cluster 6 increase whereas cyclone counts in the western 

cluster 4 and central cluster 5 over the North Pacific tend to be lower. 

 

The second pattern (Figure 3.13) describes a bipolar pressure pattern between the Aleutian 

Islands and North America with a pressure difference of more than 3 hPa. This relates to a 

decrease/increase of cyclone counts in the western North Pacific (cluster 4) but 

increase/decrease in the central (cluster 5) and eastern North Pacific (cluster 6). This pattern 

seems to be related to the Pacific North American Oscillation (PNA) pattern, albeit with a 

shift. The PNA pattern is associated with the East Asian jet stream and could influence 

cyclone genesis in the eastern North Pacific to a high degree (Sickmöller et al. 2000, Gulev et 

al. 2001). Christoph and Ulbrich (2000) also suggested the PNA patterns as important for 

impacts on cyclone activity in the western North Atlantic.  

 

 

              
Fig. 3.13 Same as Fig. 3.12 for the second CCA pair: The canonical correlation is r=0.39 and represents 35% of 

the variance of winter cyclone numbers for the period 1001 – 1990 AD. Cyclone frequency anomalies are -3.2 

for cluster 4, +2.9 for cluster 5, and +0.6 for cluster 6. 
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Figure 3.14 and 3.15 are the CCA patterns for clusters 8, 9 and 10 over the North Atlantic. 

The first pattern has a canonical correlation of r=0.5 and the second pattern shares a 

correlation of r=0.3.  The patterns represent about 39% and 31% of the year-to-year variance 

for winter cyclone counts, respectively.  

 

         
Fig. 3.14 Canonical correlation patterns between time series of winter (DJF) cyclone numbers in the Atlantic 

(clusters 8, 9 and 10) (triangles: for positive values, inverted triangles: for negative values) and mean sea level 

pressure fields in hPa (isolines: dashed for negative and solid for positive). The first CCA pair shares a 

correlation coefficient of r=0.51 and represents 39% of the variance of winter cyclone numbers for the period 

1001 – 1990 AD. Cyclone frequency anomalies are -0.9 for cluster 8, +3.0 for cluster 9, and +2.0 for cluster 10. 

 

 

The first pattern (Figure 3.14) indicates a dipole located over the Iceland region and the 

subtropical North Atlantic with a pressure difference of more than 4 hPa. This pattern is 

obviously related to the North Atlantic Oscillation (NAO) pattern with deeper/higher Iceland 

low and higher/shallower subtropical high. In the positive phase (deeper Icelandic Low) there 

are more cyclones for cluster 9 and cluster 10 over the southeast of Greenland and 

northeastern Atlantic, in accordance with the study of Sickmöller et al. (2000). The NAO is 

known to be associated with variations of storm activity over the North Atlantic (Ulbrich and 

Christoph 1999, Sickmöller et al. 2000, Gulev et al. 2001, Pinto et al. 2007 and Raible et al. 

2007). In its positive phase, cold air from Arctic areas is encountering the warm North 

Atlantic current, and baroclinicity increases over the North Atlantic. The zonal winds also 

strengthen to further increase baroclinicity. This leads to more cyclone activity over the 

northeastern Atlantic. A systematic shift of NAO variability could results in changes of 

cyclone density or intensity (Ulbich and Christoph 1999, Pinto et al. 2007). In its negative 
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phase, with a shallower Icelandic Low, cyclones shift southward and more intense cyclones 

occur over the Mediterranean area (Raible et al. 2007). 

 

 

           
Fig. 3.15 Same as Fig. 3.14 for the second CCA pair: it shares a correlation coefficient of r=0.27 and represents 

31% of the variance of winter cyclone numbers for the period 1001 –1990 AD. Cyclone frequency anomalies are 

-1.7 for cluster 8, -1.7 for cluster 9, and +2.3 for cluster 10. 

 

The second pattern (Figure 3.15) shows a unipolar pattern located over the North Atlantic 

with negative values of more than -2.5 hPa. According to the sign of the cyclone cluster 

pattern, more cyclones occur in conjunction with this pressure anomaly pattern along the 

eastern North Atlantic (cluster 10). At the same time fewer cyclones occur along the coast of 

North America (cluster 8) and over southern Greenland (cluster 9).  

 

3.5 Conclusions 

A coupled global atmosphere-ocean model (ECHO-G) simulation for the last about one 

thousand years was analyzed for changes in winter storm activity over the Northern 

Hemisphere. The ECHO-G model was forced with variations of shortwave solar input, 

volcanic activity changes, and slowly changing greenhouse gas concentrations during the last 

millennium for the period 1000 – 1990 AD. An automatic tracking algorithm (Hodges 1994, 

1995, and 1999) was used to locate extratropical cyclones within the simulated MSLP fields. 

For validation reasons, the tracks were also compared with coarsened NCEP/NCAR 

reanalysis data. The main result of the study is that the time series of cyclone counts for the 

years 1001 to 1990 AD show strong year to year variations, but an obvious trend was not 
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found. The centennial variability of storm tracks is very small, whereas the centennial 

variation of hemispheric mean temperature is large. 

 

Tracks were clustered into ten groups by applying the K-means method. The clusters mainly 

correspond to the cyclone genesis areas. Frequency and distributions of lifetime as well as 

deepening rates were studied for the ten clusters. The oceanic cyclones show rapid deepening 

rates and a relatively long lifetime. Storm tracks in the Pacific are clustered into three groups: 

tracks over the western North Pacific, in the central North Pacific and in the eastern Pacific. 

In the North Atlantic, tracks are also grouped into three clusters: tracks are located over the 

eastern North American coast, southern Greenland, and southeastern Iceland and the 

Norwegian Sea. The frequencies of cyclones in these two oceans are connected to large-scale 

pressure patterns. The main results for the North Pacific and North Atlantic sectors are as 

follows: 

 

North Pacific: Most cyclones occur in the eastern North Pacific, and fewest in the central 

North Pacific. Cyclones in the western North Pacific show longest lifetime (average lifetime 

of 6 days) and also show the highest percentage of cyclones lasting for more than 10 days. 

Cyclones over the central North Pacific indicate the highest proportions to deepen rapidly 

(>10 hPa per 12h). In the 20th century those cyclones that deepen rapidly (> 10hPa per 12h) 

become slightly more frequent over the western and central North Pacific. Frequencies of 

cyclones over the western, central and eastern North Pacific are correlated among each other 

and are also related to the intensity of the Aleutian Low. When the Aleutian Low is stronger, 

the number of cyclones in the eastern North Pacific increases. Cyclones in the eastern North 

Pacific show only weak teleconnections across the North American continent to cyclones in 

the North Atlantic. 

 

North  Atlantic: Cyclones located over the eastern North American coast show the largest 

total numbers, the longest lifetimes with an average lifespan of 6 days, and also most cyclones 

which deepen rapidly (>10 hPa per 12h) occur in this region. In the 20th century those rapidly 

deepening cyclones become less frequent over the eastern North American coast, but more 

frequent over southeastern Iceland and the Norwegian Sea. Cyclone counts over the North 

Atlantic are correlated with the NAO pattern. During the positive NAO phase, there are more 

cyclones over the region southeast of Greenland, the northeastern Atlantic and northwest 

Europe. In general, the cyclone numbers over the North Atlantic are lower compared to the 
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North Pacific. In addition, more cyclones over the North Pacific than over the North Atlantic 

show a strong deepening rate of at least 10hPa/12h. 

 

We conclude that the simulation of the last millennium shows only smaller variations on 

centennial time scale and no long-term trends for the whole period. This is valid for the 

location and numbers of cyclone tracks which are changing only marginally.  

 

There are a number of caveats: First, the data are generated by a model as a response to 

prescribed, estimated external forcing (solar, volcanic material, greenhouse gases). These 

estimated external forcing factors may deviate from the real evolution due to uncertainties 

involved in their reconstruction. For example, discussions so far point to an overestimation of 

solar and volcanic factors. Assuming this overestimation in the amplitude and impact of 

changes in external forcing factors, the conclusions of “little centennial variations of storm 

track statistics” would not be affected. Also the model may show too small variations of storm 

activity, in particular related to the coarse spatial resolution of T30. Comparison with other 

studies indicates that there may be an underestimation, but this would be stationary in time, so 

that our conclusion about temporal variability would not be affected. Finally, the relatively 

infrequent storing of MSLP fields, only once in every 12 hours, may have lead to too few 

detectable storms. We consider this possibility also less relevant, first because of successful 

previous studies with this “coarse” gridding. Again, such a bias would hardly affect the 

strength of the variations of cyclone numbers. But all in all, these caveats must be 

acknowledged, and future studies of similar millennial simulations, with better horizontal and 

temporal gridding, will help to disentangle the influence of the different external and model 

specific factors on the results obtained in this study. 
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Chapter 4 Summary, discussions and outlook 

 

4.1 Summary 

In this study, the variability of storm track characteristics is studied in terms of polar lows in 

the North Atlantic and extratropical cyclones in the Northern Hemisphere. According to the 

questions raised in Section 1.4, two main investigations were carried out: first, two 

identification and tracking algorithms are compared for tracking polar lows with relatively 

high resolution data from the regional climate model CCLM. Second, the centennial scale 

variability of extratropical winter storm numbers in the Northern Hemisphere is studied in the 

lens of tracking and clustering analysis using a global climate simulation covering the last 

millennium. The main conclusions can be summarized as follows:  

 

1. The tracking method from Hodges (1994, 1995, and 1999) (KH method), which was 

originally designed for tracking cyclones in general, can be adapted to track polar 

lows. Compared with the method of Zahn and von Storch (2008a) (MZ method) that is 

especially designed for detecting polar lows, the main difference arises from the 

different filters applied in both methods. The detection and tracking parts of both 

methods also influence the numbers of tracks although less critically. 

 

2. Quasi-stationarity is shown for Northern Hemisphere midlatitude winter storm tracks 

at the centennial time scales. There are only smaller variations on centennial time 

scale for extratropical cyclone counts, whereas the centennial variation of hemispheric 

mean temperature is larger. In addition, there are no long-term trends of extratropical 

cyclones for the whole period from 1001 to 1990 AD. This stationarity is also valid for 

the track locations indicating only minor changes. 

 

For the first conclusion, it is important to know that the digital filter used by Zahn and von 

Storch (2008a) is less precise at scale separation according to wave numbers. When filtering 

variables like MSLP, the wave number parts that stem from the imperfect scale separation 

contain large values that influence the filter results. Hence we recommend that the DCT filter 

is better suited, especially for MSLP fields. The filtered vorticity fields obtained by the digital 

and DCT filters are much more similar, hence it might be expected that smaller differences 

might occur between polar lows detected by the KH and MZ methods when applied to this 

field. After a selection process that applies criteria to identify tracks of potential polar lows, 
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differences between both methods are still visible, although the major systems are identified 

by both schemes. 

 

For the second part of this study tracks were clustered into ten groups by applying the K-

means method. The cluster results mainly correspond to the cyclone genesis areas. Frequency 

and distributions of lifetime as well as deepening rates were studied for the ten clusters. The 

oceanic cyclones show rapid deepening rates and a relatively long lifetime.  

 

Storm tracks in the North Pacific are clustered into three groups representing regions over the 

western, central, and the eastern North Pacific, respectively. Most cyclones occur in the 

eastern North Pacific, whereas fewest are in the central North Pacific. Cyclones in the western 

North Pacific show highest persistence with an average lifetime of 6 days and also show the 

highest percentage of cyclones lasting more than 10 days. Frequencies of cyclones over the 

North Pacific are related to the Aleutian Low. Periods with intensified Aleutian Low are 

related to a larger number of cyclones in the eastern Pacific. Cyclones over the eastern Pacific 

show weak teleconnections across the American continent with cyclones over the North 

Atlantic. 

 

Over the North Atlantic, tracks are also grouped into three clusters representing regions over 

the eastern North American coast, southern Greenland, and southeastern Iceland and the 

Norwegian Sea. Cyclones located over the eastern North American coast show the highest 

total numbers, the longest lifetimes with an average lifespan of 6 days, and also most cyclones 

which deepen rapidly occur in this region. The number of cyclones over the North Atlantic is 

correlated to the phase of the North Atlantic Oscillation (NAO). During the positive NAO 

phase, more cyclones occur over the southeast of Greenland, the northeastern Atlantic and 

northwestern Europe. Cyclone numbers over the Atlantic are lower than for the Pacific. In 

addition, more cyclones occur over the North Pacific than over the North Atlantic in 

conjunction with pronounced deepening rates of at least 10hPa/12h. 

 

Results of a clustering analysis related to long-term cyclone changes over the last millennium 

indicate that only smaller cyclone number variations occur on decadal to centennial time 

scales for ten clusters. The mean location of cyclone tracks within the ten clusters changes 

only marginally compared between the 11th century and 20th century. The total number of 

winter cyclones over the Northern Hemisphere for years 1001 to 1990 shows strong year to 



80  

year variations, but an obvious trend was not found. The centennial variations of storm tracks 

over the Northern Hemisphere are quite small and seem to be independent from hemispheric 

temperature variability during historical times in the ECHO-G simulation.  

 

4.2 Discussions 

There are many studies to assess method-related uncertainties on cyclone detection and 

tracking, such as Raible et al. (2008) who compared three different algorithms with the same 

input data. Actually the method-related uncertainties are quite important due to contradictory 

climate trends of cyclones that can result even from analyses based on identical datasets 

(Ulbrich et al. 2009). Therefore it is essential to study the uncertainties with regard to the 

different methods used. The project IMILAST (Intercomparison of MId-LAtitude STorm 

diagnostics) was initiated to intercompare extratropical cyclone detection and tracking 

algorithms. Fifteen detection and tracking algorithms were compared for extratropical 

cyclones (Neu et al. 2012). They found that methods are consistent for globally patterns in 

geographical distribution and interannual variability, but there are largest spreads between 

different algorithms on the total numbers of cyclones especially the numbers of weak 

cyclones. Diagnosing the detailed reasons for differences associated with characteristics of 

different schemes will be in the next phase of IMILAST work. Although these investigations 

mainly compared methods designed to study extratropical cyclones in general, not for very 

specific types like polar lows, the consequences of IMILAST are similar with those in our 

study that various selections and settings in filtering, detection and tracking of different 

methods could influence the numbers of polar lows.  

 

In order to extract mesoscale systems like polar lows, band-pass filtering is applied before 

detection and tracking. This differs from tracking general extratropical cyclones. For tracking 

extratropical cyclones, detection is applied directly on MSLP or vorticity fields to extract 

extremes (Serreze 1995, Murray and Simmonds 1991, Zolina and Gulev 2002) or using high-

pass filtered fields (Hoskins and Hodges 2002). However, based on results from this study, it 

can be concluded that different filters used in two tracking schemes lead to different numbers 

and locations of tracks. In this context the filter’s influence on the numbers of polar low 

tracks is far more crucial than the detection and tracking parts of different schemes.  

 

One important result is related to the fact that the digital filter and DCT show much larger 

similarity for vorticity fields than for MSLP fields. Indeed there are wide discussions about 
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the choices of MSLP or vortiticy as a basis for tracking in different methods (Hodges et al. 

2003, Rudeva and Gulev 2007, Ulbrich et al. 2009). MSLP represents relatively slower 

moving systems and is more influenced by large scales and background flow as discussed in 

Chapter 2, while vorticity is more suitable to identify small-scale systems and less influenced 

by the large-scale background flow (Hodges et al. 2003). Moreover, MSLP is more sensitive 

to the topography due to extrapolation applied and there might be artificial minima occurring 

along coastlines or over areas with complex terrain after filtering. In constrast to MSLP, 

vorticity fields could be very noisy when using high-resolution data. In addition pressure 

minima are not definitely connected with vorticity maxima and therefore different cyclone 

centres may be identified. Thus it would be quite interesting for future work to explore this 

issue to assess if the spatially filtered vorticity fields are a better alternative to the spatially 

filtered MSLP fields by applying both tracking schemes to the vorticity for tracking polar 

lows. 

 

For the second parts on the quasi-millennium cyclone activities, the data are derived from a 

climate model as a response to prescribed estimated external forcing (solar, volcanic 

eruptions, greenhouse gases). The change in the external forcing applied to the model, such as 

orbital parameters, also might impact the density and location of storm tracks. For example, 

greater obliquity and eccentricity combined with changes in the perihelion in northern 

hemisphere summer resulted in the Eemian interglacial at 125 000 years before present, while 

the opposite angle of perihelion results in the onset of last glacial at 115 000 years before 

present. In this context, Kaspar et al. (2007) set the parameters of the Earth’s orbit to 

conditions of 125 000 and 115 000 years before present (yr BP) to force the ECHO-G model. 

They found that the North Atlantic storm track strengthens and shifts northward and extends 

further to the east in the simulation of the Eemian at 125 kyr BP. The opposite was found, 

albeit weaker in amplitude, for the simulation of the last glacial inception at115 kyr BP. 

Actually the changes in frequency of winter storm days for the Eemian (Kaspar et al. 2007) 

show similar signals as an ECHO-G climate change simulation for IPCC-SRES scenario A2 

and B2 obtained by Fischer-Bruns et al. (2005). Fischer-Bruns et al. (2005) also found 

poleward storm tracks shift in future scenarios with a strong increase of greenhouse gas 

concentrations.  

 

The interannual variations in the number of cyclones are likely reduced within the ECHO-G 

simulation due to the coarse spatial and temporal resolution. Although such a bias would 
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hardly affect the strength of variations, future studies using similar millennial simulations, 

with increased horizontal resolution and more frequent temporal output, will help to 

disentangle the influence of the different external and model-specific factors on the results 

obtained in this study. 

 

A third aspect addressed in the ECHO-G simulation was the estimation of a linear relationship 

between the numbers of cyclones over the North Pacific or Atlantic and winter large-scale 

atmospheric circulation patterns by means of canonical correlation analysis (CCA). 

According to the time series of winter extratropical cyclone numbers from year 1001 to 1990 

AD, it indicates a couple of extreme years with higher or lower cyclone numbers. It would be 

interesting to see the characteristics of large-scale circulation patterns favoring to these 

extreme years and investigate their relation to the extremely number of cyclones in greater 

detail. As preliminary work, we investigated the structure of the mean atmospheric circulation 

of these extreme years. However, the patterns are not exactly corresponding to the extreme 

characteristics we previously expected. We suspect that these extreme years are influenced by 

many moderate or shallow cyclones. Future work might therefore include investigations on 

the mean atmospheric circulation patterns of extreme years with deepest cyclones. These 

cyclones are characterized by very low pressure or strengthened deepening rates potentially 

leading to higher risks of disasters of heavy precipitation and strong winds. 

 

4.3 Outlook  

There are different emissions scenarios describing the future release of greenhouse gases and 

aerosol emissions in the Intergovernmental Panel on Climate Change (IPCC) (Nakicenovic 

and Swart 2000) which can be used to investigate future global climate changes. It could be 

also interesting to apply tracking methods on future scenarios to test whether the cyclone 

locations indicate a shift and to which extent the cyclone numbers changes. Clustering 

analysis could also be applied to investigate regional cyclone changes. The simulation with 

the ECHO-G model forced by the IPCC scenario A2 and B2 has been previously analysed to 

study the storm activity (Fischer-Bruns et al. 2005). Here the simulation of the IPCC scenario 

A2 by ECHO-G is also used to study the Northern Hemispherical extratropical cyclones 

responding to climate change. To date, this is the only preliminary analysis and further 

investigations are currently undertaken. 
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Figure 4.1 shows the changes of winter extratropical cyclone numbers and temperature in the 

Northern Hemisphere (NH) for the future climate change scenario A2. The main 

characteristics of scenario A2 related to increasing emissions with a continuously increasing 

population but a slow economic and technological development (Nakicenovic and Swart 

2000). So there is a strong warming in winter in the Northern Hemisphere (Figure 4.1 red 

line). The winter extratropical cyclone numbers shows a high year-to-year variability and a 

slight decrease after 2060. This result is different to Fischer-Bruns et al. (2005) suggesting 

that Northern Hemispherical storm frequency did not change with scenario A2. However, the 

result agrees with Pinto et al. (2007) who used ECHAM5/MPI-OM1 simulations for three 

climate change scenarios (A1B, A2 and B1) and found reductions in cyclone tracks over the 

northern hemispherical mid-latitudes for all scenario runs. A separate analysis of the cyclone 

numbers for the North Pacific and North Atlantic, results indicate a decrease in cyclone 

numbers for the North Pacific (Figure 4.3) in scenario A2, which is consistent with the results 

of Fischer-Bruns et al. (2005). For the North Atlantic, cyclone numbers do not show distinct 

changes (Figure 4.4). 

 

              
Fig. 4.1 Time series of the numbers of winter (DJF) extratropical cyclones (black line) and winter surface air 

temperature (SAT: K) (red line) in the Northern Hemisphere (NH) for climate change experiment A2 (years 

1991–2100). 

 



84  

                                       
                                     
Fig. 4.2 Mean tracks of the ten clusters (red numbers) in the NH for climate change experiment A2: red lines are 

the mean tracks of the ten clusters in the first decade (years 1991-2000), blue lines are the mean tracks of the ten 

clusters in the last decade (years 2091-2100). 

 

Cyclone tracks of scenario A2 are also grouped into ten clusters and results indicate that there 

is a northeastward shift of the mean tracks of the ten clusters with future warming (Figure 

4.2).  Cluster 4 in the northwestern Pacific and cluster 10 in the northeastern Atlantic show a 

poleward shift. Other clusters shift eastward, such as cluster 5 and 6 in the North Pacific.  

Fischer-Bruns et al. (2005) also found that storm day frequency regions shift poleward on 

both hemispheres in climate change experiment A2. They explained this phenomenon by 

baroclinicity increases in high latitude areas causing a northward shift of the cyclone genesis 

and cyclone tracks. 

 
 

 
Fig. 4.3 Time series of the numbers of winter (DJF) extratropical cyclones in the North Pacific (sum of track 

numbers for cluster 4, 5 and 6) for the ECHO-G historical simulation (years 1001-1990) and climate change 

experiment A2 (years 1991–2100). 
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Fig. 4.4 Time series of the numbers of winter (DJF) extratropical cyclones in the North Atlantic (sum of track 

numbers for cluster 8, 9 and 10) for the ECHO-G historical simulation (years 1001-1990) and climate change 

experiment A2 (years 1991–2100). 

 
Figure 4.5 compares the maximum deepening rates for winter cyclones over the North Pacific 

(Figure 4.5 a, c and e) and North Atlantic (Figure 4.5 b, d and f) for different sub-periods. 

Figure 4.6 is same for the North Pacific (Figure 4.6 a, c and e) and North Atlantic (Figure 4.6 

b, d and f) but for the mean deepening rates. It is noteworthy to see the maximum and mean 

deepening rates change in parallel with increasing temperature between 1991 − 2100. For the 

North Pacific, the deepening rates exceeding 10hPa/12h decrease considerably for cluster 4, 5 

and 6 in scenario A2 (Figure 4.5 a, c and e: blue bar) in comparison with the historical 

simulations between 1001−1100 and 1901−1990. The maximum deepening rates from 

0−6hPa/12h are much higher with climate warming background compared to historical 

periods. The same is evident for the mean deepening rates that more cyclones with the mean 

deepening rates from 0−4hPa/12h for the North Pacific region in the scenario time period 

(Figure 4.6 a, c and e). 

 

Over the North Atlantic, the maximum deepening rates exceeding 10hPa/12h (0−4hPa/12h) of 

cluster 8 (Figure 4.5 b) located over the eastern North American coast, show clear decreases 

(increases) between 1991 − 2100. Cluster 9 (Figure 4.5 d) located over southern Greenland 

reveals a higher percentage of maximum deepening rates from 0−2hPa/12h within climate 

warming. However, the maximum deepening rates exceeding 10hPa/12h of cluster 10 located 

around southeastern Iceland and the Norwegian Sea primarily increase within the climate 

change experiment A2 (Figure 4.5 f). Mean deepening rates of cluster 10 (Figure 4.6 f) also 

indicate that there are more cyclones deepening fast (increased percentages of the mean 
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deepening rates over 6hPa/12h) over the northeastern Atlantic in the scenario time period. 

Other studies analyzing different climate change experiments with other models also indicate 

increased cyclone intensification rates or intensities in the eastern North Atlantic and Western 

Europe (Ulbrich an Christoph 1999, Knippertz et al. 2000, and Pinto et al. 2005). Ulbrich and 

Christoph (1999) and Pinto et al. (2005) link the increased cyclone intensities over the 

northeastern Atlantic with the enforcing of the North Atlantic Oscillation (NAO) and a north-

eastward shift of the NAO centers in the climate change experiments. Knippertz et al. (2000) 

assumed that the increased upper baroclinity leads to the strong cyclone activity over the 

North Atlantic. This aspect will be investigated in future research. 

 

Similar analysis for cyclone activities by cyclone tracking and clustering methods will be 

carried out with other emission scenarios, such as B2 related to moderate emissions and less 

warming compared to the A2 scenario. Moreover, the influence of climate change on severe 

hazards, for example strong wind storms, sand storms and floods will be studied as well. 

These investigations will be accompanied by analyses of potential driving moments, for 

example related to the changes of the North Atlantic Oscillation under increased greenhouse 

gas concentrations.    
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Fig. 4.5 Distributions (%) of cyclone maximum deepening rates (hPa/12h) for the North Pacific (a, c and e) and 

the North Atlantic (b, d and f) for different sub-period. 
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Fig. 4.6 Distributions (%) of cyclone mean deepening rates (hPa/12h) for the North Pacific (a, c and e) and the 

North Atlantic (b, d and f) for different sub-period. 
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