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Abstract

A projected forecast of hydrodynamic conditions in the North Sea is carried out for the 21st century

by means of a dynamical downscaling with the shelf ocean model HAMSOM (University of Ham-

burg). The investigation is based on the IPCC (International Panel of Climate Change) SRES A1B

scenario. In order to force the HAMSOM model, results from the global ocean model MPIOM (Max

Planck Institute for Meteorology, Hamburg) are used at the open lateral boundaries of the HAM-

SOM model domain and results from the regional atmosphere model REMO (Max Planck Institute

for Meteorology, Hamburg) are used for the meteorological forcing at the air-sea interface. A bias

correction method relative to ERA40 reanalysis data (European Centre for Medium-Range Weather

Forecasts) and WOA-2001 climatology (National Oceanographic Data Center) is applied to the forc-

ing variables, respectively, in order to reproduce reasonable hydrodynamic present-day conditions

in the North Sea. The entire simulation period is subdivided into the control period 1951-2000, to

be used as reference, and the scenario period 2001-2099.

In the analysis of the HAMSOM model results particular attention is drawn on regional issues in

order to provide a better understanding of potential climate change impacts on the North Sea. The

analysis generally focuses on changes of the atmospheric forcing variables, the general circulation

in the North Sea, heat fluxes and water temperature, thermocline parameters, fresh water fluxes

and salinity, and changes of the sea surface elevation. Thereby, it comprehends trend analysis of

time series of the various variables to address change signals as well as EOF analysis to address

regional anomalies in the spatial distribution of the variables.

According to the model results, in the 21st century more frequent westerly winds over the North

Sea enhance its general circulation in spring with an increase of northerly inflow by about +21%.

Slightly decreasing wind speeds in the other seasons, however, entail a slight weakening of the

general circulation in summer, autumn, and winter. The increase of annual mean air temperature

by about +2.11 °C, with a distinctly stronger warming trend in winter than in summer, is reflected

by the water temperature of the North Sea with an increase of annual mean SST by about +1.78

°C. The decomposition of the total surface heat flux reveals increasing cloud cover in spring and

summer to cause significant decrease of ingoing short wave radiation in the warm seasons, while

converging air-sea temperature differences in autumn and winter to cause significant decrease of

sensible heat flux in the cold seasons. The strong warming in the cold seasons finally turns out to

be the main driver for the total warming of the North Sea in the 21st century. In accordance to the

changing wind speeds and the strong winter warming, the mean depth of the thermocline is slightly

decreasing, i.e. the thermocline is raising, and the intensity of the mean vertical temperature gra-

dient is weakened, respectively. Decreasing salinities of the inflowing Atlantic waters, increasing

Baltic discharge, and higher positive surface fresh water fluxes give rise to a drop of the North Sea

salinity by about -0.59 psu. The estimated global mean sea level rise for the 21st century amounts

to about +0.46 m, while the maximum sea level change in the North Sea of about +0.6 m is observed

in the eastern part because of steric effects and more frequent westerly winds.
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Chapter 1

Introduction



6 CHAPTER 1. INTRODUCTION

1.1 Motivation, Objectives and General Approach

Hydrodynamic conditions in the ocean describe the distribution of hydrographic physical

parameters like sea water temperature, salinity, and density as well as the direction and

magnitude of ocean currents. The currents are able to transport a vast amount of heat

over thousands of kilometers across the oceans and with this, significantly influence the

constitution of the world´s climate. Moreover, hydrographic conditions are one of the most

essential aspects governing the prevailing regime that biota are encountered in the ocean.

Whereas the physical state variables have a direct impact on the regime, the hydrodynamic

conditions rather control the nutrients and particle transport and decomposition and the

dispersion of various plankton species and fish larvae. Therefore, hydrodynamic conditions

are also a decisive factor in investigating marine ecosystems.

In the context of the present study a future projection of hydrodynamic conditions in the

North Sea is examined for the 21st century by means of a Computerized Fluid Dynamics

(CFD) simulation with the Hamburg Shelf Ocean Model (HAMSOM). The branch of applied

CFD in ocean sciences was established in the 1950s, initiated by limitations in space and

time as well as large costs of traditional oceanographic ship sampling. Since that time, var-

ious numerical models have been developed in order to investigate physical, chemical, and

biological processes in the ocean, encouraged by the rapid advances in computing capacity.

Compared to field measurements, numerical ocean models provide closed spatiotemporal

coverage of all involved parameters, albeit the density of the parameter values depends on

the respective grid resolution and time step size of the model. By analyzing model results,

regions of scientific interest can thus be detected easier and more precise and hence, the

efficiency of observational surveys can be increased. In turn, field measurements are used

to evaluate model results and to improve the model parameterizations themselves. Be-

sides, numerical ocean models also permit projective forecasting because of the prognostic

and deterministic representation of respective parameters. Field measurements and model

results therefore well complement each other so that nowadays, numerical modelling rep-

resents an indispensable tool in ocean sciences.

In particular in the North Sea there is a long history of ocean modelling ranging in com-

plexity from barotropic tidal and storm surge models to three-dimensional baroclinic mod-

els with ecosystem components. Reviews of hydrodynamic modelling in the North Sea are

given by e.g. Jones (2002), Lenhart and Pohlmann (2004) and Delhez et al. (2004). Regional

circulation models (RCMs) have thereby proven to be useful tools for the study of regional

dynamics in the ocean and atmosphere such as ocean currents (e.g. Pohlmann, 2006;

Ådlandsvik and Bentsen, 2007; Melsom et al., 2009) or energy and fresh water cycles (e.g.

Jacob, 2001; Schrum et al., 2003, 2005), as well as for the prediction of climate changes

on a regional scale (e.g. Schrum, 2001; Déqué et al., 2005; Meier, 2006; Ådlandsvik, 2008).

There is a consensus that dynamical downscaling using RCMs is the most appropriate op-

tion for regional impact studies and vulnerability analyses related to climate change (Feser

et al., 2011). Adaptation measures to climate change, as opposed to mitigation policies, are

an inherent local- and regional-scale issue.
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In contrast to general circulation models (GCMs), the model domain of a RCM does not

cover the entire globe but is typically restricted to some hundred or thousand kilometers

in meridional and zonal directions. This feature allows for long-term simulation of physical

processes with a high horizontal resolution at comparatively low computational costs. In

general, a fine resolution is important to resolve small-scale features of the circulation, for

instance near-shore processes affected by bottom topography and coastline morphology,

or small-scale fronts and associated baroclinic eddies and frontal jets. Beside the value-

added spatial details of a RCM simulation, the models are also expected to simulate a more

reasonable temporal variability, which is often a weakness of GCMs.

The restriction to a certain geographical region and the aim to simulate physical pro-

cesses on climatological time scales (i.e. 30 years or more) implies that information on the

large-scale state of the ocean or atmosphere outside the regional model domain has to be

provided by another source. These lateral boundary conditions can be extracted from GCM

simulations or from global-scale observations and re-analysis products, where the RCM is

said to be nested into the respective large-scale forcing. This technique is referred to by

dynamical downscaling and, as in the present study, is usually carried out in a one-way

mode, that is, without feedback to the large-scale system. Hence, the RCM inherit any

large-scale error from the parent global model via the lateral boundary conditions (Pielke

and Wilby, 2012). Beyond the mentioned advantages, the uncertainties of a given global

climate projection are therefore not reduced by the method of one-way nesting. In recent

years, however, also two-way nesting methods have been developed (e.g. Lorenz and Jacob,

2005) which are able to affect the large-scale criculation, at least if the dynamics of the

downscaling region significantly contributes to it.

In this context the coupled global atmosphere-ocean circulation model ECHAM5/MPIOM

of the Max Planck Institute for Meteorology (MPI-M) poses as the origin of the presented

regional climate projection for the North Sea (Fig. 1.1). Short descriptions and references

for all involved models are given in section 2.1. The respective IPCC (see section 1.3) future

scenario run of ECHAM5/MPIOM was regionalized for the greater European atmosphere by

means of dynamical downscaling with the regional atmosphere circulation model REMO.

Thereby, the results of the atmosphere model ECHAM5 have been used for prescribing

the conditions at the open lateral boundaries of the regional domain, whereas the results

of the ocean model MPIOM have been used for prescribing sea surface conditions. The

atmosphere-land interactions are fully implemented in REMO and therefore not required

to be prescribed. Thus far, the model simulations have been carried out by the MPI-M

community. In the present study, finally, the results of REMO and MPIOM are used analo-

gously to drive the shelf ocean model HAMSOM in order to provide the respective North Sea

regionalization. However, a linear bias correction is applied to both model results, based

on ERA40 reanalysis data and WOA-2001 climatologies, respectively (see section 2.2.3 and

2.2.3). Riverine discharge along the North Sea coasts is treated as monthly climatological

means, gathered by Damm (1997) and O’Driscoll et al. (2012) (see section 2.3), since for

the North Sea region no other fresh water supply than the one descending from the Baltic

catchment area is incorporated in the ECHAM5/MPIOM simulation. Moreover, to account
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Input Variables:
water temperature

salinity
surface elevation

Input Variables:
air temperature

rel. humidity
cloud cover
precipitation
wind speed

sea level pressure

• general ocean circ. model
• domain covers the globe

• regional atmosphere model
• domain covers Europe

Atmospheric Forcing
REMO

Oceanic Forcing
MPI-OM

Bias Correction

Shelf Ocean Model
HAMSOM

(WOA-01) (ERA40)

• regional ocean model
• domain covers the North Sea

Figure 1.1: Schematic model setup of the uncoupled dynamical downscaling for the North Sea.

for tidal mixing and tidal residual flow, semi-diurnal lunar tidal oscillations as provided by

the Oregon State Tidal Inversion Software (OTIS) are added onto the sea surface elevation

prescribed at the open boundaries (see section 2.4). Further model- and method-specific

details are described in chapter 2.

The involved model simulations always cover the total time period of investigation 1951-

2099, as being composed of the control run 1951-2000 and the A1B scenario run 2001-

2099. The respective forcing data for the control run originate from the historic ECHAM5/

MPIOM model run 20C3M, initialized in the year 2240 of a preindustrial spin up run which

was defined as representing the year 1860. This run was then continued until the year

2000 but, unlike the subsequent scenario run, with observed anthropogenic greenhouse

gas concentrations.

In the present study the control run was used, firstly, to evaluate and improve the bound-

ary conditions extracted from REMO and MPIOM as well as the HAMSOM model configura-

tion itself by comparing model results with observations and accordingly, reanalysis data.

However, in simulating a potential future climate, the scenario period was necessarily run

in so-called free mode, that is, without any data assimilation incorporated. In order to be

consistent with the scenario simulation, the control period was run in free mode, too. In

such a free run the actual weather events certainly cannot be reproduced, expecting any

modeled time series to deviate from observations or reanalysis data. Nevertheless, the cli-

mate statistics should be simulated adequately in order to assign any degree of reliability

and confidence to specific future scenario runs. The evaluation procedure is thus based

on the comparison of monthly climatological means derived both from the 50-year control

period, regarded as statistically representative long-term model characteristics, and from

observations or reanalysis data. Secondly, to address any climate change signal, the two

30-year periods 1971-2000 from the end of the control run and 2070-2099 from the end

of the scenario run are used to encompass the 100-year period subject to detailed anal-



1.2. THE NORTH SEA - PHYSICAL 9

ysis. A period of at least 30 years is suggested by the World Meteorological Organization

(WMO, 2009) to illustrate climate change in excluding interannual variabilities from climate

trends, albeit also 20-year periods are commonly used, e.g. in the IPCC 4th assessment re-

port.

The operational objective of this study is to elaborate a reliable model system to be used

as dynamical downscaling for the North Sea of potential global climate scenario runs, while

its scientific objective is to provide a comprehensive examination and quantification of

changes of hydrodynamic conditions in the North Sea for the 21st century by accounting

for regional issues in the analysis of the model results and by that, to provide a better un-

derstanding of potential climate change impacts on hydrodynamic conditions in the North

Sea. In this respect the study contributed to the EU/BMBF-funded MarinERA project ECO-
DRIVE - Ecosystem Change in the North Sea: Processes, Drivers, Future Scenarios. Being

an interdisciplinary project, ECODRIVE is conceived as an intimate cooperation of clima-

tologists, modellers, planktologists, fisheries experts, and ecophysiologists with the aim to

assess and model historical and projected future changes in the trophodynamic structure

and function of the North Sea ecosystem. The project advances predictive understanding

of the impacts of various drivers of ecosystem change, including those acting via climate

change and variability as well as those acting more regionally via anthropogenic forcing

such as fisheries exploitation and eutrophication.

1.2 The North Sea - Physical

For a better understanding of the present study, a short description of the physical

present-day condition of the North Sea and its overlying atmosphere is given in the following

paragraphs. If not cited otherwise in the text, the information is summarized from Otto

et al. (1990), Rodhe (1998), OSPAR (2000), Steele et al. (2009), and Schlünzen and Krell

(2004).

1.2.1 Topography, Bathymetry and Morphology

The North Sea model domain investigated in this study spans from 50.9°N to 60.3°N

and from 4.1°W to 13.1°E (Fig. 2.2). The meridional extension spreads from the English

Channel in the south up to the Shetland Islands in the north, where the zonal extension

spreads from Scotland in the west up to the connection into the Baltic Sea in the east. Sit-

uated on the Continental shelf of north-west Europe, the North Sea is a shallow marginal

sea. The colors in Fig. 2.2 refer to the topography/bathymetry of the domain. Its charac-

teristics subdivide the North Sea into the shallow southern North Sea with water depths

less than 50 m, the central North Sea with water depths up to 100 m, the northern North

Sea with water depths up to 200 m at the shelf edge, the comparatively deep Norwegian

Trench, penetrating from the Norwegian Sea south-eastward along the coast of Norway,

with a maximum water depth of 700 m in the Skagerak and a sill depth of about 230 m off

western Norway, and the Kattegat as the transition zone between the Baltic Sea and the

North Sea. In general, the water depth of the North Sea increases continuously towards
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north-west. This topographic incline is broken by the shallow area of the Dogger Bank with

a mean water depth of just 15 m, which separates the southern and central North Sea.

Besides frequent regional changes by human intervention, also the natural morphology

of the North Sea coastlines varies considerably. Vertical uplift of the northern sea bed due

to deglaciation since the last ice age emerged the rocky coasts of Scotland and Norway with

their characteristic fjords and offshore archipelagos. The east coast of England is charac-

terized by estuaries and flats of sandy mud, whereas cliffs and river valleys dominate the

southern coast along the English Channel. From the English Channel to the Danish west

coast, sandy beaches and dunes prevail at the European mainland coast, where numerous

rivers discharge into the tidally governed Wadden Sea. Similarly, the Danish coastline is

formed by sandy beaches, shoals, and large lagoon-like areas.

For this study focuses on hydrodynamic conditions in the North Sea, the model merely

accounts for the geometrical shape of coastlines and bottom topography, which is regarded

as temporally invariant on the considered time scale, rather than for the specific compo-

sition of coastlines, the bottom geology, and sediments. In Fig. 2.2 the HAMSOM model

domain is depicted in its meso-scale horizontal resolution of about 3 km (see HAMSOM

model description in section 2.1.3). Since the model solely deals with wet grid cells, any

region with a water depth less than 5 m is excluded from the domain in order to assure a

permanent flooding of all cells over the entire tidal cycle. In the remaining domain max-

imum sea surface depressions due to semi-diurnal tidal amplitudes in combination with

wind effects empirically do not exceed 5 m in the simulations and the incorporated global

sea level rise just enhances the flooding with progression of simulated time.

1.2.2 Meteorology

Situated in the european midlatitudes, the North Sea experiences pronounced seasonal

changes in meteorological conditions. According to ERA40 reanalysis data, the annual

cycle of monthly mean near-surface air temperature (1958 to 2000) varies from about 3 °C

in Febuary to about 15 °C in August with a standard deviation of about ±1 °C, whereas a

minimum in summer months and a maximum in winter months is recorded for total cloud

cover, precipitation, wind speed, and relative humidity.

These atmospheric parameters describe the temperate climate present in northwestern

Europe, which in general results from the meridionally directed change of solar radiation

and the zonally directed influence of the North Atlantic Current carrying relatively warm

subtropical water northward towards the Arctic Ocean. Unlike the North Atlantic Cur-

rent, the North Sea, as being a shallow marginal sea, does generally not supply enough

heat energy required to influence climate substantially but rather reacts quite sensitively

on regional climate conditions and even weather conditions. Nonetheless, because of the

higher heat capacity of sea water (about 4000 J/(kg·K)) than of atmospheric air (about

1000 J/(kg·K)), the near-surface air temperature averaged over the entire North Sea is
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higher than the sea surface temperature in summer and lower in winter to the amount of

about 0.5 to 1 °C.

In the eastern North Atlantic and the North Sea off-shore wind speeds face a shift in

the scale of driving processes in the transition from open ocean to coastal areas. In open-

ocean areas surface wind speed is strongly determined by large synoptic-scale cyclones and

pressure systems (Harold et al., 1999), while in coastal areas, local medium- to small-scale

wind regimes contribute more strongly to its characteristics. The predominant westerly

atmospheric circulation in the North Sea region frequently contains low pressure systems

causing one-hour averaged gale wind speeds of about 36 m/s to blow on average at 30

days per year. In particular from September to April the North Sea is exposed to a series

of storms usually tracking eastward. The strength and persistence of westerly winds in

winter is governed by the pressure gradient between Iceland and the Azores, reflected by

the North Atlantic Oscillation (NAO) Index. Though westerlies determine the dominant

wind direction, strong winds can blow from any direction, where the typical size of storms

is in the order of the North Sea itself and larger. As a result, the North Sea climate is

charcterized by large variations in wind speed and direction, a high level of cloud cover,

and relatively high precipitation rates.

1.2.3 Tides

Tides in the North Sea result from gravitational and inertial forces between the celestial

bodies of our solar system acting on the Atlantic Ocean (Banner et al., 1979). The respond-

ing oscillations in the ocean propagate across the shelf edge and enter the North Sea both

north of Scotland and through the English Channel. The predominant tidal constituents

in the North Sea are the semi-diurnal signals M2 and S2, governed by the moon and the

sun, respectively. Spring and neap tides thus occur in a monthly and 6-monthly cycle

with large spring tides near the spring and autumn equinoxes. In general, tidal oscillations

are regular and repetitive, and in virtue of Newton’s mechanics, the phases are accurately

predictable. The amplitudes, on the contrary, are affected by local weather conditions

as well as resonances with the configuration of coasts and depth of the seabed (Vincent

and Provost, 1988), where the degree of resonance is sensitive to global sea level change,

since the speed of tidal waves depends on the water depth. Fig. 2.34 shows the mean M2

spring tidal range and co-tidal lines for the northwest European shelf region, where three

amphidromic points with almost zero tidal range can be identified in the North Sea.

As progressive Kelvin waves, tidal oscillations are mainly adhered to the coast passing

the North Sea in cyclonic sense, while they gradually lose energy because of dissipation by

bottom friction. Associated tidal currents are the most energetic fluid motion in the North

Sea with amplitudes usually less than 1 m/s and local spring tidal maxima up to 2-5 m/s.

However, bottom friction causes the amplitude of tidal currents to be reduced in the bentic

boundary layer. Tidal currents near the sea bed are therefore in advance by up to half an

hour of those in the overlying water column, where the amplitude of tidal currents does not

vary significantly with depth. Nonetheless, explained by the phenomenon referred to as
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Stokes Drift, the orbital trajectories of any gravity waves are not strictly closed. In addition

to the predominating cyclic tidal currents, thus, a net residual flow between 1-3 cm/s in

the North Sea remains in the propagation direction of the tidal waves.

In stratified waters tides can generate internal waves propagating along the density in-

terface, where the breaking of such waves causes regions of enhanced vertical mixing. In

the shallow southern North Sea, however, strong tidal currents alongside the coast and

the resulting bottom friction supply enough turbulent energy to prevent stratification (see

section 1.2.7). The induced vertical mixing entails the formation of a tidal front (see section

1.2.8), which inhibits horizontal exchange between coastal and offshore waters, forcing

riverine fresh water discharge to remain close to the Continental coast.

1.2.4 General circulation

As in any Continental shelf sea, currents in the North Sea are primarily induced by tides,

winds, baroclinic density gradients, and barotropic pressure gradients due to local wind-

driven differences in sea surface height (SSH), discontinuities in the atmospheric pressure

field, and SSH gradients across open boundaries. Circulations in the North Sea thus

occur over a wide range of frequencies, from subtidal to monthly scales. Since short-term

circulations and respective variations of advective fluxes largely cancel out on the long time

scale, they are not relevant for addressing climate change issues. The introduction to the

North Sea circulation in this chapter but also various analyses in the subsequent chapters

are therefore restricted to the general circulation represented by monthly mean velocity

vectors.

In most places of the North Sea the strength of the general circulation is less than 0.1

m/s and hence, much smaller than tidal or short-term wind-driven currents, being difficult

to quantify its characteristics from measurements only. Currents frequently acquire small

spatial extensions, change in magnitude significantly, and change horizontal flow direction

vertically from the sea surface to the sea bed. Vertical flows in the water column are even

hardly measurable in field studies at all. In theoretical model studies, however, these dif-

ficulties can be accounted for, again underlining the importance of applying model studies

in ocean sciences. Nonetheless, there is an overall long-term mean pattern as shown in

Fig. 1.2, drawn up clearly by the distribution of released tracers and drifters. The mean

currents in the North Sea form a cyclonic circulation, where the bulk of the transport is

concentrated to the northern part of the North Sea because of major water exchange with

the Norwegian Sea. The main inflow of water of Atlantic origin occurs across the north-

ern boundary (annual mean 0.67-1.71 Sv) with a maximum along the western slope of

the Norwegian Trench. Considerable inflow of mixed Atlantic and shelf water also occurs

east of the Shetland Islands and between the Shetland and Orkney Islands. The largest

portion of this inflow, about 76%, immediately turns eastward to form the Dooley Current

along the 100 m isobath. The remaining 24% proceed flowing southward along the British

east coast and enter the central North Sea, where further topographic obstructions like the

Dogger Bank allow just 5% finally to pass through the southern North Sea (Damm et al.,
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Figure 1.2: Schematic diagram of the general circulation in the North Sea after Turrell (1992) as
published in OSPAR (2000).

1994). In the Southern Bight another inflow of saline Atlantic water into the North Sea

occurs via the Dover Strait (annual mean 0.06-0.17 Sv). Stong fresh water discharge along

the Continental coast from rivers like the Rhine and Elbe lower the salinity of the coastal

flow, which is directed northwards in the German Bight to form the Jutland Current off

Danmark. Northwest of Danmark, the Jutland Current joins the aforementioned northern

inflow along the western side of the Norwegian Trench, which follows the Norwegian Trench

southeastwards and recirculates cyclonically in the Skagerrak (annual mean 0.50-1.50 Sv).

Low-salinity waters from the Baltic Sea intrude into the Skagerrak via the Kattegat (annual

mean 0.014-0.016 Sv), where they considerably lower the surface salinity in the Skagerrak

region down to about 30 psu. The only major outflow in the North Sea occurs along the

eastern side of the Norwegian Trench, where all of the inflows are compensated by the

Norwegian Coastal Current (annual mean 1.00-2.33 Sv) leaving the North Sea northward

into the Norwegian Sea and Arctic Ocean.

The cyclonic circulation pattern of the North Sea is generally enhanced by westerly winds,

whereas easterly winds weaken the circulation and are even able occasionally to reverse

the pattern into anti-cyclonic sense (Dooley and Furnes, 1981). Observations have shown

that the wind-driven short-term variations of the horizontal transport in the Norwegian

Trench are of the same order of magnitude as its mean value (Furnes and Saelen, 1977).

However, in all other North Sea regions, these variations are one order of magnitude larger

than its mean, affirming the remarkably high variability of North Sea transports. In tidally

well-mixed waters, i.e. in the western and southern regions of the North Sea, movements

of water masses are vertically rather homogeneous and hence, independent of depth.
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1.2.5 Storm Surges

Beside tides, wind forcing is responsible for the second strongest currents in the North

Sea. Since the North Sea is a semi-enclosed sea, respective wind conditions can set up

considerable sea level gradients against a coast, counterbalancing the wind stress. The

resulting near-coastal storm surges potentially lead to a threat of coastal flooding, in par-

ticular when they coincide with spring tides. During the setting up and relaxing of the sea

level gradients, sizeable current speeds can be generated. Storm surges frequently occur

at the Belgian, Dutch, German, and Danish coasts because of predominant westerly winds

in the North Sea region (see section 1.2.2).

1.2.6 Fresh Water Input

Fresh water input into the North Sea occurs via riverine discharge, intrusion of low-

saline Baltic waters, and direct precipitation from the atmosphere. The river system of

the North Sea covers a total catchment area of about 850000 km², where fresh water from

rivers enters the North Sea in the order of 300 km³ per year. However, the annual cycle

of riverine discharge shows a strong seasonality, since the North Sea is situated in the

European mid-latitudes. Governed by melt water runoff, the maximum monthly mean

river runoff in spring amounts up to twice the monthly mean river runoff in autumn and

winter. Additionally, a high daily and interannual variability is superimposed on the runoff

seasonality. Nonetheless, the dominating source of fresh water in the North Sea are the

rivers discharging into the Baltic Sea. The baltic catchment area of about 1650000 km²

supplies a river runoff in the order of 470 km³ per year, obeying the same seasonality

and variability as the North Sea river runoff. Because of the high ratio between river

discharge into the Baltic and the geographical extension of this semi-enclosed sea, the

Baltic discharge enters the North Sea with a comparatively low salinity between 8 and 10

psu. Continuous decrease of salinity in the Baltic Sea is prevented by instantaneous near-

bottom inflow of saline North Sea waters into the Baltic Basin. According to measurements

between 1930 and 1990 (summarized in Damm, 1997), the ratio of the annual volume

transport of intruding Baltic Sea waters and of fresh water discharging from North Sea

rivers equals:

Baltic Sea : Norw. coast : Cont. coast : Engl. coast = 100 : 31 : 25 : 4

Considering the entire North Sea area on at least monthly scales, fresh water input

via precipitation from the atmosphere is approximately balanced by evaporation to the

atmosphere (Otto, 1976) but indeed accounts for a lesser source of fresh water (Becker,

1981). Highest precipitation rates prevalently occur along the Norwegian coast, caused

by wind-forced uplift of moist air against high and steep mountain ranges. Salinity time

series from 1870 to 1993 measured at Helgoland (inner German Bight) and analyzed by

Becker et al. (1997) indicate a rather stable ratio between advection of saline North Atlantic

waters into the North Sea and fresh water input mainly originating from the Elbe and Weser

drainage area.
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1.2.7 Stratification

In winter months most areas of the North Sea are vertically well mixed. Water parcels

that are cooled at the surface balance the heat loss with a compression of volume. Their

increased density forces them to sink, while this process continues until the entire water

column has acquired uniform conditions. In turn, as the solar heat input into the North

Sea increases in the course of the prevalent seasonality, the warming of the surface layer

in spring causes thermal expansion of the upper water parcels and hence, a decrease of

their density. However, unlike the winter situation, the induced buoyoncy forces the light

and warm waters to stay at the surface where they are exposed to further solar heating.

Consequently, this process yields a stratified water column in which warm surface waters

are seperated from cold bottom waters by the thermocline, a strong vertical temperature

gradient. In the central and northern North Sea the thermocline is well pronounced from

about May to September, whereas in the northwestern region and in the shallow south-

ern North Sea strong tidal currents and bottom friction prevent thermal stratification. The

mean depth of the thermocline ranges from about 10 to 40 m. The highst intensities tend to

occur early in the thermocline period where the strong increase of solar heat input and rela-

tively calm weather conditions favor maximum vertical gradients of up to 5 °C/m. However,

the greatest depths of the thermocline tend to occur at the very end of the period where

increased wind speeds transfer more and more turbulent energy into the water column,

causing a deepening of the thermocline and a weakening of its intensity. The increased

wind speeds in combination with the seasonally induced decreased solar heat input finally

destroy the thermocline in autumn and lead over to the well-mixed water column to be

present in winter.

Contrary to the thermocline, the halocline is indicated by a strong vertical salinity gra-

dient in the water column. Light, fresh water discharging from rivers tend to form a thin

surface layer in estuaries, locally establishing a halocline in the region of fresh water in-

fluence (Simpson, 1997) close to the coast. According to the high variability of North Sea

river runoff, haline stratification caused by river discharge can occur at any time of the

year. In the eastern boundary region, in the Kattegat as well as in the Skagerrak and off

the Norwegian coast the low salinity waters originating from the Baltic Sea also stay at

the surface causing a stable halocline throughout the year. Hence, deep waters are gen-

erally not mixed with surface waters in these regions. Moreover, the thermal stratification

in spring and summer is occationally encouraged and enhanced by the presence of the

vertical salinity gradients which also tend to inhibit the final breakdown of thermal strat-

ification in autumn. Hydrodynamically considered, there is hardly a difference between

thermal and haline stratification, since the decisive property of a stratified water column is

the induced vertical density gradient which keeps the surface and interior layers decoupled

and provides internal waves to propagate along the density interface.

1.2.8 Fronts

Well-mixed and stratified regions are usually seperated by sharp fronts or frontal zones

which identify the vertical boundaries between water masses. They inhibit horizontal dis-
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persion of physical and chemical properties and may mark areas where surface water is

subducted to form bottom water masses. Three types of fronts are present in the North

Sea: tidal fronts, upwelling fronts, and salinity fronts. They can also co-exist as hybrid

features of different types of fronts.

Tidal fronts form the boundary between thermally stratified waters and vertically mixed

waters where tidally generated turbulence is sufficiently strong to prevent thermal strati-

fication. The location of such seasonal fronts is generally determined by the water depth

and the amplitude of the tidal current (Simpson and Hunter, 1974). In spring and summer

a pronounced tidal front strikes southward in the western North Sea, bifurcates around

the Dogger Bank, and passes the southern North Sea up to Denmark. The transition from

stratified to mixed water is characterized by a spreading of the thermocline in which iso-

pleths diverge from the thermocline and outcrop at the sea surface and the sea floor. The

resulting discontinuity in sea surface temperature is occationally indicated by horizontal

gradients up to 1 °C/km but can vanish at all in interaction with other frontal systems.

The pressure gradient force induced by the local density distribution is largely balanced

geostrophically, where considerable along-frontal flow velocities of 0.05 - 0.15 m/s are

observed in the frontal zone (Simpson and Pingree, 1978). In addition, a cross-frontal cir-

culation with extremely small velocities and an upwelling flow on the mixed side of the

front are mainly caused by frictional processes. Nonetheless, the abundance of vortex-like

horizontal flow structures and the formation of frontal eddies provide evidence for tidal

fronts being dynamically unstable (Pingree, 1978; Griffiths and Linden, 1981; van Heijst,

1986), though along-frontal currents, meanders, and eddies are phenomena associated

with all three types of fronts. Hydrographic surveys in the North Sea (van Aken et al.,

1987) revealed occurrencies of both small-scale and large-scale horizontal baroclinic waves

on fronts with wavelengths of the latter between 5 and 10 Rossby deformation radii.

Upwelling fronts form along coasts in stratified areas as a result of upwelling (Krause

et al., 1986). Wind induced Ekman transport of surface water away from the coast forces

bottom water to raise from the depth. Thus, upwelling fronts are associated with a density

gradient at the surface between denser deep waters and lighter off-shore surface waters.

The formation of such fronts are common in the Kattegat, Skagerak, and along the Norwe-

gian coast, depending on local wind conditions.

Salinity fronts constitute the boundary of low salinity waters formed in the North Sea by

riverine discharge or intrusion of Baltic sea water. While the formation of tidal fronts is es-

sentially controled by spatial variation in the level of vertical mixing, there does not appear

to be a single mechanism that controls the formation of salinity fronts in a variety of cir-

cumstances. In the vicinity of estuaries the frontal interface can extend continuously from

the sea surface to the sea bed. Because of strong tidal currents along the southern North

Sea coast, Continental river runoff is spread over the near-shore regions, forming a salinity

front throughout the year. Off the German and Danish coasts, it matches and interacts

with the tidal front present in spring and summer. Further prominent salinity fronts in the
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North Sea separate surface waters in the Kattegat and Skagerak, where another salinity

front can be identified at the offshore side of the Norwegian costal current.

1.3 IPCC AR4

As mentioned in section 1.1, the potential future scenario covering the period 2001-

2100, which all the model runs involved in the present study rely on, are devised by the

Intergovernmental Panel on Climate Change (IPCC). In this section a short description of

the background of this influencial institution and of the storylines of four distinct future

scenario groups is given.

The IPCC has been established by the World Meteorological Organization (WMO) and

the United Nations Environment Programme (UNEP) to assess scientific, technical, and

socio-economic information relevant for the understanding of climate change, its potential

impacts, and options for adaptation and mitigation. A detailed description about the work

of the IPCC can be found at the IPCC homepage (http://www.ipcc.ch). In general, the IPCC

Assessment Reports reinforce the understanding that the radiative forcing of the Earth´s

climate system is dominated by long-lived greenhouse gases and that the main driving

forces of future greenhouse gas trajectories will continue to be demographic change, so-

cial and economic development, and the rate and direction of technological change. More

specifically, changes in the atmospheric concentrations of greenhouse gases and aerosols,

land cover, and solar radiation alter the energy balance of the climate system and with this,

are primary drivers of climate change. They affect absorption, scattering, and emission of

radiation within the atmosphere and at the Earth´s surface. The comparison of observa-

tions and hindcast model results indicates that it is likely that there has been significant

anthropogenic global warming over the past 50 years. The observed patterns of warming

were simulated only by models that include anthropogenic forcing. No coupled global cli-

mate model that used natural forcing only could reproduce the mean warming trends over

the second half of the 20th century.

As a major achievement, the Special Report on Emission Scenarios (SRES; Nakicenovic

and Swart, 2000) has been constructed to describe potential future developments in the

global environment with special reference to the production of greenhouse gases and to

aerosol precursor emissions. Thereby, a set of four scenario families for the 21st century

(A1, A2, B1, B2) were developed, which cover a wide range of driving forces and thus, en-

compass a wide range of future greenhouse gas emissions. Nevertheless, since the latter

are the product of complex dynamic systems, the possibility that any single emission path

will indeed occur as described in the scenarios is highly uncertain. The presented compi-

lation merely exclude outlying surprise or disaster scenarios devised from comprehensive

literature search by the IPCC community.

The storylines of the different scenario families are summarized as follows:

A1: A future world of very rapid economic growth, global population that peaks in mid-
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Figure 1.3: Global carbon dioxide emissions related to changes in the energy and industry system
from 1900 to 1990 and for the 40 scenarios from 1990 to 2100, shown relative to 1990. Dashed
lines: Individual scenarios. Blue shaded area: Total range of scenarios as documented in the SRES
database. Highlighted lines: Illustrative marker scenarios. Coloured bars on the right: Ranges of
emission in 2100 for the six scenario groups. (IPCC SRES, SPM, Fig. 2a)

century and declines thereafter, and rapid introduction of new and more efficient

technologies.

A2: A very heterogeneous world with continuously increasing global population and re-

gionally oriented economic growth that is more fragmented and slower than in other

scenarios.

B1: A convergent world with the same global population as in the A1 scenario but with

rapid changes in economic structures toward a service and information economy, with

reductions in material intensity, and the introduction of clean and resource-efficient

technologies.

B2: A world in which the emphasis is on local solutions to economic, social, and environ-

mental sustainability, with continuously increasing population (lower than A2) and

intermediate economic development.

Accounting for alternative developments of energy technologies, the A1 family was fur-

ther subdevided into the scenario groups A1FI, referring to an intense use of fossil energy

sources, A1T, referring to a predominantly non-fossil use, and A1B, referring to a balanced

use across all kinds of energy sources. For each of the resulting six storylines, several

different scenarios were developed (40 in total) using different modeling approaches to ex-

amine the range of outcomes arising from a range of models that use similar assumptions

about driving forces. Finally, for each storyline, one illustrative scenario is provided, com-

monly referred to as the marker or key scenario, e.g. the A1B marker scenario, but also

just the A1B scenario.

Suggested future time series of the driver quantities of climate change mentioned above

were provided for every scenario by the SRES and finally entered the coupled athmosphere-
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Figure 1.4: Solid lines: Multi-model global averages of surface warming (relative to 1980-1999) for
the illustrative scenarios A2, A1B and B1, shown as continuations of the 20th century simulations.
Shading: Standard deviation range of individual model annual averages. Orange line: Experiment
where greenhouse gas concentrations were held constant at year 2000 values. Gray bars on the
right: Best estimate (solid line within each bar) and the likely range assessed for all six illustrative
scenarios. The assessment of the best estimate and likely ranges includes the AOGCMs in the
left part of the figure as well as results from a hierarchy of independent models and observational
constraints. (IPCC AR4, WG I, SPM, Fig. 5)

ocean gerneral circulation models that contributed to the 4th Assessment Report (AR4;

Solomon et al., 2007). Fig. 1.3 and 1.4 summarize the progression of global carbon dioxide

emissions according to the 40 scenarios and of projected global surface warming. Since

the median of global carbon dioxide emission in 2100 as well as the median of global

surface warming in 2100, as being a main quantifyer of climate change, are covered by

the range of the A1B scenario group, the A1B marker scenario was chosen as a moderate

emission scenario to be used for the projection of hydrodynamic conditions in the North Sea

presented in this study. However, the A1B scenario must not be regarded as an estimate

of a central tendency for all driving forces and emissions. The IPCC emphasizes that none

of the SRES scenarios are more likely to occur than others, entailing neither one of them

to represent a `̀ best guess´́ of future emissions. In addition to the storyline given above

the A1B scenario is characterised by a low population trajectory with an increase to 8.7

billion by 2050 and a decline toward 7 billion by 2100, corresponding to socio-economic

developments in the storyline, which combine low fertility with low mortality. A higher

level of economic activity with a 26-fold gross world product in 2100 than today gives rise

to a more affluent society and an assumed narrowing of regional differences in per capita

income.



20 CHAPTER 1. INTRODUCTION



21

Chapter 2

Theory and Methods



22 CHAPTER 2. THEORY AND METHODS

2.1 Model Descriptions

2.1.1 ECHAM5/MPIOM

As one of the coupled atmosphere-ocean general circulation models relevant for the 4th

IPCC Assessment Report, the ECHAM5/MPIOM model of the Max Planck Institute for Me-

teorology (MPI-M) in Hamburg provided respective model results of the A1B scenario run.

In this model the general ocean circulation model MPIOM is coupled to the general at-

mosphere circulation model ECHAM5, using the OASIS3 coupler of the European PRISM

model coupling framework. For the dynamical downscaling of the North Sea region pre-

sented in this study the results of ECHAM5/MPIOM were used by the shelf ocean model

HAMSOM as lateral boundary conditions. In Journal of Climate (2006) various aspects of

both ECHAM5 and ECHAM5/MPIOM are documented.

ECHAM5 is the 5th generation of the comprehensive general circulation model of the at-

mosphere evolving from the European Center for Medium-Range Weather Forecasts (ECMWF)

model (Roeckner et al., 1992). The model dynamics are based on approximated hydrostatic

primitive equations, which are solved in a hybrid sigma-pressure coordinate system for the

prognostic variables vorticity, divergence, surface pressure, and temperature, expressed in

terms of spherical harmonics with a triangular truncation. Water vapor, cloud liquid water,

cloud ice, and tracer components are transported with a flux form semi-Lagrangian trans-

port scheme (Lin and Rood, 1996). Cloud cover is predicted with a prognostic-statistical

scheme solving equations for the distribution moments of total water (Tompkins, 2002).

Convective clouds and convective transport are based on the mass-flux scheme of Tiedtke

(1989) with modifications by Nordeng (1994). The solar radiation scheme (Fouquart and

Bonnel, 1980) has 4 spectral bands, whereas the longwave radiation scheme (Mlawer et al.,

1997; Morcrette et al., 1998) has 16 spectral bands. For time integration, a semi-implicit

leapfrog scheme with Asselin time filter (Asselin, 1972) is employed. A more detailed model

description can be found in Roeckner et al. (2003). For the IPCC AR4 experiments the

configuration of the model resolves the atmosphere up to 10 hPa (~30 km) with 19 vertical

layers. A Gaussian grid (the T63 configuration) with a spectral resolution was used which

corresponds to a horizontal grid spacing of approximately 140 x 210 km at mid-latitudes.

The Max Planck Institute Ocean Model MPIOM is the ocean-sea ice component of the

Max Planck Institute Climate Model (Marsland et al., 2003; Roeckner et al., 2006; Jung-

claus et al., 2006a). MPIOM is a primitive equation model with implemented hydrostatic

and Boussinesq assumption, applicable to Arakawa C-grids with z-coordinates and free

surfaces. It includes an embedded dynamic/thermodynamic sea ice model with a viscous-

plastic rheology following Hibler (1979) and a bottom boundary layer scheme for the flow

across steep topography. The prognostic variables and tracers are horizontal and vertical

velocity components, temperature, salinity, and surface elevation. For the barotropic part

of the model a semi-implicit iterative solver is implemented. A detailed model description

can be found in Marsland et al. (2003). For IPCC AR4 experiments, the MPIOM model

was run on a bipolar orthogonal spherical coordinate system (the GR15 configuration) with
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Figure 2.1: MPIOM grid configuration GR15 with non-diametrical poles located over Green-
land and Antarctica as used in IPCC AR4 experiments. Every 5th grid line is shown.
(http://www.mpimet.mpg.de)

non-diametrical poles located over Greenland and the Antarctic (Fig. 2.1). The mathemati-

cal singularities associated with convergence of meridians when approaching geographical

poles were avoided by assigning a finite radius of uncovered land surrounding the poles.

This measure also effectively reduces the number of land cells in the computational ma-

trix. By choosing different locations of the grid poles, the higher horizontal resolution

concentrated near the poles can be utilized for regional studies. The arrangement shown in

Fig. 2.1, however, yields a fairly homogeneously distributed horizontal resolution around

the globe, just in favor of the demands of global climate research. The horizontal resolution

gradually varies between a minimum of 12 km close to Greenland and a maximum of 150

km in the tropical Pacific, giving rise to a resolution of about 1 x 1° in the North Sea region.

The vertical resolution consists of 40 layers, with 20 layers confined in the upper 600 m.

2.1.2 REMO

The regional atmosphere model REMO (Jacob and Podzun, 1997; Jacob et al., 2001) of

the Max Planck Institute for Meteorology evolved from the Europa-Modell of the Deutscher

Wetterdienst (Majewski, 1991). The physical parameterization scheme in the model is

adopted from the global atmosphere circulation model ECHAM4 (Roeckner et al., 1996).

REMO solves the discretized primitive equations of atmospheric motion, where the hydro-

static assumption is implemented. As REMO was run in a one-way nesting mode as well

as uncoupled to the ocean, boundary conditions were needed to be prescribed at the open

lateral boundaries of the domain and at the atmosphere-ocean interface, whereas at the

atmosphere-land interface, a simple bucket scheme is applied for the treatment of soil

hydrology. At the lateral boundaries, the prescribed variables are air temperature, wind

velocity components, surface pressure, specific humidity, and cloud liquid water, being

the prognostic variables of REMO. At the atmosphere-ocean interface, the only prescribed

variable is sea surface temperature. For horizontal discretization, the model uses a rotated

spherical Arakawa C-grid with a resolution of 0.22 x 0.22° for the respective project. The

origin of coordinates is thereby located in the geographical center of the model domain in

order to minimize cell distortion at higher latitudes. In the vertical the atmosphere is re-

solved into 31 layers by a hybrid coordinate system (Simmons and Burridge, 1981). The

temporal integration is accomplished by a leapfrog scheme with semi-implicit correction
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and time filtering after Asselin (1972), adopted from the general circulation model ECHAM.

2.1.3 HAMSOM

The Hamburg Shelf Ocean Model HAMSOM (Backhaus, 1985, 1990; Pohlmann, 1991,

1996a,c) is a three-dimensional baroclinic hydrodynamic model based on the finite differ-

ence method. The underlying primitive equations of motion are defined in z-coordinates on

an Arakawa C-grid, where the hydrostatic and Boussinesq assumption are implemented.

Major stability constraints for surface gravity waves and the heat conduction equation

are avoided by the implementation of implicit schemes. The employed turbulence closure

scheme is related to a Mellor-Yamada level-2 type formulation (Mellor and Yamada, 1974),

while a higher order scheme is incorporated for the Coriolis rotation in time. At the open

lateral boundaries, a modified Sommerfeld radiation condition according to Orlanski (1976)

is specified on outflow conditions. As the prognostic variables of HAMSOM, water temper-

ature, salinity, and sea surface elevation are need to be prescribed at the open lateral

boundaries, where air temperature, horizontal wind stress components, relative humidity,

cloud cover, precipitation, and sea level pressure are need to be prescribed as atmospheric

forcing at the atmosphere-ocean interface. For the discretization of the North Sea domain

shown in Fig. 2.2 a quasi-orthogonal spherical grid is used which provides a meso-scale

horizontal resolution of about 3 x 3 km. The maximum depth of 700 m is divided into 30

layers with successively increasing layer thickness from 5 to 50 m. The horizontal meso-

scale resolution corresponds to the baroclinic Rossby radius of deformation in the North

Sea, as being in the order of 3 km, too. The model thus permits to account for small-scale

fronts and associated baroclinic eddies and frontal jets. Since a maximum water depth of

about 150 m is not exceeded in the North Sea despite the Norwegian Trench, the horizontal

resolution of just 3 km still yields an aspect ratio of 1/20, which justifies the application of

the shallow water equations in the model.

Figure 2.2: HAMSOM model domain of the North Sea region. Horizontal grid resolution about 3 x
3 km. Vertical grid resolution between 5 and 50 m.
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2.2 Forcing Data

2.2.1 Lateral Open Boundaries

The open lateral boundaries for the North Sea model domain are made up of the con-

nection to the North Atlantic and Norwegian Sea as the northern and western boundaries,

the English Channel as the southern boundary, and the Arkona Sea (connection to the

Baltic Sea) as the eastern boundary. However, because of the geographic peculiarity of the

Baltic Sea being a semi-enclosed marginal sea itself with no other connection to the open

ocean than the North Sea, in the present study the eastern boundary is represented by

conditions normally applied to river input cells (see section 2.6). Nevertheless, at all these

boundary sections, the three prognostic variables water temperature, salinity, and sea sur-

face elevation are prescribed as driving variables to force the HAMSOM model. They are

extracted from the MPIOM results of the global ECHAM5/MPIOM climate simulation, where

the same simulation has also provided the boundary data for the atmosphere regionaliza-

tion with REMO. Water temperature is supplied by MPIOM as potential temperature with

respect to the geoid sea level, that is, the theoretical sea surface of an ocean resting under

gravitational equilibrium. Likewise, sea surface elevation is defined as deviation from the

geoid sea level. The MPIOM data was stored by the MPI-M community as monthly means

solely, not preserving anomalies of sea water properties on shorter time scales. Moreover,

tidal oscillations cancel out on a monthly scale and have therefore been neglected in the

global simulations in favor of computational costs. Since the data was created by a coupled

atmosphere-ocean model, the sea surface elevation is finally composed of the geostrophic

dynamic height corrected by the inverse barometric effect of sea level pressure.

Since the MPIOM model is a general circulation model, its domain covers the entire world

ocean. The horizontal grid resolution of the model is thus comparatively coarse, amounting

to about 1 x 1° in the North Sea region. The HAMSOM grid, however, is designed to dissolve

meso-scale hydrodynamic effects and therefore, possesses a much finer resolution of 1.5 x

2.5' in latitudinal and longitudinal direction, respectively. Also the vertical grid resolution

is generally finer in the HAMSOM model. In order to provide boundary values at every

cell of the HAMSOM grid with a continuous and smooth overall distribution, a refinement

of the MPIOM data is necessary, which is realized in this study by a linear interpolation

procedure consisting of the partial stages: vertical interpolation, horizontal interpolation,

smoothing, and conversion of potential temperature into in-situ temperature. Just for

simplicity reasons, in all figures showing MPIOM raw data, the non-diametrically bipolar

MPIOM grid is remapped to a usual curvilinear grid with ordinary geographic north and

south pole and a horizontal resolution of 1 x 1°. The described interpolation procedure,

however, is still applied to the original grid.

Vertical Interpolation: In the globally expanded MPIOM grid the maximum depth of

almost 6000 m is subdivided into 40 layers with successively increasing layer thickness of

6 to 550 m, whereas in the regional HAMSOM grid of the North Sea, the maximum depth

of just 700 m is subdivided into 30 layers with thickness of 5 to 50 m. The refinement
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Figure 2.3: MPIOM topography of the greater North Sea region. Dashed box: Boundaries of the
HAMSOM model domain.

of the vertical MPIOM grid resolution thus corresponds to a factor between 1.2 and 4, de-

pending on the respective layer depth. Within a region horizontally at least two MPIOM

cells larger than the HAMSOM domain (Fig. 2.3), the vertical distribution of the relevant

variables water temperature and salinity is refined by means of linear interpolation. Sea

surface height, however, is a two-dimensional variable, making vertical refinement redun-

dant for this quantity. Being arranged on an Arakawa C-grid, the MPIOM variables water

temperature and salinity are attached to cell centers. As such, the respective values rep-

resent spatial averages over the cells occupied volumes. For the interpolation scheme they

are therefore considered to be representative at the cell centers. As long as any wet HAM-

SOM cell center within a given MPIOM cell column is vertically enclosed by two adjacent

wet MPIOM cell centers, linear interpolation is applied to calculate the missing interstitial

value. The differing horizontal grid resolution of the two models, however, also yields local

discrepancies in topography and bathymetry, as can be seen in the vertical sections shown

in Fig. 2.4. Hence, the centers of some HAMSOM bottom cells are located at a greater

depth than the center of the deepest available MPIOM cell where only one value is available

for interpolation. In such cases the MPIOM value is adopted unchanged by the respective

HAMSOM bottom cells if the HAMSOM cell centers are located not deeper than the bottom

of the corresponding deepest MPIOM cell. Otherwise, the HAMSOM cells are temporar-

ily defined to be idle in order not to introduce unreasonable horizontal gradients of the

variables. Values for such cells are allocated in the course of the horizontal interpolation

described below. Similarly, the variable values of the MPIOM surface layer are adopted

unchanged by the slightly thinner HAMSOM surface layer.

Horizontal Interpolation: Subsequent to the vertical grid adaptation, the horizontal re-

finement of the MPIOM data is realized by linear interpolation, too. However, unlike the

vertical interpolation, values of the surrounding four direct neighbor cells are intuitively

intended to be incorporated into the horizontal interpolation scheme. Thereby, the interpo-

lated value is composed of respective fractions of each neighboring MPIOM value according

to the distances between the destined HAMSOM cell center and the involved MPIOM cell
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Figure 2.4: Upper part: Vertically interpolated temperature distribution at the northern boundary
of the arbitrarily chosen month July 2051. Middle part: Horizontal section of the boundary region
at 95 m depth. Lower part: Horizontally interpolated temperature distribution at the northern
boundary as obtained by incorporating values from the interior of the HAMSOM domain. With
this method, missing values to the east of the Shetland Islands in the deep are inappropriately
extrapolated from the coarse grid.

centers. To account for the coarseness of the MPIOM grid, the values of the neighbor cells

are additionally weighted according to their specific land-sea fraction. In case of a missing

MPIOM value the same procedure is applied as linear extrapolation. The middle part of

Fig. 2.4 highlights the four neighbor cells to be incorporated in the calculation of an in-

structive HAMSOM boundary value marked by the black dot. Since the nearest MPIOM

cell pointed at by the red arrow is a dry cell, only the remaining three wet cells pointed at

by the green arrows are incorporated and consequently, the procedure formally turns from

interpolation to extrapolation.

This method yields reasonable results at the southern, western, and eastern boundary.

At the northern boundary, however, it occasionally gives rise to unreasonable values and

gradients at certain locations. Although this boundary is a hydrodynamically transparent

boundary over a large area, i.e. it allows for both inflow and outflow, the predominant con-

dition is the inflow of North Atlantic waters into the North Sea at any time of the year. The
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incorporation of cells that are located inside the HAMSOM domain downstream the North

Atlantic inflow can exert local spurious influence on the interpolated boundary conditions.

In particular, because of the topography and its rough approximation by the MPIOM grid,

bottom water masses to the south of the Shetland Islands are inadequately exchanged

and hence, inevitably acquire physical properties that deviate from those of the surround-

ing waters (Fig. 2.4 middle part). The incorporation of such regions into the interpolation

scheme thus alters the resulting boundary conditions artificially (Fig. 2.4 lower part). To

avoid this negative effect, the MPIOM grid cells incorporated into the interpolation scheme

at the northern boundary are restricted to cells intersected by the boundary plane itself.

With this, the inappropriate region to the south of the Shetland Islands is excluded from

the interpolation scheme. For consistency reasons, the same procedure is finally applied at

the inflow-dominated western boundary, too, which is connected to the northern boundary

via the north-western corner of the model domain. The result of the restricted interpolation

scheme is shown in the upper part of Fig. 2.5.

However, the potential northern outflow region off the Norwegian coast is not discrimi-

nated on account of the restricted method, since outflow boundary conditions affect up-

stream hydrodynamics merely to a negligible extent (Orlanski, 1976). This holds partic-

ularly for variables that primarily disperse by advection rather than diffusion, just like

water temperature and salinity in the North Sea. Nevertheless, for small current speeds,

changes of sea surface elevation are indeed able to propagate upstream into the interior of

the domain. Therefore, the unrestricted interpolation scheme based on four horizontally

adjacent MPIOM cells was applied to the variable sea surface elevation. As reflecting sur-

face processes, this variable does not suffer from the mentioned negative influence of the

unrestricted interpolation scheme, anyway. On the Arakawa C-grid, sea surface elevation

is attached to the midpoints of the cells´ top faces at the upper most layer, bringing about

its values to represent spatial averages over the respective cells´ top face areas.

Smoothing of Interpolated Data: Even though disturbing influences on the water tem-

perature and salinity distribution at the northern boundary originating from the interior

of the domain are overcome by modification of the interpolation scheme, the topographic

differences between the MPIOM and the HAMSOM grid yet bring up another difficulty. In

the upper part of Fig. 2.4 a vertically interpolated temperature distribution at the northern

boundary is exemplified. In the course of the horizontal interpolation all HAMSOM cells lo-

cated between 3°E and 5°E at a depth greater than about 160 m, in particular the idle cells

between 3°E and 4°E, are filled up with the respective MPIOM values from location 4.5°E

(Fig. 2.5). No other neighbors exist in the vicinity of these cells to be used in the restricted

horizontal interpolation scheme. However, immediately above the abyss, the interpolation

algorithm encounters two adjacent MPIOM values in order to calculate a smooth horizontal

transition. The resultant spatial arrangement thus induces a local vertical discontinuity at

the edge of the Norwegian Trench to be remedied by the application of a smoothing scheme

subsequent to the interpolation schemes.
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Figure 2.5: Upper part: Vertically and horizontally interpolated temperature distribution at the
northern boundary for July 2051. Middle part: Smoothed temperature distribution. Lower part:
Difference between the smoothed and the interpolated data.

Thereby, a maximal allowed gradient as an upper threshold is needed to be predefined in

the smoothing algorithm for the respective high vertical gradients to be detected. However,

if the predefined maximum gradient is too large, the smoothing will not affect the intended

discontinuity at the edge of the Norwegian Trench. On the other hand, if the predefined

maximum gradient is too small, the smoothing will not only reduce the intended disconti-

nuity but also weaken the vertical temperature gradient of the thermocline developed in the

warm seasons. Independent of this dilemma, wet cells that are connected to dry cells need

to be treated in a different way by the algorithm than regular cells entirely surrounded by

wet cells, because missing values of adjacent dry cells distort the determined local gradi-

ents. In order to deal with these difficulties, the smoothing scheme is applied at a limited

region around the Norwegian Trench only and at selected regions at the western boundary

with similar topographic conditions. For every cell within these regions, an average variable

value is calculated according to the eight surrounding cells located in the boundary plane,

with respect to their occupied volumes. Ten percent of the difference between this average

value and the actual value is then added on the actual value. In doing so, the actual value

approaches the average value and a given spatial discontinuity is successively attenuated

(Fig. 2.5). To amplify the smoothing effect, this procedure is empirically repeated twenty
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Figure 2.6: Upper part: Potential temperature distribution at the northern boundary for April 2051.
Middle part: In-situ temperature distribution. Lower part: Difference between in-situ and potential
temperature data.

times. Analogously, the same technique is applied in a two-dimensional manner to the

variable sea surface elevation.

Determination of In-Situ Temperature: As mentioned above, the water temperature

calculated by the MPIOM model is provided as potential temperature. In the HAMSOM

model, however, this forcing variable is implemented as in-situ temperature. The alteration

of a water parcel´s temperature due to compression by vertical displacement of 350 m at

the most, which is the maximum depth at the lateral boundaries approximately, amounts

to not more than about +0.04 °C (Pickard and Emery, 1990). This temperature change

seems to be negligible, but for the sake of completeness the determination of in-situ tem-

perature is still incorporated in the adaptation process of the forcing data. Thereby, an

iterative approximation scheme after Gill (1982), Fofonoff (1977), and Bryden (1973) is ap-

plied in order to determine in-situ temperature values layer by layer. Fig. 2.6 illustrates the

resulting temperature change at the northern boundary for the arbitrarily chosen example

April 2051. The cold surface waters of the Norwegian Coastal Current in the east of the

section provide for a local decrease of compressibility. The temperature increase due to

compression at a given depth is thus slightly lower in this area than farther westwards,
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Figure 2.7: White dots: Potential density of the adapted boundary data at four different locations
along the northern boundary and different months. Green dots: Potential equilibrium density
obtained from theoretical adiabatic mixing of the unstable section in the water column.

indicated by a respective drop of the temperature difference shown in the lower part of

Fig. 2.6. Likewise, the warmer waters in the west of the section give rise to a local increase

of compressibility and hence, to a slightly higher temperature difference at given depth.

Since a lot of calculations and transformations are involved in the boundary data adap-

tation, the vertical hydrostatic stability of the resulting water column is analyzed in order

to assure that no unreasonable physical conditions are introduced in the course of the

adaptation procedure. Hydrostatic stability or instability is reflected by the vertical distri-

bution of potential density. Heavier water of higher potential density overlaid by lighter

water of lower potential density constitutes a vertically stable water column. As being the

typical summer condition in the North Sea, the warming of surface waters by solar radi-

ation and turbulent heat flux causes thermal expansion and a respective decrease of the

waters density. In turn, the light and warm waters keep staying at the surface and give

rise to the formation of a thermocline. However, lighter water overlaid by heavier water

induces positive buoyancy of the light water and forces the two waters to mix. As being the

typical winter condition in the North Sea, the cooling of surface waters by the atmosphere

causes thermal compression and a respective increase of the water´s density. The heavy

and cold waters now sink and mix with deeper waters to balance the unstable density con-

dition, giving rise to a vertically homogeneous water column with respect to temperature

and salinity.

Fig. 2.7 exemplifies potential density distributions for winter and early spring at four

different locations along the northern boundary. The white dots represent the potential

density of the adapted boundary data, whereas the green dots represent the corresponding

equilibrium density distribution obtained from theoretical adiabatic mixing of the unsta-

ble section. The four examples demonstrate the occurrence of vertical instabilities at the

surface, at the bottom, somewhere in between, as well as over the entire water column,

respectively. The unstable surface layers exhibited in the first diagram are induced by the

onset of surface cooling in early winter (December), where the entire water column exhib-

ited in the last diagram is finally affected in late winter (February). However, exhibited in

the second diagram, the onset of surface warming in early spring (April) again stabilizes the
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Figure 2.8: Upper part: Potential density distribution of MPIOM raw data at the northern boundary
for February 2051. Lower part: Difference between the potential density and the vertically stable
equilibrium condition. Heavy and light waters are indicated by red and blue colors, respectively.

Figure 2.9: Upper part: Potential density distribution of the adapted data at the northern boundary
for February 2051. Lower part: Difference between the potential density and the vertically stable
equilibrium condition. Heavy and light waters are indicated by red and blue colors, respectively.

surface layers. The instability at intermediate depths, as exhibited in the third diagram,

is induced by surface cooling similar to the first diagram, yet constantly overlaid by stable

low salinity waters of the Norwegian Coastal Current.

Unfortunately, vertical instabilities cannot be readily visualized in potential density dis-

tributions. Both the level and the range of the vertical density variations along the north-
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Figure 2.10: Analogous to Fig. 2.8 for August 2051.

Figure 2.11: Analogous to Fig. 2.9 for August 2051.

ern boundary vary that much that any color bar needed to be carefully adjusted in order

to highlight just one specific unstable region. Fig. 2.8 and 2.9 show the distributions of

the potential density at the northern boundary for February 2051 and of the difference be-

tween the potential density and the vertically stable equilibrium condition, for the MPIOM

raw data and for the adapted data, respectively. The unstable western part of the northern

boundary as well as the stable eastern part are retained by the adaptation procedure. The

stability of the eastern part arises from the low-salinity surface waters of the Norwegian

Coastal Current stretching as far as 1°E in the given month. Fig. 2.10 and 2.11 show the
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Figure 2.12: Comparison of MPIOM and WOA-01 mean sea water temperature at the four open
lateral boundaries for 1951-2000.

same distributions for August 2051, where no instabilities occur despite a local disconti-

nuity at the edge of the Norwegian Trench.

Be aware that the magnitude of the deviation from the equilibrium condition also de-

pends on the local bathymetry. As an alternative of visualizing vertical instability, the

buoyancy force can be analyzed, as being proportional to the vertical potential density

gradient. However, as mentioned above, the potential density gradient covers a high mag-

nitude range rendering this quantity inconvenient for visualization. Moreover, any stable

gradients off the equilibrium condition, like at the upper and lower ends of the unstable

section exhibited in diagram 2 and 3 of Fig. 2.7, and also unstable but low gradients off

the stable equilibrium, as exhibited in diagram 4, are insufficiently comprised by depicting

buoyancy.
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Figure 2.13: Comparison of MPIOM and WOA-01 mean salinity at the four open lateral boundaries
for 1951-2000.

In order to evaluate the obtained lateral boundary conditions in a quantitative man-

ner, water temperature and salinity are compared with the climatological ocean data set

World Ocean Atlas 2001 (WOA-01) by Boyer et al. (2005). As mentioned in the introduction

(section 1.1), the control period 1951-2000 was performed by MPIOM in free mode just

like the scenario period 2001-2099. However, without any data assimilation incorporated,

time series of the control run necessarily deviate from observations or reanalysis data. The

evaluation is thus based on the comparison of monthly climatological means extracted both

from the 50-year control run, regarded as statistically representative long-term model char-

acteristics, and from the observation data set WOA-01. The mean values of temperature

and salinity at the four lateral boundaries are exhibited in Fig. 2.12 and 2.13, respectively.

Thereby, the MPIOM data show a warm temperature bias up to +2 °C relative to WOA-01.

In particular at the northern boundaries (i.e. the northern and the western boundary), at

which hydrographic conditions of the North Atlantic inflow are reflected, the deviation is
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Figure 2.14: Land-sea mask of the REMO model for the North Sea region. Red: Cell centers of
land cells. Blue: Cell centers of ocean cells. Coastal cells with a fractional land-sea composition are
marked as land cells.

fairly constant, yielding a similar seasonal variability of MPIOM to WOA-01. However, at the

southern and eastern boundaries, at which the water temperature is largely determined by

atmospheric forcing, the warm bias only occurs in summer, though to a similar amount of

up to +2 °C. Respective salinity deviations are pretty different at the individual boundaries

but most stiking at the eastern boundary. The coarse horizontal representation of the Sk-

agerrak, Kattegat, and the connection to the Baltic Sea by just one grid cell (see Fig. 2.3)

does not allow MPIOM for an adequate simulation of the exchange dynamics between the

North Sea and the Baltic, yielding a substantial underestimation of salinity in these regions

with values close to 0 psu throughout the year.

2.2.2 Atmospheric Forcing

Similar to the open lateral boundaries, several variables are needed to be prescribed

at the atmosphere-ocean interface to drive the HAMSOM model with wind-induced shear

stress, surface heat and fresh water fluxes, and atmosphere pressure-induced barotropic

pressure gradients in the water column. The atmospheric forcing variables are 2m air tem-

perature, total cloud cover, precipitation (large-scale and convective), near-surface relative

humidity, 10m wind speed, and sea level pressure. Taken from the model results of the

regional climate model REMO, the variables are provided as 1-hourly data on a rotated

curvilinear grid with a horizontal resolution of 0.22 x 0.22° and a displaced origin of coor-

dinates. The REMO land-sea mask for the North Sea region is shown in Fig. 2.14. Since

relative humidity is not provided by REMO as direct model output, this variable is calcu-

lated from air temperature and dewpoint temperature via the Magnus formula (e.g. Etling,

2008). To remap the REMO data onto the meso-scale HAMSOM grid with a horizontal res-

olution about 8 times finer than the REMO grid, the same horizontal interpolation scheme

is applied as for the ocean variable sea surface elevation. However, coastal REMO cells

with a fractional land-sea composition are excluded from the interpolation in order to avoid

atmospheric conditions over sea to become influenced by conditions over land.
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REMO 6-hourly raw wind field

REMO 6-hourly interpolated wind field

Figure 2.15: Left: Exemplified 6-hourly mean wind field of REMO raw data. Longitude and latitude
refer to the displaced and rotated coordinate system used by REMO. Wind vectors are exhibited
at every second grid cell. Right: Associated wind field, spatially interpolated onto the meso-scale
HAMSOM grid. Vectors are exhibited at every 12th grid cell.

Furthermore, since the whole time period examined in this study covers nearly 150 years,

the 1-hourly REMO data are averaged into 6-hourly means to reduce computer memory

requirements. For a longer than 6-hourly averaging interval, it is not possible to retain

semi-diurnal variations in the atmospheric forcing, which represent the highest of the

dominant frequencies in the respective power spectra (see Fig. 2.16) along with diurnal

and annual signals. However, the extrema in the diurnal cycle of the used atmospheric

parameters do not prefer a common temporal position. Rather, they also vary spatially in

the North Sea domain. Moreover, for various reasons like weather and seasonal changes,

the variations of almost all atmospheric parameters are not truly periodic from day to day,

referred to as non-cyclic variations (Chapman and Lindzen, 1970). Hence, in order not

to favor a certain time of the day, non-weighted averaging is applied in calculating the 6-

hourly means and the most practical partitioning of 0-6, 6-12, 12-18 and 18-24 o’clock is

used. Fig. 2.15 shows an instructive wind field as 6-hourly mean of the REMO raw data

and the respective spatially interpolated data.

In order to evaluate the obtained atmospheric forcing fields, power spectra of atmospheric

parameters from the reanalysis data set ERA40 (Uppala et al., 2005) and REMO are com-

pared in Fig. 2.16. Thereby, the 6-hourly time series of spatial averages over the whole

North Sea are decomposed in their harmonic frequencies by Fast-Fourier-Transform. To

provide for stationarity, means and linear trends are removed from the time series, for fre-

quency analysis to become meaningful. Moreover, the shown spectra are smoothed by a

running mean of 10 successive periods in order to reduce the increasing spread at short

periods.
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Figure 2.16: Power spectra of 6-hourly mean atmospheric parameters. Comparison between REMO
(green) and ERA40 (blue) over the period 1958-2000. Spectra are smoothed by a running mean of
10 consecutive periods.

The characteristic annual cycle of atmospheric parameters at mid-latitudes results from

the incline of the earth’s rotation axis with respect to the ecliptic plane. The highest peak

in the power spectra occurs at a period of one year, indicating the strongest signal in the

time series to describe the annual cycle. The daily cycle is determined by the succession

of day and night and the related periodic increase and decrease of air, ground, and sea

temperature, which in turn affects many other atmospheric parameters. This diurnal cycle

is represented in the spectra by the second pronounced peak at a period of one day, while

the third peak at the Nyquist period of 12 hours refers to semi-diurnal variations known

as atmospheric tides.

Whereas ocean tides are strongly affected by the disposition of the continents and hence,

among others, boundary effects are very important, the dynamics of atmospheric tides are

quite different (Gill, 1982). The designation atmospheric tides embraces the two distinct
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phenomena known as thermal tides and gravitational tides in the atmosphere (Chapman

and Lindzen, 1970). In general, thermal tides are caused by solar heating, whereas grav-

itational tides are caused by gravitation effects of our solar system just as ocean tides.

The major contributions to atmospheric tides in descending order of magnitude are the

solar semi-diurnal thermal tide, the solar diurnal thermal tide, and the lunar semi-diurnal

gravitational tide.

Most of the solar radiation incident on the earth and its atmosphere is absorbed by the

ground and sea. The daily variations thus produced in the ground temperature are con-

veyed to the adjacent atmosphere by turbulence and long-wave radiative transfer. This

heating can excite upward transmitted oscillations in the atmosphere which already in-

duce variations in the temperature, pressure, and wind fields. Nonetheless, a significant

amount of solar radiation is absorbed in the atmosphere by water vapor and ozone. The

daily variation in heating due to this absorption is distributed throughout the bulk of the

atmosphere and constitutes the strongest thermo-tidal excitation. The atmospheric solar

heating combined with upward eddy conduction of heat from the ground generates inter-

nal gravity waves in the atmosphere primarily at diurnal and semi-diurnal periods (Dai and

Wang, 1999). This process is referred to as thermal tides. Gravitational excitation, on the

contrary, is in general much weaker than thermal excitation. There is virtually no way of

isolating solar gravitational tides from solar thermal tides in the data, but lunar tides are

indeed distinguishable by virtue of their different period of about 12.42 hours (Chapman

and Lindzen, 1970).

The atmospheric parameters used in the present study are physically not independent of

each other and hence, they are subject to diurnal and semi-diurnal oscillations. Where the

thermo-tidal oscillations can be easily identified in the power spectra of both the ERA40

data and the REMO data, the tidal oscillations due to the moon´s gravity amount to only a

very small fraction of a millibar in the pressure field (Scorer, 1997) and are therefore not

visible in the spectra without further, more sensitive analysis.

In general, the power spectra of the two data sets ERA40 and REMO (Fig. 2.16) show wide

agreement. In expressing the energy that contributes from distinct harmonics to the total

variability of the underlying time series, seasonal, diurnal, and semi-diurnal large-scale

dynamics of the North Sea atmosphere are thus adequately represented by REMO. Nev-

ertheless, at short periods, a systematic amplitude underestimation in the REMO spectra

relative to ERA40 shows up. Despite the cumulative quantity precipitation, as represent-

ing the precipitation rate which requires the consideration of a time period, the ERA40

data consists of 6-hourly instantaneous parameter values, whereas the REMO data was

averaged in the course of the forcing data adaptation from 1- into 6-hourly means, neces-

sarily lowering the short-term variability. However, a comparison of 1- and 6-hourly REMO

spectra (not shown here) quantifies the reduction at periods between 12 and 24 hours to

merely amount to about 10% of the given ERA40-REMO high-frequency deviations. In any

case, because of the comparatively low amount of energy contained in the high frequency

bands, the deviations between ERA40 and REMO account just for a negligible fraction of
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Figure 2.17: Monthly means of spatially averaged atmospheric parameters. Comparison between
REMO (black) and ERA40 (blue) over the period 1958-2000. Standard deviation is represented by
vertical error bars.

the total variability, entailing the corresponding variances of the two time series (quoted

in the diagrams) to still fairly coincide. As being characteristic of atmospheric parameters,

the spectra are strongly reddened (von Storch and Zwiers, 1999), that is, higher spectral

densities at long periods and lower spectral densities at short periods.

Similar to the lateral boundary conditions, for further evaluation of the atmospheric forc-

ing, monthly climatological means of REMO and ERA40 are compared in Fig. 2.17 to 2.19.

Again, without any data assimilation incorporated, time series of the free REMO control

run necessarily deviate from observations and reanalysis data, whereas on a climatological

time scale, long-term model characteristics should be represented. The considered spa-

tially averaged climatological means refer to the time period 1958-2000, which is covered

by both the REMO control run and the ERA40 data set. Only atmosphere grid cells over

sea are incorporated in the spatial averaging, whereas grid cells over land are excluded.

To account for the differing spatial grid resolution of the two models, both data sets are

interpolated onto the 3 km HAMSOM resolution. The temporal variability of each underly-

ing time series of monthly means is indicated by the vertical error bars, representing the

standard deviation.



2.2. FORCING DATA 41

 40

 50

 60

 70

 80

 90

 2  4  6  8  10  12
C

lo
u
d
 C

o
v
e
r 

[%
]

Month

North Sea - Cloud Cover - 1958-2000

 REMO
 ERA40

 65

 70

 75

 80

 85

 90

 95

 2  4  6  8  10  12

R
e
l.
 H

u
m

id
it
y
 [
%

]

Month

North Sea - Rel. Humidity - 1958-2000

  REMO
  ERA40

 0

 1

 2

 3

 4

 5

 6

 2  4  6  8  10  12

P
re

c
ip

it
a
ti
o
n
 [
m

m
/d

]

Month

North Sea - Precipitation - 1958-2000

  REMO
  ERA40

Figure 2.18: Analogous to Fig. 2.17.

Relative to ERA40, the annual cycle of REMO air temperature shows good agreement in

the warm seasons spring and summer but a warm bias up to +2 °C in the cold seasons au-

tumn and winter. The mean and maximum wind speeds are higher throughout the year by

about +1.5 and +10 m/s, respectively. However, in comparing REMO and reanalysis data

with wind observations from off-shore and near-shore platforms, Winterfeldt and Weisse

(2009) and Larsén and Mann (2009) found a significant underestimation of coastal wind

speeds in the NCEP/NCAR data (Kalnay et al., 1996), which is very similar in the North

Sea region to ERA40. Additional comparison with the Hamburg Ocean-Atmosphere Pa-

rameters and Fluxes from Satellite (HOAPS) dataset (Andersson et al., 2010) in Fig. 2.20, a

multisatellite product based on Special Sensor Micro-wave Imager (SSM/I) measurements

starting in 1988, confirms their results for the open North Sea, too. The shown monthly

mean and maximum wind speeds of REMO are calculated from the 6-hourly forcing time

series obtained from time averaging the lateral and meridional vector components of the

original 1-hourly wind fields separately. The 6-hourly wind speed as the magnitude of a

6-hourly wind vector thus differs from the 6-hourly wind speed as the average of the mag-

nitudes of six 1-hourly wind vectors. However, monthly mean wind speeds in the North

Sea calculated from 1-hourly and 6-hourly vector fields, respectively, do not differ by more

than ±0.8%. Monthly maximum wind speeds are understood as the highest wind speed

of a one month time series consisting of domain-wide spatially averaged 6-hourly wind
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Figure 2.19: Analogous to Fig. 2.17.

speeds. Further analysis of the wind fields are presented in section 2.2.3. Total cloud

cover of REMO is slightly higher than of ERA40, with larger difference in summer than in

winter. As already mentioned, the relative humidity is calculated as the ratio of evapora-

tion pressure and saturation evaporation pressure, which are approximated by entering air

temperature and dewpoint temperature into the empirical Magnus formula, respectively.

Unlike the other atmospheric parameters, the annual cycles of relative humidity of REMO

and ERA40 show a qualitatively contraring progression. The ERA40 curve has a weak min-

imum in spring, where the North Sea surface water is cooler than the overlying air, and

the latent heat flux and hence, evaporation is low. In turn, a weak maximum shows up

in winter, where much of the water is warmer than the cold air and the latent heat flux

is high. Moreover, the cold winter air is not able to carry the same amount of moisture

as the warm summer air, necessarily increasing the relative humidity. The REMO curve,

however, has pronounced extrema with a counter-intuitive maximum in spring and sum-

mer but a minimum in autumn and winter. Apparently uncritical deviations of air and

dewpoint temperature between REMO and ERA40 indeed yield a higher ratio of evapora-

tion and saturation evaporation pressure for the REMO data in summer and a lower ratio

in winter (Fig. 2.19) and by that, give rise to the spurious relative humidity cycle. Precip-

itation is constantly higher in the REMO data, with deviations to ERA40 ranging from 0.5

to 1 mm/d. Even though over land, the coarse horizontal grid resolution of ERA40 often

causes an inadequate hydrology owing to the rough representation of the bottom topogra-

phy and associated river catchment areas, the comparison of REMO, ERA40, and HOAPS

shown in Fig. 2.20 identifies precipitation as a reliable ERA40 parameter over sea. The

standard deviations of all atmospheric parameters referred to fairly agree between REMO

and ERA40.



2.2. FORCING DATA 43

 4

 5

 6

 7

 8

 9

 10

 11

 12

 2  4  6  8  10  12
W

in
d
 S

p
e
e
d
 [
m

/s
]

Month

North Sea - Wind Speed - 1988-2000

 REMO
 ERA40

 HOAPS

 0

 1

 2

 3

 4

 5

 6

 2  4  6  8  10  12

P
re

c
ip

it
a
ti
o
n
 [
m

m
/d

]

Month

North Sea - Precipitation - 1988-2000

 REMO
 ERA40

 HOAPS

Figure 2.20: Monthly means of spatially averaged atmospheric parameters. Comparison between
REMO (black), ERA40 (blue) and HOAPS (magenta) over the period 1988-2000. Coastal regions,
Skagerrak and Kattegat are excluded from the analysis since they are not covered by the HOAPS
data set. Standard deviation is represented by vertical error bars.

2.2.3 Bias Correction

Numerical simulations in general are affected by a number of errors, since the computed

numerical solutions are always approximate solutions of a discretized physical problem.

Numerous assumptions and qualitative simplifications necessarily have to be made both

in deriving the transport equations for the variables involved in the simulation and in dis-

cretizing these equations as well as the geometry of the model domain. Moreover, iteration

errors arise by solving the final algebraic equation system iteratively. The sum of these

tradeoffs lead to differences between an actual physical state of the considered system

and the associated solution of the mathematical model. The systematic deviation of simu-

lated results with respect to the actual physical state described by observations fluctuates

around zero for purely stochastic applications but adds up continuously to a non-zero de-

viation in realistic climate simulations. In the latter case the systematic deviation is called

model bias (von Storch and Zwiers, 1999) and it can be addressed as the correspondence

between a mean forecast and mean observation averaged over a certain domain and time

(WMO, 2009).

Atmospheric Forcing - ERA40

The comparison of REMO and reanalysis data in section 2.2.2 reveals an inherent model

bias of REMO relative to ERA40, which is composed of a contribution from the REMO

model itself but also of an additional contribution from the inner dynamics caused by the

free simulation mode. The former contribution is regarded as the difference between pure

reanalysis data and a REMO run driven with that reanalysis data, where the latter contri-

bution is regarded as the difference between a REMO run driven with reanalysis data and a
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Figure 2.21: Monthly means of spatially averaged atmospheric parameters for the period 1958-
2000. Black: REMO driven with results from the free model run ECHAM5/MPIOM. Red: REMO
driven with ERA40 data. Blue: ERA40 data. Standard deviation is represented by vertical error
bars.

REMO run driven with data coming from a free global model run (Fig. 2.21 and 2.22). The

proportion of the respective contributions to the total bias vary for different atmospheric

variables but are partially strong enough to yield unphysical behavior of certain variables

and in turn, unreasonable behavior of the North Sea dynamics simulated with HAMSOM.

A linear bias correction scheme (Katzfey et al., 2009; Mudelsee et al., 2010; Nilson et al.,

2010) is applied for five atmospheric variables used to drive the HAMSOM model, namely

air temperature, total cloud cover, wind speed, relative humidity (indirectly via the correc-

tion of dewpoint temperature), and precipitation. The base of the correction scheme are

spatial monthly δ-fields which reflect the difference between the climatological means of

REMO and ERA40 for each variable. These δ-fields are imposed onto the 6-hourly REMO

data either additively or multiplicatively in order to remove the bias by shifting the climato-

logical means of REMO towards those of ERA40. Hence, the δ-field correction accounts for

regional deviations between the two data sets on a monthly scale without altering short-

term variabilities and long-term trends of the REMO time series, so that any climate change

signals are largely retained. Even though the δ-fields are derived from the REMO control
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Figure 2.22: Analogous to Fig. 2.21.

run, the respective biases are anticipated to be present in the scenario period, too. In this

anticipation the assumption is included that the dominating physical processes governing

the condition of the atmosphere do not undergo significant change in the course of a pos-

sible regime shift. However, as explicated in the defending arguments later in this section,

a regime shift in the atmosphere is not indicated by the time series of the atmospheric

parameters. The control run δ-fields are thus consequently applied to the entire simula-

tion period 1951-2099. However, wind directions are excluded from the correction scheme,

since highly transient vector fields cannot be adequately modified without severely disturb-

ing the spatial large-scale pattern and the conservation of mass in the atmosphere. The

variable sea level pressure is also kept unchanged since it enters the HAMSOM code only

in terms of the inverse barometric effect. A linear correction scheme was chosen, because

in imposing a constant offset onto the entire time series, the method widely appreciates the

model dynamics expressed by the uncorrected data, whereas more complex methods would

additionally project further parameter characteristics (e.g. the frequency distribution) of the

reference period into the future. The term correction thereby alludes to the application of

a kind of postprocessing, analogously referred to in the literature as bias correction.

Fig. 2.23 and 2.24 instructively illustrates the proceeding of the correction scheme by

means of the monthly climatological mean air temperature for February and August, re-
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REMO Feb 1958-2000 (Ctrl. Run)

δ-Field Feb (ERA40 – REMO)

ERA40 Feb 1958-2000

REMOcorr Feb 1958-2000 (Ctrl. Run)

Figure 2.23: Proceeding of the additive bias correction scheme for February air temperature. Upper
left: Uncorrected, though spatially interpolated REMO data. Upper right: Spatially interpolated
ERA40 data. Lower left: Corresponding δ-field as the difference between ERA40 and REMO. Lower
right: Corrected REMO data obtained from imposing the respective δ-fields onto the 6-hourly REMO
time series.

spectively. The difference between the two spatial maps of REMO and ERA40 constitutes

the corresponding δ-field (lower left parts). The resulting 12 monthly climatological δ-fields

are regarded to be representative for the middle of the respective months. δ-fields for in-

termediate 6-hourly time steps are created via temporal interpolation of the two adjacent

climatological δ-fields. In order to correct the REMO data, the associated δ-field is finally

added to the REMO data at every 6-hourly time step. The corrected air temperature time

series is depicted in Fig. 2.25 as annual means, spatially averaged over the entire North

Sea. As intended, the mean of the period 1958-2000 of the corrected REMO data (green

line) coincides with the ERA40 mean (blue line). The climatological mean air temperature

fields as recalculated from the corrected 6-hourly REMO time series are shown in the lower

right parts of Fig. 2.23 and 2.24. The great similarity to the ERA40 fields affirms the cho-

sen monthly time scale to be appropriate for the correction scheme. A larger time scale,

e.g. annual δ-fields, could not account for seasonal deviations, whereas a smaller time

scale, e.g. weekly or daily δ-fields, would be problematic, since the reference means were

no longer representative. Climatological annual cycles of the corrected REMO time series

in comparison to the uncorrected REMO and ERA40 ones are shown in Fig. 2.27 and 2.28,

time series of spatially averaged annual means are shown in Fig. 2.25 and 2.26.

Alternatively, multiplicative δ-fields can be derived as representing the factorial ratio be-

tween corresponding REMO and ERA40 fields. For variables that are restricted to positive

values, an additive correction can be crucial if the offset between REMO and ERA40 is

large relative to the uncorrected data. By contrast, multiplicative correction automatically
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REMO Aug 1958-2000 (Ctrl. Run)

δ-Field Aug (ERA40 – REMO)

ERA40 Aug 1958-2000

REMOcorr Aug 1958-2000 (Ctrl. Run)

Figure 2.24: Proceeding of the additive bias correction scheme for August air temperature. De-
scription analogous to Fig. 2.23.

accounts for the variable´s sign, qualitatively always retaining the spatial structure of the

variable distribution. Nevertheless, higher values are generally stronger effected than lower

values and any climate change signal is effected by multiplicative correction to the same

factors.

Beside the variable air temperature, additive correction is analogously applied to the vari-

ables dewpoint temperature and cloud cover. The correction of both air temperature and

dewpoint temperature finally yield a consistent annual cycle of relative humidity (Fig. 2.28).

The reduction of cloud cover has to be bounded at 0% to rule out negative values. Mul-

tiplicative correction therefore appears to be preferential. However, since the largest cor-

rection of cloud cover amounts to just about 10% of the mean, additive correction indeed

supplies good results (Fig. 2.26 and 2.28). Nevertheless, multiplicative correction is ap-

plied to the variables precipitation and wind speed. The reduction of precipitation amounts

up to about 45% of the climatological mean, implying additive correction together with a

lower limit at 0 mm/d to yield REMO climatologies still deviating from ERA40. While high

values were indeed corrected properly, small values were just set to 0. Mean precipitation

and also mean wind speed data of ERA40 are thus approximated more accurately from the

REMO data by the application of multiplicative correction. The temporal progression of the

6-hourly wind fields states the wind speeds as well as the wind directions in the North Sea

as highly variable throughout the year with hardly any regional preferences. For the correc-

tion of wind speed each of the 12 δ-fields is therefore spatially averaged to a single scalar,

aside by which a direct violation of the conservation of mass in the atmosphere is avoided.

Nevertheless, as mentioned above, the climate change signal of wind speed is effected by

the multiplicative correction, too. However, the linear trend of the uncorrected wind speeds
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Figure 2.25: Time series of spatially averaged annual means of atmospheric parameters. Red:
Uncorrected REMO data. Blue: ERA40 data. Green: Bias corrected REMO data.

(Fig. 2.25) is statistically insignificant, entailing the multiplicative scheme, in this respect,

not to pose a deficiency. As already mentioned, wind directions and sea surface pressure

are excluded from the correction scheme at all. The wind fields refer to winds at a height

of 10 m above ground, where the respective wind vectors are derived by REMO from the

pressure field of the lowest model layer with a layer thickness of about 100 m. The diag-

nostic treatment relativizes the critical independent correction of wind speed from surface

pressure. Accordingly, the variables wind stress and sea surface pressure are incorporated

decoupled in the HAMSOM model. Since the additive scheme does not change the temporal

variability of any underlying time series, but also the extent of the multiplicative scheme

changes the variability to a mere negligible amount, the power spectra shown in Fig. 2.16

remain widely unaffected by the bias correction.

In Siegismund and Schrum (2001) a statistical analysis of two-dimensional wind vector

fields is introduced. In combining the wind speeds and their relative frequency of oc-

currence at predefined wind directions, the so-called wind density function quantitatively

addresses the angular distribution of various wind conditions. It is understood as a rep-

resentation of the predominant wind condition for a given domain and time period. In

Fig. 2.29 the wind density functions for the whole North Sea as well as its two components
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Figure 2.26: Analogous to Fig. 2.25.

wind speed and relative frequency of the bias corrected REMO and the respective ERA40

wind fields are compared on a seasonal scale. A high wind density at a given direction

arises from either a high mean wind speed at that particular direction or a high frequency

of occurrence of wind blowing from that direction (or both of it). Wind directions are distin-

guished in the analysis as 5° sectors, bringing about any curve in the diagrams to consist of

72 samples. The physical unit m/s is carried by the wind density for mathematical reasons

and shall not be interpreted as ordinary speed.

The ERA40 wind density functions shown in Fig. 2.29 well reflect the predominant west-

erly and south-westerly wind conditions over the North Sea, in particular for the more

stormy seasons autumn and winter. The diagrams distinctly show a more uniform distri-

bution of wind speeds than of relative frequency, underlining similar wind speeds in the

North Sea to potentially occur at all directions. Whereas the integrated relative frequency

of each season sums up to 100% per definition, the lowest and highest wind speeds in

summer and winter, respectively, yield minimum and maximum wind density functions.

Relative to ERA40, the REMO wind densities show an overestimation of westerly and south-

easterly wind conditions and an underestimation of south-westerly ones. Since the wind

speeds are reduced in the course of the bias correction, the overestimation, accordingly, is

more pronounced for the uncorrected wind speeds (not shown). The standard deviation of
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Figure 2.27: Monthly means of spatially averaged atmospheric parameters for the period 1958-
2000. Black: Uncorrected REMO data. Blue: ERA40 data. Green: Bias corrected REMO data.
Standard deviation is represented by vertical error bars.

the monthly wind density functions used to calculate the mean of 1958-2000 depicted in

Fig. 2.29 are shown in Fig. 2.30. Since neither curve in Fig. 2.29 can take negative values,

smaller means necessarily have smaller standard deviations, which therefore largely follow

the qualitative shape of the means. Implications of the deviating wind conditions of REMO

and ERA40 on the general circulation of the North Sea are discussed in chapter 3, where

the HAMSOM model was driven with the two data sets for the period 1958-2000.

The application of bias correction methods in climate research is controversially dis-

cussed by the scientific community. Advocating approaches range from simple additive

corrections of the mean or variance in e.g. Lenderink et al. (2007), across local intensity

scaling in e.g. Schmidli et al. (2006), to more advanced quantile mapping methods in e.g. Li

et al. (2010), while critical general objections are raised in e.g. Ehret et al. (2012). Added

value is conceded to the linear bias correction applied in this study in virtue of the following

considerations, which may not fully hold for other bias correction methods than the linear

one used in the present study.
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Figure 2.28: Analogous to Fig. 2.27.

(1) The main argument against any postprocessed modification of physical parameters

from model output is that the physical consistency of the modified data is no longer guar-

anteed (Ehret et al., 2012). In modifying individual physical parameters, generic conser-

vation laws like e.g. the conservation of mass are violated. However, the bulk formulas

used by HAMSOM are empircal formulas derived from observations and do not expect a

perfectly consistent set of forcing variables. The aim of applying a bias correction in this

study is not to improve the atmospheric model output itself but rather to provide forcing

data for the ocean model HAMSOM showing the same statistical characteristics for a given

hindcast period as a well established observational reference data set.

(2) In using different methods for the discretization and implementation of the physics

and dynamics, different models yield different results, while the differences in the results

often amount to the same order of magnitude as both the ensemble mean and the sensitiv-

ity to critical parameters (Delhez et al., 2004). In this respect the extent of the parameter

modification in the course of the bias correction is distinctly moderate. Moreover, as can be

seen in Fig. 2.25 and 2.26, the long-term scenario trend of the variables is generally posi-

tive, but the sign of the correction is predominantly negative. Therefore, the extrapolation

of the transfer functions (i.e. the δ-fields) from the reference period into the scenario period

is not expected to lead to atmospheric conditions beyond physical limits.
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Figure 2.29: Normalized wind density functions (Siegismund and Schrum, 2001) for the whole
North Sea as well as their two components, mean wind speed and relative frequency, on a seasonal
scale of the period 1958-2000. Green: Bias corrected REMO data. Blue: ERA40 reanalysis data.
Orientation angles of 0 deg correspond to northerly winds.

(3) In climate models the equations of fluid motion as a system of discretized differen-

tial equations describe finite temporal changes of state variables of a finite spatial control

volume. As such, they deal with averages only, where the entailing loss of information at

scales lower than the averaging scale inevitably leads to deviations from reality (Oreskes

et al., 1994). Thereby, the averaged quantities obey their own statistical regularity. Sur-

prisingly, even the second law of thermodynamics, which is supposed to be involved in any

physical process at all, turns out as the prototype of a statistical regularity (Schrödinger,

1962). From a statistical point of view, it states that all physical incidents evolve from rela-

tively unlikely conditions to more likely ones. And indeed, there are serious stances among

physicists, mathematicians, and philosophers (e.g. Franz S. Exner, Erwin Schrödinger,

John A. Wheeler) that endorse the only bottom-level principle of reality to be the stochas-

tic law of large numbers. However, owing to the inherent statistical character of physical

theories, they are never mathematically perfect and precise and hence, they are always

consistent with a certain range of absolute parameter values.

(4) Under converging residuals of a model simulation, a successive refinement of the spa-

tial grid resolution yields model results that converge on the corresponding grid-independent
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Figure 2.30: Standard deviation of the monthly wind density functions used to calculate the mean
of 1958-2000 depicted in Fig. 2.29. Green: Bias corrected REMO data. Blue: ERA40 reanalysis
data.

accurate solution (Ferziger and Perić, 2002). The loss of information due to finite sizes of

control volumes mentioned in (3) can then be arbitrarily reduced by a refinement of the

numerical mesh. However, as a representation of phenomenological determinism, the equa-

tions of fluid motion do not take into account microscopic degrees of freedom. With this,

they cannot describe processes initiated by microscopic fluctuations that become unstable

and amplified to macroscopic scales, which may even support orderd states as dissipa-

tive structures (Zeh, 2010). The standard example related to fluid dynamics is known as

Bérnard´s instability, which describes the formation of convection cells in a horizontal layer

of a liquid, optimizing the process of thermal equilibration between two reservoirs at differ-

ent temperatures. In principal, though, a bias correction applied on appropriate spatial and

temporal scales is indeed able to account for inadequate phenomenological representations

in a model´s forcing data.

(5) Furthermore, the equations of fluid motion provide a mathematical system in which

the number of unknowns is greater than the number of equations, enforcing the employ-

ment of turbulence closure schemes in numerical models. So, even if the equations are

fulfilled by a single physical event, they still leave this event widely undetermined, again

coming along with a tolerance range of absolute parameter values (Schrödinger, 1962).
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(6) A well known source of inconsistencies between model results and reality arise from

missing model implementations of dynamical interactions among various physical pro-

cesses. For either there is no appropriate theory known or the available computer capaci-

ties are insufficient, potentially crucial interactions for addressing climate change such as

interactions related to cloud physics, aerosols, vegetation, carbon and nitrogen cycles are

usually not fully incorporated in climate models (Bader et al., 2008), even though they may

not be judged negligible for the respective scale of interest. Therefore, if one relies in the

reference data chosen for the bias correction as representation of physical reality, the mod-

ified model data can be regarded as fluctuations abount perfectly consistent equilibrium

conditions. To put it provocatively, any model output then even gains consistency from

the bias correction, since the modified model data is finally closer to reality which does not

allow for any inconsistency at all.

(7) An other common argument against the application of a bias correction is the regime

shift argument. It says that if at some future time the modeled climate changes into a dif-

ferent regime, the extent of the correction based on a certain reference regime is no longer

appropriate for the new regime. The application of a bias correction thus implies stationar-

ity of the correction function (Christensen et al., 2008). Processes sensitive to regime shifts

are often related to the hydrological land-atmosphere cycle via the sensitivity of cloud cover

and soil moisture (Hagemann et al., 2011), and to ice covered regions in general via the

sensitivity of surface albedo (Maraun, 2012). A regime shift of climate is identified by the

occurrence of a bifurcation point in the time series of atmospheric variables. A bifurcation

point, in turn, is characterized by a conspicuous discontinuity in the variable´s temporal

progression, that is, a sudden shift of its magnitude level or a distinct change of its long-

term trend. However, considering the time series of the REMO variables in Fig. 2.25 and

2.26, there is no indication for a climatic regime shift in the North Sea. Also the spatial

patterns of the variables do not undergo substantial qualitative changes as indicated by the

comparison of time series of five representative locations across the North Sea, not shown

here (northern North Sea, central North Sea, Southern Bight, German Bight, Skagerrak). It

is therefore not expected the individual δ-fields of the bias correction to be inappropriately

extrapolated into the scenario period. Nevertheless, nonlinear characteristics of the model

bias as a function of e.g. air temperature or precipitation cannot be ruled out completely.

(8) Different models not only yield different results, as mentioned in argument (2), but

also more than one model implementation and even more than one setup of preferences

within an individual model can produce very similar results. This particularly holds for

comparatively short time scales, where assumptions and simplifications in the model´s

principal hypothesis may cancel assumptions and simplifications in some auxiliary hy-

pothesis (Oreskes et al., 1994) - an issue referred to as the non-uniqueness problem. A

match of model results and observations on just a short period thus cannot be regarded

as a quality proof of the model. Therefore, the bias correction in this study is based on

monthly climatological means as statistically representative long-term model characteris-

tics. Moreover, monthly based bias corrections fully preserve observed annual and seasonal

statistics (Rojas et al., 2011), whereas daily based corrections may negatively influence the
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variance of monthly means (Haerter et al., 2011). Basing the correction upon monthly cli-

matological means also assures that meso-scale atmospheric processes, which cannot be

accounted for by the coarser grid resolution of ERA40, are largely retained in the REMO

data.

(9) While the correction of many forcing variables do have a mere quantitative implication,

some physical phenomena in the ocean existentially rely on absolute variable values. The

thermocline, for instance, simply does not develop in the North Sea when wind speeds

are too strong. The structure of the general circulation in the North Sea is sensitively

affected by sea surface gradients along the northern boundaries. The long wave and latent

surface heat fluxes are nonlinearly related to the air and water temperatures. Thus, model

simulations with uncorrected forcing variables off their respective validity ranges easily

result in unreasonable hydrodynamic and hydrographic representations of the North Sea.

(10) Regardless of the given conceptual arguments, the modifications of atmospheric pa-

rameters in the course of the bias correction demonstrated in Fig. 2.25 to 2.28 are ever

made in a conservative direction. The whole range of relative humidity can be acquired by

an air parcel of any air temperature. Nevertheless, the corrected air and dewpoint tem-

peratures are incorporated in the correction of relative humidity. Moreover, cloud cover is

reduced as consistently is the precipitation rate, while in particular these variables are as-

sociated with the largest uncertainties in climate models, anyway (Bader et al., 2008). The

increase of relative humidity in combination with decreasing cloud cover and precipitation

can be understood as a local increase of the critical relative humidity for cloud formation in

the REMO model. Wind speeds are reduced factorially in order to warrant conservation of

mass in the atmosphere and to retain the spatial structure of the wind fields. Wind stress

and sea surface heat fluxes are recalculated from the corrected variables. Hence, obviously

inconsistent atmospheric conditions, like clear blue sky in combination with heavy rainfall

or the like, are not induced by the bias correction.

(11) The same correction method was applied to the MPIOM data at the open lateral

boundaries (see below) with respect to World Ocean Atlas 2001 climatologies (Boyer et al.,

2005). Besides the account for the MPIOM model bias, the correction of the lateral bound-

ary conditions also restores the consistency of the modified atmosphere and the ocean

along the boundaries.

(12) Epistemologically considered, the quantitative models of physics, referred to as phys-

ical theories, are just mathematical constructions for the calculation of observable state of

affairs (Schrödinger, 1962). In this sense the whole setup of a numerical model (from its

initialization, across the mathematics in the source code, the forcing data, the computing

system, to the bare model results) can be understood as a theory of its individual scien-

tific discourse. Climate models represent theories of the Earth´s climate and the HAMSOM

model represents a theory of the hydrodynamics in the North Sea. In the end the question

whether a theory is successful reduces to the question whether the data that the theory

is intended to describe is indeed sufficiently compressed by the theory, to be verified in
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the course of the evaluation of the theory (Genz, 2004). However, that a theory is able to

compress observational data is not a sufficient requirement for its validity but a necessary
one. In accordance with experimental practice in physical sciences, any physical theory

needs to be confirmed by measurements for being accepted, since the goal of scientific

theories is empirical adequacy (Oreskes et al., 1994). In numerous studies in collaboration

with the University of Hamburg, Institute of Oceanography, the HAMSOM model already is
evaluated with respect to reanalysis data at best scientific discretion. Thus, the successful

evaluation judges the transformation of any forcing data into the model´s reference range

on the basis of reanalysis data almost essential to obtain reliable results. Insofar, the bias

correction shall be deemed as an extension of the model´s mathematical construction in

order to calculate observable state of affairs more accurately. As a consequence, the future

scenario run is initialized by the bias corrected control run as a more realistic state of the

ocean and atmosphere. To put it provocatively once more, the bias correction can be re-

garded as a pragmatic necessity, which does not increase the reliability of the scenario run

but virtually constitutes its foundation.

For the given arguments the applied linear bias correction is assessed as being tenable

within the presented conception. Nevertheless, most of the current bias correction ap-

proaches, including the presented one, are carried out separately across space, time, and

variable, so that their application remains to be taken with a pinch of salt and must be

carefully decided for each individual model study. In particular, be aware that the uncer-

tainty of a scenario run, to be understood as the range of possible future outcomes, is not

reduced by the application of a bias correction. But notwithstanding, relative to the quality

of the chosen reference system, the simulated ocean-atmosphere system is shifted into a

more realistic state, while the trend and variability of the forcing variables are retained

and therefore, added value is conceded to the bias correction method for purely pragmatic

reasons. As illustrated in Fig. 1.4, it is indeed common practice for model and scenario

intercomparisons to normalize the various time series by shifting them into a specific ref-

erence level. This is in fact the same technique as the bias correction applied in this study.

While not being an argument to justify the bias correction, it though points out its prag-

matic value. Finally, a HAMSOM simulation driven with direct ERA40 forcing is analyzed

in chapter 3 in order to evaluate the corrected REMO forcing.

Lateral Open Boundaries - WOA-01

The same additive correction method as for the meteorological forcing is also applied

to the MPIOM data at the open lateral boundaries. Thereby, monthly climatologies from

the World Ocean Atlas 2001 (WOA-01) provided by Boyer et al. (2005) is used as reference

data. In Fig. 2.31 and 2.32 the proceeding of the correction is exemplified for water temper-

ature and salinity at the northern boundary, respectively. The MPIOM water temperature

is corrected along the northern boundary on average by about -1.5 °C throughout the year,

whereas the salinity undergoes an increase up to +1.4 psu at the Norwegian Coastal Cur-

rent but a slight decrease of about -0.3 psu elsewhere. Similar cooling and freshening is

invoked at the western boundary. Thereby, deeper waters are generally stronger cooled



2.2. FORCING DATA 57

MPIOM Feb 1951-2000 (Ctrl.Run) MPIOM Aug 1951-2000 (Ctrl.Run)

Delta Field Feb (WOA-01 – MPIOM) Delta Field Aug (WOA-01 – MPIOM)

MPIOMcorr Feb 1951-2000 (Ctrl.Run) MPIOMcorr Aug 1951-2000 (Ctrl.Run)

        

        

        

Figure 2.31: Proceeding of the additive bias correction scheme for water temperature at the north-
ern boundary for February (left part) and August (right part). Upper part: Uncorrected, though
spatially interpolated MPIOM data. Middle part: Corresponding δ-fields as the difference between
WOA-01 and MPIOM. Lower part: Corrected MPIOM data obtained from imposing the respective
δ-fields onto the monthly MPIOM time series. Isolines increment is 1 °C. Since both data sets refer
to a monthly scale, the corrected MPIOM means are identical to the spatially interpolated WOA-01
data which are therefore not shown.

MPIOM Feb 1951-2000 (Ctrl.Run) MPIOM Aug 1951-2000 (Ctrl.Run)

Delta Field Feb (WOA-01 – MPIOM) Delta Field Aug (WOA-01 – MPIOM)

MPIOMcorr Feb 1951-2000 (Ctrl.Run) MPIOMcorr Aug 1951-2000 (Ctrl.Run)

        

        

        

Figure 2.32: Description analogous to Fig. 2.31 for salinity. Isolines increment is 0.5 psu.
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Annual Mean Climat. North Sea River Runoff [m³/s]

                            

Moray Firth 19 −12
11

Forth 97 −58
57

Spey 60 −36
35

Tyne 50 −29
33

Tees 23 −15
16

Humber 249 −127
151

Wash 77 −45
53

Thamse 99 −53
66

Schelde 118 −61
70

Meuse 955 −777
990

Noordzeekanaal 97 −18
13

Rhine 1466 −290
299

Lake IJssel 304 −116
338

Ems 78 −45
63

Weser 355 −164
227

Elbe 735 −276
416

Sec.7 1519 −598
1211

Sec.6 199 −59
82

Sec.4 /5 790 −271
334

Sec.2 /3 1182 −512
589

Figure 2.33: Map of the 46 North Sea rivers incorporated in HAMSOM and respective runoff
fluxes. Numbers refer to annual climatological runoff means in m³/s according to Damm (1997)
and O’Driscoll et al. (2012). Maximum positive and negative deviations from the mean are given too.
The Norwegian sections are designated after Damm (1997) as well.

than surface waters, bringing about that no artificial vertical instabilities are introduced.

But neither is the surface salting of the Norwegian Coastal Current strong enough caus-

ing the vertical haline stratification to collapse. At the southern and eastern boundaries,

the MPIOM water temperature is decreased in summer by up to -2 °C but fits well with

WOA-01 in winter. The salinity is increased by about +0.4 psu at the southern boundary,

while at the eastern boundary, it undergoes a total adoption of the annual cycle, since the

MPIOM salinity is almost zero in this region. Hence, the salinity at the eastern boundary

is treated climatologically constant on a monthly scale for the whole 150-year simulation

period. Sea surface elevation, the third prescribed ocean variable, is modified according to

the descriptions in the following sections.

2.3 River Runoff

For the North Sea region no other fresh water runoff than the one descending from

the Baltic catchment area is incorporated in the ECHAM5/MPIOM simulation. Coastal

runoff data are nevertheless calculated from a hydrological model (Hagemann and Dümenil,

1998a,b) and provided by the MPI-M. However, the grid resolution of the data is almost

2°, which is regarded as too coarse to infer appropriate runoff data for individual rivers.

Riverine discharge along the North Sea coasts is thus incorporated in HAMSOM as monthly

climatological means. Respective runoff fluxes of 46 rivers are gathered by Damm (1997)

and O’Driscoll et al. (2012), where a map of locations and mean runoffs is exhibited in

Fig. 2.33.
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Figure 2.34: Amphidromic system of the semi-diurnal M2 tide in the North Sea (Dyke, 2007). Solid
lines: Co-phase lines. Dashed lines: Co-range lines [cm].

2.4 M2 Tide

Since the MPIOM data are provided as monthly means, tidal oscillations are not reflected

by the variable sea surface elevation. To account for tidal mixing and residual flow in

HAMSOM, semi-diurnal lunar tidal oscillations as provided by the Oregon State Tidal In-

version Software (OTIS) are added onto the sea surface elevation prescribed at the open

boundaries. In this study the HAMSOM model runs with a forcing time step of 10 minutes

and thus, tidal oscillations can be resolved properly. Further partial tides are not included,

since the model output is stored as mean values over two M2 periods, i.e. 24.84 hours,

representing approximate daily averages. In the North Sea the M2 constituent already gives

rise to about two thirds of the equilibrium tidal amplitude (Klein et al., 1994). With this,

major dynamical effects due to tides are nevertheless sufficiently well simulated. The am-

phidromic system of the M2 tide in the North Sea is shown in Fig. 2.34. As described in the

introduction (section 1.2.3), the North Sea tide is a co-oscillating response to the tide gen-

erated in the North Atlantic Ocean (Banner et al., 1979). Tidal waves enter the North Sea

through the northern entrance and through the English Channel. As progressive Kelvin

waves, they are mainly adhered to the coast passing the North Sea in cyclonic sense. Bot-

tom friction causes the waves to gradually lose energy, indicated by the successive decay

of tidal amplitude (see Fig. 2.34). At the northern and southern boundaries, the maximum

M2 amplitude amounts to about 1.2 and 2 m, respectively.
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Figure 2.35: Components of global mean sea level rise and resulting mean sea surface height for
the North Sea simulated by HAMSOM. Red: Global thermo- and halo-steric expansion. Light blue:
Global deglaciation. Dark blue: Balance of Greenland and Antarctic ice dynamics. Magenta: Total
global sea level. Black: North Sea mean sea level.

2.5 Global Sea Level Change

Change of the global mean sea level in the 21st century is mainly determined by steric

expansion of the ocean due to global warming and by increasing fresh water supply from

melting off the two permanent ice sheets over Greenland and the Antarctic and from in-

land deglaciation (Solomon et al., 2007). The mean sea level in the North Sea is further-

more determined by the regional distribution of globally added melt water masses due to

gravitational effects, by barotropic and baroclinic ocean dynamics due to changing density

distributions, and by glacial isostatic adjustment, that is, the vertical rebounding of the

Scandinavian earth crust since the last ice age. However, the extent of the various regional

effects differs to a larger amount between different climate models than between the sim-

ulated individual scenarios and therefore adheres to relative high uncertainties (Slangen

et al., 2012).

Since the MPIOM is a volume-conserving model, it cannot account for a global rise of

the mean sea level due to thermal expansion. Moreover, sea level change due to increas-

ing fresh water supply from melting off the Greenland and Antarctic ice sheets and from

inland deglaciation are not incorporated. For the HAMSOM simulations estimations of

the different components of global sea level rise are thus continually added onto the sea

surface elevation at the open boundaries. Respective time series are shown in Fig. 2.35.

Steric expansion is thereby calculated from the global MPIOM temperature distribution,

contributing about 60% of the total sea level rise. Global deglaciation for the A1B scenario

is extrapolated from observations given in Solomon et al. (2007) sec. 5.5.6, contributing

about 25%. However, the observed 0.8 mm/y for 1993-2003 are heuristically increased for

the scenario period to 1.2 mm/y to take into account an expected exponential progress.

The balance between Greenland and Antarctic ice dynamics is estimated in a model study

by Jungclaus et al. (2006b), finally contributing about 15%. The negative balance up to

the year 2050 arises from accumulation of snow and ice in the Antarctic as a consequence

of higher precipitation rates in the generally moister A1B climate. The offset of the North

Sea mean sea level simulated by HAMSOM of about 0.1-0.2 m above reference level (see

Fig. 2.35) results from the halo-steric effect due to riverine discharge and Baltic outflow
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and from wind induced surges in the southern and eastern North Sea. Since the model

run is initialized with a spin-up period of three years, the offset is already present in 1951.

Owing to the mentioned uncertainties, regional deviations of the global mean sea level rise

are not accounted for in the present study. The total mean sea level rise of about 0.51 m

from the period 1990-1999 to 2090-2099, as resulting from the three global components,

nevertheless fits well with the projected IPCC ensemble mean for the North Sea region of

approximately 0.4-0.6 m given in Slangen et al. (2012) in which estimations of all regional

components but ocean dynamics are included. Sea level rise is incorporated in the HAM-

SOM simulation primarily to account for potentially higher storm surges in the scenario

period. Moreover, a changing sea level influences the speed of barotropic gravity waves like

tides and seiches (Taylor, 1922) and should therefore not be ignored in a hydrodynamic

study.

2.6 Baltic Sea Outflow

So far, the model setup consists of the following components: both the atmospheric forc-

ing and the open lateral boundary conditions are bias corrected relative to reanalysis and

climatology data, respectively. Climatological fresh water supply from 46 North Sea rivers

is incorporated. The semi-diurnal lunar tide is imposed at the open lateral boundaries

as well as an estimation for the global mean sea level change. A test run under these

conditions was performed. Considering mean volume transports in the eastern boundary

region, measurements at the Danish passages as given in Damm (1997) indicate monthly

net Baltic outflow into the North Sea throughout the year with an annual mean of about

14900 m³/s. In treating the eastern lateral boundary as an open boundary, unfortunately,

it cannot do justice to the upsurge capacity of the semi-enclosed marginal Baltic Sea. Re-

spective transport analysis of the test run thus revealed monthly net North Sea outflow

into the Baltic for the whole summer season, yielding an annual mean Baltic discharge of

just 1800 m³/s (see Fig. 2.36). In reality, however, the Baltic conveys a substantial amount

of fresh water into the North Sea, more than the total North Sea riverine discharge, and

hence, it constitutes an important fresh water source for the Skagerrak/Kattegat region

and the Norwegian Coastal Current.

In order to circumvent the deficiencies of the open eastern boundary and in turn, to war-

rant the appropriate magnitude and seasonality of Baltic outflow, the eastern boundary

was taken as a closed lateral boundary with an additional volume flux across this bound-

ary, which is normally used for grid cells representing river input. For determining the

volume flux, coastal fresh water runoff taken from the hydrological model mentioned in

section 2.3 is used to calculate monthly discharge of the entire Baltic catchment area for

the control and scenario period. The obtained time series are then adapted to the aforemen-

tioned annual mean by subtracting a constant offset deduced from the period 1951-1960,

while both the seasonality and the monthly variability are well represented. The maximum

discharge now occurs in April in accordance to the snow melting in spring (see Fig. 2.36).

The time series shown in Fig. 2.37 indicates a slight increase of Baltic discharge for the

21st century of about +780 m³/s. The narrow gray area about the regression line repre-
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Open Eastern Boundary Closed Eastern Boundary

D.I. Transport [m²/s]

Figure 2.36: Depth-integrated volume transports of open (left part) and closed (right part) eastern
boundary. Upper part: Monthly mean transports of 1951-1960 with standard deviation (error bars)
and annual mean (dashed line). Lower part: Monthly mean transports at the eastern boundary
region for April 1951-1960.

Figure 2.37: Annual mean Baltic discharge and 100-year linear trend. The narrow gray area about
the regression line represents the statistical range of the trend. For a more detailed description see
section 4.1.

sents the statistical range of the given linear trend, to be explained in more detail in section

4.1. The Baltic discharge is released into the model domain along a set of grid cells located

at the closed eastern boundary at which the respective volume transports are prescribed.

As illustrated in Fig. 2.36, this measure reverses the spurious southward flow through the

Danish passages into a northward flow.

As originating from precipitation and snow melting, the Baltic discharge ought to be

released as pure fresh water. The natural water exchange dynamics between the Baltic

and North Sea and associated mixing dynamics of fresh Baltic runoff with salty North Sea

water, however, cannot be simulated adequately by the confined eastern boundary region,
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initiating the mixing with salty waters not until the fresh waters enter the Kattegat. The

Baltic discharge in the model is therefore described using monthly climatological salinities

of WOA-01.

2.7 SSH Modification at the Northern Boundaries

As mentioned in the introduction (section 1.2.4), the general circulation in the North Sea

is driven by tidal currents, surface wind stress, baroclinic density gradients, and barotropic

pressure gradients. The resulting geostrophically balanced cyclonic circulation is also re-

flected by respective sea surface gradients along the open boundaries, which account for

the barotropic component of the resulting net currents. The shape of the sea surface eleva-

tion at the open boundaries thus determines both the magnitude and direction of the cur-

rents entering or leaving the domain and hence, it exerts great influence on the magnitude

and structure of the general circulation pattern. In particular, the sea surface gradients

along the northern boundaries (i.e. the northern and the western boundary) constitute a

decisive regulatory parameter.

The comparison of volume transports through various sections with observations and

other model results shows that the general circulation is by far too weak when using above-

mentioned boundary and forcing data. But also its structure lacks of the distinct northern

inflow at the western edge of the Norwegian Trench as well as of the cyclonic gyre in the

Skagerrak (Rodhe, 1996; Svendsen et al., 1996). The main reason for these discrepancies

can be attributed to the coarse horizontal grid resolution of the relevant MPIOM version

that cannot properly resolve the specific SSH shape across the Norwegian Trench. An

other reason is that the MPIOM was run without tides. Though tidal oscillations are largely

canceled out on monthly scales, non-linear interactions of tidal currents with wind- and

density-driven currents still give rise to significant sea surface elevations (Backhaus et al.,

1986). The differences of two MPIOM runs with and without tidal oscillations incorporated

are shown in Fig. 2.38 by courtesy of B. Klein (Bundesamt für Seeschifffahrt und Hydrogra-

phie, Hamburg). Even on an annual scale, the SSH gradients along the northern (~60°N)

and western (~4°W) HAMSOM boundaries are more pronounced in the tidal run and the

spatial structure is generally more detailed.

In Sündermann et al. (1996) a 50-year hindcast run including tides was realized with the

large-scale Northwest European Continental Shelf Sea model (NECS) forced with NCEP/

NCAR reanalysis data. The NECS domain spreads meridionally about 47°N-64°N and zon-

ally about 16°W-14°E and thus, comprises the entire HAMSOM domain of the North Sea.

The comparison of climatological means between the NECS run and the MPIOM run fur-

ther highlights the substantial differences of SSH in the vicinity of the northern HAMSOM

boundaries. However, the deviations are small at the very north-western edge of the HAM-

SOM domain, located in deep waters off the Continental slope and at distance from coasts

where the global MPIOM is indeed expected to yield reliable results.
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Figure 2.38: Annual mean SSH of 2007 from MPIOM forced with NCEP/NCAR. Left: MPIOM run
without tides. Right: MPIOM run with tides. (By courtesy of B. Klein, Bundesamt für Seeschifffahrt
und Hydrographie, Hamburg)

In order to provide for appropriate SSH boundary conditions and by that, to allow for

the HAMSOM model to spin up the characteristic cyclonic general circulation in the North

Sea, the SSH extracted from MPIOM is modified at the northern and western boundaries

by incorporating monthly climatological SSH extracted from NECS. Thereby, the level of

the climatological SSH is determined by the MPIOM SSH of the outermost north-western

HAMSOM grid cell, while the shape of SSH along the northern and western boundaries is

continuously adapted to the NECS model. The overall SSH level and its temporal variability

are thus retained from the MPIOM time series. In Fig. 2.39 SSH and current speeds at the

northern boundary are exemplified from HAMSOM runs with MPIOM SSH and NECS SSH.

In both models the shape of the depicted SSH is widely persistent throughout the year,

whereas its level and local gradients are subject to seasonality. Note that the two SSH

curves match at the western end of the boundary, as intended. The NECS SSH, however,

is characterized by distinctly stronger gradients, inducing a strong inflow at the edge of

the Norwegian Trench and a narrower, though enhanced outflowing Norwegian Coastal

Current. The annual mean inflow to the east of the Shetland Islands and the Norwegian

outflow are thus significantly amplified (see Fig. 2.39). It becomes clear now that the

variability of the MPIOM SSH at other locations than the western end of the boundary is

not projected onto the NECS SSH, since the spatial structure of the circulation and hence,

the horizontal SSH gradients of the two models are qualitatively so different. Adopting the

local variabilities anyhow would impose SSH dynamics of an inappropriate current regime

onto the SSH of the new NECS regime. Nevertheless, by keeping the shape of the monthly

climatological NECS SSHs, the HAMSOM scenario run is deprived of a degree of freedom.

However, the variability of the general circulation is still subject to the variability of surface
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Figure 2.39: Vertical Section at the northern boundary from HAMSOM runs with MPIOM SSH (left
part) and NECS SSH (right part) for November 1951-1960. Upper part: SSH. Lower part: Meridional
velocity component; + northward, - southward. Annual mean volume transports for 1951-1960 are
given for the inflow to the east of the Shetland Islands (a.m. In) and the Norwegian outflow (a.m.
Out).

wind stress, baroclinic density gradients, and barotropic pressure gradients in the interior

of the domain. Be aware that no variability of the simulated general circulation arise

from tides, since the only incorporated tidal constituent is M2 (see section 2.4). Anyway,

on climatological scales, other partial tides are irrelevant for the variability of the general

circulation. Besides, further analysis indicate that the mean MPIOM SSH gradients at

the northern HAMSOM boundaries do not undergo a significant change in the scenario

period. The replacement with climatological SSH gradients does therefore not contradict

any long-term SSH trend of the original MPIOM scenario run.

Further sensitivity studies affirm the Fair Isle Current entering the North Sea via the

western boundary to be a decisive driver for the cyclonic sense of the Skagerrak recircula-

tion. In regulating the strength of the Dooley Current, it is important to redirect northerly

inflowing water masses south-eastwards alongside the Norwegian Trench. The south-

eastward flow, in turn, feeds the northward flowing Jutland Current and finally guides

it eastward into the Skagerrak. By that, the south-eastward flow along the Norwegian

Trench distinctly contributes to the cyclonic sense of the Skagerrak recirculation. If the

Dooley Current is too weak, on the contrary, the northerly inflow just spreads diffusely

over the northern North Sea and consequently, the south-eastward flow along the Norwe-

gian Trench is substantially attenuated. Most of the Jutland Current then directly joins

the Norwegian Coastal Current without entering the Skagerrak, giving rise to a persistent

anticyclonic recirculation in the Skagerrak. In the NECS model, unfortunately, the salinity

to the north of Scotland is significantly overestimated owing to insufficient river runoff. The

resulting underestimated halo-steric expansion of the water column thus causes the SSH

gradient at the western boundary of the HAMSOM domain to be underestimated, too. How-

ever, via geostrophic adjustment, the latter is proportional to the strength of the Fair Isle
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Figure 2.40: Mean surface current velocities of HAMSOM runs with MPIOM SSH (left) and NECS
SSH including the rise of the western boundary slope (right) for April 1951-1960.

Current. The underestimated SSH gradient at the western boundary therefore provokes an

inadequate recirculation in the Skagerrak.

As a final modification, the SSH gradients along the western boundary are empirically

doubled in order to provide cyclonic recirculation in the Skagerrak by enhancing the Fair

Isle and Dooley Current. The doubling of the gradients entails an increase of SSH that

approximately corresponds to halo-steric expansion induced by a salinity drop of about

-0.7 psu in the western boundary region, as being the magnitude of the salinity overes-

timation in the NECS model, approximately. Surface current velocities of HAMSOM runs

with MPIOM SSH and NECS SSH including the additional rise of the western boundary

slope are exemplified in Fig. 2.40. The simulated general circulation in the North Sea now

renders all important structural features and the volume transports lastly reach similar

values given in ICES (1983), Eisma and Kalf (1987), Smith et al. (1996), Svendsen et al.

(1996), Lenhart and Pohlmann (1997), OSPAR (2000), and Hjøllo et al. (2009). Transport

magnitudes and various cross-correlations are discussed in chapter 3.
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Chapter 3

Model Evaluation
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The final model setup is evolved from the modifications described in the previous sec-

tions, consisting of the following components. Both the atmospheric forcing and the open

lateral boundary conditions are bias corrected relative to reanalysis and climatology data,

respectively. Climatological fresh water supply from 46 North Sea rivers is incorporated.

The semi-diurnal lunar tide is imposed at the open lateral boundaries as well as an esti-

mation for the global mean sea level change. The eastern boundary is treated as a multiple

river input at which Baltic discharge into the North Sea is prescribed. The sea surface

height (SSH) gradients along the northern and western open boundaries are used as cli-

matological corrections on a monthly scale. This setup was finally used to perform the

dynamical downscaling run for the North Sea for the control period 1951-2000 and with

this, to evaluate the model results.

As mentioned in the introduction, the physical state of the North Sea is highly influenced

by the conditions of the atmosphere. To assure that the bias correction of the atmospheric

forcing does not lead to unreasonable hydrographic and hydrodynamic conditions in the

North Sea, e.g. owing to neglected non-linearities or induced accumulation effects, HAM-

SOM was run with direct ERA40 forcing, too, with otherwise identical model setup. Sea

surface temperature (SST) and salinity (SSS) of the two runs are compared in Fig. 3.1 and

3.2 for February and August 1958-2000, respectively, where the term REMOcorr refers to

the bias corrected REMO forcing. Meaningful parameters of the thermocline concerning

duration, depth, and intensity are given in Tab. 3.1. Temperature and salinity isolines

are very similar as are the thermocline parameters, widely ruling out the introduction of

unreasonable physical effects by virtue of the bias correction.

Annual mean volume transports through various transverse sections (Fig. 3.3) and cor-

responding standard deviations are given in Fig. 3.4. While the transports well agree in the

central and southern North Sea, the transports from the REMOcorr driven run are about

10% weaker in the northern North Sea than from the ERA40 driven run, which can be at-

tributed to the deviating wind conditions shown in Fig. 2.29. To be well confirmed by EOF

analysis in section 4.2.1, westerly winds over the North Sea enhance the general cyclonic

circulation, while easterly winds weaken or occasionally even reverse it. The strongest

impact thereby occurs on northerly inflows and on the circulation along the Norwegian

Trench, entailing the pronounced south-easterly component of the REMO wind fields to

weaken the respective mean volume transports. Nevertheless, the resulting net transports

are still within the range given in ICES (1983), Eisma and Kalf (1987), Smith et al. (1996),

Svendsen et al. (1996), Lenhart and Pohlmann (1997), OSPAR (2000), and Hjøllo et al.

(2009), as obtained from both model results and observations (see Tab. 3.3). Moreover, the

northern inflow/outflow dynamics as well as the recirculation in the Skagerrak are highly

cross-correlated throughout the year, whereas the southern and eastern inflows widely

obey independent dynamics, as also confirmed by Hjøllo et al. (2009). Transport variabili-

ties of the REMOcorr and ERA40 runs, given as standard deviations in Fig. 3.4, well agree

for all locations.
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Figure 3.1: Monthly mean SST (upper part) and SSS (lower part) of February 1958-2000 from
HAMSOM runs driven with bias corrected REMO data (left part) and ERA40 data (right part).
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Figure 3.2: Analogous to Fig. 3.1 for August 1958-2000.

Some other basic analysis of the actual control run (i.e. driven with the corrected REMO

data instead of ERA40) are carried out in order to further evaluate the final model setup.

Intimately linked to the general circulation are associated residence and flushing times.
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Parameter REMOcorr ERA40
Mean Start Day [JD] 122 120
Mean End Day [JD] 269 271
Mean Depth [m] 16 16
Max Depth [m] 35 36
Mean Intensity [°C/m] 0.19 0.20
Max Intensity [°C/m] 0.31 0.35
Mean Days of Int > 0.2 °C/m 63 62
Annual Mean SST [°C] 9.3 9.2
Annual Mean Vol-Avr T [°C] 8.0 8.0

Table 3.1: Mean thermocline parameters for 1958-2000 from HAMSOM runs driven with bias
corrected REMO data (left column) and ERA40 data (right column).

Figure 3.3: Transverse sections and main flow directions used for calculating net volume trans-
ports.

The residence time refers to the time that a water parcel stays in a certain region. Respec-

tive residence times until a parcel passes the entire North Sea region can be estimated from

integrating depth-averaged current speeds along individual stream lines, where the latter

are calculated from depth-integrated volume transports. As shown in Fig. 3.5, resulting

mean residence times range from 0.5-1 year in the northern North Sea to 3-4 years for

water masses entering the domain via the Fair Isle Passage in the north-west but passing

through the southern North Sea. Similar residence times from model studies are given by

Maier-Reimer (1979), Prandle (1984), and Blaas et al. (2001). The flushing time refers to

the time needed for the total inflowing volume transport into a certain domain to add up to

the volume of that domain. According to the model results, the mean flushing time of the

North Sea amounts to 1.13 years, where a similar value can be inferred from model studies

given by Lenhart and Pohlmann (1997).

As known from several observation and model studies (e.g. Hurrell, 1995; Becker and

Pauly, 1996; Visbeck et al., 1998), the North Atlantic Oscillation (NAO) has a strong influ-

ence on European weather conditions in the winter season and hence, on the atmospheric

forcing of the North Sea. Its phase is indicated by the NAO index. Positive phases are

associated with stormy and wet winters in the North Sea region that are accompanied by

high precipitation rates but mild temperatures. Negative phases, on the contrary, are asso-

ciated with dry and cold winters. Time series of various atmosphere and ocean parameters
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Figure 3.4: Annual mean volume transports [Sv] and standard deviations of 1958-2000 for various
locations. Left: HAMSOM driven with bias corrected REMO data. Right: HAMSOM driven with
ERA40 reanalysis data.
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Figure 3.5: Stream function of depth-integrated annual mean volume transports of 1951-2000 and
associated North Sea residence times.

accordingly reflect the NAO influence via respective correlations with the NAO index. From

the global model run ECHAM5/MPIOM, the NAO winter index is calculated relative to the

mean sea level pressure difference between Iceland and the Azores (Rogers, 1984) of DJF

1900-2000 and depicted in Fig. 3.6. NAO variabilities in observations range from interan-

nual scales of 2-5 and 8 years up to multi-decadal scales of about 70 years (Hurrell and van

Loon, 1997; Loewe and Koslowski, 1998). On the one hand, such time scales can indeed

be found in the frequency analysis of the NAO model index, also shown in Fig. 3.6. On the

other hand, the figure does not suggest any typical harmonic oscillation, as supported by

Hurrell and Deser (2009) who state that there is little evidence for the NAO to vary on any

preferred time scale. Large changes can occur from one winter to the next, as well as from

one decade to the next.

Winter NAO model correlations of spatially averaged atmosphere parameters and corre-

sponding confidence levels are given in Tab. 3.2. In accordance to the mentioned phase-
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Figure 3.6: Left: NAO index for winter (DJF) as extracted from ECHAM5/MPIOM and 5-year run-
ning mean (black line). Right: Corresponding frequency spectrum.

NAO correlations and confidence levels
Air Temperature +0.45 99%
Wind Speed +0.28 95%
Rel. Humidity +0.30 97%
Precipitation +0.32 98%

Table 3.2: Winter NAO model correlation coefficients of spatially averaged atmosphere parameters
of the North Sea for 1951-2000 and corresponding confidence levels.

associated weather conditions, air temperature, wind speed, relative humidity, and precip-

itation are positively correlated with the NAO index. In analyzing observational weekly SST

charts of the North Sea, Dippner (1997) calculated an NAO correlation with the 1st Princi-

pal Component of SST of +0.71 (P=98%), which amounts to +0.30 (P=97%) in the present

model results. However, the SST correlation in the model is not supposed to be higher

than the NAO correlations of the meteorological forcing. Besides, in being a complex phe-

nomenon sensitive to large-scale ocean-atmosphere interactions, the driving mechanisms

of the NAO variability are yet sparsely understood. It is therefore not surprising that the

correlations in the model are weaker than in observations. Rather, the correct sign of the

correlations as well as their high statistical significance indicate the NAO signal to be well

reflected.

Furthermore, a positive NAO correlation holds for the general circulation in the North

Sea, as given in e.g. Schrum and Siegismund (2002) and Winther and Johannessen (2006).

Derived from the model results, NAO correlations with volume transports at various lo-

cations are depicted in Fig. 3.7. The only negative correlation shows up at the northern

inflow, possibly related to specific wind conditions, which in turn annihilate the correla-

tion at the Norwegian outflow. Depth-integrated volume transports and associated stream

functions are exemplified in Fig. 3.8 for a positive and negative NAO phase. In agreement

with findings from Schrum and Siegismund (2002), in positive phases the stream lines are

considerably closer in the central and southern North Sea as well as in the Skagerrak,

indicating an enhanced circulation.
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R = -0.29
P = 93.95 %

R = +0.21
P = 86.08 %

R = +0.49
P = 99.97 %

R = +0.61
P = 99.99 %

R = +0.51
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P = 35.26 %

R = +0.24
P = 91.14 %

Figure 3.7: NAO correlation coefficients R and confidence levels P of volume transports for 1951-
2000 at various locations. Colors and small black arrows indicate annual mean depth-integrated
volume transports. Magenta arrows indicate the annual mean flow direction to which the sign of
the correlations are related.

The progression of the NAO index in the 21st century may suggest a slight long-term

decrease up to the 2060s, followed by a steady increase for the last 30 years. However,

be aware that a long-term NAO trend does not reflect long-term trends of the correlated

variables. The NAO index is calculated from pressure differences, which are independent

of the absolute pressure level. As such, it reflects anomalies of a mean pressure difference,

which do not contain information about any long-term trend of the underlying air pressure

time series. It can therefore neither explain the continuous temperature increase in the

North Sea due to global warming. What it does explain are the pure anomalies of the

correlated variables, obtained from detrended time series.

Total surface heat flux is understood as the sum of the four components: solar incoming

short wave radiation, emitting long wave radiation, sensible heat flux, and latent heat

flux, as calculated via bulk formulas from SST and atmospheric state variables (Pohlmann,

2006). The annual cycle of the four components and their total is depicted in Fig. 3.9 as

spatially averaged monthly means of 1951-1980. A positive sign reads as heat input into

the ocean, and a negative sign as heat loss to the atmosphere. The variables that enter

the respective bulk formulas are given next to the diagrams. The stronger net surface

heat loss in winter than the net heat uptake in summer reveals the North Sea as a sink

of heat for the North Atlantic Ocean, as already found by Becker (1981) and Michaelsen

et al. (1998). Though being sensitive to the magnitude of the single heat flux components,

the model results sum up to an annual mean surface heat loss of -13.6 W/m². Integrated

over the North Sea area, this value corresponds to about -8100 GW. The difference of about

293 W/m² total heat flux between its maximum in June and its minimum in December is

composed of about 200 W/m² (68%) short wave radiation, 45 W/m² (15%) latent heat flux,

40 W/m² (14%) sensible heat flux, and 8 W/m² (3%) long wave radiation. The variability of

the total surface heat flux is smaller in summer than in winter because of the fact that the

thermocline inhibits intrusion of surface heat flux variations to deeper layers.
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NAO –  (Jan 1984)
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Figure 3.8: Left part: January 1984 as an example of a negative NAO phase (see Fig. 3.6). Right
part: January 1988 as an example of a positive NAO phase. Upper part: Depth-integrated volume
transports. Lower part: Corresponding stream function.

The spatial distribution of total surface heat flux is shown in Fig. 3.10 as annual and

seasonal means of 1951-1980, which qualitatively agree with calculations by Becker (1981)

from observational data. While in the southern North Sea the annual mean surface heat

flux is largely balanced, it reaches maxima up to -50 W/m² in the northern North Sea be-

cause of inflow of warm Atlantic waters in winter, lower solar radiation at higher latitudes,

and generally higher cloud cover. The distribution of total surface heat flux in winter is

clearly dominated by bathymetry and the related effect of differential heating. In summer,

however, the maximum positive surface heat flux off the British coast is induced by a weak

latent heat flux due to low wind speeds and comparatively low SST. The highest summer

SST, by contrast, occurs in the shallow waters along the Continental coast, where the heat

is not mixed into deeper parts of the ocean and with this, the sensible heat flux is almost

zero, but the latent heat flux is strong, giving rise to the minimum total surface heat flux

in this region.

In Fig. 3.11 relative frequency of occurrence, depth, and intensity of the thermocline are

shown to demonstrate various spatio-temporal characteristics of the temperature-induced

stratification in spring and summer. As suggested by Pohlmann (1996c, 2006) and Meyer

et al. (2011), the threshold of the climatological mean vertical temperature gradient for

identifying the thermocline is set to 0.1 °C/m. The relative frequency of the thermocline

is thus the number of days per month with a maximum vertical temperature gradient

exceeding threshold, relative to the total number of days of the considered month. The

thermocline depth is defined as the mean depth of the daily maximum vertical temperature

gradients, provided they exceed the threshold, and analogously, the intensity is defined as

their mean magnitude.
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Figure 3.9: Annual cycle of total surface heat flux and its four components, given as spatially
averaged monthly means of 1951-1980 (black dots). Annual means are given to the right as well
as the variables that enter the bulk formulas. Dashed lines: Annual means. Black error bars:
Standard deviation of the underlying time series of monthly means. Red boxes: Lower quartile,
median, and upper quartile. Red whiskers: Minimum and maximum.

In the relative frequency plots of Fig. 3.11 the onset of the thermocline in spring, its

presence over summer, and its decay in autumn are well reflected. The maximum spa-

tial extension as shown in in the figure is also recognized in the position of fronts drawn
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Figure 3.10: Annual and seasonal mean total surface heat flux of 1951-1980. Positive values refer
to a heat input into the ocean, negative values refer to a heat loss to the atmosphere. Seasons refer
to months MAM for spring, JJA for summer, SON for autumn, and DJF for winter.

from satellite infra-red images presented in Otto et al. (1990) (therein Fig. 3.6). In the

north-western North Sea extensive tidal mixing in the Pentland Firth and Fair Isle Passage

prevent the development of a stable stratification, whereas the extension in the shallow

southern North Sea is restricted by tidal mixing due to the influence of bottom friction

(Pohlmann, 1996b). The tidal front thereby roughly follows the 35 m isobath, which can

be derived from the critical parameter H/ut³, where H represents the water depth and ut

the mean amplitude of the semi-diurnal tidal current (Simpson and Hunter, 1974; Luyten

et al., 2003). The depth and intensity plots indicate, respectively, the deepening of the ther-

mocline in autumn from essentially 15-20 m down to about 30-40 m caused by increasing

wind speeds, and the strongest vertical temperature gradients to occur around June and

July. Be aware that vertical gradients up to 5 °C/m as usually recorded in field studies

cannot be properly resolved by a vertical grid resolution of 5 m of the HAMSOM surface

layers (Pohlmann, 2006). Nevertheless, strong gradients in the model, indicated by the

black isolines in the intensity plots referring to 0.2 °C/m, hold for about 63 days per year

on average.

Total surface fresh water flux results from the balance of fresh water input via precipi-

tation from the atmosphere into the ocean and fresh water loss via evaporation at the sea
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Figure 3.11: Mean relative frequency of occurrence (upper row), depth (middle row) and intensity
(lower row) of the thermocline for May, July and September of 1951-1980. Black isolines in the
intensity plots refer to 0.2 °C/m.

surface to the atmosphere. Precipitation is thereby composed of large scale and convective

precipitation, whereas evaporation is a function of SST, air temperature, wind speed, and

relative humidity (Pohlmann, 2006). The annual cycle of spatially averaged total surface

fresh water flux in the North Sea as well as its two components extracted from HAMSOM

results of the period 1951-1980, are shown in Fig. 3.12. Signs read as positive for fresh

water input and negative for fresh water loss. The seasonalities of precipitation and evapo-

ration show qualitatively opposing progressions with minimum precipitation and maximum

evaporation in spring and summer, and maximum precipitation and minimum evaporation

in autumn and winter. Though subject to strong temporal variability, mean precipitation

rates are generally in excess of mean evaporation rates throughout the year, yielding a posi-

tive annual mean net surface fresh water flux into the North Sea of about +0.54 mm/d. The

corresponding total fresh water input integrated over the North Sea area amounts to about

+3800 m³/s, which agrees well with data provided by the European Center for Medium

range Weather Forecast (ECMWF) as given in Damm (1997). The value is of the same order

of magnitude as the Continental river runoff and hence, surface fresh water fluxes indeed

considerably influence the salinity of the North Sea.

The spatial distribution of total surface fresh water flux is shown in Fig. 3.13 as annual

and seasonal means of the period 1951-1980. Off the Norwegian coast, precipitation rates

are higher than evaporation rates for all seasons. Even though for the whole North Sea

precipitation is lower in summer than in winter, a weak (strong) evaporation in summer
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Annual Mean = +0.54 mm/d

∑ (Prec., Evap.)

Total Surface Fresh Water Flux

Precipitation Rate

Evaporation Rate

Annual Mean = +1.99 mm/d

∑ (Large Scale Prec., Conv. Prec.)

Annual Mean = -1.45 mm/d

f (Air T, SST, Wind Sp., Rel. Hum.)

Figure 3.12: Annual cycle of total surface fresh water flux (upper part), as well as its two compo-
nents precipitation rate (middle part) and evaporation rate (lower part), given as spatially averaged
monthly means of 1951-1980 (black dots). Error bars, boxes and whiskers analogously to Fig. 3.9.

(winter) off Norway due to low (high) wind speeds and comparatively cool (warm) SST still

gives rise to a persistently positive net surface fresh water flux. Along the Continental coast

and in the eastern boundary region, however, in contrast to precipitation, evaporation

is high in summer but low in winter because of comparatively low air-sea temperature

differences. Mean total fresh water fluxes in the southern and eastern North Sea thus

follow a pronounced seasonality, while their annual mean is nevertheless widely balanced.

As the sections thus far are aimed to elaborate a reliable dynamical downscaling of the

North Sea, the bare model results from MPIOM and HAMSOM are finally opposed to high

resolution climatological data from Janssen et al. (1999) in order to evaluate the model

system. The distribution of water temperature and salinity at the sea surface and at

the northern boundary are shown in Fig. 3.14 to 3.17, where the maximum and mini-

mum means of the annual cycle are exemplified, respectively. The annual cycles and the

variability of their underlying volume-averaged monthly means are depicted as well. The

HAMSOM results emphasize the added value of the high horizontal grid resolution of the

regional model when comparing with the MPIOM results. The temperature fields and their

seasonality widely agree with the climatologies. But also the salinity fields show generally

good agreement. The deviation of the annual means of about 0.3 psu (dashed lines) re-

sult from water masses of too low salinity in the deep of the Norwegian Trench. Albeit the
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Figure 3.13: Annual and seasonal mean total surface fresh water flux of 1951-1980. Positive
values refer to a fresh water input into the ocean, negative values refer to a fresh water loss to the
atmosphere. Seasons refer to the same months as in Fig. 3.10.

mathematical treatment of the open lateral boundaries is subject to continuous improve-

ment (e.g. Chen et al., 2012), it is not yet able to initiate a shear flow with inflow conditions

in deep layers and outflow conditions at the surface, causing the vertical inflow/outflow

structure at the northern boundary across the Norwegian Trench to lack of a faithful rep-

resentation. Besides, the comparatively high SSS in the Skagerrak arises from suboptimal

vertical exchange dynamics in the HAMSOM version of the present study, which have al-

ready been improved recently by others. The strongest monthly mean surface flow field, the

corresponding meridional velocity component at the northern boundary, and the annual

cycle of the total volume transport passing the North Sea are shown in Fig. 3.18. Again,

the meso-scale grid resolution of HAMSOM enables a detailed representation of the general

circulation. Mean volume transports through various sections are given in Tab. 3.3 and

compared with the range from observations and model studies to be found in the literature.

The annual mean volume throughput of the North Sea simulated by HAMSOM amounts to

about 1.33 Sv. The MPIOM result, by contrast, amounts to just about 0.65 Sv as appearing

substantially underestimated.

The regional ocean model HAMSOM driven with boundary conditions derived from the

global ocean model MPIOM and atmospheric forcing derived from the regional atmosphere
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MPI-OM
(March 1951-2000)

HAMSOM
(March 1951-2000)

Janssen Clim.
(March 1900-1996)
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4     7    10   13   16   19

Figure 3.14: Comparison of sea water temperature for March between MPIOM, HAMSOM, and
Janssen climatology. Upper part: Vertical section at the northern boundary. Middle part: SST.
Lower part: Annual cycle of volume-averaged monthly means. Error bars analogous to Fig. 3.9.
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MPI-OM
(August 1951-2000)

HAMSOM
(August 1951-2000)

Janssen Clim.
(August 1900-1996)

N. Boundary N. Boundary N. Boundary

SST SST SST

Vol-Avr TVol-Avr T Vol-Avr T

Figure 3.15: Comparison of sea water temperature for August between MPIOM, HAMSOM, and
Janssen climatology. Description analogous to Fig. 3.14.
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MPI-OM
(June 1951-2000)

HAMSOM
(June 1951-2000)

Janssen Clim.
(June 1900-1996)

N. Boundary N. Boundary N. Boundary

SSS SSS SSS

Vol-Avr S
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Figure 3.16: Comparison of salinity for June between MPIOM, HAMSOM, and Janssen climatology.
Description analogous to Fig. 3.14.
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MPI-OM
(November 1951-2000)

HAMSOM
(November 1951-2000)

Janssen Clim.
(November 1900-1996)

N. Boundary N. Boundary N. Boundary

SSS SSS SSS

Vol-Avr S

Vol-Avr S Vol-Avr S

Figure 3.17: Comparison of salinity for November between MPIOM, HAMSOM, and Janssen clima-
tology. Description analogous to Fig. 3.14.
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Figure 3.18: Comparison of the general circulation for September between MPIOM, HAMSOM.
Upper part: Meridional velocity component at the northern boundary (+ northward, - southward).
Middle part: Surface flow field. Lower part: Annual cycle of the total volume transport passing the
North Sea and the variability of its underlying monthly means. Error bars analogously to Fig. 3.9.

model REMO shows high level of skills in simulating the current temperature and salinity

distribution in the North Sea as well as the characteristic features of the general circula-

tion. The dynamical downscaling gives improvements in the mean ocean climate and its

spatial and temporal variability patterns. The application of a bias correction on the forc-

ing data was necessary to reproduce reasonable hydrodynamic conditions in the North Sea

with HAMSOM. The straightforwardness of the specific bias correction method especially

accounts for maintaining the variability as well as the long-term trends of the original un-

corrected data. In its application to scenario studies, information of the correction basis

(ERA40 and WOA-01) is thereby projected into the future to the smallest extent, compared

to more sophisticated methods. Finally, an ocean model setup intended to regionalize an

IPCC scenario run by the incorporation of results from two other numerical models (MPI-

OM and REMO) into the HAMSOM model is successfully elaborated.

Mean Volume Transports [Sv] HAMSOM Literature (range)
Northern Boundary Inflow 0.88 0.67 - 1.71
Orkney-Shetland Inflow 0.35 0.30 - 0.70
English Channel Inflow 0.08 0.06 - 0.17
Skagerrak Outflow 0.84 0.50 - 1.50
Baltic Inflow 0.015 0.014 - 0.016
Norwegian Outflow (total) 1.33 1.00 - 2.33

Table 3.3: Volume fluxes in the North Sea from HAMSOM model results and from model results
and observations given in ICES (1983), Eisma and Kalf (1987), Smith et al. (1996), Svendsen et al.
(1996), Lenhart and Pohlmann (1997), OSPAR (2000), and Hjøllo et al. (2009).
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Chapter 4

Model Results and Discussion
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4.1 A1B Scenario Run

After the devised model setup is affirmatively evaluated in the previous chapter, the

control run of 1951-2000 is now extended with the A1B scenario run up to the year 2099.

As explicated in section 1.3, the A1B scenario was chosen for the projected forecast in this

study, since taking into account the global carbon dioxide emissions according to all of

the individual 40 future scenarios that entered the IPCC ensemble project, the median of

global carbon dioxide emission in 2100 as well as the median of the resulting global surface

warming are covered by the range of the A1B scenario group. If the IPCC were to construct

one scenario to be representative for the entire range of all scenarios, the outcome were

thus probably very similar to the A1B marker scenario.

As mentioned in section 1.1, a period of at least 30 years is suggested by the World Mete-

orological Organization to analyze climate change. Though SST or transport anomalies in

the ocean are indeed recognizable on 30-year scales, inquiry of significant climatic change

in the world oceans often requires time scales in the order of 10³ years because of the

higher heat capacity and total mass of sea water than of atmospheric air. The North Sea,

however, as being a semi-enclosed shallow shelf sea, suffers strong impact of atmospheric

forcing, which allows for a hydrographic memory in the water column of just less than

one year. The meteorological 30-year reference time frame can thus be adopted for the

North Sea without hesitation. To address any climate change signal, in the present study

two 30-year periods, 1971-2000 from the end of the control run and 2070-2099 from the

end of the scenario run, are used to encompass the 100-year period subject to detailed

analysis. It is common practice in climate research to quantify climate change signals

from slice mode analysis, i.e. as the difference between the means of such two 30-year

time slices. However, in doing so, no information about the significance of the putative

change is accessible since the variability of the parameter time series is not taken into ac-

count, while misleading conclusions are easily drawn from simply focussing on the largest

absolute changes. The most intelligible method to account for statistical significance is

linear regression analysis, where the calculated slope of the regression line can be used

to quantify the climate change signal as well as to associate a confidence level with the

presumed linear trend. Fortunately, the time series of most variables at hand can indeed

be well approximated by white noise combined with a linear trend. However, the slope of a

regression line is somewhat sensitive to the specific sample values close to the ends of the

considered time series. For many variables, therefore, a regression line spanning from say

2001 to 2099 nevertheless does not represent a robust climate change signal for the 21st

century. In order to take advantage of both the climatological 30-year time scale and linear

regression analysis, the set of 30 100-year regression lines that start at every single year

of the period 1971-2000 and consequently end at the corresponding year of 2070-2099 are

used for the definition of a robust and meaningful climate change signal. The median slope

and the median confidence level of this set are thereby regarded as being representative

for the change of the variables in the 21st century, and the upper and lower quartiles are

used to estimate the robustness of the deduced trend and significance. The calculation of

the representative linear 100-year trend is referred to in this study as median regression
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analysis. Be aware that mean and standard deviation are inappropriate parameters here,

since adding the standard deviation of the confidence levels to their mean easily yields a

confidence level range that exceeds the 100% bound.

In depicted time series the median slope is combined with the median intercept to con-

struct the representative regression line, which is set into the 100-year period 1986-2085

as being the center of 1971-2000 to 2070-2099. The respective quartiles are then used to

draw the statistical range about the median in terms of a narrow gray area. Thereby, the

medians of the regression parameters slope, intercept, and confidence level are determined

independently of each other in order not to select one particular regression line but rather

to obtain a representation of the whole set of 30 linear trends.

4.1.1 Atmosphere

Time series of the atmospheric forcing variables are shown in Fig. 4.1 and 4.2 for spatially

averaged annual means but also for summer and winter if the seasonality is pronounced

enough for the time series to be well distinguished in the graphics. Corresponding regres-

sion analysis is given to the right of the figures with the medians followed by the upper

and lower quartiles in squared brackets. As already caught a glimpse from the time series

shown in section 2.2.3, all atmospheric parameters except wind speed undergo significant

increase in the scenario period. The mean air temperature thereby increases by about +1.8

°C in summer but by about +2.3 °C in winter (spatial seasonal distributions are shown in

Fig. 4.25). As will be discussed by means of the surface heat fluxes in section 4.1.3, the

stronger warming in winter turns out to be the major driver for the total warming of the

North Sea in the 21st century. Cloud cover increases by about +2.1 %-points with max-

imum increase in summer and minimum in winter, relative humidity increases by about

+1.4 %-points with maximum in summer and minimum in spring, and precipitation in-

creases by about +0.2 mm/d with maximum in autumn and minimum in summer. In

general, the driving atmosphere thus changes into a warmer and wetter climate. Though

most of the absolute changes are indeed small numbers, the implications on the surface

heat fluxes add up to considerable changes of the North Sea heat budget. Regional changes

of the mentioned atmospheric parameters are therefore addressed in section 4.1.3 by ana-

lyzing surface heat fluxes.

The wind field, however, constituted as a highly variable vector field, directly influences

both local currents and the general circulation of the North Sea but also key parameters

of the thermocline. Characteristics of the wind fields and respective changes are thus ana-

lyzed in more detail. As well known, the mean wind speeds, shown in Fig. 4.3, are generally

higher in the northern North Sea than in the southern and eastern North Sea, with max-

imum mean wind speeds up to 10 m/s in winter. As indicated by the time series of wind

speed (Fig. 4.1), for spatial averages there is no significant change of wind speeds in the

21st century. Nevertheless, according to the maps of linear 100-year trends and associated

confidence levels (Fig. 4.4 and 4.5), slight decreases show up in the north in winter and

spring and in the south and west in summer. The maps of trends and confidence levels
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Figure 4.1: Time series of spatially averaged atmospheric forcing variables. Black: Annual mean.
Blue: Winter mean (DJF). Red: Summer mean (JJA). Straight lines: Median 100-year linear regres-
sion line of the respective time series. Gray area: Range between the upper and lower quartile.
Regression analysis is given to the right with medians followed by upper and lower quartiles in
brackets.



4.1. A1B SCENARIO RUN 87

Figure 4.2: Analogous to Fig. 4.1.

are always calculated with the same median regression analysis as for the representative

trends of the time series of spatially averaged means. The maximum wind speed, defined

as the highest spatially averaged 6-hourly mean wind speed, nevertheless shows a slight

increase in spring and autumn (Fig. 4.1). The combination of lower mean wind speeds in

spring, summer, and autumn but higher maximum wind speeds in autumn directly affects

the mean and maximum depth of the thermocline, to be discussed in section 4.1.4. The

distribution of the duration of gale wind conditions is shown in Fig. 4.6, where gale winds

are defined as wind speeds equal to or greater 17 m/s. The spatial structure is similar

to the mean wind speeds, with maximum gale wind conditions up to 130 h per season in

winter in the northern North Sea but almost no gale conditions in summer. The trends and

confidence levels (Fig. 4.7 and 4.8) indicate a slight decrease in the region of maximum gale

conditions west of Norway in spring and winter by about -25 h corresponding to -40% in

spring and -20% in winter, and a slight increase in the same region in autumn by about

+15 h corresponding to +40%. From the decrease of annual mean wind speeds, the de-

crease of annual gale wind conditions, and the increase of annual maximum wind speeds,

it can be inferred that the temporal variability of the wind speeds is getting larger in the

21st century. Larger in a way that, on the one hand, calm wind conditions tend to occur

more often, but on the other hand, stormy events tend to occur with higher wind speeds.

To account for wind directions too, the wind density function after Siegismund and

Schrum (2001) introduced in section 2.2.3 lends itself for further trend analysis of the wind

field. When calculating wind density functions for each season, a time series is obtained for

each of the 72 wind directions accounted for. In applying again median regression analy-

sis, two wind density functions can be constructed (one from the start of the representative

regression line in 1986 and one from the end in 2085) that illustrate the 100-year change.

The respective wind density functions and their components mean wind speed and rela-
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Spring (MAM) 1971-2000 Summer (JJA) 1971-2000

Autumn (SON) 1971-2000 Winter (DJF) 1971-2000

Ø = 6.56 m/s Ø = 5.61 m/s

Ø = 7.54 m/s Ø = 8.50 m/s

Figure 4.3: Seasonal mean wind speed of 1971-2000 with spatial averages to the lower right.

Spring (MAM) Summer (JJA)

Autumn (SON) Winter (DJF)

Ø = -0.13
m/(s*100y)

Ø = -0.19
m/(s*100y)

Ø = -0.01
m/(s*100y)

Ø = -0.27
m/(s*100y)

Figure 4.4: Representative linear 100-year trends of mean wind speed for the 21st century with
spatial averages to the lower right.

tive frequency are depicted in Fig. 4.9, where the trends are indicated by the difference

between two curves 1986 and 2085. Additionally, the confidence levels of the given trends

are inserted as gray lines, where the center of each diagram refers to 0% and the outermost

dashed circle to 100% confidence. From this analysis the decreasing mean wind speeds

throughout the year are also indicated. Moreover, a change from south-easterly wind direc-
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Spring (MAM) Summer (JJA)

Autumn (SON) Winter (DJF)

Figure 4.5: Confidence levels associated to the linear trends shown in Fig. 4.4.

Spring (MAM) 1971-2000 Summer (JJA) 1971-2000

Autumn (SON) 1971-2000 Winter (DJF) 1971-2000

Figure 4.6: Seasonal mean duration of gale wind conditions of 1971-2000.

tions to more north-westerly ones is indicated in spring and a higher occurrence of westerly

wind directions is indicated in summer and autumn. The most conspicuous change in the

composed wind conditions represented by the wind density functions is though indicated

in spring.
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Spring (MAM) Summer (JJA)

Autumn (SON) Winter (DJF)

Figure 4.7: Representative linear 100-year trends of gale wind conditions for the 21st century.

Spring (MAM) Summer (JJA)

Autumn (SON) Winter (DJF)

Figure 4.8: Confidence levels associated to the linear trends shown in Fig. 4.7.

However, circulation wind patterns are not recognized by the wind density function, since

in the analysis the detected wind directions at different locations are not comprised relative

to each other. An algorithm was applied to scan the wind fields for cyclonic, anticyclonic,

and uniform wind patterns as well as for remaining undefined conditions which fit none

of the former. According to this analysis the North Sea wind fields as simulated by REMO

are composed of relative frequencies of about 5% cyclonic wind patterns, 2% anticyclonic,
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Figure 4.9: Representative linear 100-year trends of wind density and its components wind speed
and relative frequency. Blue: Start of the regression line in 1986 as representation of 1971-2000.
Red: End of the regression line in 2085 as representation of 2070-2099. Gray: Confidence level of
the linear trends with the center of the graphics referring to 0% and the outermost dashed circle to
100% confidence.

53% uniform, and 40% undefined. A comparison with other studies, however, turns out

to be difficult since the results sensitively rely upon the specific cyclone tracking algorithm

at hand. The uniform wind patterns are further subdivided into eight wind directions and

transferred to Hofmueller diagrams of the scenario period, shown in Fig. 4.10. Qualitatively

they agree well with the relative frequencies calculated in the course of the wind density

analysis. The trends given in Fig. 4.11 again point out the significant transition of east-

erly to north-westerly winds in spring and the cumulation of westerlies in summer. But

also the standard deviations qualitatively coincide with the REMO ones given in Fig. 2.30,

finally affirming the wind density approach as an appropriate method for analyzing wind

fields over the North Sea. Time series of the relative frequency of cyclonic and anticyclonic

circulation patterns are shown in Fig. 4.12. Though wind speeds are highest in winter, the

cyclone density is often highest in spring. While the 100-year trends given in the graphics

do generally not reach statistical significance, that is, a two-sided confidence level equal to

or greater 95%, a steady increase of cyclone density in winter until the 2060s is followed by

a distinct decrease in the last 30-40 years of the scenario period. This progression is also

indicated by the NAO index shown in Fig. 3.6, since strong winter NAO phases (positive
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Figure 4.10: Annual relative frequency of occurrence of uniform wind patterns for 2001-2099.
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Figure 4.11: Linear trends, associated confidence levels and standard deviations of the relative
frequency of uniform wind patterns shown in Fig. 4.10.

and negative) entail intensification of both cyclone density and intensity over midlatitudes

of the East Atlantic and Europe (Vyazilova, 2012). Consequently, the time series of local

maximum wind speeds in the North Sea for winter (not shown) is qualitatively similar to

the cyclone density depicted in Fig. 4.12.

4.1.2 General Circulation

In Fig. 4.13 the flow field of the general circulation in the North Sea is represented by

depth-averaged velocity vectors with maximum seasonal depth-averaged current speeds up

to 30 cm/s north of Denmark at the main inflow into the Skagerrak. Seasonal mean net

volume transports through various transverse sections (see Fig. 3.3) and corresponding

standard deviations are given in boxes. As being the only mean net outflow of the North
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Winter (DJF)  Undef.: 35%Autumn (SON)  Undef.: 35%

Spring (MAM)  Undef.: 45% Summer (JJA)  Undef.: 44%

Figure 4.12: Annual relative frequency of occurrence of cyclonic and anticyclonic wind patterns for
2001-2099. Linear trends and associated confidence levels are given in the graphics. Mean relative
frequency of undefined wind patterns are given in the titles.

Sea, the Norwegian Coastal Current passing the northern boundary balance all inflows and

can therefore be used as an indicator of the strength of the general circulation. However,

note that the given volume transports do not exactly balance each other up to the order of

10−2 Sv. Riverine discharge and the balance of precipitation versus evaporation account for

an additional annual mean freshwater input of about +0.012 Sv. Moreover, the given values

represent seasonal averages over three months, while the residence times in the North Sea

range from 0.5 to 4 years (see Fig. 3.5). Local changes in sea level due to varying wind

conditions or water densities influence the magnitude of the volume transports through

the open boundaries. In accordance to the wind density analysis given in Fig. 2.29, the

circulation is strongest in autumn (1.50 Sv) with comparatively strong and stable westerly

winds, but weakest in spring (0.95 Sv) with comparatively weak and variable south-easterly

winds. Nevertheless, the Fair Isle Current in the north-west and the English Channel flow

in the south are strongest in winter. The inflow at the northern boundary is calculated

through a fixed section from the east of the Shetland Islands to the western side of the

Norwegian Trench at 3.6°E, which marks the transition from northern inflow to Norwegian

coastal outflow.

Representative linear 100-year trends and associated confidence levels of the seasonal

depth-averaged current speeds are shown in Fig. 4.14 and 4.15. Be aware that the global

mean sea level rise is included in the given transport trends. However, comparing the

trends of depth-averaged current speeds with depth-integrated volume transports reveal

the influence of the global sea level rise on transport trends to be negligibly small, even in

the shallow southern North Sea. Thus, trends of depth-averaged current speeds are finally

chosen to illustrate changes of the general circulation, since they provide a more intelligible

quantity for plotting spatial distributions than two-dimensional transport rates given in

m²/s. Moreover, the given trends represent changes of the current speeds of seasonally

mean flow fields independent of the mean current directions. The transport trends given
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0.64 Sv
±0.20

0.22 Sv
±0.10

0.14 Sv
±0.07

0.06 Sv
±0.04

0.14 Sv
±0.07

0.022 Sv
±0.003

0.61 Sv
±0.15

0.95 Sv
±0.26 1.04 Sv

±0.12

0.28 Sv
±0.07

0.24 Sv
±0.05

0.06 Sv
±0.02

0.16 Sv
±0.05

0.010 Sv
±0.002
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0.23 Sv
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0.11 Sv
±0.05

0.21 Sv
±0.09

0.017 Sv
±0.004

0.88 Sv
±0.23

1.46 Sv
±0.40

Figure 4.13: Seasonal mean depth-averaged current speeds and velocity vectors for the period
1971-2000. Boxes: Net volume transports at various transverse sections (see Fig. 3.3) and standard
deviations. Magenta arrows: Main flow directions of the given net volume transports.

in the boxes of the figures, on the contrary, represent the net volume transport through

fixed lateral cross sections, bringing about that a certain change of current speeds does not

necessarily entail a proportional change of volume transport. However, changes of the flow

field by comparing current velocity vectors or stream functions of 1971-2000 and 2070-

2099 are hardly recognized by eye and therefore not shown. The combination of trends

of both current speeds and volume transports thus gives a more conceivable alternative

to address changes of the general circulation. In Fig. 4.14 positive transport trends are

designated by red arrows, negative trends by blue arrows.

The change to more westerly wind conditions in spring indicated by respective changes of

the wind density function (Fig. 4.9) gives rise to an enhanced general circulation of about

+14% and a considerable increase of northern inflow by about +21%. Even though the

Dooley Current is slightly weakened, the increased northern inflow entails an enhanced

recirculation in the Skagerrak by about +12%. In summer and autumn, however, the in-

crease of northern inflow is weak so that the significant decrease of the Fair Isle and Dooley

Current (Fig. 4.15) is strong enough to reduce the recirculation in the Skagerrak by about

-9% and -12%, respectively. Besides, the generic decrease of wind speed in summer low-

ers the general circulation in particular in the southern North Sea, involving a significant

decrease of southern inflow through the English Channel by about -38%. The increase
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Figure 4.14: Representative linear 100-year trends of depth-averaged current speeds and selected
volume transports. Respective changes relative to the mean transports of 1971-2000 (Fig. 4.13)
are given in percent. Positive transport trends are indicated by red arrows, negative trends by blue
arrows. Black isolines refer to 0 Sv/100y.

of Norwegian outflow in summer thus indicates the northern inflow to reverse largely into

the Norwegian Coastal Current, whereas in autumn, the northern inflow is guided more

westward leading to enhanced current speeds and volume transports in the central and

southern North Sea, albeit the southern inflow is slightly, though insignificantly, reduced

as well. Interestingly, the westward shift of northern inflow in autumn causes the south-

eastward flow along the Norwegian Trench to decrease that much that a greater part of

the Jutland Current is able to join the Norwegian Coastal Current without entering the

Skagerrak, finally reducing the recirculation in the Skagerrak despite an enhanced Jut-

land Current. In winter it is mainly the attenuation of the Fair Isle and Dooley Current by

about -10% that entail the reduction of the Skagerrak recirculation, while the circulation

in the central and southern North Sea remains widely unchanged. The strong increase of

Baltic discharge in winter by about +18% can be attributed to higher precipitation rates at

concurrently warmer temperatures in winter, ponding less precipitation on land in terms

of snow and ice. Consequently, the snow melting runoff in spring time is reduced as well,

resulting in lower Baltic discharge. However, the induced change of the baroclinic com-

ponent of the cyclonic surface flow in the Skagerrak is not strong enough in the model to

determine the change of the depth-integrated flow by compensating the different order of

magnitudes of the Baltic discharge and Skagerrak recirculation rate, since the trends of the
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Spring (MAM) Conf. Level Summer (JJA) Conf. Level

Autumn (SON) Conf. Level Winter (DJF) Conf. Level

Figure 4.15: Confidence levels associated to the linear trends of depth-averaged current speeds
shown in Fig. 4.14. Black isolines refer to 95% confidence indicating statistical significance.

two are of inverse signs for all seasons. Further seasonal analysis of the general circulation

with respect to current anomalies and the influence of anomalies of the predominant wind

conditions are discussed in section 4.2.1 by means of EOF analysis.

Fig. 4.16 finally summarizes the seasonal changes in depicting respective means and

trends on the annual scale. The decreasing Fair Isle Current by about -7% and the in-

creasing northerly inflow by about +6% lead to a slight increase of current speeds in the

central North Sea but to considerable decrease of the Skagerrak recirculation by about

-5%. The attenuation of southerly inflow by about -14% gives rise to slightly lower cur-

rent speeds in the southern North Sea. However, statistically significant changes with a

confidence level of at least 95% are recorded only in the northern North Sea as far as into

the Skagerrak, though high confidence levels are also reached in the Southern Bay. The

stream function obtained from vertically integrated mean advective transports is shown in

the lower left part of Fig. 4.16. Be aware that the given values of the stream function can-

not explicitly be read as transport rates at certain locations. Rather, the difference between

the values of two arbitrary stream lines represents the volume transport in Sv that passes

through the region enclosed by the two stream lines. Close stream lines thus account for

higher transport rates than wide stream lines. The signs of the stream function values are

thereby chosen in accordance to the common meteorological convention, where the flow

direction is identified with the lower stream function value situated to its left (e.g. Etling,

2008). The figure highlights the great influence of the northerly inflow via the Fair Isle

Current and to the east of the Shetland Islands on the strength of the Dooley Current and

the south-easterly flow along the Norwegian Trench, which finally guides the Jutland Cur-

rent into the Skagerrak. More than 70% of these two northern inflows do not propagate
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Figure 4.16: Annual mean depth-averaged current speeds and associated linear trends and confi-
dence levels, analogous to Fig. 4.13 to 4.15. Lower left part: Stream function of the annual mean
depth-integrated volume transports.

farther south than 57°N, whereas a great part of the northern inflow at the western side

of the Norwegian Trench reverses into the Norwegian Coastal Current without flushing the

Skagerrak.

4.1.3 Heat Fluxes and Water Temperature

The heat content E [J] of a fluid parcel is generally obtained from the change of heat

energy ∆E with respect to a certain reference value. The latter is most often associated with

a heat content of 0 J at 0 °C, as also in the present analysis for maintaining comparability

with other studies. A physically more appropriate reference heat content though were

associated with -2 °C, as being approximately the freezing point of sea water with salinity of

35 psu at one atmospheric pressure (e.g. Pickard and Emery, 1990). Below that threshold

temperature, the North Sea water is expected to be fully frozen and therefore cannot be

regarded as a Newtonian fluid anymore. From an oceanographer´s view, the heat content

relative to -2 °C thus represents the maximum amount of heat energy that can potentially

be extracted from the North Sea. The change of heat energy is given by

∆E = cp ·m ·∆T (4.1)

where cp [J kg−1 K−1] is the specific heat of sea water and m [kg] is the mass of water

being warmed or cooled by the temperature difference ∆T [K] (e.g. Gill, 1982). With cp

according to Feistel (1993) at mean water temperature and salinity of 1971-2000 and at
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Figure 4.17: Total annual and seasonal heat content of the North Sea relative to -2 °C. Represen-
tative 100-year trends and associated confidence levels are given to the right with statistical ranges
in brackets.

atmospheric pressure (3984 J kg−1 K−1), the mean normalized heat content for the control

period 1971-2000 of about 33.3e+06 J/m³ (relative to 0 °C) yields a total heat content of

the North Sea, of about 157e+19 J (see Fig. 4.17). The minimum in winter amounts to

about 29.1e+06 J/m³ and 138e+19 J, respectively, and the maximum in summer to about

37.6e+06 J/m³ and 178e+19 J. In general, the main sources for the heat content of the

North Sea are composed of the surface heat fluxes and the advective heat fluxes through

the open lateral boundaries. As already mentioned in chapter 3, the annual mean surface

heat flux obtained from bulk formulas amounts to about -13.6 W/m², which integrated

over the entire North Sea area entails a mean net heat loss of about -8.1 TW. This quantity

can be easily calculated in absolute numbers, since in the process of surface heat exchange

no advective mass transport is involved. However, in order to determine the advective heat

transport ∆Qad [W] through the open boundaries, equation (4.1) needs to be modified to

account for the in- or outflowing transport rates by replacing m with the term sea water

density ρ [kg/m³] times current speed perpendicular to the transverse sections v [m/s]

times area of the transverse sections A [m²].

∆Qad = cp · ρ · v ·A ·∆T (4.2)

The magnitude of ∆Qad, however, is highly sensitive to the dominating volume transport

v ·A as well as to the chosen reference temperature in ∆T = T − Tref . Nevertheless, the

commonly used reference temperature of 0 °C proves to be a reasonable choice for the

North Sea. The lowest water temperatures in winter are quite close to this value, entailing

the Atlantic inflow to reliably represent a source of heat throughout the year. The obtained

annual mean advective heat transports through the open lateral boundaries are given in

the left part of Fig. 4.18. Positive and negative signs indicate heat input and output,

respectively. Additionally, the mean temperatures of the in- or outflowing water masses

are also given, which must be distinguished from the mere mean temperatures at the

boundaries (not quoted). As expected, the largest advective heat input is constituted by

the strong Atlantic inflow through the northern boundary, while the English Channel flow

conveys a much smaller amount of heat into the North Sea because of its low volume

flux. The crucial choice of the reference temperature can be envisaged by considering

the calculated heat outflow along the Norwegian coast. In fact, on average the Norwegian
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Figure 4.18: Left part: Annual mean total surface heat flux of 1971-2000 (colors), and advective
heat transports through the open lateral boundaries relative to 0 °C and mean temperatures of
the respective in- or outflowing water masses (boxes). Right part: Representative linear 100-year
trends of the annual mean total surface heat flux (colors), and of the temperature of the in- and
outflowing water masses, the net volume transports, the advective heat flux relative to monthly
volume-averaged North Sea temperatures, and the advective heat flux relative to the mean of 1971-
2000 (boxes).

outflow ought to act as a source of heat for the North Sea, since in spring, summer, and

autumn, water masses ever cooler than the North Sea mean temperature permanently

leave the domain, thus indirectly transporting heat into the system. The sensitive choice of

reference temperature pertaining to the magnitude of advective heat transports does hardly

allow for the advective heat fluxes to be equilibrated by the surface heat fluxes. Moreover,

note that the large magnitudes of the annual mean advective heat fluxes in comparison

to the annual mean total surface heat flux, also given in the figure, do not indicate a

dominating influence of advective boundary heat fluxes on the heat content of the North

Sea. The surface heat flux is subject to a pronounced seasonality with monthly means

ranging between ±150 TW, while the total advective heat flux does not even change its sign

throughout the year, to be discussed below.

Representative trends of the annual advective and surface heat fluxes for the 21st cen-

tury are shown in the right part of Fig. 4.18. The numbers given in boxes read as the

temperature change of the in- or outflowing water masses, the change of net volume trans-

port, the change of advective heat flux relative to running monthly mean North Sea tem-

peratures, and the change of advective heat flux relative to the mean of 1971-2000 shown

in the left part of the figure. Be aware that positive changes of heat flux components do

not necessarily indicate a warming of the North Sea like e.g. the positive change of heat

content does as long as the influence of the increasing North Sea volume due to global

sea level rise is negligible. Rather, they describe a change of the aspired dynamical equi-

librium between the North Sea, the atmosphere, and adjacent oceans. Even though the

temperature of the in- and outflowing water masses is increasing everywhere in the course

of global warming, the weakening of the English Channel flow, for example, causes a slight

reduction of the associated advective heat flux. The northern inflow, however, carries more
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14%  Adv. Heat Flux

103%  Surf. Heat Flux
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Figure 4.19: Total North Sea surface heat flux (in positive, out negative) and changes of the total
heat content. Black: annual change of total heat content. Red: summer (JJA) change of total heat
content. Dark blue: winter (DJF) change of total heat content. Magenta: summer total surface heat
flux. Light blue: winter total surface heat flux.

heat into the North Sea by about +26%. Both water temperature and volume transport

are also increasing at the Norwegian outflow, resulting in an enhanced advective heat flux

by about +25%. Again, the changes of heat fluxes quoted in Fig. 4.18 do not sum up to

a balanced heat budget, because of their dependence on the arbitrarily chosen reference

temperature, where the imbalance is neither equilibrated by the change of the total North

Sea heat content given in Fig. 4.17.

In Fig. 4.19 annual and seasonal changes of the North Sea heat content are shown as well

as seasonal total surface heat fluxes. The warming of the North Sea by about 0.02 °C/year

corresponds to an imbalanced heat budget of just about 0.12 TW, which is hardly recog-

nizable in Fig. 4.19. Nevertheless, the calculated long-term mean of the annual changes

of heat content (black line) over the 21st century well reflects the imbalanced heat budget

and with this, the warming of the North Sea. Note that to a very good approximation, the

quantities shown in Fig. 4.19 are independent of any chosen reference temperature, since

only temperature differences are involved in their calculations. Any imbalance between the

total surface heat flux and the change of heat content of the water column can therefore be

identified as the total advective heat fluxes through the open lateral boundaries indepen-

dent of a reference temperature, too. For the North Sea the remaining contributions from

river runoff, surface fresh water fluxes, and mean sea level rise, which are also included in

the change of heat content, turn out to be negligibly small on the considered scales.

In summer, the influence of air-sea heat exchange is largely restricted to the upper 30

m, allowing for the Atlantic inflow to influence the temperature of deeper layers. Fig. 4.19

indicates the Atlantic inflow in summer to represent a heat input, since below the thermo-

cline, Atlantic inflow is typically warmer than the North Sea waters. In winter, however,

the water column is vertically well mixed so that any advective heat transferred from the

Atlantic Ocean into the North Sea is exposed to the heat exchange at the sea surface and

hence, Atlantic inflow does not essentially contribute to the change of the North Sea heat

content in winter. Nevertheless, the total surface heat flux in winter is slightly stronger

negative than the corresponding change of heat content, consistently indicating the warm
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Atlantic inflow to represent a heat input for the North Sea in winter, too. From averaging

summer and winter means over the control period 1971-2000, the relative contributions of

surface and advective heat fluxes amount to 86% and 14% in summer, respectively, and

103% and 3% in winter, where the predominant influence of the atmospheric forcing hardly

changes under the A1B scenario. The dominating influence of local air-sea heat exchange

on the water temperature and heat content of the North Sea is concluded in numerous

other studies (e.g. Colebrook and Taylor, 1979; Otto et al., 1990; Becker and Pauly, 1996;

Hjøllo et al., 2009), quantified to a similarly strong influence than in the present study.

The trend of the annual total surface heat flux integrated over the entire domain adds up

to an increase of about +2.2 TW, corresponding to a reduction of the net heat loss at the

sea surface to the atmosphere by about -27%. Trend analysis of the four surface heat flux

components and of atmospheric parameters reveals the maximum change in the north-

western North Sea to be induced by a weaker latent heat flux in this region due to locally

lower wind speeds and higher relative humidity for all seasons. The strong change along

the Norwegian Trench and in the Skagerrak, however, is primarily induced by a weaker

negative sensible heat flux in winter due to decreasing air-sea temperature differences.

The negative trend in the Southern Bight can be attributed to a stronger latent heat flux

in winter caused by slightly increasing wind speeds, while the sensible heat flux is not

affected, since air-sea temperature differences in this region hardly change because of the

strong temperature increase of the English Channel flow.

As can be seen in Fig. 3.10, the seasons spring and summer are characterized by a posi-

tive total surface heat flux, i.e. a heat input from the atmosphere into the ocean, whereas

autumn and winter are characterized by a negative total surface heat flux, i.e. a heat

transfer from the ocean to the atmosphere. Averaging the two respective seasons yields

semi-annual surface heat flux components as given in Tab. 4.1. In the first column the

four components incoming short wave radiation, outgoing long wave radiation, sensible

heat flux, and latent heat flux, as well as the total surface heat flux are quoted with an

arrow indicating the direction of the magnitudinal change which coincides with the literal

implications given in the third column. The representative linear 100-year trends given in

the second column, however, carry the definite signs of the changes in accordance with

the signs of the respective heat flux components as defined in Fig. 3.9. The trends are

also given in percent relative to the means of 1971-2000. In the last column the driving

quantities involved in the bulk formulas for the individual heat flux components are listed,

again quoted with a trend-indicating arrow. Those driving quantities whose trends finally

give rise to the direction of the corresponding heat flux trends are underlined. Respective

values can be found in Fig. 4.1 and 4.2, while relevant values are given in the text, too.

In the following paragraphs any literal changes refer to the trend´s absolute magnitudes

rather than to their actual signs. The numbers in Tab. 4.1 indicate that in the warm sea-

sons spring and summer the increase of cloud cover (+2.51 %-points) induces a reduction

of short wave radiation by about -5.54 W/m², which is in fact strong enough to account

for a negative trend of the total surface heat flux of about -1.42 W/m². In the cold sea-
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Component      Trend Implication Drivers (Winning Drivers)
       [W/(m²*100y)]

Spring+Summer:
  SW Rad ↓  -5.54  (3.4 %) less heat input solar rad., albedo, cloud c.↑
  LW Rad ↑  -0.50  (0.8 %) more heat loss cloud c.↑, air temp.↑, SST ↑
  Sens HF ↑ +1.58  (36.5 %) more heat input wind sp.↓, rel.hum.↑, ∆T(air-sea)↑  
  Lat HF ↓ +3.04  (11.8 %) less heat loss wind sp.↓, rel.hum.↑, air temp.↑
  Tot HF ↓  -1.42  (1.8 %) less heat input

Autumn+Winter:
  SW Rad ↓  -0.83  (1.9 %) less heat input solar rad., albedo, cloud c.↑
  LW Rad ↓ +0.02  (0.1 %) less heat loss cloud c.↑, air temp.↑, SST ↑
  Sens HF ↓ +6.78  (31.7 %) less heat loss wind sp.↓, rel.hum.↑, ∆T(air-sea)↓
  Lat HF ↓ +2.37  (3.4 %) less heat loss wind sp.↓, rel.hum.↑, air temp.↑, ∆T(air-sea)↓
  Tot HF ↓ +8.34  (7.7 %) less heat loss

Annual Tot HF ↓ +3.46  (25.8 %) less heat loss

Table 4.1: Representative 100-year trends of semi-annual surface heat flux components calculated
from Bulk formulas. Involved quantities are given in the last column with underlined winning
drivers whose trends finally give rise to the direction of the corresponding heat flux trends. Upward
and downward pointing arrows indicate the qualitative direction of the given changes.

sons autumn and winter, however, the decrease of air-sea temperature difference induces a

substantial reduction of the sensible heat flux by about -6.78 W/m² providing for a strong

decrease of the total surface heat flux by about -8.34 W/m². In other words, in spring

and summer there is slightly less and less heat input into the North Sea, whereas in au-

tumn and winter there is distinctly less heat loss to the atmosphere. Looking at the time

series of SST for summer and winter, the corresponding representative 100-year trends,

and the associated time series of air temperature in Fig. 4.20, the following conclusion can

be drawn. Because of the stronger warming trend of air temperature in winter (+2.31 °C)

than of SST in summer (+1.54 °C), the temperature drop from summer to winter becomes

less intense from year to year so that the air-sea temperature difference in winter becomes

continuously smaller, indicated by the slight convergence between the blue SST curve and

its associated green air temperature curve. Hence, as a consequence, the sensible heat flux

is accordingly reduced, contributing to the lower total heat transfer from the North Sea to

the atmosphere in autumn and winter. The reduction of heat input in spring and sum-

mer, on the contrary, gives rise to an increasing air-sea temperature difference in summer,

indicated by the slight divergence between the red SST curve and its associated green air

temperature curve, which in turn increases the sensible heat flux. Finally, the warming

trend in winter is that strong that the North Sea nevertheless suffers a warming in summer

too, even though the net heat input in summer is successively reduced.

Advective heat fluxes through the open boundaries, however, are not included in this

consideration, since the influence of advective heat fluxes on the water temperature of

the North Sea is estimated above to amount to less than 20% for the entire simulation

period. Most of the northerly inflowing Atlantic waters merely recirculate the northern

North Sea and Norwegian Trench. Their residence times thereby still take up to 2 years

(see Fig. 3.5), entailing that they are subject to intense vertical mixing in winters, induced

by heat exchange with the atmosphere at the sea surface. Moreover, as already mentioned,

individually calculated advective heat fluxes only contribute to a balanced heat budget if

the system at hand is in equilibrium state, unlike the 21st century state of the North Sea
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Seasonal Sea Surface Temperature

30-Year Trend Of Annual Vol.-Avr. Temp.

Figure 4.20: Upper part: Time series of SST for summer (red) and winter (blue), representative
100-year trends, and the associated time series of air temperature (green). Lower part: Running
30-year trends of the annual volume-averaged North Sea temperature.

of continuous warming and changing boundary volume fluxes. When changes of advective

boundary heat fluxes are incorporated anyway and added to the respective changes of

surface heat fluxes, the resulting changes of total heat flux in autumn and winter are

still stronger than in spring and summer by a factor of about 2.4, again emphasizing the

significant warming of the cold seasons. Finally, from the analysis of the surface heat

fluxes given above, the strong warming of air temperature in winter is identified as the

main driver for the total warming of the North Sea in the 21st century.

The running 30-year trends of the annual volume-averaged North Sea temperature,

shown in the lower part of Fig. 4.20, indicate the strongest warming up to about +0.03

°C/y to occur until the 2030s followed by a gradual decrease of the warming intensity,

hinting at an asymptotic progression of the temperature time series. The 100-year trend of

the annual volume-averaged temperature by about +1.73 °C with a confidence level higher

than 99% (Fig. 4.21), gives rise to an increase of the total heat content in the North Sea by

about +34.5e+19 J, corresponding to +22% (Fig. 4.17).

Resulting seasonal mean SSTs for 1971-2000 are shown in Fig. 4.22, while spatial distri-

butions of the representative 100-year trends of total surface heat flux and SST are shown

in Fig. 4.23 and 4.24, respectively (seasonal depth-averaged water temperatures for 1951-

2000 are shown in Fig. 4.49). Be aware that correlations between the total surface heat flux

and SST on shorter time scales than the seasonal cycle hardly hold even when time lags are

incorporated in the analysis. For sure, a change of surface heat flux reflects a proportional

change of heat energy entering or leaving the sea surface. However, in prescinding from

advective heat fluxes, unless the surface heat flux changes its sign, the temporal progres-

sion of SST does not change the sign of its gradient. A decrease of positive (ingoing) surface
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           Vol.-Avr. Temperature

Figure 4.21: Time series of annual volume-averaged water temperature. Representative 100-year
trends and associated confidence levels are given to the right with statistical ranges in brackets.

Spring (MAM) 1971-2000 Summer (JJA) 1971-2000

Autumn (SON) 1971-2000 Winter (DJF) 1971-2000

Ø = 6.30 °C Ø = 13.28 °C

Ø = 11.73 °C Ø = 6.10 °C

Figure 4.22: Seasonal means of sea surface temperature for 1971-2000.

heat flux, indicated by a lower but still positive value at time t1 than at time t0, causes

the SST to still further increase, indecated by a higher SST value at time t1 than at time

t0. Only if a change of surface heat flux involves the value to change its sign from t0 to t1,

the change of SST is qualitatively oriented in the same direction. However, it is indeed the

qualitative change from t0 to t1, i.e. a decrease or increase, that determines the correlation

rather than the magnitudes of the respective values at t0 and t1, bringing about the time

series of surface heat flux and SST to suffer an inherent mismatch.

The local intensity of SST warming in autumn and in particular in winter is highly in-

fluenced by the bathymetry via the effect of differential heating. Albeit in winter the wa-

ter column is vertically well mixed, simple calculations show that in terms of heat it is

never balanced with the atmosphere within one winter season at regions with water depths

greater than about 35 m. The general climate warming thus entails a stronger warming of

the water column in shallower regions. Moreover, since the SST obtained from the coupled
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Autumn (SON) 100-Year Trend Winter (DJF) 100-Year Trend
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Figure 4.23: Seasonal representative 100-year trends of total surface heat flux.

Spring (MAM) 100-Year Trend Summer (JJA) 100-Year Trend

Autumn (SON) 100-Year Trend Winter (DJF) 100-Year Trend

Ø = +1.78 K/100y Ø = +1.54 K/100y

Ø = +1.87 K/100y Ø = +1.95 K/100y

Figure 4.24: Seasonal representative 100-year trends of sea surface temperature.

global atmosphere-ocean model ECHAM5/MPIOM entered the REMO climate simulation,

a similar bathymetry-influenced north-west to south-east gradient in the air temperature

trends of autumn and winter caused by the coupled atmosphere-ocean dynamics is rec-

ognized in Fig. 4.25. In reentering the HAMSOM simulation, the air temperature trends

provide to some extent for a positive temperature feedback in the model chain. In sum-

mer, however, the SST trends are much more uniformly distributed, since the warming in
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Spring (MAM) 100-Year Trend Summer (JJA) 100-Year Trend

Autumn (SON) 100-Year Trend Winter (DJF) 100-Year Trend

Ø = +1.91 K/100y Ø = +1.83 K/100y

Ø = +2.38 K/100y Ø = +2.31 K/100y

Figure 4.25: Seasonal representative 100-year trends of 2m air temperature.

summer is widely restricted to upper layers because of the development of the thermocline.

Although the individual trends of the heat flux components given in Tab. 4.1 do not differ

qualitatively for each of the two merged seasons, their magnitudes are most pronounced

in spring and autumn (Fig. 4.23), respectively. While both seasons spring and summer

are characterized by a strong reduction of short wave radiation due to increasing cloud

cover, the regionally positive trends in summer in the southern and eastern North Sea

originate from an even stronger reduction of latent heat flux due to decreasing wind speeds

and increasing relative humidity. And accordingly, both seasons autumn and winter are

characterized by a strong reduction of sensible heat flux induced by decreasing air-sea

temperature differences, whereas in autumn a strong reduction of latent heat flux due

to lower wind speeds, higher relative humidity, and also decreasing air-sea temperature

differences is additionally imposed. The trends of the total surface heat flux close to the

southern boundary are dominated by the strong temperature increase of the southern

boundary inflow for all seasons, which reduces the sensible heat flux in the warm seasons

spring and summer but enhances it in the cold seasons autumn and winter. Further

analysis of regional temperature anomalies and correlations are discussed in section 4.2.2

by means of EOF analysis.

4.1.4 Thermocline

As described in the introduction (section 1.2.7) and model evaluation (chapter 3), the

most characteristic feature of the North Sea´s seasonality is the development of a strong

thermal stratification in the central and northern North Sea over the warm seasons, re-

ferred to as the thermocline. In the following analysis the thermocline is again defined



4.1. A1B SCENARIO RUN 107

Min.Cov. Startday Endday

Figure 4.26: Typical time series of spatial thermocline coverage of the year 1953 with two early
temporary thermocline periods. Start and end days of the thermocline main period are denoted.
The minimum coverage area refers to one tenth of the total North Sea domain.

as the location of the maximum vertical temperature gradient equal to or greater 0.1 °C/m

(Pohlmann, 1996c, 2006; Meyer et al., 2011). The development of the thermocline is initial-

ized by increasing solar heat input in spring. Favorably warm and calm weather conditions

occasionally induce the development of a very early thermocline which, however, is de-

stroyed again after some days. In Fig. 4.26 a typical time series of the spatial thermocline

coverage is exemplified, demonstrating the occurrence of even two early temporary thermo-

cline periods. In summer the thermocline is most pronounced and reaches its maximum

spatial coverage up to 400e+03 km² (see also Fig. 3.11). The increasing wind speeds in

combination with the seasonally induced decreasing solar heat input finally destroy the

thermocline in autumn. In the calculation of the thermocline duration a minimum cover-

age area of stratified conditions has to be exceeded. The size of the minimum coverage is

deduced from the classification of distinct hydrographic regions in the North Sea by ICES

(1983), whose mean size amounts to approximately one tenth of the total domain size.

The temporal progression of the thermocline duration for the 21st century is shown in

the upper part of Fig. 4.27. The representative 100-year trends indicate a prolongation of

the thermocline period by about +6 d in autumn, while the date of onset in spring does

not undergo significant changes. The prolongation can be attributed to the slightly lower

mean wind speeds in autumn and in particular to the substantially weaker heat loss to the

atmosphere (see Fig. 4.23). Depth and intensity of the thermocline are identified with the

the strongest vertical temperature gradient in the water column.

Time series of mean depth and mean intensity, as averaged over both the thermocline

period and the daily spatial coverage, are shown in the middle and lower part of Fig. 4.27,

respectively. The green curves refer to the upper and accordingly, lower bound of the

section of the water column with a vertical temperature gradient higher than 0.1 °C/m,

representing a more meaningful conception of the thermocline depth than the depth of

the maximum temperature gradient. Nevertheless, the representative 100-year trend of

the mean thermocline depth indicates a slight raising of the thermocline by about +0.2

m in the 21st century caused by the lower mean wind speeds in spring, summer, and

autumn. By contrast, the maximum depth is dropping down by about +2.4 m because

of higher maximum wind speeds and a more frequent occurrence of gale wind conditions

in autumn. Since the bottom temperature in the North Sea in summer is determined by
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Figure 4.27: Upper part: Start and end day of the thermocline period, defined as the time at
which the required minimum coverage area is exceeded. Middle part: Mean and maximum depth
of thermocline as well as the lower and upper bound of the water column at which the required
minimum temperature gradient is exceeded. Lower part: Mean and maximum intensity of the
thermocline. Representative linear 100-year trends are also given.

the water temperature of the preceding winter, the stronger temperature increase in winter

than in summer (Fig. 4.20 and 4.17) consequently entails a continuous weakening of the

mean and maximum thermocline intensity by about -2% and -5%, respectively, as shown

in the lower part of Fig. 4.27. Note that the representative confidence level of the trend

of the mean thermocline depth does not reach statistical significance. The inferred causal

relation with the similarly insignificant changes of wind speeds given in Fig. 4.1 therefore is

not fully confirmed. However, some evidence can still be drawn from the indeed significant

deepening of the maximum thermocline depth, which assignes additional significance to

the changes of wind speed and hence, to the proposed causal relation. Likewise, the upper

bound of the calculated confidence range of the decreasing SST difference between summer

and winter (see Fig. 4.20) amounts to a confidence level of 99.8%, providing additional

significance for the decreasing intensity of the thermocline.

As indicated by the upper part of Fig. 4.28, the highest intensities tend to occur early

in the thermocline period where the cold water column, the strong increase of solar heat

input, and relatively calm weather conditions favor maximum vertical temperature gradi-
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Figure 4.28: Upper part: Date of occurrence of maximum depth and intensity of the thermocline.
Middle part: Date of occurrence of maximum depth and intensity relative to the thermocline period
as specified by the upper part of Fig. 4.27. Lower part: Number of days of a strong thermocline
intensity.

ents. However, the maximum depths of the thermocline tend to occur at the very end of

the period, where increased wind speeds transfer more and more turbulent energy into the

water column causing a deepening of the thermocline and a weakening of its intensity. In

the middle part of Fig. 4.28 the occurrence of the maximum depth and intensity relative

to the thermocline period is depicted, highlighting the maximum depth to preferably occur

shortly before the thermocline erosion. It turned out that the few outliers in the figure

are related to stormy wind conditions which last for about 3 to 5 days in succession. The

calculated trend of the occurrence of maximum thermocline depth is apparently overes-

timated under the spurious influence of the outliers. Nevertheless, a slight delay can be

recognized in accordance with the prolongation of the thermocline duration. The lower part

of Fig. 4.28 finally indicates that the number of days with a strong thermocline intensity of

more than 0.2 °C/m is not subject to significant change. Moreover, the spatial distributions

of the thermocline depth, intensity, and relative frequency as depicted in Fig. 3.11 neither

undergo significant change in the 21st century and are therefore not shown.
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Figure 4.29: Left part: Annual mean total surface fresh water flux (colors), and advective fresh wa-
ter transports through the open lateral boundaries relative to monthly volume-averaged salinities of
1971-2000 and mean salinities of the respective in- or outflowing water masses (boxes). Right part:
Representative linear 100-year trends of the annual mean total surface fresh water flux (colors),
and of the salinity of the in- and outflowing water masses, the net volume transports, the advective
fresh water flux relative to monthly volume-averaged North Sea salinities, and the advective fresh
water flux relative to the mean of 1971-2000 (boxes).

4.1.5 Fresh Water Fluxes and Salinity

As the equivalent to the advective heat flux ∆Qad (section 4.1.3), the advective fresh water

flux is analyzed to address the influence of the boundary fluxes on the salinity of the North

Sea. The advective fresh water flux ∆Fad in m³/s is thereby calculated via

∆Fad = ρ · v ·A ·
(

1− S

Sref

)
· 1

1000
(4.3)

with ρ [kg/m³] sea water density, v [m/s] current speed perpendicular to the transverse

section, A [m²] area of the transverse section, S [psu] salinity at the transverse section, Sref
[psu] reference salinity. The monthly mean advective fresh water transports are always

calculated relative to Sref as the running monthly mean salinities of the total North Sea.

Any in- or outflowing water masses are thus assessed whether they finally increase or

decrease the actual monthly mean North Sea salinity. As such, the annual mean advective

fresh water transports given in the left part of Fig. 4.29 account for the relative contribution

that the individual boundary fluxes make to the mean volume-averaged salinity of the

North Sea on a monthly scale. The numbers therefore, in addition to their dependence

on the reference salinity, neither strictly balance over all open lateral boundaries, nor do

they justice to the total salt budget of the North Sea. The latter rather has to be based

on the mass fluxes of salt entering and leaving the domain, which sum up to an annual

mean throughput of about 47000 t/s. The mean salinities of the in- or outflowing water

masses are also quoted in Fig. 4.29. As expected, relative to the monthly volume-averaged

salinities, the calculation singles out the northern inflow as the greatest source of salty

waters with a negative advective fresh water flux more than -24000 m³/s and a salinity

of the inflowing water masses higher than 35 psu. Baltic and riverine discharge, on the

contrary, constitute the greatest fresh water supply with fresh water fluxes of about +11000
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Figure 4.30: Seasonal distributions of mean total surface fresh water flux 1971-2000 and spatially
averaged means.

and +8500 m³/s, respectively. The colors in the left part of Fig. 4.29 refer to the annual

mean total surface fresh water flux given in mm/d as the balance of precipitation and

evaporation. Positive and negative signs indicate net fresh water input or loss, respectively,

i.e. more or less precipitation than evaporation.

Corresponding seasonal means are shown in Fig. 4.30. In the northern North Sea the

net surface fresh water flux is characterized by higher precipitation than evaporation rates

throughout the year, while both components are comparatively low in spring and summer

but high in autumn and winter with a maximum up to +3 mm/d off the Norwegian west

coast. In the southern North Sea, however, the seasonality of the two surface fresh water

flux components give rise to inversed flux directions for summer and winter. In particular

along the Continental coast the high SST in summer entails high evaporation rates because

of a strong latent heat flux. At the same time, the precipitation rates are low, finally

yielding negative total surface fresh water fluxes up to -2 mm/d. In winter, though, the

latent heat flux along the Continental coast is weak, and so is the evaporation rate, but

the precipitation rate is high, summing up to positive surface fresh water fluxes up to +2.5

mm/d.

The seasonal cycle of area integrated monthly means and associated variabilities of the

total surface fresh water flux for 1951-1980 as well as of its components precipitation and

evaporation are shown in Fig. 3.12. The predominantly positive total surface fresh water

transports give rise to an annual mean of about +0.53 mm/d for 1971-2000, corresponding

to about +3200 m³/s fresh water flux from the atmosphere into the North Sea.
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Figure 4.31: Upper part: Time series of annual volume-averaged salinity and representative 100-
year trends. Upper and lower quartiles are given in squared brackets and are represented by the
gray area about the representative trend (black line). Lower part: Running 30-year trends of the
time series shown in the upper part of the figure.

Spatial distributions of the representative 100-year trends of annual mean total surface

fresh water flux are shown in the right part of Fig. 4.29. The values in boxes read as

changes of the salinity of in- and outflowing water masses, changes of the volume trans-

ports, induced changes of the advective fresh water fluxes relative to monthly volume-

averaged North Sea salinities, and corresponding changes of fresh water in- and outflow

relative to the means of 1971-2000 given in the left part of the figure. The strong salinity

reduction of the Fair Isle Current and English Channel flow by about -0.65 and -0.91 psu,

respectively, but also the weakening of their volume transports cause a distinct decrease

of advective fresh water outflow. The salinity drop at the northern boundary inflow, how-

ever, is of lower extent than the drop of the total volume-averaged salinity. Moreover, its

volume transport increases, causing the advective fresh water outflow through the north-

ern boundary to increase by about +53%. Note that the mathematically strong increase of

advective fresh water inflow via the Norwegian outflow by more than +250% results from

the low mean of 1971-2000 but corresponds to an absolute change less than the change

at the northern inflow to the east of the Shetland-Islands. The widely uniform increase

of total surface fresh water flux of about +61% is induced by lower evaporation rates in

summer by about -17% due to lower wind speeds and higher relative humidity, and higher

precipitation rates in winter by about +25%.

Again, be aware that changes of the various fresh water fluxes merely account for re-

spective changes of the aspired equilibrium condition of the North Sea salt budget but do

not necessarily reflect changes of the volume-averaged salinity given in psu. Nevertheless,

the salinity drop at all open lateral boundaries in combination with minor changes of as-

sociated inflowing volume transports and the increase of both Baltic discharge and surface
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Figure 4.32: Seasonal means of sea surface salinity for 1971-2000.

fresh water flux lastly entail a drop of the volume-averaged North Sea salinity in the 21st

century by about -0.59 psu (Fig. 4.31), corresponding to a drop of the total salt content by

about -1%, whereby the volume increase of the North Sea due to the global mean sea level

rise of about +0.54 m is incorporated. The running 30-year trend of the annual volume-

averaged North Sea salinity shown in the lower part of Fig. 4.31 further differentiates the

salinity drop into a continuous decrease up to the 2070s from about 34.21 to a minimum

of about 33.53 psu, followed by an increase in the last 30 years of the 21st century.

The enhancement of the global hydrological cycle suggested by all IPCC models conveys

more moisture from the tropics to the subpolar latitudes, leading to a substantial fresh-

ening of the North Atlantic north of 40°N and hence, of the northern and southern North

Sea inflows. Spatial distributions of seasonal mean SSS for 1971-2000 and representative

100-year trends are shown in Fig. 4.32 and 4.33. The given trends largely reflect the salin-

ity changes of the northern and southern boundary inflows with the weakest decrease of

about -0.4 psu in the northern North Sea and the strongest decrease of about -0.8 psu in

the southern North Sea. Both the spatial structure of the salinity trends in the North Sea

and their magnitudes are not subject to a pronounced seasonality, with volume-averaged

salinity changes between -0.57 psu in summer and -0.61 psu in winter. Be aware that the

salinity of the eastern boundary inflow is fixed to monthly climatological means instead of

using inappropriate salinities in the Baltic Sea simulated by the respective MPIOM model

run (section 2.2.3). The salinity close to the eastern boundary, therefore, does not undergo

any change until the Baltic discharge mixes with North Sea waters after the Danish pas-

sages. Nevertheless, from the Kattegat region onwards, Baltic discharge indeed influences

the salinity via the trend and variability of its volume transport. As given in Fig. 4.14,

the largest increase of Baltic runoff of about +18% is recorded in winter, consequently



114 CHAPTER 4. MODEL RESULTS AND DISCUSSION

Spring (MAM) 100-Year Trend Summer (JJA) 100-Year Trend

Autumn (SON) 100-Year Trend Winter (DJF) 100-Year Trend

Ø = -0.64
psu/100y

Ø = -0.61
psu/100y

Ø = -0.66
psu/100y

Ø = -0.67
psu/100y

Figure 4.33: Seasonal representative 100-year trends of sea surface salinity.

accompanied by the largest salinity drop of the four seasons in the Kattegat.

The strong salinity decrease in the southern North Sea is primarily induced by the strong

salinity decrease of the southern boundary inflow but also by the decrease of its volume

transport throughout the year. A reduced southern boundary inflow induces the clima-

tologically fixed river runoff along the Continental coast to propagate farther offshore and

by that, to freshen a larger area. In accordance with the significant reduction of southern

inflow in summer by about -38%, the two big Continental river plumes of the Rhine and

Elbe are subject to pronounced salinity drops. The local maximum salinity decrease in the

Skagerrak in summer and autumn can be attributed to the strong reduction of the Skager-

rak recirculation in these seasons. A lower amount of saline North Sea waters intrude into

the Skagerrak, while in turn, fresh Baltic discharge tend to accumulate and to lower the

salinity. When higher riverine discharge into the Baltic and the North Sea in the course of

expected higher precipitation rates and a generally wetter climate are taken into account

(Bárdossy and Pegram, 2011), the salinity of the North Sea can be expected to decrease to

an even higher extent (Schrum, 2001; Meier, 2006). Further analysis of regional salinity

and surface fresh water flux anomalies are discussed in section 4.2.3 by means of EOF

analysis.

4.1.6 T-S Diagrams

Finally, in Fig. 4.34 monthly T-S diagrams of 1951-1980 are constructed from the water

temperature and salinity distributions, as a method to analyze typical seasonal features of

distinct water bodies. The dominating aspect in the annual T-S cycle is clearly constituted

by the rise and fall of the water temperature of the surface layers, to be identified in the
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Figure 4.34: Monthly mean T-S diagrams of 1951-1980. Gray lines represent isopycnals of po-
tential density. Colors refer to different water depths, where the blue end of the color bar refers
to water depths greater or equal to 200 m. The inserted numbers refer to the formation of distinct
water bodies as explained in the text.

figure by red color. While distinct water bodies are hardly recognized from the vertically

mixed water column in winter, the stratified conditions in summer allows the specifica-

tion of five characteristic water bodies by means of core layer analysis according to Wüst

(1935). Tongue-like distributions of water properties are thereby used to identify distinct

water bodies by defining core properties from local minima or maxima of property distri-

butions. Apart from a few Continental estuaries, the T-S distributions in winter single out

the mixed condition of the water column to represent mainly one continuous hydrographic

formation in the North Sea. In summer, however, several tongue-like distributions are

formed in the T-S diagrams, most clearly pronounced in August. The warmest water body

is represented by the thermally stratified bulk of the central and northern North Sea (1),

where surface layers with a depth up to about 30 m (red) acquire higher temperatures than

underlying deeper layers up to about 70 m (orange). A low salinity water body is consti-

tuted by the thermo-haline stratified Baltic discharge and surface waters of the Kattegat
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Figure 4.35: T-S diagrams of February and August of successive 30-year slices from 1951 to 2099.

and Skagerrak region (2), where surface layers (red) show higher temperatures and lower

salinities than deeper layers (orange). (3) specifies a water body of low surface tempera-

tures and low salinities to be identified with the Norwegian Fjords, where the high amount

of cloud cover restricts incoming short wave radiation and the high amount of precipitation

and accordingly, the strong coastal fresh water runoff lower the salinity. Deep waters of

the northern North Sea and the Norwegian Trench at depths greater than about 100 m

(green and blue) are represented by (4), where cool and salty waters are subject to a very

weak seasonality, consisting of rather homogeneous properties.

In September and October the destruction of the thermocline is indicated by the cooling

of the surface layers (red) of (1) and (2), which indeed acquire lower temperatures than the

underlying deeper layers (orange). The entailing higher densities finally introduce vertically

unstable conditions. Besides, the cooling of the stratified surface layers in September un-

covers the water body of the tidally mixed water column along the British and Continental

coasts (5) in which the deeper layers (orange) show the same high temperature than the

surface layers (red). Since the cooling of the mixed water column takes a longer time than

the cooling of the surface layers in the thermocline region because of the effect of differ-

ential heating, the temperature decrease of the mixed waters is slightly delayed, bringing

about the mixed water body (5) to become visible behind the stratified water body (1).

In Fig. 4.35 successive 30-year slices of T-S diagrams for the entire simulation period

1951-2099 are depicted for the coldest and warmest month of the year. The progression
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clearly indicates that the general structure of the identified water bodies is widely main-

tained during the warming and freshening of the North Sea in the 21st century. In summer

the T-S formation rises rather uniformly by about +1.64 °C, indicated by the time series

of Fig. 4.21. In winter, however, the T-S formation becomes slightly flatter, since the SST

suffers a stronger increase (+1.95 °C) than the deeper waters (volume-averaged increase

+1.8 °C) because of differential heating. Moreover, the upper layers are stronger affected by

the freshening of the North Sea, with a freshening about twice as much as the freshening

of the deeper layers and a local maximum salinity decrease up to -1.2 psu. This effect

holds for all seasons and can be attributed to the increasing fresh water supply from the

atmosphere and the Baltic Sea, which tends to stay close to the sea surface.

4.1.7 Sea Surface Height

While SSH changes due to the uniformly imposed global sea level rise cause a significant

increase of SSH over the entire North Sea by about +50 cm over 100 years (see Fig. 2.35),

local changes of SSH result from changes in both the thermo-steric and halo-steric contri-

bution as well as from changes in the wind-induced south-eastern surge and changes in

the general circulation via the related geostrophic pressure compensation. Seasonal mean

SSH of 1971-2000 and respective 100-year trends are shown in Fig. 4.36 and 4.37.

The effect of changes in the general circulation is best recognized along the Norwegian

Trench (Fig. 4.37). The decreasing flow speeds in summer, autumn, and winter indicated

in Fig. 4.14 induce weaker horizontal SSH gradients perpendicular to the flow direction be-

cause of the weaker pressure gradients of the geostrophically balanced current. The region

of local SSH depression along the Norwegian Trench undergoes a stronger SSH increase

than the SSH along the south-eastward flow aligned to the western side of the Norwegian

Trench, consequently giving rise to the weaker horizontal SSH gradients. In spring, on

the contrary, the enhanced general circulation induces the horizontal SSH gradients to in-

crease, as indicated by the SSH depression along the Norwegian Trench to undergo a lower

SSH increase than the adjacent speeding-up south-eastward flow.

Since the general circulation in the North Sea is largely determined by wind forcing (see

section 1.2.4), SSH changes due to changes in the wind-induced south-eastern sea level

surge are intimately linked to changes in the general circulation as well. As discussed

in section 4.1.2, the increase of the general circulation in spring can be attributed to a

respective increase of westerly wind conditions. Besides, relative to the other seasons,

both the temperature increase and the salinity drop in the southern and eastern North

Sea in spring are moderate, yielding the SSH increase due to steric effects to be moderate,

too. Hence, in spring, the strong SSH increase in the southern and in particular in the

eastern North Sea can be attributed to more frequent wind surges. The trends of the wind

density function shown in Fig. 4.9 and associated wind speed and relative frequency plots

indicate the increasing westerly wind conditions in spring to mainly result from a transition

of south-easterly wind directions to more frequent westerly wind directions rather than

from increasing westerly wind speeds. The entailing increasing wind surges are thus to
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Figure 4.36: Seasonal means of sea surface height for 1971-2000.

be understood as higher mean sea level elevations, in contrast to higher maximum water

levels from stronger storm surges.

Apart from the Norwegian Trench, the SSH changes in summer and winter are apparently

dominated by the thermo-steric effect. As indicated by the temperature trends shown in

Fig. 4.24, the bathymetry strongly influences the local warming of the water column in

winter. Consequently, in the shallow southern North Sea where the temperature increase

is stronger the SSH increases to a larger extent than in the deeper central and northern

North Sea where the temperature increase is weaker. In summer, however, the spatially

more uniform warming causes the water column along the shallow Continental coast to

expand to a lesser extent than in deeper mixed regions and in the thermocline region

farther north, reflected by respective SSH changes.

Moreover, indicated by the transport trends given in Fig. 4.14, the Baltic discharge of

low salinity waters is increasing most strongly in winter. Thus, both the increasing vol-

ume transport and the resulting decrease of salinity from north of the Danish passages

induce the strongest halo-steric SSH rise in the eastern North Sea to happen in winter,

too. The striking SSH increase in the Skagerrak in summer and autumn can be attributed

to the accumulation of low salinity waters in this region due to lower recirculation rates,

discussed in section 4.1.5, as well as to the entailing weakening of the horizontal SSH

gradient. The similar SSH rise in the Skagerrak in spring, however, apparently conflicts

with both the increasing recirculation rate, which is supposed to steepen the horizontal

SSH gradient, and the inconspicuous temperature and salinity trends. Closer analysis of

the recirculation pattern in the Skagerrak though reveals that most of the enhanced inflow

crosses the Skagerrak northwards right before the SSH trend anomaly. A restricted local
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Figure 4.37: Seasonal representative 100-year trends of sea surface height. Divide the numbers
given in cm/100y by 10 to obtain the often used unit mm/y.

SSH depression thus emerges to the west of the SSH trend anomaly, while the strength of

the recirculation deeper into the Skagerrak is indeed weakened, consequently giving rise to

the lower horizontal SSH gradients as indicated by the SSH trend anomaly. Further analy-

sis of regional SSH anomalies and correlations are discussed in section 4.2.4 by means of

EOF analyses.

4.2 EOF Analysis

The most important aspects of the probabilistic structure of time series can be exam-

ined either in the time-domain by studying autocorrelation functions, or in the frequency-

domain by studying power spectra as applied in section 2.2.2 for the comparison of REMO

and ERA40. By applying an autoregressive model, a certain behavior of the examined

time series is presumed according to the chosen order of the autoregressive model. In

order to appropriately fit an autoregressive process to a given time series, BIC (Bayesian

information criterion; Schwarz, 1978) and AIC (Akaike information criterion; Akaike, 1973)

statistics are often used to decide among potential orders of autoregressive models (von

Storch and Zwiers, 1999; Wilks, 2005). Both criteria, however, yield to autocorrelation co-

efficients of 1 for lag-0 and 0 otherwise for any detrended, spatially averaged interannual

time series considered in this study, indicating the data discussed in the previous sections

to be best described as white noise about their long-term trends. To extract probabilistic

information anyhow, regional correlations and variabilities are taken into account by the

application of EOF analysis.
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Empirical orthogonal function (EOF) analysis of weekly and monthly oceanographic data

in the North Sea has already been discussed in the literature (e.g. Becker and Pauly, 1996;

Dippner, 1997; Wiltshire et al., 2010). In considering such time series, however, the princi-

pal components (PCs) as well as the spatial EOF patterns are dominated by the strong sea-

sonal cycle in particular of sea water temperature but also of salinity. In the present study

EOF analysis is applied to interannual variabilities of each of the four seasons separately.

In this context the analysis of depth-averaged temperatures reveals more spatio-temporal

information than that of surface values, since the deeper regions are less influenced by

atmospheric forcing and are therefore expected to obey different dynamics. Besides, since

the magnitude of density anomalies is much smaller than of temperature anomalies, the

analysis of depth-averaged temperature anomalies yields qualitatively similar information

about heat content anomalies. Moreover, most of the fresh water discharge into the North

Sea tends to stay at the sea surface. Any dynamics of deeper regions cannot be accounted

for by analyzing mere surface values. Even though in general, the structures and mag-

nitudes are more pronounced in the EOF patterns of surface salinity, the structures of

the second and third EOF patterns of depth-averaged salinity described below become dis-

placed by rather confused patterns when analyzing surface salinity, which are probably

related to variable wind conditions. Thus, for both temperature and for salinity the EOF

analysis is based on depth-averaged values. Anomalies of SSH and of the general circula-

tion are also taken into account. In order to obtain pure anomalies by removing trends and

means from the data, a third order polynomial least square fit over the entire simulation

period 1951-2099 is subtracted from the time series of every grid cell.

The EOF patterns shown in the following sections represent rescaled EOF patterns of the

control period 1951-2000 that reflect the variability of the parameter at hand by depict-

ing the standard deviation of the principal components (PCs) multiplied by the unscaled

EOF patterns. For salinity anomalies, additional patterns are provided that reflect the

correlation coefficients between the unscaled EOF patterns and the associated PCs. In

order to assign meaningful related physical processes to the different EOF patterns, fur-

ther correlations between the principal components and various other time series, e.g. of

volume transports and wind density functions, are taken into account. Nonetheless, the

obtained correlation coefficients rarely exceed 0.6, emphasizing the complex interactions

of the numerous physical processes involved in the North Sea dynamical system. Exam-

ples of pronounced anomalies from selected years are given as well. Finally, all PCs are

extended until the year 2099 in order to address changes of the considered variabilities in

the scenario period 2001-2099. Like in the previous sections, all analyses concerning the

winter season are again based on averages over December, January and February, where

the winter of a given year refers to December of that particular year and to January and

February of the following year.

4.2.1 General Circulation

Considering interannual variabilities of the four seasons, the varying wind conditions in

the North Sea and their interaction with the inflow of Atlantic waters through the open
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.38: Seasonal mean depth-averaged current velocities for 1951-2000.

boundaries determine the variability of the general circulation, where the term ’circulation’

is referred to in the following analysis by depth-averaged velocity vectors. In order to

calculate the EOF patterns of the velocity vectors, the two vector components u and v

are treated as independent scalar quantities, which they are usually not for natural fluid

flows. However, at least the first and second PCs of u and v discussed in this study show

high correlation coefficients ranging from +0.95 to +0.99 for the different seasons with

confidence levels higher than 99%, which assures the resulting u and v EOF patterns to

account for the same anomalies in the data. Therefore, the individual EOF patterns of u

and v can be combined again to draw meaningful joint EOF patterns consisting of velocity

vector anomalies. The so obtained first and second EOF patterns of the circulation are

depicted in Fig. 4.39 and 4.40, respectively. Be aware that the direction of the vectors

depends on the correlation with the corresponding PC. Thereby, the signs are chosen for a

positive anomaly in the PC to refer to a velocity anomaly in the direction of the depicted EOF

vectors and consequently, a negative PC anomaly to refer to an anomaly in the opposite

direction. In order to indeed reconstruct an individual current field represented by an

EOF and its PC, the respective anomaly vectors simply need to be added to the mean

velocity vectors shown in Fig. 4.38. The magnitudes of the anomalies in the EOF patterns

are rescaled into standard deviations of the current speed. The first EOF patterns of the

circulation (Fig. 4.39) indicate the strongest variability to occur along the Norwegian Trench

throughout the year with velocity anomalies up to ±8 cm/s. Since the mean circulation

is weakest in spring (see Fig. 4.38), the considerable wind speeds and their anomalies (see

Fig. 2.29 and 2.30) give rise to pronounced anomalies of the circulation in the Norwegian

Trench, whereas the low wind speeds in summer hardly affect the northern inflow and

consequently give rise to a more stable circulation. In autumn and winter the general

circulation in the North Sea as well as the current variability in the Norwegian Trench are
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.39: Rescaled first EOF patterns of depth-averaged current velocity.

Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.40: Rescaled second EOF patterns of depth-averaged current velocity.

comparatively strong. The proportions of the total variance that are explained by the first

EOF patterns amount to 31-60%.

In order to understand and to quantify the relation between anomalies of the wind field

and anomalies of the general circulation, the variability of the wind density function (see

section 2.2.3) and its correlation with the first PC of the circulation are considered. For the
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Spring (MAM) - Corr.

Autumn (SON) - Corr.

Summer (JJA) - Corr.

Winter (DJF) - Corr.

Figure 4.41: Correlations between the wind density functions and the first PCs of the circulation,
analyzed for the period 1951-2000. Red solid lines represent positive correlations, blue dashed lines
represent negative correlations. Solid black circles represent the 95% confidence level.

variability of the circulation to be related to varying wind conditions from different wind di-

rections, both the magnitude of the anomalies at each wind direction and the correlation of

the anomalies at each wind direction with the anomalies of the circulation need to be taken

into account. Therefore, in extension to the wind density function devised by Siegismund

and Schrum (2001) and depicted in Fig. 2.29, the effective variability seff (wind, circ) of the

wind field with respect to the circulation is introduced and referred to hereafter as the effec-

tive wind variability. It is defined as the product of the correlation coefficient ri(wind, circ)

between the wind density function and the first PC of the circulation (Fig. 4.41) and the

standard deviation σi(wind) of the wind density function (Fig. 2.30), integrated over all wind

direction sectors n.

seff (wind, circ) =
1

n

n∑
i=1

| ri(wind, circ) ·σi(wind)| (4.4)

This quantity is designed to estimate the degree of interaction between the variability

of the wind conditions and the variability of the general circulation. However, the effective

wind variability carries the physical unit of wind speed and since the maximum possi-

ble standard deviations about a given mean wind density function are restricted by and

hence, dependent on the individual magnitudes of the mean function, the effective vari-

ability needs to be regarded as a relative quantity. Accordingly, it is the most meaningful

when comparing different time periods or different data sets of one and the same geographic

region. In this sense a comparatively high effective variability indicates the variability of the
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Circulation Anomalies - Spring (MAM)

Circulation Anomalies - Spring (MAM)

Figure 4.42: Black lines: PCs of depth-averaged current velocity. Red lines: Positive correlated wind
density according to Fig. 4.41 and 4.44. Green lines: Inflowing net volume transports through the
northern boundaries and the southern boundary. The inscribed correlations refer to the respective
PC.

wind conditions to contribute more enhancingly (or less attenuatingly) to the variability of

the circulation than in case of a comparatively low effective variability. As calculated from

(4.4), the mean effective wind variability for spring, summer, autumn, and winter amounts

to 1.50, 0.33, 1.58 and 1.95 m/s, respectively. The higher value for autumn than for spring

indeed suggests the variability of the circulation to be higher in autumn, too. However, the

corresponding eigenvalues of the EOF patterns, which are proportional to the variance of

the data that is explained by the EOFs, rather indicate a higher variability in spring. In

order to account for the higher variability in spring properly, the effective inflow variabil-

ity seff (inflow, circ) is introduced analogously, that is, the standard deviation σi(inflow) of

the n boundary inflows weighted by the correlation ri(inflow, circ) between the boundary

inflows and the first PC of the circulation.

seff (inflow, circ) =

n∑
i=1

| ri(inflow, circ) ·σi(inflow)| (4.5)

Likewise, this quantity is designed to estimate the degree of interaction between the

variability of the net inflowing volume transport through the open boundaries of the domain

and the variability of the general circulation. Calculated from (4.5), the mean effective

inflow variability for spring, summer, autumn, and winter amounts to 0.20, 0.07, 0.15

and 0.27 Sv, respectively. While the effective wind variability for spring is about 5% lower

than for autumn, the effective inflow variability is about 33% higher, finally giving rise to a

higher circulation variability in spring.
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Spring (MAM) 1959 (Ctrl. Run) Spring (MAM) 1970 (Ctrl. Run)

Figure 4.43: Examples of pronounced anomalies of the first PC of depth-averaged current velocity
for spring (Fig. 4.42), where spring 1959 represents a positive, and spring 1970 a negative anomaly.

Fig. 4.41 shows seasonal correlations between the time series of the wind density func-

tion and the first PC of the circulation, where the red solid and blue dashed lines represent

positive and negative correlations, respectively. The graphics clearly indicate a separation

in positively correlated (i.e. circulation enhancing) westerly wind conditions and negatively

correlated (i.e. circulation attenuating) easterly wind conditions in the North Sea model.

Once the sign of the correlation for each wind direction is ascertained, the wind density

function values of all equally correlated directions are summed up and correlated again

with the first PC of the circulation in order to represent the total correlation of the dom-

inating wind condition. The respective total correlations are inscribed to the lower left of

the correlation graphics. Examples for a positive and negative circulation anomaly given in

Fig. 4.43 are chosen from the standardized first PC shown in Fig. 4.42. In agreement with

the circulation enhancing westerly and north-westerly winds, anomalies of the northern

boundary inflow and the Fair Isle Current well contribute to the first circulation EOF with

a positive correlation of +0.58 to +0.97 (P=99%), whereas the inflow through the English

Channel remains fairly uncorrelated. Standardized anomalies of the positively correlated

wind density function according to Fig. 4.41 as well as of the volume transports through

the northern boundaries (i.e. the northern and the western boundary) are also shown in

Fig. 4.42.

However, anomalies represented by the second EOF patterns of the circulation (Fig. 4.40)

are induced by north-south oriented anomalies of the wind conditions. Fig. 4.44 again

shows the correlation between the wind density functions and the second PC of the cir-

culation. Since the second EOF patterns merely account for 17-26% of the total variance,

both the effective wind variabilities and in particular the effective inflow variabilities are

much lower than for the first EOFs. Nonetheless, the inflow through the English Channel

becomes affected by the north-south wind anomalies with a positive correlation of +0.60

to +0.81 (P=99%) between English Channel flow anomalies and the second PC of the cir-

culation, whereas the northern inflows are weakly negatively correlated. Consequently,

the circulation in the southern North Sea and the strength of the Jutland Current are en-

hanced (weakened) up to ±4 cm/s by southerly (northerly) winds, but the circulation in

the Norwegian Trench is weakened (enhanced), as indicated by the second EOF patterns.
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Spring (MAM) - Corr.

Autumn (SON) - Corr.

Summer (JJA) - Corr.

Winter (DJF) - Corr.

Figure 4.44: Correlations between the wind density functions and the second PCs of the circulation,
analyzed for the period 1951-2000. Red solid lines represent positive correlations, blue dashed lines
represent negative correlations. Solid black circles represent the 95% confidence level.

Be aware that in the EOF analysis mere anomalies of the variable at hand are consid-

ered, i.e. temporal means and trends are removed at every grid point in advance to the

analysis. Hence, in the EOF patterns the dynamical behavior of different regions relative to

each other is singled out independently of the long-term trends. The identification of a spe-

cific change in the wind density function to occur in a positively or negatively circulation-

correlated sector according to Fig. 4.41 and 4.44 indeed hints at a change of the general

circulation and associated boundary transports. However, it does not tell how much the

magnitudes of the net volume transports are affected from year to year, which finally cause

the long-term trends. Therefore, even though changes in the wind density function are able

to reflect the most significant transport trends, the latter can not be reliably inferred from

the former.

The evaluation of REMO wind conditions by comparison with ERA40 reanalysis data in

section 2.2.3 revealed a higher occurrence of south-easterly wind conditions in the REMO

data, represented by the wind density functions shown in Fig. 2.29. Remember that the

wind directions are not modified in the course of the bias correction. In order to address

the implication of the qualitatively differing wind conditions in the two data sets, the total

variability of the circulation is calculated as the square root of the sum of all eigenvalues

obtained from the EOF analysis. Considerably higher effective wind and inflow variabilities

in spring yield a stronger total variability of the circulation of +13% in the REMO driven

simulation, whereas lower effective variabilities in winter yield a weaker total variability
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Winter (MAM) 1958 (Ctrl. Run) Winter (MAM) 1980 (Ctrl. Run)

Figure 4.45: Examples of pronounced anomalies of the first PC of depth-averaged current velocity
for winter, where winter 1958 represents a positive, and winter 1980 a negative anomaly.

of likewise -13%. The enhanced circulation variability in spring is even strong enough to

occasionally reverse the seasonally mean south-easterly flow along the western side of the

Norwegian Trench, as exemplified in Fig. 4.43, which is accompanied by a negative salinity

anomaly in that region caused by displaced Skagerrak waters (Fig. 4.63). In the ERA40

driven simulation, however, negative circulation anomalies in spring merely weaken the

mean circulation in the Norwegian Trench rather than reverse it, just like for the other

seasons in both simulations. Pronounced winter circulation anomalies of the REMO driven

simulation are demonstrated in Fig. 4.45. Nevertheless, after reducing the total variability

of the mean circulation in spring by -13%, it is still larger than the total variability in

autumn by about +9% so that the EOF results discussed in this section qualitatively still

hold. Finally, the differing wind conditions in the REMO driven simulation give rise to

weaker annual mean volume transports in the northern North Sea by about -10% with

respect to the ERA40 driven simulation (see Fig. 3.4).

4.2.2 Water Temperature

In Fig. 4.46 to 4.48 spatial maps of the first three rescaled EOFs of depth-averaged sea

water temperature are shown. The temperature variability in the North Sea is mainly

governed by heat exchange with the atmosphere and to a lesser extent by variable water

exchange with the adjacent North Atlantic. However, since the water temperature of the

eastern North Atlantic is determined by the temperature and strength of the North Atlantic

Current rather than by the condition of the atmosphere, the two components of heat ex-

change in the North Sea are fairly independent of each other. Hence, it can be expected

the temperature variability induced by the dominant atmospheric heat exchange to be rep-

resented by the first EOF, whereas the influence of the water transports through the open

boundaries, as being the complementary component, ought to be reflected by subsequent

EOFs.

The first EOF patterns (Fig. 4.46) show a continuously increasing temperature variability

from north to south with maximum deviations from the local mean temperature (Fig. 4.49)

of ±1 °C. However, most of the variability of the atmospheric forcing that influences the

surface heat fluxes in the North Sea (like the variability of wind speed, relative humidity

and air temperature) can be regarded as fairly uniformly distributed over the domain. The
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.46: Rescaled first EOF patterns of depth-averaged sea water temperature.

Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.47: Rescaled second EOF patterns of depth-averaged sea water temperature.

stronger impact of atmospheric variabilities on the temperature variability in the southern

North Sea is thus induced by differential heating in dependence on the bathymetry. The

correlation between the first PC of sea water temperature and the time series of the spa-

tially averaged 2m air temperature ranges from +0.76 to +0.93 (P=99%) for the different

seasons. From comparing these time series in Fig. 4.50, examples of positive and negative

temperature anomalies are selected to demonstrate anomaly patterns of the first EOF for
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.48: Rescaled third EOF patterns of depth-averaged sea water temperature.

Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.49: Seasonal mean depth-averaged sea water temperature for 1951-2000.

spring. However, the given examples always show the resulting temperature fields as the

sum of all dynamics isolated by the distinct EOF patterns. The examples thus need to be

chosen with care in order to indeed unveil the intended anomalies represented by a cer-

tain EOF. Fig. 4.51 shows spring 1959 representative for a positive, and spring 1951 for a

negative anomaly of the first PC with respect to the control period 1951-2000.
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Temperature Anomalies - Autumn (SON)

Temperature Anomalies - Spring (MAM)

Temperature Anomalies - Spring (MAM)

Temperature Anomalies - Spring (MAM)

Figure 4.50: Black lines: PCs of depth-averaged sea water temperature. The descriptions of red
and green lines are given in the figure’s keys. The inscribed correlations refer to the respective PC.

Complementary to the first EOF patterns, the second EOF patterns of winter and spring

(Fig. 4.47) more clearly highlight regions that undergo significant temperature variability

caused by North Atlantic inflow. In winter the water column in the North Sea is vertically

well mixed and cold, enabling the relatively warm inflowing North Atlantic waters to cause

unambiguous anomalies. In summer, however, the water column is strongly stratified with

warm waters in the upper 30-40 m but still cold waters underneath. Thus, for depth-

averaged temperatures, the temperature ratio between inflowing North Atlantic waters and

North Sea waters is less distinct in summer. Moreover, the variability of the inflowing

volume transport is largest in winter and lowest in summer. With this, in the warm wa-
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Spring (MAM) 1959 (Ctrl. Run) Spring (MAM) 1951 (Ctrl. Run)

Figure 4.51: Examples of pronounced anomalies of the first PC of depth-averaged water temper-
ature for spring (Fig. 4.50), where spring 1959 represents a positive, and spring 1951 a negative
anomaly. Lower figures show deviations from the mean of the control period 1951-2000 (Fig. 4.50).

ter seasons summer and autumn the stratified water column gives rise to an additional

variability mechanism represented by the second EOF patterns, where the third EOF pat-

terns (Fig. 4.48) account for the same mechanisms that are represented by the second EOF

patterns of the cold water seasons winter and spring.

In the second EOF patterns of winter and spring the Norwegian Trench and in partic-

ular the inflow through the English Channel stand out as the most significant regions

with anomalies up to ±0.3 and ±0.5 °C, respectively. The opposed signs indeed indicate

a negative correlation of temperature anomalies which account for about 9% of the to-

tal variance. In these patterns a warmer (cooler) (r=+0.50 to +0.62, P=99%) and stronger

(weaker) (r=+0.32 to +0.60, P=98-99%) inflow through the southern boundary comes along

with a cooler (warmer) (r=-0.32 to -0.38, P=98-99%) and weaker (stronger) (r=-0.22 to -0.50,

P=88-99%) inflow through the northern boundaries of the domain. A strong (weak) south-

ern inflow amplifies (attenuates) the transport along the Continental coast, which finally

carries more (less) cold waters into the Jutland Current and the Norwegian Coastal Current

via a positive correlation of r=+0.69 to +0.86 (P=99%) between the volume transports of the

southern inflow and the Jutland Current. Hence, a positive (negative) transport anomaly

of the English Channel flow causes a warm (cold) temperature anomaly in the southern

North Sea but a cold (warm) temperature anomaly in the Norwegian Trench. Furthermore,

the negatively correlated transport and temperature anomalies at the northern boundaries

intensify the anomalies in the Norwegian Trench.

Examples of positive and negative temperature anomalies are selected from compar-

ing the second PC with both temperature and volume transport anomalies of the English
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Spring (MAM) 1978 (Ctrl. Run) Spring (MAM) 1977 (Ctrl. Run)

Figure 4.52: Examples of pronounced anomalies of the second PC of depth-averaged water tem-
perature for spring (Fig. 4.50), where spring 1978 represents a positive, and spring 1977 a negative
anomaly. Lower figures show deviations from the mean of the control period 1951-2000 (Fig. 4.50).

Channel flow, plotted in Fig. 4.50. Fig. 4.52 shows spring 1978 representative for a posi-

tive, and spring 1977 for a negative anomaly of the second PC with respect to the control

period 1951-2000. The chosen examples also single out the difference between a trans-

port anomaly and a temperature anomaly of the southern boundary inflow. The transport

anomaly of spring 1978 causes the temperature anomaly of the Southern Bight to reach

its maximum not until the inflow enters the general circulation, whereas the temperature

anomaly of spring 1977 also influences the English Channel to the same extent.

Unlike for winter and spring, in the second EOF patterns for summer and autumn the

zero contours conspicuously follow the contours of the spatial coverage of the well pro-

nounced and decaying thermocline, respectively. Indicated by a weak but negative correla-

tion in summer and autumn between air temperature and wind speed and accordingly, the

depth of the thermocline, a cool (warm) air temperature anomaly is occasionally accompa-

nied by a high (low) wind speed anomaly. However, comprehensive analysis of shear and

buoyancy production in the water column with respect to thermal stratification in the North

Sea by Pohlmann (1996b) revealed that under such weather conditions, the wind-induced

shear production has a distinctly stronger impact on negative buoyancy production than

the change of thermal forcing through the sea surface. Thereby, increased shear produc-

tion and related higher negative buoyancy production entail a deepening of the thermocline

due to transformation of turbulent kinetic energy into potential energy. Thus, under ap-

propriate atmospheric conditions, the resulting drop (rise) of the thermocline due to higher

(lower) wind speeds causes a larger (smaller) part of the water column to acquire warm

surface temperature and in turn, a smaller (larger) part of the water column to keep cold

bottom temperature, indeed summing up to a positive (negative) depth-averaged tempera-
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ture anomaly in the thermocline region. Nonetheless, the involved air temperature anomaly

needs to be moderate and the accompanying wind speed anomaly comparatively high in or-

der for the depth-averaged temperature in the thermocline region in fact to change in the

described way. The low proportion of mere 7% of the total variance in summer does justice

to the special atmospheric conditions necessary for this effect. On the other hand, the

stronger winds in autumn also coincide with a higher variability of wind speeds. Devia-

tions of the thermocline depth from its mean are thus more pronounced in autumn than in

summer and also more likely to occur. Consequently, the temperature anomalies depicted

in the second EOF pattern as well as the corresponding explained variance are higher in

autumn than in summer. Contrary to the positive (negative) depth-averaged temperature

anomaly in the thermocline region, in the tidally mixed southern North Sea, however, the

corresponding negative (positive) air temperature anomaly gives rise to a negative (positive)

sea water temperature anomaly too, as indicated by the reversed signs in the EOF patterns.

In consistency with the given physical explanation, the correlations between the sec-

ond PC for summer and autumn and respective time series of air temperature anomalies

are significant and positive, amounting to +0.40 and +0.42 (P=99%), respectively, whereas

no correlations hold for winter and spring anymore. Similarly, the correlations between

the second PC for summer and autumn and respective time series of mean wind speed

anomalies are significant and negative, amounting to -0.49 and -0.51 (P = 99%), respec-

tively. The inversed signs of these two correlations are indeed necessary to induce the

described temperature anomalies in the thermocline region. However, since both the warm

waters of the upper layers and the cold waters of the deeper layers need to be taken into

account, EOF patterns of SST (not shown here) rather than depth-averaged temperature,

do not reflect these dynamics. Moreover, in representing a large scale phenomenon, the

temperature anomalies tend to occur in the entire thermocline region. Local wind-induced

current anomalies that may advectively change the vertical structure of the water column

can therefore be ruled out as a driving mechanism.

Again, examples of positive and negative temperature anomalies are selected from com-

paring the second PC with anomalies of spatially averaged air temperature and wind speed,

plotted in Fig. 4.50. Fig. 4.53 shows autumn 1955 for a positive, and autumn 1959 for a

negative anomaly of the second PC with respect to the control period 1951-2000.

While the second EOF pattern for spring particularly emphasizes southern boundary

anomalies, the respective third EOF pattern, shown in Fig. 4.48, well represents pro-

nounced northern boundary anomalies. In this pattern an enhanced (attenuated) circu-

lation comes along with a warmer (cooler) and stronger (weaker) northern inflow (mainly

via the Fair Isle Current) but a cooler (warmer) southern inflow. In the third EOF pattern

for summer a cooler (warmer) and weaker (stronger) northern inflow comes along with a

stronger (weaker) southern inflow, giving rise to local temperature anomalies up to ±0.3

°C. Once the positive surface heat flux from the atmosphere into the North Sea in spring

has stopped the convection process in winter, the reaction of bottom water temperature on

external heating in particular in the northern North Sea is restricted by low entrainment
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Autmn (SON) 1955 (Ctrl. Run) Autumn (SON) 1959 (Ctrl. Run)

Figure 4.53: Examples of pronounced anomalies of the second PC of depth-averaged water tem-
perature for autumn (Fig. 4.50), where autumn 1955 represents a positive, and autumn 1959 a
negative anomaly. Lower figures show deviations from the mean of the control period 1951-2000
(Fig. 4.50).

rates through the thermocline. As represented by the second EOF for spring and the third

EOF for summer, northern transport anomalies then show a strong impact on the depth-

averaged water temperature, similarly reflected by respective correlations between the PCs

and northern inflow. In autumn the third EOF pattern represents a warmer (cooler) but

weaker (stronger) southern boundary inflow that comes along with a weaker (stronger) cir-

culation, which transports less (more) warm southern North Sea waters into the Jutland

Current. In winter, however, no distinct correlations between the third PC and various

other quantities are found in order to draw a consistent and reasonable explanation for the

EOF pattern. Anyway, the explained variance of the third EOF patterns merely amounts to

4-9%. The temperature anomalies in the Kattegat region are mainly caused by respective

air temperature anomalies. Baltic inflow anomalies are ruled out as a source of temper-

ature anomalies, since in the model, the temperature of Baltic discharge is always set to

local water temperatures of the eastern boundary region.

The third PC for spring in comparison with anomalies of temperature and volume trans-

port of the Fair Isle Current is shown in Fig. 4.50. However, the temperature fields even

of spring 1965 and 1963 (Fig. 4.54), which exemplify pronounced positive and negative

anomalies of the third PC, respectively, do not solely reflect the structures of the third EOF

pattern. Rather, they are disturbed by interfering anomalies of the first and second EOFs,

well demonstrating the power of EOF analysis to unveil and quantify hidden dynamics in

the data. One could indeed calculate the anomalies given by the first and second EOFs

for the two years and subtract them from the temperature field in order to uncover the

hidden structures represented by the third and subsequent EOFs. From the associated
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Spring (MAM) 1965 (Ctrl. Run) Spring (MAM) 1963 (Ctrl. Run)

Figure 4.54: Examples of pronounced anomalies of the third PC of depth-averaged water temper-
ature for spring (Fig. 4.50), where spring 1965 represents a positive, and spring 1963 a negative
anomaly. Lower figures show deviations from the mean of the control period 1951-2000 (Fig. 4.50).

explained variances, however, a low relevance of the third EOFs to temperature anomalies

in the North Sea can be deduced, anyway.

By comparing the explained variances of the first and subsequent EOF patterns, the

analysis indicates the atmospheric influence on the North Sea water temperature to ac-

count for at least 76-82% and consequently, the influence of Atlantic inflow through the

open boundaries to may account for the remaining 18-24%. However, inferred from sig-

nificant correlations for all seasons, influences of the individual open boundaries are not

clearly reflected by individual EOF patterns but rather are distributed over the whole lot of

EOF patterns with higher order numbers, which can also represent atmospheric anoma-

lies not accounted for by the EOF patterns considered thus far. The strong influence of

atmospheric forcing on the temperature distribution and heat content in the North Sea

estimated via EOF analysis additionally affirms the strong influence already calculated via

the heat budget in section 4.1.3.

4.2.3 Salinity

Considering the same EOF patterns for the depth-averaged salinity, one clearly see at

least two mutually independent mechanisms that govern the variable salinity in the North

Sea. Firstly, the influence of Baltic discharge, which, according to the first EOF patterns,

account for 46-66% of the total salinity variance in the North Sea. Secondly, the influence

of Atlantic inflow through the open northern and southern boundaries, which, according

to the second and third EOF patterns, account for at least 18-31% of the total variance.

Contrary to the EOF patterns for temperature, the salinity patterns of a given order num-
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.55: Seasonal mean surface salinity for 1951-2000.

ber are very similar throughout the year. However, as mentioned above, the circulation in

the North Sea is weakest in spring (see Fig. 4.38), but the wind speeds are still moderate,

easily giving rise to pronounced hydrodynamic and hydrographic anomalies. The spatial

EOF patterns for spring are therefore often the clearest and most structured ones and con-

sequently, salinity anomalies of single years are also most pronounced for spring. Salinity

anomalies for selected years exemplified below therefore again focus on spring. Moreover,

even though the anomalies represented by the EOF patterns are obtained from analyzing

depth-averaged salinities, the magnitudes of the anomalies are highest at the sea surface.

The mean salinity distributions in Fig. 4.55 as well as the given examples for pronounced

anomalies show surface values only.

Unlike the range of sea water temperature, the salinity in the North Sea locally varies

from nearly 0 psu in the vicinity of river mouths up to 35 psu in the open northern North

Sea. Considering the EOF patterns again in a quantitative way by depicting the variability

as the standard deviation of anomalies, the most highlighted region is almost always the

Continental coast, since even a small salinity deviation that affects the river plumes of the

Rhine and Elbe causes large absolute salinity anomalies in this region. To avoid misguided

interpretations, the EOF patterns for salinity are additionally transformed into correlation

maps (Fig. 4.59 to 4.61), reflecting correlation coefficients between the full salinity anoma-

lies at each grid cell and the individual PCs. High correlations thus single out regions at

which the time series of the full salinity anomalies show a high level of synchrony with

the PC that they are correlated with. As such, the correlations represent the qualitative

significance of the considered variability and hence, provide further information about the

spatio-temporal structure of the salinity distribution in the North Sea.
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.56: Rescaled first EOF patterns of depth-averaged salinity.

Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.57: Rescaled second EOF patterns of depth-averaged salinity.

Contrary to the components of the surface heat fluxes, the surface fresh water fluxes

(i.e. precipitation and evaporation, since condensation can be ruled out on seasonal aver-

ages) are quantitatively similar in the North Sea and therefore tend to almost cancel each

other (Damm, 1997). In the present model the slightly predominant precipitation provides

a positive net mean surface fresh water flux for the control period 1951-1980 of just +0.54

mm/d into the ocean (see chapter 3). The strength of the circulation which governs the ad-
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.58: Rescaled third EOF patterns of depth-averaged salinity.

vective transports thus exerts a much greater influence on the salinity variability than on

the temperature variability. For relating the circulation variability to the salinity variability,

the first and second PCs of the circulation, discussed in section 4.2.1, are also incorporated

in the salinity analysis.

Considering the first salinity EOF patterns shown in Fig. 4.56, which account for 46-

66% of the total salinity variance, the high variability in the Kattegat highlights the region

where the low-salinity waters discharging from the Baltic Sea are mixed with saline North

Sea waters. The salinity in this region is determined by the variable inflow of Baltic waters

(r=-0.60 to -0.94, P=99%) and by the strength of the circulation (r=-0.32 to -0.41, P=98-

99%). Under a weak general circulation in the North Sea, the recirculation in the Skagerrak

can be disturbed and even reversed into an anti-cyclonic sense. However, the less distinct

the cyclonic recirculation in the Skagerrak, the more saline North Sea waters intrude into

the Kattegat, causing a positive salinity anomaly there of up to +2.5 psu. As described in

section 2.2.3, the salinity of Baltic discharge is interpolated from monthly climatological

means, whereas the amount of discharge is extracted from the global MPIOM simulations

as a function of time. Hence, the contribution of Baltic discharge to the salinity variability

in the Kattegat merely emerges from the variable amount of discharge rather than from any

salinity anomaly. Since the correlation coefficients of the transformed first EOF patterns

shown in Fig. 4.59 are close to one in the Kattegat region, the corresponding anomalies are

identified to represent almost the entire salinity variability in the Kattegat. Moreover, the

first EOF patterns exclusively highlight variable regions that are correlated to some extent

with the variable discharge of Baltic waters.
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.59: Transformed first EOF patterns of depth-averaged salinity, reflecting correlation coef-
ficients between the full salinity anomalies and the PC.

Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.60: Transformed second EOF patterns of depth-averaged salinity, analogous to Fig. 4.59.

Well reflected by the first EOF patterns, the low-salinity waters in the Kattegat determine

the salinity of the Norwegian coastal waters. The location of the salinity front that sepa-

rates the fresh Norwegian Coastal Current from the saline central and northern North Sea

is also clearly recognized, though best visible in spring and winter. As mentioned above, a

negative salinity anomaly in these patterns is accompanied by an enhanced circulation but

also by an enhanced saline inflow through the northern boundary along the western side
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.61: Transformed third EOF patterns of depth-averaged salinity, analogous to Fig. 4.59.

of the Norwegian Trench (r=-0.33 to -0.40, P=99%). From the corresponding time series

shown in Fig. 4.62, spring 1959, depicted in Fig. 4.63, was chosen as an example for a

negative anomaly of the first salinity PC, where Fig. 4.55 shows the mean surface salinity

distribution of the control period 1951-2000. The comparison of isolines reveals an inten-

sification of the salinity front in the Norwegian Trench (the isolines are closer) and hints at

the positive salinity anomaly at the south-western side of the front, which penetrates into

the Jutland Current. At the same time, more fresh water is entering the Norwegian Coastal

Current, which occasionally spreads westward before leaving the domain northbound. On

the one hand, an enhanced circulation increases the horizontal exchange of salinity across

the front in the Norwegian Trench because of larger horizontal current velocity gradients,

which cause larger shear and with this, more turbulence. While this effect indeed weakens

the front, the permanent supply of fresh and salty water on the respective sides of the front,

on the other hand, stabilizes the horizontal salinity gradient and thus, finally intensifies

the salinity front in the Norwegian Trench under enhanced circulation conditions. The

standard deviation of the salinity anomalies accounted for in the first EOF patterns indi-

cate a mean variability in the Kattegat up to ±1 psu, entailing a depth-averaged variability

in the Norwegian Trench of ±0.05 psu but a surface variability of ±0.2 psu.

In turn, a positive salinity anomaly in the Kattegat intimately affects the salinity in the

Skagerrak and the entire Norwegian Coastal Current, where the accompanying negative

circulation anomaly indeed attenuates and widens the salinity front over a large area. An

example for a positive salinity anomaly (spring 1970) is given in Fig. 4.63, where a strong

easterly wind anomaly in combination with a weak northern boundary inflow causes a

westward penetration of fresh Baltic waters into the North Sea domain (the corresponding

circulation pattern is shown in Fig. 4.43). As mentioned in section 4.2.1, in the other
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Salinity Anomalies - Spring (MAM)

Salinity Anomalies - Spring (MAM)

Salinity Anomalies - Spring (MAM)

Figure 4.62: Black lines: PCs of depth-averaged salinity. The descriptions of red lines are given in
the figure’s keys. The inscribed correlations refer to the respective PC.

seasons, however, the general circulation is usually strong enough to resist easterly wind

anomalies, where the northern inflow along the Norwegian Trench is just weakened rather

than reversed. Moreover, riverine and Baltic fresh water supply peak out in spring time, too,

because of snow melting on land. Consequently, positive salinity anomalies in the other

seasons do not penetrate as far into the domain as in spring. Fig. 4.64 gives examples of

positive and negative salinity anomalies for winter 1979/80 and 1958/59, respectively (the

corresponding PC is not shown).

Besides, the region off the Continental and Danish coasts is also highlighted in the first

EOF patterns, though negatively correlated to the salinity anomalies in the Kattegat and

Norwegian Trench and most pronounced in spring and winter. Since river runoff in the

simulation is interpolated from monthly climatological means, varying river runoff is pre-

cluded as a source for salinity anomalies. As indicated by Fig. 4.41, a weaker than mean

circulation in the North Sea is caused either by weaker than mean westerly wind con-

ditions or by easterly wind conditions. Similar correlations hold between varying wind

conditions and the variability of the total boundary inflow, which is influencing the vari-

ability of the circulation, too. The salinity anomalies off the Continental and Danish coasts
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Spring (MAM) 1970 (Ctrl. Run) Spring (MAM) 1959 (Ctrl. Run)

Figure 4.63: Examples of pronounced anomalies of the first PC of depth-averaged salinity for spring
(Fig. 4.62), where spring 1970 represents a positive, and spring 1959 a negative anomaly. Lower
figures show deviations from the mean of the control period 1951-2000 (Fig. 4.55). Extrema in the
Kattegat region amount to ±2.5 psu.

Winter (DJF) 1979/80 (Ctrl. Run) Winter (DJF) 1958/59 (Ctrl. Run)

Figure 4.64: Examples of pronounced anomalies of the first PC of depth-averaged salinity for
winter, where winter 1979/80 represents a positive, and spring 1958/59 a negative anomaly. Lower
figures show deviations from the mean of the control period 1951-2000 (Fig. 4.55). Extrema in the
Kattegat region amount to ±1.5 psu.

can thus be explained by negative and positive correlations between the first PC, and circu-

lation enhancing westerly and circulation blocking easterly wind conditions, respectively.

Negative circulation anomalies favor an accumulation of fresh riverine discharge in this
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region, where positive circulation anomalies give rise to a stronger advective transport of

saline North Sea waters towards the Continental coast. The Weser-Elbe river plume in

the German Bight, however, is less affected by these dynamics, since for wind anomalies

and corresponding circulation anomalies, the north-westward directed river runoff merely

propagates either more northward or westward.

For easterly wind conditions in summer being comparatively sparse, the salinity anomaly

off the Continental coast is hardly pronounced in the first EOF patterns for summer.

Rather, the slightly positive correlation between the first salinity PC and the salinity anoma-

lies of the southern boundary inflow give rise to the positively correlated Southern Bight,

even though the strength of the southern inflow is slightly negatively correlated. The cor-

relations close to the southern boundary for the other seasons, shown in Fig. 4.56 and

4.59, similarly reflect respective salinity anomalies of the inflowing English Channel water

but also coincide with the signs of its transport anomalies. As discussed in section 4.1.2,

the transport magnitudes of northern and southern boundary inflows are indeed affected

differently by changing wind conditions. A direct correlation between northern and south-

ern inflows rather reveals the southern boundary inflow to be fairly uncorrelated with the

northern ones throughout the year. Despite varying wind conditions, the strength of the

northern inflows are also governed by anomalies of the North Atlantic Current, whereas the

strength of the southern inflow is governed by other drivers like the NAO or, more local, the

wind fields and baroclinic density gradients. Analysis of the strength of the Gulf Stream and

the North Atlantic Current in relation to NAO anomalies by Pingree (2005) showed the NAO

to influence the North Atlantic Current only with a time lag of about six months. The inde-

pendence of the two drivers at lag zero can thus account for the different inflow dynamics

at the northern and southern boundaries of the North Sea. On the one hand, inferred from

stream functions of depth-integrated volume transports in chapter 3, the NAO indeed in-

fluences the general circulation in the North Sea via influencing the wind forcing. However,

in accordance to the independence of the North Atlantic Current, a significant correlation

between the winter NAO index and the volume transports through the open boundaries

was found in the present model results only for the southern boundary. Hence, although

the first salinity EOF patterns are closely linked to anomalies of the northern boundary

inflows, the independent correlations of the transport magnitude of the English Channel

flow as well as of its salinity entail structurally different salinity anomalies in the southern

North Sea, to be discussed in more detail below. The salinity anomalies of the southern in-

flow indicated by the first EOFs are eventually linked to large-scale atmospheric dynamics

of northern Europe, causing respective anomalies of precipitation and/or snow melting in

the catchment areas of the Baltic Sea and the English Channel. Nonetheless, most of the

salinity variability of the southern boundary inflow is reflected by the second EOF patterns.

In addition to the dynamics of the Baltic discharge, the general circulation, the wind

fields, and the boundary throughflows, which primarily influence the salinity distribution

in the North Sea, the variability of the total sea surface fresh water flux as a secondary

influence was also examined with EOF analysis. As shown in section 4.1.5, in the present

model the mean net fresh water transfer from the atmosphere into the North Sea amounts
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.65: Rescaled first EOF patterns of total surface fresh water flux.

to about one third of the Baltic fresh water discharge. In the analysis the sign of the total

fresh water flux was set for a positive anomaly to represent more-than-mean fresh water

transfer into the ocean, that is, more precipitation and/or less evaporation.

The structures of both the first and second EOF patterns of surface fresh water flux

(Fig. 4.65 and 4.66) show pronounced anomalies in particular along the Norwegian coast

but also in the Kattegat. Together, the two patterns account for 66-74% of the total vari-

ance. The fresh water flux anomalies further amplify the salinity anomalies represented by

the first salinity EOFs, since the PCs of fresh water flux show significant negative correla-

tions with the first PCs of salinity up to -0.46 (P=99%). The second EOFs are even more

amplifying than the first ones, since the difference between anomalies in the Norwegian

Trench and in the open North Sea are larger in the second EOFs. A negative (i.e. a fresh)

salinity anomaly in the Kattegat and Norwegian Trench can thus be accompanied by a

positive (i.e. a fresh) surface fresh water flux anomaly of up to +1 mm/d in these regions.

In the second and third salinity EOFs, shown in Fig. 4.57 and 4.58, the strong influ-

ence of the English Channel water on the salinity of the southern North Sea is reflected.

The second PCs are positively correlated in particular to the variability of the salinity of

the southern boundary inflow (r=+0.71 to +0.78, P=99%), and just slightly correlated to

the variability of its volume transport (Fig. 4.62). The third PC, on the contrary, is posi-

tively correlated in particular to the variability of the inflowing southern volume transport

(r=+0.34 to +0.49, P=98-99%) but only slightly correlated to the variability of its salinity

(as indicated by the low correlation coefficients close to the southern boundary shown in

Fig. 4.61).
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Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.66: Rescaled second EOF patterns of total surface fresh water flux.

Remarkably, the second EOF patterns highlight salinity anomalies in the southern North

Sea more homogeneously, whereas the third EOF patterns distinctly emphasize the two

big Continental river plumes of the Elbe and Rhine. In particular, the qualitative difference

between the second and third EOF patterns is represented more clearly by the associated

correlation maps shown in Fig. 4.60 and 4.61, where the high correlation coefficients in

the second EOFs single out the salinity anomalies of the southern boundary inflow as the

dominating influence on the salinity in the southern North Sea. Positive salinity anomalies

particularly increase the salinity of the frontal area to the north of the fresh Continen-

tal coastal waters where the correlation coefficients are the highest. The strengthening of

the cross-frontal density gradient induces an increase of the along-frontal baroclinic flow

(van Aken et al., 1987), amplifying the north-eastward propagation of the positive salinity

anomaly. Negative salinity anomalies, on the contrary, decrease the along-frontal baro-

clinic flow because of the opposed effect of the same mechanism, bringing about a lower

amount of still saline English Channel water to be advected north-eastwards and with

this, giving rise to negative salinity anomalies in the southern North Sea. In summer the

horizontal temperature gradient between offshore and coastal waters further amplifies the

along-frontal baroclinic flow and thus, its influence on associated salinity anomalies. In

winter, however, the reversed horizontal temperature gradient in the frontal area indeed

weakens the baroclinic flow. Nevertheless, under a constant amount of river runoff, a pro-

nounced salinity anomaly of the English Channel water causes a similar anomaly in the

entire southern North Sea, whereas a pronounced anomaly of volume transport through

the English Channel primarily causes a salinity anomaly in the Continental river plumes.

A weak southern inflow opens the possibility for fresh river runoff to accumulate and to

penetrate farther offshore. Consequently, less fresh water enters the Jutland Current,

causing a positive salinity anomaly there. By contrast, a mere salinity anomaly of the En-
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Spring (MAM) 1960 (Ctrl. Run) Spring (MAM) 1951 (Ctrl. Run)

Figure 4.67: Examples of pronounced anomalies of the second PC of depth-averaged salinity for
spring (Fig. 4.62), where spring 1960 represents a positive, and spring 1951 a negative anomaly.
Lower figures show deviations from the mean of the control period 1951-2000 (Fig. 4.55).

glish Channel water affects the amount of salt transported into the southern North Sea,

thus causing a salinity anomaly of the same sign in the Jutland Current, too.

An other dissimilarity between the second and third salinity EOFs holds for anomalies in

the central and northern North Sea. Since the second salinity PCs do not show significant

correlations with PCs of the general circulation, the anomalies in the central and northern

North Sea represented by the second salinity EOFs arise from salinity anomalies of the

northern inflows (r=+0.36 to +0.63, P=99%) rather than from anomalies of their volume

transports. However, in the third EOF patterns the anomalies in the same regions and

particularly in the Norwegian Trench arise from both salinity anomalies (r=-0.32 to -0.58,

P=97-99%) in combination with transport anomalies (r=-0.19 to -0.70, P=81-99%) of the

northern inflows. Consequently, the salinity anomalies represented by the third EOFs are

also positively correlated with the second EOFs of the circulation (Fig. 4.40) and hence,

largely induced by southerly and northerly wind anomalies as discussed in section 4.1.2.

The second salinity EOF patterns account for 8-15% of the total variance, the third EOF

patterns for 6-10%.

Chosen from the PC depicted in Fig. 4.62, examples of positive and negative salinity

anomalies according to the second EOF pattern of spring are shown in Fig. 4.67. As in-

dicated by the first salinity PC also shown in Fig. 4.62, spring 1960 is coincidentally ac-

companied by a fresh salinity anomaly in the Kattegat, whereas spring 1951, indicated by

Fig. 4.42, is accompanied by a negative anomaly of the second circulation EOF (Fig. 4.40),

enabling saline waters to enter the northern Skagerrak from the west. Examples of pro-

nounced anomalies according to the third salinity EOF of spring are shown in Fig. 4.68,
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Spring (MAM) 1978 (Ctrl. Run) Spring (MAM) 1984 (Ctrl. Run)

Figure 4.68: Examples of pronounced anomalies of the third PC of depth-averaged salinity for
spring (Fig. 4.62), where spring 1978 represents a positive, and spring 1984 a negative anomaly.
Lower figures show deviations from the mean of the control period 1951-2000 (Fig. 4.55).

where the salinity anomalies along the Norwegian Trench are again induced by respective

anomalies of the second circulation EOF, though in this case, inferred from significant

correlations.

4.2.4 Sea Surface Elevation

The first EOF patterns of sea surface elevation, shown in Fig. 4.70, clearly reflect the do-

main wide variability of the mean surface elevation (Fig. 4.69) induced by uniform anoma-

lies of the SSH prescribed at the open boundaries. The correlation between the first PCs

and the time series of spatially averaged SSH, as shown in Fig. 4.71 for spring, amounts

to +0.99 (P=99%) for all seasons. Though at the open boundaries, the deviations from the

mean elevation are indeed rather uniform, there is a continuously increasing variability

from the northern North Sea towards the Continental coast. Moreover, a pronounced dis-

continuity occurs along the Norwegian Trench, in particular in spring and winter. As the

response of the ocean to large scale anomalies of atmospheric pressure fields and wind

conditions over the North Atlantic, these structures account for large scale wind-induced

surges in the south-eastern North Sea and respective anomalies of the general circulation,

well reflected by positive correlations with the first PC of the circulation (r=+0.26 to +0.71,

P=93-99%) and hence, with anomalies of the northern inflows (r=+0.47 to +0.73, P=99%).

However, the correlations for summer are much lower than those just given in brackets,

as indicated by the associated EOF pattern, since in summer, wind condition anomalies

are generally too low to cause pronounced local discontinuities in SSH variability. For the

remaining seasons strongly varying wind conditions give rise to considerable wind induced

surges in the south-eastern North Sea and particularly in the German Bight, entailing in-



148 CHAPTER 4. MODEL RESULTS AND DISCUSSION

Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.69: Seasonal mean sea surface elevation for 1951-2000.

Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.70: Rescaled first EOF patterns of sea surface elevation.

terannual SSH variabilities up to ±7 cm. Besides, the wind driven barotropic circulation

in the North Sea is largely balanced by geostrophy (Furnes, 1980; Pingree and Griffith,

1980; Mork, 1981), where a stronger circulation causes stronger sea surface gradients.

Consequently, since the variability of the general circulation is the largest in the Norwe-

gian Trench (Fig. 4.39), the variability of SSH represented by the first EOF in this region is

reduced.
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Sea Surface Height Anomalies - Spring (MAM)

Sea Surface Height Anomalies - Spring (MAM)

Figure 4.71: Black lines: PCs of sea surface elevation. The descriptions of red lines are given in
the figure’s keys. The inscribed correlations refer to the respective PC.

Spring (MAM) 1951-2000 (Ctrl. Run)

Autumn (SON) 1951-2000 (Ctrl. Run)

Summer (JJA) 1951-2000 (Ctrl. Run)

Winter (DJF) 1951-2000 (Ctrl. Run)

Figure 4.72: Rescaled second EOF patterns of sea surface elevation.

The very same local effects are reflected by the second EOF patterns, too (Fig. 4.72).

However, whereas similar or even higher correlations hold for the first PCs of the general

circulation (r=+0.61 to +0.91, P=99%) as well as for northern inflow anomalies (r=+0.55

to +0.76, P=99%), no correlations hold for anomalies of the spatially averaged sea sur-

face elevation, indeed making the first and second EOF patterns mutually independent.

Since the variability of the SSH prescribed at the open boundaries is extracted from the
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Spring (MAM) - Corr.

Autumn (SON) - Corr.

Summer (JJA) - Corr.

Winter (DJF) - Corr.

Figure 4.73: Correlations between the wind density functions and the second PCs of sea surface
height, analyzed for the period 1951-2000. Red solid lines represent positive correlations, blue
dashed lines represent negative correlations. Solid black circles represent the 95% confidence level.

global MPIOM simulation, the second EOF patterns exclusively account for the North Sea

response to regional wind anomalies calculated by the regional atmosphere model REMO.

Fig. 4.73 depicts correlations of the wind density functions and the second PCs of SSH,

which again reflect the sensitivity of circulation anomalies and related SSH anomalies to

north-westerly and south-easterly wind anomalies. Hence, without a superimposed dom-

inating mean SSH anomaly, the signs of the anomalies in the Norwegian Trench and the

southern North Sea are reversed in the second EOF patterns, merely accounting for 3-9%

of the total variance. The high explained variance of the first EOF patterns of 81-89%, how-

ever, identifies SSH anomalies induced by large scale atmospheric anomalies to represent

the most characteristic interannual SSH variability in the North Sea.

Since inflows through the northern and southern boundaries carry salty Atlantic waters

into the North Sea, the circulation dynamics related to the variability of SSH are inevitably

linked to local salinity variations. Large-scale storm surges in the south-eastern North

Sea, for instance, weaken the southern boundary inflow, enabling Continental river runoff

to generate a fresh salinity anomaly along the Continental coast, as accounted for by the

third salinity EOFs. The halo-steric effect of the fresh water column, however, further

amplifies the positive SSH anomaly and by that, influences the EOF patterns of SSH.

Significant correlations indeed hold between the PCs of SSH and salinity (r=+0.28 to +0.66,

P=95-99%).
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Spring (MAM) 1966 (Ctrl. Run) Spring (MAM) 1964 (Ctrl. Run)

Figure 4.74: Examples of pronounced anomalies of the first PC of SSH for spring (Fig. 4.71),
where spring 1966 represents a positive, and spring 1964 a negative anomaly. Lower figures show
deviations from the mean of the control period 1951-2000 (Fig. 4.69).

Spring (MAM) 1977 (Ctrl. Run) Spring (MAM) 1957 (Ctrl. Run)

Figure 4.75: Examples of pronounced anomalies of the second PC of SSH for spring (Fig. 4.71),
where spring 1977 represents a positive, and spring 1957 a negative anomaly. Lower figures show
deviations from the mean of the control period 1951-2000 (Fig. 4.69).

The effective wind variability as well as the effective inflow variability introduced in sec-

tion 4.1.2 were calculated with respect to circulation anomalies. Analogously, these quan-

tities can be calculated with respect to any other meaningful anomaly. By substituting the

PC of the circulation in equation (4.4) and (4.5) by a PC of the sea surface elevation, one
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easily obtains effective wind and inflow variabilities related to SSH anomalies. Comparing

such effective wind and inflow variabilities, from the second EOF patterns, higher effective

variabilities are obtained for spring, summer, and autumn than from the first EOF pat-

terns. Consequently, the maximum difference between the SSH variability in the German

Bight and in the Norwegian Trench is higher in the second than in the first EOF patterns

for these three seasons. For winter, however, both effective variabilities are higher from

the first EOF pattern. Hence, in accordance with the introduced quantity, the maximum

difference between the SSH variability in the German Bight and in the Norwegian Trench

is higher in the first EOF pattern for winter, too.

Pronounced positive and negative anomalies of the first and second SSH PCs are chosen

from Fig. 4.71 and exemplified in Fig. 4.74 and Fig. 4.75. Since the first EOF patterns

account for large-scale wind induced SSH anomalies that come along with respective cir-

culation and salinity anomalies, spring 1966 and 1964, shown in Fig. 4.74, demonstrate

domain-wide positive and negative anomalies with outstanding peaks in the German Bight

of more than ±10 cm. Note that the anomaly patterns of these two examples are further

intensified coincidentally by equally signed anomalies of the second SSH PC (see Fig. 4.71).

Accounting for SSH anomalies induced by mere regional wind and circulation anomalies,

spring 1977 and 1957, shown in Fig. 4.75, demonstrate second EOF anomalies of indeed

similar structure to Fig. 4.74, while being devoid of a domain-wide piling up or down of the

water level.

4.2.5 Scenario Period 2001-2099

All PCs are now extended until the year 2099 to address changes of the considered vari-

abilities in the scenario period. The analysis reveals the spatial structure of the individual

EOF patterns to remain essentially the same for the extended period as for the control

period. The following analysis therefore comprehends the temporal progression of the PCs

only. However, the extended PCs shown in Fig. 4.76 to 4.80 are standardized over the entire

simulation period 1951-2099. Small quantitative deviations with respect to the previously

given PCs of the control period can thus occur in the time series. In addition to the PCs,

one green and two red curves are depicted in the graphics. The green curve represents

the 30-year running mean of the PC and hence, accounts for climatological fluctuations

of the variable at hand about its over all trend defined by a third order polynomial least

square fit. The red curves represent the standard deviation of the continuous 30-year time

slices, which approximately average to 1 over the 150 years since the PCs are standardized.

Individual values of the green and red curves always refer to the center of the pertaining

30-year time slice. Fig. 4.81 and 4.82 finally show the spectral densities of the PCs, reflect-

ing preferred harmonic periods of the anomalies represented by the various EOFs. For the

sake of completeness the extended PCs and their spectra are exhibited for all EOFs already

referred to in the preceding discussion.

Although in general, the spectral densities do not show pronounced distinct peaks, yet

a tendency can be recognized for the circulation spectra as being blued (i.e. higher spec-
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Figure 4.76: Black: First (left) and second (right) PCs of depth-averaged current velocity. Green:
30-year running mean. Red: St.Dev. of 30-year running time slices.

Figure 4.77: Black: First (left) and second (right) PCs of depth-averaged sea water temperature.
Green: 30-year running mean. Red: St.Dev. of 30-year running time slices.
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Figure 4.78: Black: Third PCs of depth-averaged sea water temperature (left) and first PCs of
depth-averaged salinity (right). Green: 30-year running mean. Red: St.Dev. of 30-year running
time slices.

Figure 4.79: Black: Second (left) and third (right) PCs of depth-averaged salinity. Green: 30-year
running mean. Red: St.Dev. of 30-year running time slices.
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Figure 4.80: Black: First (left) and second (right) PCs of sea surface elevation. Green: 30-year
running mean. Red: St.Dev. of 30-year running time slices.

tral densities at short periods), the water temperature spectra as being whitened (i.e. equal

spectral densities at all periods), and both the salinity and SSH spectra as being reddened

(i.e. higher spectral densities at long periods). Moreover, whereas prevalent 3- to 5-year

periods can be identified for circulation anomalies, the diagrams hint at a leaning to 7- to

9-year periods for temperature anomalies and multi-decadal periods for salinity and SSH

anomalies. However, direct comparison of PCs of an individual parameter among the four

seasons did hardly yield any significant correlations, indicating a low seasonal memory of

the considered quantities, retrospectively, and the lack of seasonal causal implications,

prospectively. The low interseasonal correlations can be attributed to the strong influence

of the atmosphere on the physical conditions in the North Sea. Flows in the atmosphere

are about 100 times faster than flows in the ocean, bringing about the characteristic time

scale of atmospheric phenomena to be in the order of days and weeks rather than months

and seasons (Schlünzen and Krell, 2004). The climatological fluctuations in the extended

PCs represented by the green curves are also reflected by the associated spectra, in par-

ticular by multi-decadal periods. Considering the red curves, the variabilities within the

climatological time slices tend to fluctuate between 80 and 120% of the total variability

with preferred periods of about 40 and 80 years, where the total variability is represented

by the values ±1 of the standardized PCs. As a general conclusion, though, according to

the presented model results, the variabilities found by EOF analysis of the control period

1951-2000 do not undergo significant changes within the scenario period 2001-2099.
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Figure 4.81: Spectral densities for the PCs shown in Fig. 4.76 to 4.80. See also Fig. 4.82.

Figure 4.82: Spectral densities for the PCs shown in Fig. 4.76 to 4.80. See also Fig. 4.81.
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Chapter 5

Summary and Conclusions
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Theory and Methods As pointed out in the introduction (section 1.1), the operational

objective of this study was to elaborate a solid model system to be used as a dynamical

downscaling tool of potential global climate scenario runs. The evaluation of the involved

model chain affirms the presented concept as a successful elaboration of a regionalization

procedure for the North Sea (chapter 3). However, in order to reproduce reasonable hy-

drodynamic conditions in the North Sea for the control period with HAMSOM, optimizing

modifications were applied at the open lateral boundaries and to the forcing data extracted

from the two specific models MPIOM and REMO (section 2.2.3). The prescription of Baltic

discharge into the North Sea at the eastern boundary of the HAMSOM domain and the in-

corporation of more reasonable SSH gradients at the northern boundaries were necessary

to initiate the general long-term circulation as well as to account for appropriate salinity

distributions in the eastern North Sea. The application of a bias correction provided the

forcing data to reflect the same long-term statistics for a reference period as atmospheric

reanalysis data and climatological ocean data. The straightforwardness of the chosen lin-

ear bias correction method especially accounts for maintaining the variability as well as

the long-term trends of the original uncorrected data. To contribute to the controversial

debate about the application of bias correction methods in climate research, some endors-

ing arguments are discussed in section 2.2.3, which finally concede added value to their

application for predominantly pragmatic reasons.

Model Evaluation The evaluation of the presented model chain consists of comparisons

of the free control run with a HAMSOM run driven with ERA40 reanalysis data, obser-

vational data of climatological water temperature and salinity distributions from Janssen

et al. (1999), and literature research of volume transports, residence and flushing times,

NAO correlations, surface heat and fresh water fluxes, and thermocline parameters. In

general, the model results widely agree with the given references. The most pronounced

deviation though is observed in the prevalent wind directions over the North Sea in particu-

lar in spring and winter, where the south-easterly wind component is overestimated in the

meteorological forcing. Estimated from EOF analysis, these deviations introduce additional

variability by about +13% to the general circulation of the North Sea in spring, relative to

the ERA40 driven simulation, but reduce the variability by about -13% in winter (section

4.2.1). Nevertheless, the otherwise convincing model results qualify the developed model

system as an appropriate and promising tool for performing a dynamical downscaling of

the global future scenario run.

Model Results Apart from the operational objective, the scientific objective of this study

was to provide a comprehensive examination and quantification of changes of hydrographic

and hydrodynamic conditions in the North Sea for the 21st century. In the analysis of

the model results of the downscaled scenario run particular attention shall be drawn on

regional issues in order to provide a better understanding of potential climate change im-

pacts. The analysis generally focuses on changes of the atmospheric forcing variables,

the general circulation in the North Sea, heat fluxes and water temperature, thermocline

parameters, fresh water fluxes and salinity, and changes of the sea surface elevation.

Thereby, it comprehends trend analysis of time series of the various variables to address
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change signals, and EOF analysis to address regional anomalies in the spatial distribution

of the variables. The considered time scales are seasonal and annual means. For the def-

inition of a robust and meaningful change signal a representative linear 100-year trend is

constructed for any time series from the median parameters of a set of 30 running 100-year

linear regression lines. Similarly, the upper and lower quartile of the parameters are used

to provide an uncertainty range of the representative trends.

Atmosphere The 100-year trend analysis of the atmospheric forcing parameters suggests

an increase of spatially averaged annual mean air temperature in the 21st century by about

+2.11 °C with a distinctly stronger warming in winter (+2.31 °C) than in summer (+1.83 °C).

The annual mean relative humidity increases by about +1.37 %-points. The increasing air

temperature and relative humidity over the North Sea reflect the global IPCC projections

of a generally warmer and moister climate. But also cloud cover and precipitation rates

are increasing over the North Sea. In particular in summer the cloud cover significantly

increases by about +2.88 %-points, while the strongest increase of precipitation by about

+0.27 mm/d is observed in autumn. However, neither the mean near-surface wind speeds

nor the duration of gale wind conditions undergo significant increase. Rather, the annual

means show a slight decrease with seasonal maxima of just about -0.27 m/s and -1.92 h

in winter, respectively. In autumn, however, the duration of gale wind conditions increases

by about +8.19 h and the local maximum wind speeds increase by about +0.66 m/s. The

combination of slightly lower mean wind speeds in spring, summer, and autumn but higher

maximum wind speeds and more gale wind conditions in autumn induces a mean raising

of the thermocline over the whole thermocline period but an increase of its maximum depth

in the end of the period. The incorporation of wind directions in analyzing wind density

functions and wind circulation patterns reveals the predominant winds in the North Sea

region to remain the westerly winds. The most conspicuous change of the wind density

though suggests a transition of easterly and south-easterly wind conditions in spring to

even more westerly and north-westerly wind conditions. To a smaller degree, an increase

of the relative frequency of westerlies is indicated for summer and autumn, too. The trend

towards a higher frequency of westerly winds in the North Sea can be attributed to the

intensification of the northern polar front, suggested by global climate simulations.

General Circulation For addressing changes in the general circulation represented by

seasonal mean current velocity vectors, trend analyses were applied to depth-averaged

current speeds and to volume transports through various lateral sections in the North

Sea (section 4.1.2). On a seasonal scale, the increasing westerly and north-westerly wind

density in spring gives rise to an enhanced general circulation in this season with a dis-

tinctly stronger northern inflow. As well confirmed by correlation distributions of the wind

density function and the first PC of the general circulation (section 4.2.1), positive westerly

and north-westerly wind anomalies come along with positive circulation anomalies. For the

other seasons, however, the slightly decreasing mean wind speeds entail a slightly weaker

general circulation, in particular in summer and winter. While more westerly winds are also

indicated in summer and autumn, the respective reductions of wind speeds though indeed

show higher confidence levels than the increasing westerly relative frequencies. Moreover,
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when sea surface wind stresses are used in the calculation of wind density, instead of wind

speeds, changes of wind speeds affect the wind density to a larger extent because of the

quadratic proportionality between wind stress and wind speed, ascribing further relevance

to the influence of changing wind speeds on the general circulation. The most significant

seasonal 100-year changes of advective transports are the increasing northern inflow in

spring by about +21% (+0.134 Sv), a decreasing inflow through the Dover Strait in summer

by about -38% (-0.023 Sv), a weakening of the Skagerrak recirculation in autumn by about

-12% (-0.113 Sv), and a reduction of the inflow through the Fair Isle Passage in winter by

about -10% (-0.055 Sv), and an increase of Baltic discharge into the North Sea by about

+18%. These seasonal changes dominate respective changes on the annual scale, too. The

annual net increase of the northern inflow also slightly increases the Norwegian coastal

outflow. As indicated by the stream function of depth-integrated volume transports, a

substantial proportion of the northern inflow reverses into the Norwegian Coastal Current

shortly after entering the northern North Sea. The reduction of the Fair Isle inflow causes

a similar weakening of the Dooley Current but also a weakening of the south-eastward flow

along the western side of the Norwegian Trench and accordingly, the recirculation in the

Skagerrak. Because of the weaker Dooley Current, the northern inflow is guided south-

eastward to a lesser extent, consequently enabling more water of North Atlantic origin to

enter the central and southern North Sea. A westward intensification of northern inflow is

also indicated by a strengthening of the East Shetland Current and increasing southward

oriented current speeds in the central North Sea. The changes of depth-averaged current

speeds in the entire northern North Sea as far as into the Skagerrak are statistical signifi-

cant, indicated by confidence levels higher than 95%. An increase of northerly inflow in the

21st century as well as a reduction of the Skagerrak recirculation is also suggested from a

similar model study by Ådlandsvik (2008).

EOF analysis of the seasonal mean velocity vectors (section 4.2.1) unveils the largest pro-

portion of the total variability of the general circulation in the North Sea to be attached to

the circulation along the Norwegian Trench. The strongest anomalies thereby occur in win-

ter with a standard deviation of about ±8 cm/s of the mean current speeds, accounting for

about 60% of the total variability. Because of comparatively low wind speeds, the general

circulation in summer is subject to the weakest anomalies allowing for the formation of a

rather stable circulation pattern. The second largest proportion of the total circulation vari-

ability, accounting for up to 26%, is associated with circulation anomalies in the southern

North Sea and English Channel. Correlations of the corresponding PCs with the wind den-

sity functions clearly identify northwest-southeast oriented wind anomalies to coincide with

circulation anomalies along the Norwegian Trench, and southwest-northeast oriented wind

anomalies to coincide with circulation anomalies in the southern North Sea and English

Channel. To quantify the connectivity between wind and circulation anomalies, these cor-

relations are multiplied by the standard deviation of the wind density functions. Referred

to as the effective wind variability, it accounts for both the degree of synchrony between

wind and circulation anomalies, and the amplitude of the wind anomalies. Similarly, by

multiplying the correlations of the advective volume transports through the open lateral

boundaries of the model domain and the PCs of the circulation with the standard deviation
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of the former, the effective inflow variability can be calculated. These two quantities single

out the strength of influence of the wind and inflow anomalies, respectively, on the spe-

cific circulation anomalies represented by the EOF patterns. Further analysis of the PCs

for the 21st century does not indicate a significant change of the respective amplitudes of

the circulation anomalies. Moreover, frequency analysis of the PCs showed the circulation

anomalies in the North Sea on a seasonal scale not to occur at a preferred period. However,

the tendency is indicated of the frequency spectra being blued with stronger circulation

anomalies prevalently to occur at short periods of about 3 to 5 years.

Sea Water Temperature and Surface Heat Fluxes According to the model results of

the present study, the annual mean volume-averaged water temperature in the North Sea

increases in the 21st century by about +1.73 °C with uncertainty ranging from +1.67 to

+1.86 °C, estimated from median regression analysis (see section 4.1). The temperature

increase gives rise to an increased total heat content of about +22% at the end of the

21st century. Thereby, the stronger warming of air temperature in winter than in summer

is similarly reflected by the change of water temperature. While the SST increases in

summer by about +1.54 °C, it increases in winter by about +1.95 °C, averaging to an annual

mean SST increase of about +1.78 °C with uncertainty ranging from +1.73 to +1.91 °C. A

similar model study of the impact of the A1B scenario on the Northwest European Shelf

was investigated by Gröger et al. (2012). Results of their study, performed with a higher

resolution version of MPIOM, though suggest the annually averaged SST in the North Sea to

increase by nearly +2 °C in the 21st century. Yet two other dynamical downscaling studies

for the North Sea were realized by Ådlandsvik (2008) and Holt et al. (2010). In the former

study the A1B scenario simulated with the Bergen Climate Model (BCM) was downscaled

for the period 2072-2097 using the Regional Ocean Model System (ROMS), and compared

with the period 1972-1997 of the control run in a slice experiment. According to that

study, the annual mean volume-averaged water temperature in the North Sea increases

by about +1.4 °C, while the SST increases by about +1.7 °C. Statistical significance is

ascribed to the proposed changes, since the standard deviation intervals of the two time

slices do not overlap. The distinctly stronger warming of mean SST than of mean volume-

averaged temperature results from the maximum warming to occur in spring and summer

rather than in the present study to occur in winter. In Holt et al. (2010) the A1B scenario

run of a global coupled oceanâC“atmosphere model from the Met Office Hadley Centre

(HadCM3 PPE) was downscaled by the Proudman Oceanographic Laboratory Coastal Ocean

Modelling System (POLCOMS). Similar to Ådlandsvik (2008), the future period 2070-2098

is compared with conditions typical of 1961-1990. The temperature increase in the 21st

century is quantified to 2-3 °C with a stronger warming trend in summer than in winter,

too. From the resulting stronger vertical temperature drop across the thermocline, both

studies may indicate an intesification of thermal stratification, in contrast to the results of

the present work. Model biases of SST in their studies range from -0.5 to +0.7 °C, while

an evaluation of the forcing data is not provided and a bias correction thus not applied.

Because of nonlinear relations of long wave and latent surface heat fluxes to air and water

temperatures, however, the projected temperature trends are biased as well. Moreover, in

physical oceanography stratification is crucial for vertical energy transfer and buoyancy
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effects such as the propagation of internal waves. Therefore, it is the maximum vertical

temperature gradient of the water column which should be referred to as the thermal

stratification´s intensity, rather than the temperature drop from the sea surface to the

bottom.

The spatial distribution of SST change in winter is strongly influenced by the local

bathymetry. Because of the effect of differential heating, the shallow southern and eastern

North Sea undergoes maximum warming up to +2.8 °C with a similar spatial distribution

of air temperature change. In summer, however, the warming of the sea surface is much

more uniformly distributed, since the heat uptake from the atmosphere is widely confined

to the surface layers of the stratified water column. The 30-year running trends of volume-

averaged water temperature unveil an asymptotic progression of the 21st century warming

with a maximum temperature increase around the year 2030 of about +0.03 °C/y to be

followed by a steady though fluctuating decrease of warming intensity.

In decomposing the total surface heat flux for the two semi-annual periods spring/summer

and autumn/winter, the former period is characterized by a positive net surface heat trans-

fer from the atmosphere into the North Sea, whereas the latter period is characterized by

a negative net surface heat transfer from the North Sea to the atmosphere. Considering

the individual surface heat flux components, the continuously weaker cooling in the cold

seasons turns out to be the main driver of the total warming of the North Sea in the 21st

century. Significantly increasing mean cloud cover in spring and summer up to about +2.9

%-points causes a decrease of ingoing short wave radiation by about -5.5 W/m², entailing

less net heat input at the sea surface by about -1.4 W/m². Since the warming trend of the

atmosphere in winter is stronger than the warming trend of the North Sea in summer, the

water temperature drop from summer to winter becomes smaller from year to year so that

the SST in winter gets closer to the air temperature and hence, the air-sea temperature dif-

ference converges. The consequently decreasing sensible heat flux in autumn and winter

by about -6.8 W/m² entails less net heat loss by about -8.3 W/m². These numbers indi-

cate that the warming trend in winter is finally that strong that the North Sea undergoes

significant warming in summer, too, even though the net surface heat flux in spring and

summer is decreasing. In this conclusion changes of advective heat fluxes through the lat-

eral open boundaries are negligible, since the temperature changes of the inflowing water

masses are similar to the mean temperature change of the North Sea, and also the changes

of their volume transports are comparatively small. The influence of advective heat fluxes

on temperature changes in the North Sea is therefore expected to remain less than 20% for

the 21st century, as estimated from both heat content analysis in section 4.1.3 and EOF

analysis in section 4.2.2.

EOF analysis of depth-averaged water temperature well distinguishes such temperature

variabilities induced by variabilities of surface heat fluxes from those induced by variabil-

ities of advective heat fluxes. As mentioned above, the influence of the surface heat fluxes

on the water temperature of the North Sea is estimated from respective explained variances

to amount to about 80%. While the magnitude of surface heat flux-induced temperature
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variabilities is also controlled by differential heating, the corresponding EOF patterns are

dominated by a north-south gradient with high variability amplitudes in the southern and

eastern North Sea up to about ±1 °C. Advective anomalies of the inflow via the English

Channel induce respective temperature anomalies in the southern North Sea and par-

ticularly in the Southern Bight of up to about ±0.5 °C, accounting for up to 9% of the

total temperature variance. Indicated by significant negative correlations between inflow

anomalies at the Dover Strait and the western side of the Norwegian Trench, the temper-

ature anomalies in the southern North Sea are accompanied by temperature anomalies

of inversed sign along the Norwegian Trench of up to ±0.3 °C. Independent of the south-

ern inflow anomalies, respective anomalies of the north-western inflows via the Fair Isle

Passage and East Shetland Current account for up to 4% of the total variance with tem-

perature anomalies up to about ±0.2 °C along the British coast. In summer and autumn,

however, yet another variability pattern is identified. In these seasons a weak but negative

correlation holds between air temperature and wind speed to come along with contrarian

buoyancy productions in the water column, respectively. For the specific magnitudes of the

involved air temperature and wind speed anomalies, however, the resulting wind-induced

shear production has a stronger impact on buoyancy production than a change of the ther-

mal forcing through the sea surface (Pohlmann, 1996b). Thus, anomalies of the depth of

the thermocline are thereby determined by respective anomalies of the wind speed. The

corresponding EOF patterns for summer and autumn account for such weather condi-

tions that give rise to a wind-induced change of depth-averaged water temperature in the

thermocline region (up to ±0.2 °C) but a surface heat flux-induced temperature change of

inversed sign in the vertically mixed regions (up to ±0.4 °C). Similar to the EOF analysis of

the general circulation, seasonal anomaly patterns of the water temperature in the North

Sea do not undergo a significant change in the 21st century. The standard deviation of the

anomaly amplitudes vary between 80 and 120% and the corresponding frequency spectra

show a tendency of being whitened with a preference to 7- to 9-year periods.

Thermocline The spatial coverage of the thermocline is mainly determined by the local

bathymetry and the tidal amplitude and therefore not subject to significant change. Time

series analysis of the mean and maximum depth of the thermocline, however, well reflect

the slight changes of seasonal mean and maximum wind speeds. The mean depth of the

thermocline is decreasing by about -0.2 m, i.e. the thermocline is raising, because of the

decreasing mean wind speeds in spring, summer, and autumn. The maximum depth,

on the contrary, is increasing by about +2.4 m because of higher maximum wind speeds

and more gale wind conditions in autumn. A deepening of the warm surface layer in late

summer is also suggested by Ådlandsvik (2008), though not quantified explicitly. Both the

mean and maximum intensity of the thermocline are decreasing, induced by the stronger

warming trend in winter than in summer. Since the temperature of the deeper waters in

summer is determined by the water temperature of the preceding winter, the temperature

difference between warm surface waters and underlying cold waters is decreasing, too,

because of the aforementioned major warming in winter.
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Salinity Seasonal distributions of salinity changes in the 21st century largely reflect the

distinct salinity drop of all inflowing water masses from the North Atlantic by about -0.38

psu in combination with minor changes of associated volume transports. The atmospheric

forcing is also marked by an intensifying hydrological cycle which leads to enhanced mois-

ture transports from the tropics to high latitudes, entailing a considerable freshening of

the Atlantic Ocean north of about 40°N (Gröger et al., 2012). The largest salinity drop of

about -0.9 psu is thereby observed at the southern inflow through the English Channel.

In the eastern North Sea more low-saline waters enter the Skagerrak caused by increasing

Baltic discharge of about +780 m³/s, where the induced salinity drop is supposed to be

underestimated, since in the model run the salinity of Baltic discharge is fixed at monthly

climatologies. Changes of surface fresh water fluxes in the North Sea indicate lower evap-

oration rates in summer because of lower wind speeds and higher relative humidity, and

higher precipitation rates in winter to yield an increase of the positive total surface fresh

water flux into the North Sea by about +61%. An increasing downward fresh water flux

in the 21st century is also expected for the Baltic Sea and its catchment area, causing a

significant freshening of the Baltic discharge (Schrum, 2001; Meier, 2006; Bárdossy and

Pegram, 2011). In the absence of a unified North Sea/Baltic Sea model, e.g. as presented

in Schrum (2001) or Schrum et al. (2003), Baltic discharge in Ådlandsvik (2008) and Holt

et al. (2010) is prescribed with climatological salinity, too. The climatological treatment of

the Baltic´s salinity clearly reduces the predictability of the involved model systems. How-

ever, the constraint is unlikely to significantly affect the results in the open North Sea but

rather certainly has a sgnificant impact along the Norwegian coast. Nonetheless, the hy-

drological model used in section 2.6 to calculate the projected Baltic discharge suggests

the changes in Baltic river runoff under the A1B scenario to be significantly smaller in

magnitude than the variability of the North Sea exchange with the Baltic, in consistency

with results given in Holt et al. (2010).

Moreover, the hydrological model used in Holt et al. (2010) suggests the annual mean

increase of North Sea river runoff under the A1B scenario to be one order of magnitude

smaller than the increase of total surface fresh water flux. For the present study this

ratio approximately corresponds to an increase of river runoff by just about 2% in the 21st

century. The climatological monthly river runoffs used in the present study (section 2.3)

are therefore regarded to be a minor shortcoming.

Favorable conditions for enhanced ice coverage in shallow coastal North Sea regions

due to the decreasing salinity indeed compete with unfavorable conditions to come along

with the increasing winter temperatures. However, final local implications of these two

parameters with respect to ice coverage cannot directly be concluded from the present

study. Riverine fresh water supply is treated climatologically constant and the Wadden

areas along the Continental coast, as being primarily affected by intermittent ice cover, are

excluded from the model domain, since the model implementation does not allow for ocean

grid cells to fall dry. According to the present results, the total volume-averaged salinity

in the North Sea decreases by about -0.59 psu with a minimum salinity of about 33.5 psu

in the 2070s. The most pronounced salinity drop, however, is recognized in the Skagerrak
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region. From the south, more low-saline waters are conveyed into the Skagerrak because

of the increasing Baltic discharge and from the west, less saline North Sea waters enter the

Skagerrak because of the weaker recirculation rates (see section 4.1.2).

In general, the salinity decrease in the North Sea is stronger at the sea surface than in

deeper layers because of increasing surface fresh water supply and Baltic discharge. These

trends, however, tend to intensify the stratification in terms of increasing vertical density

gradients and would even become stronger when increasing river runoff and decreasing

salinity of the Baltic Sea were incorporated, as done in Gröger et al. (2012). Combining their

projected change of the vertical salinity gradient of about +0.1 psu from the sea surface to

the bottom with the change of the vertical temperature gradient of about -0.5 °C taken from

the present work nonetheless yields a slight weakening of the vertical density gradient, in

consistency with the decreasing intensity of the thermocline discussed in section 4.1.4.

EOF analyses of depth-averaged salinity single out the variability of Baltic discharge to

be responsible for the largest fraction of salinity anomalies in the North Sea. Maximum

standard deviations of about ±1 psu in the Kattegat entail strong salinity anomalies in the

Skagerrak and along the Norwegian coast, accounting for up to 66% of the total salinity

variance. Negatively correlated anomalies of the total surface fresh water flux of up to ±1

mm/d in the same regions further intensify the salinity anomalies. The second and third

salinity EOFs reflect the strong influence of the English Channel water on the salinity of the

southern North Sea. Thereby, they allow a clear differentiation between salinity anomalies

of the English Channel flow and anomalies of the strength of its volume transport. Salin-

ity anomalies of the otherwise regular southern inflow influence the baroclinic component

of the general circulation in the southern North Sea, providing for spatially rather homo-

geneous salinity deviations. The strength of the English Channel flow, on the contrary,

directly contributes to the barotropic component of the general circulation, enabling under

mere transport anomalies of the southern inflow the steady Continental fresh water supply

to induce pronounced salinity anomalies of the Rhine and Elbe river plumes. For the A1B

scenario the anomaly patterns for salinity do not show significant changes. Nevertheless,

the frequency spectra of the PCs show a tendency of being reddened with a leaning to

multi-decadal periods.

Sea Surface Height In consistency to the other parameters discussed so far, the anal-

ysis of SSH is also based on seasonal means. Extreme value analysis for crucial coastal

flooding events related to global sea level rise or changing wind conditions, however, is

inappropriate on seasonal scales. Effective high-water shore protection rather requires

temporal high resolution for SSH data of about one hour or less and model runs with more

tidal constituents than M2 incorporated in order to account for the spring-neap tidal cycle.

Moreover, wind waves should not be ignored since the significant wave height in the North

Sea for a return period of 50 years amounts to about 10 to 12 m with maximum wave

heights up to 23 m (Richwien and Lesny, 2004). Such effects are usually take into account

by surge models. For an ensemble study of extreme storm surge related water levels in

the North Sea under the A1B scenario, see e.g. Sterl et al. (2009). The seasonal changes
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and dynamics of SSH considered in the present study thus comprise the uniformly im-

posed global mean sea level rise, local thermo- and halo-steric effects, the wind-induced

south-eastern surge, and geostrophic pressure gradients linked to the general circulation.

Apart from the global mean sea level rise of about +46 cm in the 21st century, decreas-

ing flow speeds along the Norwegian Trench because of the weaker general circulation in

summer, autumn, and winter induce weaker horizontal SSH gradients perpendicular to

the flow direction. In spring, however, the increase of westerly wind conditions gives rise

to an enhanced general circulation and increased flow speeds along the Norwegian Trench,

which consequently induce stronger horizontal SSH gradients in this season. Furthermore,

the increase of westerly wind conditions entails a maximum total SSH increase up to about

+58 cm to occur in the southern and eastern North Sea because of more frequent wind

surges. A similarly pronounced SSH rise in the eastern North Sea is observed in winter,

which can be attributed to the thermo- and halo-steric effects. They are induced, respec-

tively, by the strongest seasonal temperature increase, recorded in the eastern North Sea

in winter, and by the strongest increase of fresh Baltic discharge, entailing a substantial

decrease of salinity in the Kattegat and Skagerrak regions.

EOF analysis of seasonal mean SSH reveals the most characteristic seasonal SSH vari-

abilities in the North Sea to be driven by large scale anomalies of atmospheric pressure

fields and wind conditions over the North Atlantic. Accounting for up to 89% of the total

SSH variance, wind-induced surges in the south-eastern North Sea and respective anoma-

lies of the general circulation result in maximum standard deviations of SSH anomalies of

up to ±7 cm in the German Bight. Indicated by the second EOF patterns and their much

lower explained variances of up to 9%, SSH anomalies in the North Sea as a response to

regional wind anomalies are of minor importance. Nevertheless, correlations of the wind

density functions and the second PCs of SSH again reflect the sensitivity of circulation

anomalies and related SSH anomalies to north-westerly and south-easterly wind anoma-

lies. Similar to salinity anomalies, the frequency spectra of the PCs of SSH are generally

reddened with a tendency to multi-decadal periods. Significant changes in the anomaly

patterns are again not recorded in the scenario period.

Ocean and Climate Modeling For a better interpretation of the presented model results,

some reviewing words about general problems in ocean and climate modeling shall be

remarked. Assumptions, approximations, and simplifications in numerical models are

necessary to make the model run in the first place, to keep the model run stable, and

at last to comply with the evaluation requirements by creating physically meaningful and
reasonable results. The assumptions, approximations, and simplifications, together with

systematic discretization and iteration errors finally culminate in model errors in a wide

sense, which lead to deviations of the model results from reality (Ferziger and Perić, 2002).

Typical sources of such methodological errors in numerical climate and ocean models are:

Spatial discretisation of the geographic domain, spatial and temporal discretisation of the

conservation equations, application of turbulance closure schemes, iterative solution of

the algebraic equation system, determination of integral quantities via numerical integra-
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tion, Boussinesq approximation, hydrostatic approximation, treatment of the fluid flow as

incompressible, assumption of the fluid´s specific heat capacity as constant, underrelax-

ation, numerical diffusion, salinity restoring, empirical assumptions of unknown physical

parameters, and so forth. One can put it provocatively, the number of assumptions in a

model is equal to the number of lines in its code. However, these methodological errors

can in principal be reduced by model improvements such as higher grid resolutions or

more accurate implementation techniques. The problem of limited predictability though

will always remain, since the most restrictive difficulty in providing reliable predictions for

the weather, the climate, and the ocean is the chaotic behavior of the considered dynami-

cal systems. Chaotic behavior can be deterministically described by the Lorenz equations

(Strogatz, 2000), as indeed implemented in weather forecast models. However, since the

accuracy of knowing a physical state of reality is always limited, in the very end owing

to quantum uncertainties, the Lorenz equation´s high sensitivity to initial conditions in-

evitably leads to model results that significantly differ from reality after just a view time

steps of simulation. Chaotic processes are therefore characterized as being fully determin-

istic but necessarily unpredictable anyhow. The predictability of a dynamical system is

thereby quantified by the Lyapunov time, indicating the characteristic time scale on which

the system is chaotic. Since the Lyapunov time for the weather system is in the order

of days, a projected forecast for the 21st century seems rather inaccessible. Neverthe-

less, chaotic processes usually allow to predict the statistical pattern of future events in a

definite way, permitting e.g. long-term trends of otherwise chaotic systems to still evolve.

Chaotic fluctuations in the atmosphere, for instance, tend to cancel out on time-scales

larger or equal to 30 years, advocating the conception of climate and accordingly, climate

change. Moreover, chaotic systems may also tend to organize themselves into critical, un-

stable states which display maximum degree of sensitivity to small disturbances (Barrow,

2003). Remarkably, this state of affairs increases the predictability, since it allows an

overall balance of a complex chaotic system to persist.

Outlook Accounting for the difficulties of ocean and climate forecasting, model ensemble

studies are often invoked in order to utilize future projections in providing uncertainty

ranges for the projected variables. Further scientifically valuable work tying up to the

presented study would therefore be a detailed comparison of results from other models

and other scenarios. Moreover, sensitivity studies of various forcing parameters would yield

useful information for estimating the model uncertainties but would also provide another

possibility to identify the main drivers for potential climate changes and their implications

for the ocean. In this context the presented study has to be understood as an examination

of regional effects of one particular potential climate change scenario on the North Sea.
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Akademia Kiadó, Budapest, pp. 267–281.

Andersson, A., Fennig, K., Klepp, C., Bakan, S., Grassl, H., , Schulz, J., 2010. The Hamburg
Ocean Atmosphere Parameters and Fluxes from Satellite Data - HOAPS-3. Earth Syst. Sci.
Data 2, 215–234.

Asselin, R., 1972. Frequency filter for time integrations. Monthly Weather Review 100, 487–
490.

Backhaus, J. O., 1985. A three-dimensional model for the simulation of shelf sea dynamics.
Dt. Hydrogr. Z. 38, 165–187.

Backhaus, J. O., 1990. On the atmospherically induced variability of the circulation of the
Northwest European Shelf Sea and related phenomena - a model experiment. Modeling
Marine Systems 1, 93–134, Davies, A. M. (Ed.), Boca Raton, Florida, CRC Press.

Backhaus, J. O., Pohlmann, T., Hainbucher, D., 1986. Regional Aspects of the Circulation
on the North European Shelf . ICES CM 1986 (C:38), 17 pp.

Bader, D. C., Covey, C., Gutowski Jr., W. J., Held, I. M., Kunkel, K. E., Miller, R. L., Tok-
makian, R. T., Zhang, M. H., 2008. Climate Models: An Assessment of Strengths and Lim-
itations. A Report by the U.S. Climate Change Science Program and the Subcommittee on
Global Change Research. Department of Energy, Office of Biological and Environmental
Research, Washington D.C., USA, 124 pp.

Banner, F. T., Collins, B., Massie, K. S., 1979. The North-West European Shelf Seas: Phys-
ical and chemical oceanography, and physical resources. Elsevier Oceanography Series.
Elsevier Scientific Publishing Company, 338 pp.
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mann, H., Jacob, D., Krahe, P., Lohmann, G., Moseley, C., Nilson, E., Panferov, O., Rath,
T., Tinz, B., 2010. Climate Model Bias Correction und die Deutsche Anpassungsstrategie.
Mitteilungen Deutsche Meteorologische Gesellschaft 03/2010, 2–7.

Nakicenovic, N., Swart, R. (Eds.), 2000. Special Report on Emissions Scenarios: A Special
Report of Working Group III of the Intergovernmental Panel on Climate Change. Cambridge
University Press, Cambridge, U.K., 599 pp.

Nilson, E., Carambia, M., Krahe, P., Rachimow, C., Beersma, J., 2010. Bias-
Korrekturmodelle im Vergleich: Eine Bewertung im Kontext der hydrologischen Klimafol-
genforschung. Forum für Hydrologie und Wasserbewirtschaftung, 8 pp.

Nordeng, T. E., 1994. Extended versions of the convective parameterization scheme at
ECMWF and their impact on the mean and transient activity of the model in the tropics.
ECMWF Reading, Technical Memorandum 206, 41 pp.

O’Driscoll, K., Mayer, B., Ilyina, T., Pohlmann, T., 2012. Modelling the cycling of persistent
organic pollutants (POPs) in the North Sea system: fluxes, loading, seasonality, trends.
Journal of Marine Systems (in press), 14 pp.

Oreskes, N., Shrader-Frechette, K., Belitz, K., 1994. Verification, validation, and confirma-
tion of numerical models in the earth sciences. Science 263, 641–646.

Orlanski, I., 1976. A simple boundary condition for unbounded hyperbolic flows. Journal of
Physical Oceanography 12, 251–269.

OSPAR, 2000. Quality Status Report 2000: Region II Greater North Sea. OSPAR Commission
136, London, 25 pp.



BIBLIOGRAPHY 175

Otto, L., 1976. Problems in the application of reservoir theory to the North Sea. ICES CM
1976/C 18, 17 pp.

Otto, L., Zimmerman, J. T. F., Furnes, G. K., Mork, M., Sætre, R., Becker, G., 1990. Review
of the physical oceanography of the North Sea. Netherlands J Sea Res 26 (2-4), 161–238.

Pickard, G. L., Emery, W. J., 1990. Descriptive Physical Oceanography: An Introduction.
Butterworth-Heinemann, Oxford, 5th Edition, 336 pp.

Pielke, R. A. S., Wilby, R. L., 2012. Regional climate downscaling: What´s the point? Eos
Trans AGU 93 (5), 52–53.

Pingree, R., 2005. North Atlantic and North Sea Climate Change: curl up, shut down, NAO
and Ocean Colour. J. Mar. Biol. Ass. U.K. 85 (06), 1301–1315.

Pingree, R. D., 1978. Cyclonic eddies and cross-frontal mixing. J. Mar. Biol. Ass. U.K. 58,
955–963.

Pingree, R. D., Griffith, D. K., 1980. Currents driven by a steady uniform wind stress on the
shelf seas around the British Isles. Oceanologica Acta 3, 227–236.

Pohlmann, T., 1991. Untersuchung hydro- und thermodynamischer Prozesse in der Nordsee
mit einem dreidimensionalen numerischen Modell. Berichte des Zentrums fur Meeres- und
Klimaforschung 23, 1–116.

Pohlmann, T., 1996a. Calculating the annual cycle of the vertical eddy viscosity in the North
Sea with a three-dimensional baroclinic shelf sea circulation model. Continental Shelf Re-
search 16 (2), 147–161.

Pohlmann, T., 1996b. Calculating the development of the thermal vertical stratification in
the North Sea with a three-dimensional baroclinic circulation model. Continental Shelf Re-
search 16 (2), 163–194.

Pohlmann, T., 1996c. Predicting the thermocline in a circulation model of the North Sea -
Part 1: model description, calibration and verification. Continental Shelf Research 16 (2),
131–146.

Pohlmann, T., 2006. A meso-scale model of the central and southern North Sea: Conse-
quences of an improved resolution. Continental Shelf Research 26 (19), 2367–2385.

Prandle, D., 1984. A modelling study of the mixing of 137Cs in the seas of the European
continental shelf . Philos. Trans. R. Soc. Lond. A 310, 407–436.

Richwien, W., Lesny, K., 2004. Windfarmen in der Nordsee. Ingenieurwissenschaft - Es-
sener Unikate 23, Universität Duisburg-Essen, Wissenschaftsverlag, Science Support
Centre, 60–69.

Rodhe, J., 1996. On the dynamics of the large-scale circulation of the Skagerrak. J. Sea Res.
35, 9–21.

Rodhe, J., 1998. The Baltic and North Seas: A process-oriented review of physical oceanog-
raphy. In: Robinson, A. R., Brink, K. H. (Eds.), The Sea. Vol. 11. John Wiley & Sons, pp.
699–732.

Roeckner, E., Arpe, K., Bengtsson, L., Brinkop, S., Dümenil, L., Esch, M., Kirk, E., Lunkeit,
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C., Gerdts, G., Stockmann, K., Wichels, A., 2010. Helgoland Roads, North Sea: 45 Years
of Change. Estuaries and Coasts 33 (2), 295–310.

Winterfeldt, J., Weisse, R., 2009. Assessment of value added for surface marine wind ob-
tained from two Regional Climate Models. Monthly Weather Review 137, 2955–2965.

Winther, N. G., Johannessen, J. A., 2006. North Sea circulation: Atlantic inflow and its
destination. J. Geophys. Res. 111, C12018, 12 pp.

WMO, 2009. WWRP 2009-1: Recommendations for the Verification and Intercomparison
of QPFs and PQPFs from Operational NWP Models. World Meteorological Organization,
WMO/TD 1485.
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