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Abstract

The availability of suitable and reliable reference data together with the application of model-
specific comparison methods are the essential ingredients to establish confidence in the capabilities
of a numerical model and to truly assess its strengths and limitations. This thesis is motivated
by the striking lack of proportion between the increasing use of large-eddy simulation (LES) as a
standard modeling technique in micro-meteorological research as opposed to the level of scrutiny
that is commonly applied to the quality of the generated numerical predictions.

With this study, I suggest and apply a novel validation strategy for LES consisting of a multi-
level hierarchy of comparative analysis methods. Unlike standard LES validation procedures that
are based on the comparison of low-order statistical moments, the new approach advocated here
specifically aims at the time-dependent nature of the problem. The sequence in which statistical
quantities are compared mirrors the increase of information provided by the analysis methods. The
target area is turbulent flow in the near-surface atmospheric boundary layer. The test scenario for
the validation approach is urban flow in the city of Hamburg, Germany. Qualified reference data
are generated in the boundary-layer wind tunnel facility at the University of Hamburg through
high-resolution flow measurements in a scale-reduced model. Fine-meshed numerical simulations
are conducted at the U.S. Naval Research Laboratory in Washington, D.C., with implicit LES.

On the basis of an initial exploratory data analysis of mean flow and turbulence statistics, a high
level of agreement between simulation and experiment is apparent. Inspecting frequency distribu-
tions of the underlying instantaneous data, however, proves to be necessary for a more rigorous
assessment of the overall prediction quality. From histograms, local accuracy limitations caused
by under-resolution as well as particular strengths of the model to capture complex urban flow
features are readily determined. Further crucial information about the physical validity of the LES
need to be obtained from eddy statistics. Comparisons of temporal autocorrelations, integral time
scales, and auto-spectral energy densities show that the simulation reliably reproduces statistical
characteristics of the energy and flux-carrying roughness sublayer structures. At higher elevations,
however, inflow generation artifacts are reflected in dubiously short fluctuation time scales and
energy peaks that are dislocated toward high frequencies. With the comparison of scale-dependent
flow statistics, to which the preceding diagnostics have been blind, the emphasis eventually shifts
to structure identification. The quadrant analysis of the vertical turbulent momentum flux dis-
closes strong similarities between ejection-sweep patterns and the occurrence of rare, but extreme,
flux events in roof-level vicinity and above the canopy layer. Further scale-wise comparisons of
wavelet-coefficient frequency distributions and associated high-order statistics reveal consistent
location-dependent intermittency patterns induced by eddies in the energy-production range.

Compared with usual methods that rely on single figures of merit, the detailed, multi-level vali-
dation strategy presented in this thesis allows to draw more wide-ranging and tenable conclusions
about the quality of the simulation and to specify the model’s fitness for purpose in greater detail.
The proposed validation concept has the potential to be used as a starting point for community-
wide activities aiming at the formulation and harmonization of best-practice standards for the
quality assurance of micro-meteorological eddy-resolving simulations.

Keywords: large-eddy simulation, atmospheric boundary-layer flow, model validation, urban turbulence,
boundary-layer wind tunnel, time-series analysis, structure identification






Kurzfassung

Die Verfiigharkeit geeigneter und verldasslicher Referenzdaten sowie der Einsatz modell-spezifischer
Vergleichsmethoden sind essenzielle Bestandteile einer eingehenden Qualitédtspriifung numerischer
Modelle. Die Motivation der vorliegenden Arbeit beruht auf der erkennbaren Diskrepanz zwischen
der zunehmenden Anwendung der sogenannten Grobstruktursimulation (engl.: large-eddy simula-
tion, LES) auf mikro-meteorologische Fragestellungen und dem oftmals geringen Nachdruck, mit
dem die Qualitat der dabei erzielten Prognosen kritisch hinterfragt wird.

In dieser Studie entwerfe und erprobe ich einen neuen Ansatz zur differenzierten LES-Validierung,
bestehend aus einer mehrstufigen Abfolge vergleichender Analysemethoden. Im Gegensatz zu in
der Praxis gingigen Verfahren, die auf den Vergleich rein mittelwert-basierter Gréflen abzielen,
ist das hier vorgestellte Validierungskonzept insbesondere auf den zeitabhdngigen Charakter der
LES abgestimmt. Die Reihenfolge, in der die jeweiligen Vergleichsanalysen durchlaufen werden,
spiegelt dabei deren anwachsenden informativen Gehalt wider. Turbulente Strémungsfelder der
bodennahen atmosphérischen Grenzschicht sind das Zielgebiet der Studie. Der Testfall zur Er-
probung des neuen Validierungsansatzes ist urbane Turbulenz in der Hansestadt Hamburg. Hierfiir
werden qualifizierte Referenzdaten aus hochauflésenden Stromungsmessungen in einem maf3stéablich
verkleinerten Stadtmodell im Grenzschichtwindkanal-Labor der Universitdt Hamburg gewonnen.
Hochaufgeloste numerische Stromungssimulationen, basierend auf impliziter LES, werden am U.S.
Naval Research Laboratory in Washington, D.C., durchgefiihrt.

Der einleitende klassische Vergleich mittlerer Stromungs- und Turbulenzgréfien deutet auf ein
hohes MaB an Ubereinstimmung zwischen Simulation und Experiment hin. Als notwendig fiir
eine eindeutigere Einschétzung der Simulationsqualitit erweist sich allerdings die Untersuchung
von Haufigkeitsverteilungen der zugrundeliegenden Instantanwerte. Sowohl Einschrankungen der
Modellgiite durch das gewéhlte Gitter als auch besondere Starken der LES bei der Reproduk-
tion komplexer urbaner Stromungsmuster lassen sich hier erkennen. Zuséatzlich werden wesentliche
Informationen iiber den physikalischen Gehalt der Simulation aus Wirbelstatistiken erschlossen.
Durch den Vergleich zeitlicher Autokorrelationen, integraler Zeitskalen und turbulenter Energiedich-
tespektren zeigt sich, dass elementare statistische Charakteristiken der grofiskaligen, energiereichen
Wirbel innerhalb der urbanen Rauhigkeitsschicht verlésslich wiedergegeben werden. In gréfleren
Hohen fiihren Artefakte der Einstrombedingungen allerdings zu unrealistisch kurzen Fluktuations-
zeiten und hochfrequenten Energiedichtemaxima. Schliellich verlagert sich die Validierung auf den
Bereich der Strukturerkennung, die durch skalenabhéngige Analysen Einblicke in die raumzeitliche
Struktur der Stromung erlaubt. Quadrantanalysen des vertikalen turbulenten Impulsflusses zeigen
in diesem Zusammenhang weitgehende Ubereinstimmungen dominanter ejection-sweep Muster
sowie des Auftretens seltener, aber intensiver Impulsfluss-Episoden oberhalb der Hindernisschicht.
Zudem belegen Haufigkeitsverteilungen experimenteller und numerischer Wavelet-Koeffizienten die
qualitative Kongruenz ortsabhéingiger Intermittenzmuster der dominanten Wirbelstrukturen.

Im Vergleich zu etablierten Methoden, die auf eindimensionalen Bewertungsmaflstdben basieren,
ermoglicht das hier entworfene Validierungskonzept weitreichendere Aussagen zur Simulationsgiite
und erlaubt somit, belastbarere Riickschliisse tiber die Eignung des Modells fiir seinen Einsatzzweck
zu ziehen. Der Validierungsansatz kann somit auch als Ausgangspunkt interdisziplindrer Aktivi-
taten zur Etablierung und Harmonisierung umfassender Qualitdtssicherungsstandards fiir wirbel-
auflosende mikro-meteorologische Modelle dienen.

Schlagworter: Grobstruktursimulation (LES), atmospharische Grenzschichtstromung, Modellvalidierung,
urbane Turbulenz, Grenzschichtwindkanal, Zeitserienanalyse, Strukturerkennung
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Introduction

“Every great and deep difficulty bears in itself its own solution.

It forces us to change our thinking in order to find it.”

Niels Bohr
(— Danish physicist, 1885-1962.)

Research on atmospheric turbulence rests on the triad of theory, experiment, and com-
putation, whose interactions are subject to historical and scientific development.

In planetary boundary-layer research, computational fluid dynamics (CFD) approaches
not only have proven to be a crucial complement to observations and theoretical concepts,
but have augmented the fundamental understanding of complex atmospheric processes in
a way that was hardly conceivable before. As pointed out by Zabusky (1981, 1984), com-
puters have the power to shine “(...) the light of inspiration into areas which had been thought
devoid of possible new concepts or new fundamental truths” and to “(...) discover unforeseen link-
ages among ideas.” This appraisal closely mirrors the developments in turbulence research
after the disenchantment following the search for a unified theory. In the 1970s, increas-
ing computer capacity for the first time facilitated the use of eddy-resolving methods to
stmulate turbulence, resulting in a tremendous gain of information about its structure.

Meanwhile, methods like large-eddy simulation (LES) are technically applicable to high
Reynolds number flows of the atmospheric boundary layer (ABL) with computational costs
that have become acceptable to a broad research community. Providing the potential to
realistically describe the spatio-temporal evolution of turbulent processes, LES emerged
as a fashionable research tool in micro-meteorology and wind engineering and is currently
advancing to applications for regulatory purposes, too. Whether or not the simulation
outcome agrees with the physical reality, however, depends on different components of the
modeling chain, which require critical review. This involves the verification of mathemat-
ical parameterizations, conceptual and numerical implementations, and — eventually — the
validation of simulation results as a conglomeration of all possible uncertainties. This task
demands comprehensive exchange and communication within the research triad, offering
room for synergy effects from which all three communities can equally benefit.



1 Introduction

1.1 Motivation & background

About 30 years ago, Wyngaard et al. (1984) anticipated that large-eddy simulation would
be applied as a “numerical laboratory” alongside the trend toward an increasing use of
computation, away from experimental testing. While in the 1980s eddy-resolving methods
were the prerogative of few universities and research institutions developing and operating
“home-made” research codes, today, commercial and open-source alternatives are available
to a large community. Progress in supercomputing, computer clusters, and parallelization
techniques further fostered the accessibility of LES. Most of the prevalent commercial
CFD packages now provide their users with the option to switch into an LES mode and
perform time-dependent calculations with a wide range of subfilter-scale (SF'S) schemes.
However, emerging notions like “CFD for the masses” or “click-and-point CFD” (Coirier,
2005) indicate that this development also provokes reservations by the community.

The growing interest in LES and its application can, for example, be disclosed by the
corresponding scientific output. Figure 1.1 depicts the increase of research publications per
year that are concerned with LES, its theory, applications, and advancements.! Subject
areas with a clear connection to fluid mechanics, physics or mathematics (e.g. geosciences,
engineering disciplines, computational physics, computer sciences, applied mathematics)
have been grouped into All Relevant Categories. In addition, the fraction of publications
that have a direct connection to Atmospheric Sciences is shown. Publication years of some
of the pioneering works on LES are indicated as well.? While it is not claimed that the
presented time record is precise with regard to absolute numbers, it mirrors the general
trend. The number of publications per year rose almost exponentially during the last two
decades, with more than 900 articles being published in 2010 alone. The number of LES
publications related to studies of the atmosphere grew as well, although the fraction of
publications within all relevant categories decreased over the years, despite the fact that
the technique originated in the field of meteorology. The majority of today’s scientific
articles about LES stems from studies concerned with engineering problems.

Given these developments and the fact that comprehensive experiments in the field
or laboratory can be quite costly when it is aimed at a high level of description (e.g.
through measurements of multi-point time-dependent information about the quantities of
interest), Jiménez (2003) discusses whether turbulence simulations will eventually replace
experimental observations. As far as the direct numerical simulation (DNS) of atmospheric
boundary-layer flow at realistically high Reynolds numbers is concerned, the answer is —
and will most probably remain for the foreseeable future — no. Voller and Porté-Agel (2002)
provided an estimate of the rate of increase of computational grid sizes over time, measured
by the node number, and discovered a coherence with Moore’s law, which describes the
growth of computing power by a doubling every 11/2 to 2 years (Moore, 1965).

The Web of Science online repository was used for this search. It has been restricted to peer-reviewed
journal articles, letters, books, and reviews as well as to articles published in conference proceedings.
’E.g. suggestion of the SFS closure approach by Smagorinsky (1963) and Lilly (1967); landmark study

of turbulent channel flow by Deardorff (1970a); advancement of the technique by Schumann (1975);
spectral LES of atmospheric boundary-layer flow by Moeng (1984). It should be noted that the term
“large-eddy simulation” was presumably established around the mid-1970s. Therefore, prior articles

about the technique without explicit reference to LES are not found by the search algorithm.
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Figure 1.1: Time series showing the increase of scientific publications on LES.

Despite large bounds of uncertainty, the trend derived from the analysis is revealing:
A full three-dimensional DNS of a turbulent atmospheric boundary-layer with a domain
length of 10 km and a mesh size of 1 mm is expected not to become realizable before 2070.

— And what about LES? In addition to being far less cost-intensive than the DNS of all
turbulent scales, the large-eddy approach is of great attraction for applied and fundamental
research on flow situations that are believed to be primarily controlled by the energy-
containing eddies. Examples are studies on turbulent exchange processes, dispersion of
airborne contaminants, as well as flows over complex terrain, heterogeneous ground, and
in built-up environments. Those are problems that are not easily approached with classic
in-situ experimental techniques, which still are the standard in boundary-layer research
and micro-meteorology. Under the understandable impression of witnessing “reality” in
LES visualizations, the modeling character of the technique often takes a back seat and
the predictions are being increasingly recognized as the “ground truth” (Wyngaard and
Peltier, 1996). As for DNS, however, the numerical approximation scheme as well as
the initial and boundary conditions inevitably introduce uncertainties to the calculation,
which, together with uncertainties generated by the SFS parameterizations, add to the
total error of the simulation. This bias can only be identified in comparison to a suitable
reference. The time-dependent nature of the problem complicates the assessment of the
prediction quality, making the validation of LES results a great challenge.
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1.1.1 LES validation

The validation of a numerical model primarily depends on two essential prerequisites: the
availability of suitable reference data sets and the applicability of comparison strategies
that allow for model-specific performance assessments.

Starting with the first aspect, the suitability of a reference experiment is primarily
connected to the level of description provided by the numerical model. In this context,
Bradshaw (1972) — being aware of the rapid advancements in computer technology —
pictured the “fact gap” that had already emerged between the capability to simulate
turbulent flows in unprecedented detail and the potential to determine the accuracy of
such predictions based on qualified experiments stating, “(...) too many computers chasing
too few facts.” In their review of the role of experiments in an era of turbulence simu-
lation, Wyngaard and Peltier (1996) conclude that this gap “(...) seems wider than ever
in micrometeorology.” In the case of large-eddy simulation or other eddy-resolving tech-
niques, the experimental design should allow for the characterization of flow structures,
since the depth in which the validation can be performed is given by the level of insight
that is derivable from the reference data. In an ideal case, the quantities of interest are
measured with a spatio-temporal resolution that is comparable to that of the numerical
output. Alongside the computational quantum leap of the last decades, the experimental
side experienced its own revolutions with respect to measurement techniques both in the
field and the laboratory. Today, state-of-the-art in-situ instrumentation usually offers high
temporal resolution, while new multi-point measurement techniques and remote sensing
approaches have started to become applicable for detailed and reliable studies of the space
structure of the atmospheric boundary layer. Bradshaw’s fact gap, thus, is shrinking.

However, even if suitable reference data for the specific problem of interest are available
or can be produced, there is still the need to formulate comparison strategies and accuracy
limits by which the model performance can be adequately assessed. Since the non-linear
nature of turbulence prohibits the direct comparison of instantaneous fields or time series
from experimental observations and numerical simulations, the validation has to rely on
statistical approaches. If conducted at all, comparisons between LES and experiments
typically restrict to low-order statistical moments like averages and variances. Thus, the
depth of the comparison is strictly speaking only sufficient for the quality appraisal of
simulations that are based on ensemble-averaged conservation equations. It is clear that
in case of turbulence-resolving models like LES this approach only scratches the surface
and in particular does not allow for an appraisal as to what degree the code captures
the transient structure of the turbulent flow. Here, established methods from the field of
signal analysis and flow pattern recognition have the potential to provide further insight
into turbulence characteristics in the reference experiment and the simulation. This can
open new ways to define quality criteria by which to assess the model output.

While the need for the validation step is generally recognized in both the experimental
and numerical communities, so far no real validation standard for LES has been estab-
lished. The increasing use of eddy-resolving methods for planning and regulatory purposes,
however, enhances the urgency of this task. Due to the real-life impact the simulation can
have, a quantitative evaluation of the likely bounds of uncertainty is crucial if the model
is going to be applied to problems yet unsolved.
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1.2 Scope & contribution of this work

This thesis approaches the LES validation challenge by proposing a novel, multi-step
comparison concept that allows to study the simulation quality in detail and to derive
wide-ranging and credible conclusions about the fitness of the model for its intended use.
The target area is flow in the near-surface atmospheric boundary layer.

The following general questions are raised and elaborately discussed:

1. How can the spatio-temporal predictions of LES be validated?
2. What information is necessary and/or sufficient for the performance quality appraisal?

3. What level of detail is needed, and how is this range connected to the purpose of the simu-
lation and/or the expectation toward the model performance?

Instead of relying on single figures of merit, the validation concept introduced here
represents a holistic approach that comprises the comparative analysis of a multitude of
relevant flow quantities. By putting the main focus on eddy statistics and the character-
ization of turbulence structures in simulation and experiment, the procedure specifically
aims at the heart of LES: the time-dependent representation of energy-containing eddies.

The suitability of the proposed validation hierarchy is verified on the basis of a partic-
ularly complex representative of atmospheric flow: turbulence in an urban environment.
For this field of application, LES offers great potential for an improved understanding,
characterization, and realistic prediction of flow and dispersion processes. The results, in
turn, can have strong implications for real-life applications like emergency response ac-
tivities in connection with the release of hazardous contaminants (— as in the case of the
present study), wind comfort assessments or urban design and planning decisions focusing
on street ventilation or other micro-climatic issues. However, for flow near the surface
and within complex geometries LES tends to be used beyond its ideal operating point
with respect to the relevance of parameterizations and the influence of imposed inflow and
boundary conditions. Thus, in studies of the urban roughness layer and the atmospheric
surface layer, there is much room for LES improvements as a result of comprehensive and
problem-specific comparisons with qualified experiments.

The high-density urban center of the city of Hamburg, Germany, represents the test
environment for this study. Turbulent flow is simulated by the U.S. Naval Research Lab-
oratory with a fine-meshed, eddy-resolving aerodynamics code based on an implicit LES
approach. With respect to resolution, domain size, and computing times, the code is a rep-
resentative of advanced state-of-the-art techniques. The reference database is generated
from well-documented measurements in an urban scale-model, mounted in the specialized
boundary-layer wind-tunnel facility of the University of Hamburg.

The validation is carried out as a blind test: No experimental results were communicated
to the numerical side in the run-up to the simulations, apart from necessary information
about inflow and boundary conditions of the laboratory experiment.

Figure 1.2 shows flow visualizations through the dispersion of passive tracers in the wind
tunnel and in the numerical simulation. The scenario illustrates the high spatial variability
and general heterogeneity of the urban flow field. The time-dependency of these spatial
structures further complicates the comparison of both realizations.
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Figure 1.2: (a) Visualization of turbulent flow structures above the wind-tunnel model
of Hamburg city using trace particles and a vertical laser-light sheet. Flow is
from right to left. (b) Snapshot of a plume dispersion simulation with LES in
downtown Hamburg, visualized in a horizontal plane at street level. Flow is
from bottom left to top right.

1.2.1 Thesis outline

Following this preface, the thesis starts by setting the scene for the validation study with
an introduction to the theory and application of large-eddy simulation in connection with
surface layer and urban roughness layer flow fields. This is followed by a discussion on
the status quo of validation approaches for eddy-resolving numerical methods as opposed
to the true demands concerning this simulation type, which then are approached through
the introduction of an in-depth LES validation hierarchy. Subsequently provided is a
description of the experimental and numerical data sets that are to be compared and a
discussion of data properties and their implications for the comparison. The centerpiece
of the thesis concentrates on the validation example of urban roughness layer flow, with
main conclusions, general recommendations, and implications for future validation efforts
being summarized in the final part of the document.

The detailed outline of the respective chapters is as follows:

Chapter 2 — Starting with an introduction to the notion and basic concepts
of turbulence, the chapter reviews connections between statistical turbulence
theory and prevalent modeling strategies: the steady-state Reynolds-averaged
Navier Stokes approach (RANS), large-eddy simulation, and direct numeri-
cal simulation. Essential properties of atmospheric boundary-layer flows over
homogeneous terrain and in built-up environments are discussed from a micro-
meteorological point of view, together with a brief retrospective of example
LES studies in these areas.

Chapter 3 — Having set out the inherent difference between large eddy and
ensemble-average simulations, this chapter discusses implications for the wval-
idation of LES results and parameterizations. Following the introduction of
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terminologies and quality-assurance activities in micro-meteorology, a hierar-
chy of qualified, model-specific validation methods for a detailed LES valida-
tion is proposed. Furthermore, demands on reference data are discussed by
focusing on benefits, drawbacks, and prospects of laboratory and field-site ex-
periments. The section concludes with an overview of a priori and a posteriori
LES validation approaches and a brief review of related studies.

Chapter 4 — Introducing the Hamburg city validation test case, this chapter
focuses on the discussion of particular experimental and numerical data prop-
erties that are relevant for the comparison. The generation of reference data
from flow measurements in a boundary-layer wind tunnel as well as the im-
plicit LES approach, which was used to carry out the numerical simulation, are
presented together with a critical discussion of the respective levels of physical
and geometrical detail, experimental accuracy, data post-processing strategies,
and bounds of uncertainty of inferred statistics.

Chapter 5 — This chapter presents results of the detailed comparison of ex-
perimental and LES time series of turbulent flow in the roughness sublayer
of the inner city of Hamburg. The analysis focuses on the application and
problem-oriented expansion of well-known time-series analysis methods and
strategies from the field of flow-structure characterization. Starting from the
comparison of first and second order statistics, the analysis concentrates on
the investigation of sample characteristics revealed by the shape and spread
of frequency distributions of instantaneous flow quantities. Temporal auto-
correlation information, integral time scales, energy density spectra as well as
conditional averaging and joint-probability analyses are employed to disclose
structural information. Finally, the comparison of scale-dependent signal char-
acteristics is pursued by means of joint time-frequency analyses of single-point
time series with the continuous wavelet transform. The chapter further com-
prehends critical examinations of the applied approaches, evaluations of their
level of insight concerning the LES performance quality, as well as a discussion
of benefits and caveats associated with the respective techniques.

Chapter 6 — The concluding section gives a summary of results from the
Hamburg validation test case and discusses implications concerning the gen-
eral suitability of the suggested multi-step validation concept for the conclu-
sive evaluation of eddy-resolving numerical simulations. The outlook indicates
possible further extensions of the validation hierarchy given the availability of
space-resolving experimental reference data. The thesis closes with a discus-
sion of necessary future steps for the harmonization of LES quality assurance
procedures as a joint effort by experimental and numerical communities.

The Appendices A—G provide supplementary information that is referred to in the respec-
tive chapters.
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“We believe (...) that, even after 100 years,

turbulence studies are still in their infancy.

We are naturalists, observing butterflies in the wild.”

Lumley and Yaglom (2001)

(— A century of turbulence.)

2.1 Turbulent flows

2.1.1 Phenomenological perception

The transition from a laminar to a turbulent flow occurs if a dimensionless parameter,
denoted as Reynolds number, exceeds a critical level. The Reynolds number is defined as
Re =UL/v, with U and L being characteristic velocity and length scales of the flow, and
v is the kinematic viscosity. Re, thus, can be understood as a weighting between inertial
and viscous forces acting on the fluid. Turbulence itself, however, should be regarded as a
feature of the flow and not as a property of the flowing matter. As a consequence, leading
characteristics of turbulent flows are not determined by molecular properties of the fluid.

Since turbulence is a phenomenon that comes in many different flavors and occurs in
nearly all natural and technical flow categories, it is almost impossible to give an exact
definition. Nevertheless, there are some features about turbulence that can be regarded
as universal. Some of these were reviewed in the text by Tennekes and Lumley (1972) and
are reproduced below:

Irregularity — Turbulent flows are irregular and essentially unpredictable. The
random nature of turbulence is mirrored in the non-linearity of the governing equations
of motion, which are analytically intractable. The seminal work of Lorenz (1963) first
revealed the high sensitivity of numerical solutions of deterministic equations to even
marginal changes in boundary and initial conditions and provided the foundations of
what is now called chaos theory.
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Three-dimensionality — A turbulent flow field is rotational and three-dimensional
with regard to velocity and vorticity and exhibits high variability in space and time.

Diffusivity — Turbulent motions have the ability to effectively mix and redistribute
momentum and scalar quantities. Turbulent diffusivity, as a property of a turbulent
flow, is much larger than molecular diffusivity, which is an essential characteristic of
the fluid itself.

Dissipativeness — In turbulent flows, kinetic energy is constantly transformed into
internal energy (i.e. heat) due to the deformation work of viscous shear stresses.
Without continuous supply of energy, turbulence ceases and the flow will ultimately
relaminarize.

The relevance of these properties can be most easily appreciated by means of observa-
tions. Indeed, the roots of our understanding of turbulent flows mostly stem from early
experimental work. Apart from measurements of fluid quantities, it was the visualization
of turbulent flows that gave new impetus to theoretical and numerical work. Results from
first extensive visualization studies revolutionized many branches of turbulence research —
most evidently in the field of coherent structure detection. Figure 2.1 shows shadowgraphs
analyzed in the pioneering work of Brown and Roshko (1974) of one of the most prominent
canonical turbulent flow scenarios: the plane mixing layer.

(a)

(b)

Figure 2.1: Flow visualizations of the plane mixing layer between helium and nitrogen for
different flow Reynolds numbers. (a) Flow at low Reynolds number, exhibiting
nearly parallel streamlines. (b) Flow at high Reynolds number, showing char-
acteristics of fully turbulent flows. From Brown and Roshko (1974); reproduced
with permission from Cambridge University Press.

10
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The Reynolds numbers of the mixing layer flow depicted in Figure 2.1a is four times
smaller than for the flow scenario shown in Figure 2.1b. Especially in its initial upstream
state, the low- Re mixing layer appears to be almost laminar, showing parallel streamlines.
However, as eddy sizes grow secondary instabilities act on the vortices and the flow clearly
becomes turbulent. In the case of the high- Re mixing layer, the flow patterns are irregular
in every growing stage of the dominant eddies. Clearly identifiable is the large fraction of
small-scale structures superimposed on the large vortices. This broadening of the range of
turbulent flow scales subject to the Reynolds number is an important characteristic and
will be discussed in detail in Section 2.1.4.

2.1.2 Governing equations of fluid motion

The subsequent paragraphs give a brief introduction to the fundamental equations that
describe fluid motion. Core assumptions, hypotheses, and some results of seminal works
in the field of turbulence theory are discussed in addition. The section mainly follows the
textbooks by Tennekes and Lumley (1972), Pope (2000), and Wyngaard (2010).

Hypotheses & frameworks

Fluid motion is usually studied from the viewpoint of continuum mechanics. The so-called
continuum hypothesis postulates that the fluid can be treated as a continuous medium.
Instead of studying the motion of individual atoms or molecules, it is dealt with so-called
fluid elements or fluid parcels. From a practical perspective, this notion is convenient since
the governing equations do not have to be solved for every single constituent on a molecular
level. The physical justification stems from the differences in characteristic length and time
scales, which are significantly larger/longer compared with those of molecular motions in
the majority of turbulent flows.

It is also common practice to specify the governing equations of motion for so-called
Newtonian fluids. In this case, the fluid’s molecular viscosity coefficient, p, only depends
on pressure and temperature and is not altered by the influence of external forces acting
on the fluid. This feature becomes important for the specification of surface forces in the
momentum equation, introduced later in this section.

Another important predefinition concerns the choice between a Fulerian or Lagrangian
description of fluid motion. In this work, it is exclusively dealt with the Eulerian frame-
work. The fluid velocity U is expressed as a function of position x and time ¢ in a fixed
reference system. The Lagrangian approach, on the other hand, is based on tracking the
motion of fluid elements along their trajectories in space and time.

Navier-Stokes equations

The following and most of the later equations are presented in Cartesian tensor notation.
Hence, the velocity vector U(x,t) is expressed as U; = (U, V, W) at the spatial positions
x given by x; = (z,y,2) and at time ¢. The indices refer to the streamwise (longitudi-
nal), spanwise (lateral), and vertical direction, respectively. Furthermore, the Einstein
summation convention is used, i.e. it is summed over repeated indices in an expression.

11
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The mass conservation equation or continuity equation is given by

81& 81‘1

where p is the density of the fluid. If the density is constant in space and time, the
continuity equation reduces to

O O0Ui _ (2.1)

oU;
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0, (2.2)

which implies that the flow is divergence free. Fluids for which Eq. (2.2) holds are called
incompressible. The concept of incompressibility is applicable for most liquid fluids and
for air flow at moderate advection velocities.

The momentum equation for a fluid can be derived from Newton’s second law. Consid-
ering the prerequisites discussed above, the fluid motion is described by
% —i—Ujan _ _1 ap + 160’@' ,
ot Oz, pOx;  p Ox;

(2.3)

where p is the modified pressure, in which effects of gravity are included, and p is the
density of the fluid. The last term on the right-hand-side of Eq. (2.3) describes effects of
surface forces acting on the fluid on a molecular level. For a Newtonian fluid, the viscous
stress tensor, 0;;, depends linearly on the strain-rate tensor, s;j, and is independent of the
rate of rotation such that o;; = 2us;;. With the strain-rate tensor defined as

1 /0U; AU;
%ij = 5 <31'J + 8.%2‘) (2'4)

and assuming an incompressible fluid, Eq. (2.3) becomes
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(2.5)

with v = p/p being the kinematic viscosity of the fluid. Equation (2.5) is the so-called
Navier-Stokes equation in one of its purest forms for non-buoyant, non-rotating flow. De-
pending on the particular problem that is studied, the appearance of the Navier-Stokes
equations can be significantly altered. Concepts like homogeneity, stationarity or isotropy
of turbulence can be adopted to further simplify the equation and to allow for an ana-
lytical treatment of the problem in very idealized situations. In order to make numerical
predictions of high Reynolds number flows feasible, the governing equations usually are
further modified by introducing averaging techniques and applying statistical concepts to
represent turbulent motion.

The enumeration of governing equations is completed by the thermal energy equation,
which follows from the first law of thermodynamics and describes the conservation of heat,
and by the mass conservation equation for scalar flow constituents that are transported
with the fluid (e.g. atmospheric water vapor or pollutants).

12
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2.1.3 Statistical treatment of turbulence

The mathematical intractability of the Navier-Stokes equations and the random nature of
turbulence resulted in the use of statistical approaches to investigate turbulent flows. The
seminal contributions by Osbourne Reynolds provided the groundwork for the modification
of the fundamental conservation equations by averaging the physical quantities involved.
Following the outline by Wyngaard (2010), the next paragraphs give a brief overview of
the concept of Reynolds averaging and discuss its implications for our understanding of
turbulence and as a first step toward the numerical modeling of turbulent flows.

Reynolds averaging

The concept of Reynolds decomposition denotes the separation of a turbulent quantity —
for example the instantaneous velocity U; — into a mean value, (U;), and a fluctuating
part, u}, according to

U; = (Uy) +uj . (2.6)

Apart from velocity fields, scalar turbulent quantities like pressure, temperature or density
(in case of compressible fluids) can also be separated in the above manner. From the
definition of the Reynolds decomposition it is clear that the type of averaging plays an
important role. The “native” averaging concept associated with the original investigations
of Reynolds (1895) is that of an ensemble averaging.! The mean velocity of U; in terms
of an ensemble average is defined as

N
. 1 (n)
(Ui)n = lim_ NnZlUi (wi,t) | (2.7)
where the summation index n = 1,..., N refers to the individual realization of the tur-

bulent flow, i.e. to the respective member of a representative ensemble of N repetitions
of the flow scenario, which were conducted under the same mean boundary conditions.
Thus, the ensemble average in its most general representation depends on space and time.
From a mathematical perspective, ensemble averaging has ideal properties. As a linear
operation it commutes with differentiation and integration (commutative property) and it
is distributive. Two further rules are of great importance: Averaging an already averaged
quantity has no effect, and the average of a fluctuating variable vanishes.

The concept of ensemble averaging is widely used in many fields associated with the
statistical description of turbulence in a more or less theoretical sense in order to provide
a basis for the assumptions used to simplify the governing equations. In the case of most
“real-world” applications, however, ensemble averaging is seldom used due to practical
limitations connected to this approach.? Thus, other averaging techniques are usually
invoked to substitute the ensemble mean.

1Originally, Reynolds actually used a volume average in his seminal work, but the averaging properties
he derived are generally only valid for ensemble averages.

2Experimental data, for example, are often available in terms of single-point time series of the quantity
of interest. Even if the experiment is repeated, a statistically representative approximation to the ideal
limit of N — oo is rather unfeasible.

13
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If the flow is statistically stationary, i.e. if statistics calculated from the turbulent flow
are independent of time, ¢, and remain invariant under temporal shifts, a time average
can be used

to+T

<Ui>t = T / Ui(a;i,t) dt . (2.8)
to

The definition of the time-mean velocity field given by Eq. (2.8) is most often used in

practice. However, it is also possible to derive the mean value from a space average

Toi+L
(Ui)a; = + / Ui(w;,t) du; . (2.9)
Zoq

In the above expression, averaging is performed in one dimension (i.e. along a line of
length L). It can be shown that there is an ergodicity of time and space means for a
single realization of the flow (Wyngaard, 2010). That is, in the limit of 7' — oo the time
mean approaches the ensemble mean if the concept of stationarity is applicable. The same
is true for spatial averages derived from Eq. (2.9) for an increasing averaging distance
L — .

Reynolds-averaged equations

Applying the concepts of Reynolds decomposition, ensemble averaging and the associated
averaging rules to the governing flow equations described in Section 2.1.2 yields the so-
called Reynolds-averaged Navier Stokes (RANS) equations. For a fluid of constant density,
the ensemble averaged continuity equation consists of the following statements

6<UZ> o 8’11,2 .
01, 0 and 01, 0. (2.10)

Thus, both the mean and the fluctuating velocity field have zero divergence in the case of
an incompressible fluid.

The non-linearity of the advection term in the momentum equation results in a less
straightforward representation. Considering the rules of averaging (for details see Pope,
2000), the Reynolds average (here and thereafter denoted by the (...) operator) of the
substantial derivative (left-hand side of Eq. 2.5) yields

dau; oU;)  oUU;)  o(U;) 0 ,
— - — ((U;\(U; k) 2.11

() = St O O o () + ) . (2)

introducing the new variable (uiué) to the momentum equation since the average of the

product of fluctuating variables does not vanish. The so-called Reynolds equation for the

mean flow field of an incompressible fluid, thus, is given by

8Ui 8UZ 10 82Ui 181"
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(2.12)
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with the so-called Reynolds stress tensor, 7;j = — p(ugu;), as an additional contribution to
the time-space behavior of the flow, which only involves velocity fluctuations.

Similarly, Reynolds averaging applied to the heat balance equation and the mass con-
servation for scalars creates new variables in terms of the so-called turbulent heat flur and
the turbulent mass fluz.

Reynolds stress tensor

The Reynolds stress tensor 7;; is a symmetric matrix: (uju}) = (uju;). Often, only the
quantity <u;u;> = —7;j/p is investigated, whose correct physical interpretation is that of
a kinematic momentum fluz, as opposed to the dynamic momentum stress represented by
—p(u;u;) as the native expression of the Reynolds tensor.> Analogous to the definition
of the viscous stress, the Reynolds stress reflects the (mean) transfer of momentum by
velocity fluctuations. In a fully turbulent flow at high Reynolds number, the turbulent
stresses have a much larger influence on the time-dependency of the mean flow than the
viscous dissipation (second and third term on the right-hand-side of Eq. 2.12).

The diagonal components of (u/u’) (i.e. in the case of i = j) are called normal fluzes

i
(or stresses) and measure the variances of turbulent velocities, i.e. (uju}) = (u?) = 0%,

(uhuh) = (u) = 03, and (ujub) = (u?) = o2. The deviatoric parts of the Reynolds tensor
(where i # j) are shear flures and measure turbulent covariances. Thus, both normal and
shear fluxes are measures of second order turbulence moments.

The off-diagonal parts of the Reynolds flux tensor only are non-zero if there is a cor-
relation between the multiplied quantities. Thus, instead of investigating the momentum
fluxes, sometimes the degree of correlation between the turbulent variables is studied. This

given by the correlation coefficient tensor

AT ulu'.
Rij _ < i g) _ < % ]> : (213)
wp) oy o

where R;; € [—1,1] due to the normalization, and the Einstein summation convention is
not applied here. In turbulent flows usually exists a strong degree of correlation between
the velocity fluctuations. Thus, the influence on the mean flow expressed by 7;; is always
significant. Depending on the specifics of the flow, some components of the Reynolds
stress tensor can be more important than others, as will be discussed later in connection
with atmospheric boundary-layer flows (Section 2.3.1).

Another important quantity can be directly derived from the Reynolds flux tensor: the
turbulence kinetic energy k(x,t) (TKE) defined as half of its trace according to

1
(upuf) = = (0f + 03 +03) . (2.14)

k= 5

1
2
The above equation describes the mean kinetic energy of the fluctuating velocity field per
unit mass.

3In literature, however, stress and flux terminologies are often used interchangeably, which is not correct
from a physical point of view, but nevertheless became conventional.
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2 Theory and Applications

Turbulence closure

Reynolds averaging introduced six new independent variables to the momentum equation
(Eq. 2.12) due to the presence of the Reynolds stress tensor. Now, there are more
unknowns than equations and the algebraic system is unclosed. There exist several ways to
close the system of equations by means of parameterizing the unknown variables associated
with turbulent processes. In this context, the order of turbulence closure is determined by
the highest order of turbulence moments that remain in the problem.

The way in which turbulence is statistically treated, is the most prominent distinguishing
feature of numerical models operating on the RANS equations (so-called RANS models).
The earliest approach toward a parameterization of turbulent processes is based on the
turbulent-viscosity hypothesis. It originated from the assumption of an analogy between
viscous and turbulent stresses which was introduced by Boussinesq (1877). Mathemat-
ically, this analogy is reflected in a dependence of the Reynolds stresses on the rate of
strain in the mean flow — similar to the relation for viscous stresses in Newtonian fluids.
Accordingly, the deviatoric part of the Reynolds stress tensor is given by

2

oU;) ~ o(Uy)
3 +

856]' 8.732

— plual) + 2 phty; = pr ( ) — 205, (2.15)
in which S;; is the strain-rate tensor of the mean flow, and 14(x, t) is the turbulent viscosity
(or eddy wviscosity). Similarly, the gradient-diffusion hypothesis states that turbulent heat
and mass fluxes are aligned with mean scalar gradients and introduces turbulent diffusivi-
ties of heat and mass, I'y(x,t) and I',,(x,t). The turbulent Prandtl number, Pry = v /Ty,
and the turbulent Schmidt number, S¢; = v;/T),, measure the relative importance of
turbulent heat or mass diffusion in comparison to the turbulent momentum transport.

In order to close the system of RANS equations, the turbulent viscosity has to be deter-
mined. Having the dimension of (m?/s), the eddy viscosity can be related to the product of
a velocity and a length scale, i.e. 1y = ufy, and closure is achieved by parameterizing these
two scales. The simplest approach to this problem is given by the algebraic mizing-length
model, which relates ¢; to a mixing length ¢,,, whose notion was independently suggested
by Ludwig Prandtl and G. I. Taylor, and w; is associated with mean flow gradients. The
empirical specification of ¢, strongly depends on the flow scenario and often involves fur-
ther heuristic assumptions about involved physics. The mixing-length model represents a
first-order turbulence closure (Pope, 2000).

Building on that, one-equation models use the mixing-length definition, but determine
the velocity scale from the relation u; ~ k'/2 by solving a separate transport equation for
the TKE. With the so-called two-equation models, however, no flow-dependent mixing-
length assumptions are required. A prominent example is the k— model, where ¢ is the
energy dissipation rate per unit mass. Here, the eddy viscosity, v4(*¥*/c), is obtained by
solving transport equations of £ and €. These approaches represent intermediate steps
between first and second-order modeling and are usually denoted as 11/2-order closure.

Second-order turbulent closure requires to directly solve the model transport equations
for the Reynolds stresses, (u;ug) These equations, however, include third-order turbulence
terms such as the pressure-strain-rate tensor or the stress flux, which — again — often require
very sophisticated parameterizations.
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2.1 Turbulent flows

Compared with this approach, eddy-viscosity models are much simpler and have a wide
range of applications. Yet, the involved assumptions have shortcomings and lack generality.
The local alignment of turbulent stresses with mean flow gradients as well as their linear
relation through the eddy viscosity have been disproved in many flow categories (Pope,
2000). In this regard, Taylor (1970) commented,

“(...) the idea that a fluid mass would go a certain distance unchanged and then
deliver up its transferable property, and become identical with the mean condition at
that point, is not a realistic picture of a physical process.”

However, following the argumentation by Pope (2000), for simple shear flows, in which
turbulence features evolve slowly, these assumptions are more reasonable. In such sit-
uations, the production, P, and dissipation rate, ¢, of turbulence kinetic energy are of
comparable magnitude. The two processes are linked by a transfer of energy across all
turbulent scales of motion — a conceptual model that dominates the perception of turbu-
lence and will be introduced in the next paragraphs.

2.1.4 Turbulent scales and K41 theory

The view of turbulent flows as being composed of vortices of different sizes, ¢, and certain
velocity scales, uy, superimposed on a mean velocity field provides the basis for most of the
scientific work devoted to the theoretical description of turbulence, numerical modeling
procedures, and practical data analysis concepts. In this regard, two perceptions stand
out as exceptionally inspiring: the cascading energy transfer between turbulent eddies and
the hypotheses of local isotropy and universal scaling behavior.

The energy cascade

The largest eddies in the flow have a characteristic size £y comparable to the length scale
L that is specific to the geometry of the flow (following the notation in Pope, 2000).
These eddies are responsible for the production of turbulence kinetic energy through the
extraction of energy from the mean flow. Since their characteristic Reynolds number,
Rey = uply/v, is large, viscous effects are negligible. Most of the TKE resides at these
scales. The energy, however, is passed on to somewhat smaller vortices, which are created
through dynamical instabilities and nonlinear interactions between the large eddies of the
energy-containing range. The break-up process continues among the smaller eddies and
will go on as long as the eddy Reynolds number is sufficiently high. As eddy sizes decrease,
the vortices become isotropic and more stable until ultimately the energy is dissipated due
to the dominance of viscous effects. The transfer of TKE to successively smaller scales
of motion is referred to as energy cascade and was first described by Richardson (1922)
and fortified in seminal works by Taylor (1935, 1938). The conceptual model implies that
under equilibrium conditions the dissipation rate is given by the rate P, at which energy
is produced: e varies as ug /lo. If the TKE supply is cut off, turbulence eventually decays,
and the flow relaminarizes. The range of eddies in which energy is neither created nor
dissipated, but only transferred between groups of vortices, is called inertial subrange. It
is bordered by eddy-scale limits of the production and dissipation range, g and £py.
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2 Theory and Applications

Kolmogorov’s hypotheses

As stated by Lumley and Yaglom (2001), there are only very few great hypotheses in
turbulence research. The ones that can certainly be regarded as most far-reaching were
formulated more than 70 years ago by Andrei Nikolaevich Kolmogorov, who provided the
first unified picture of turbulent dynamics across eddy ranges with three brief statements
(K41 theory; Kolmogorov, 1941, 1991).% Following Pope (2000), the first hypothesis reads:

Local isotropy hypothesis — Motions of small-scale eddies with ¢ < ¢y are locally
isotropic given a sufficiently high Reynolds number.

A turbulent flow is called isotropic if statistics derived at a certain point in space show
no directional dependency: The velocity field is invariant under coordinate translations,
rotations or reflections. Local isotropy refers only to the isotropy of the small eddy scales.
While the energy-containing eddies of size £y are strongly anisotropic and essentially lim-
ited by the geometry of the respective scenario, the smaller eddies created through the
break-up chain are expected to have lost the memory of these boundary conditions. Statis-
tics derived from the small-scale motions are universal in every high-Re flow. In the
so-called universal equilibrium range, the second hypothesis holds:

First similarity hypothesis — At sufficiently high Reynolds number, the statistics
of the motions of small-scale eddies with size ¢ < ¢g; are universally defined by the
viscosity of the fluid, v, and the energy dissipation rate, €.

From these two quantities, scaling terms for the smallest eddies can be formulated as

(5)1/4 : (2.16)

3

3

A
1/4
n= <> , uy = (ve) / , T

3

which are referred to as the Kolmogorov length, velocity, and time scales, respectively.
The scales characterize the dissipative eddies with Re, = u,n/v = 1. For motions in the
equilibrium range, all turbulent flows are statistically similar and statistically identical
if statistics are referenced to the Kolmogorov scales. The ratios of the smallest and the
largest eddy scales depend on the Reynolds number according to

T ger, U G ReYr . T ReYe (2.17)
0 uQ 70
Thus, the higher the Reynolds number of the flow scenario, the smaller the length scale
of the smallest eddies, n, and the larger the range of eddy sizes. Figure 2.1 illustrates this
behavior. The third hypothesis describes scaling dependencies in the inertial subrange:

Second similarity hypothesis — Assuming a sufficiently high Reynolds number,
the statistics of eddy motions in the scale range of £y > ¢ > n (or more precisely:
Lgr > ¢ > {pr) are universal and solely determined by the rate of dissipation, &.

4Kolmogorov’s original 1941 article was written in Russian. An English translation was later provided
by the Royal Society of London (see Kolmogorov, 1991). Simultaneously and independently of Kol-
mogorov’s studies, Onsager (1945), von Weizsécker (1948), and Heisenberg (1948) developed similar
ideas concerning spectral properties of turbulence and scaling laws.
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2.1 Turbulent flows

Because the eddy Reynolds number in the inertial subrange is still large, Kolmogorov
postulated that the energy transfer is solely defined by inertial forces. The viscous stresses
only act on small-scale eddies in the dissipation range. Within the inertial subrange,
eddy velocity and time scales decrease with decreasing eddy sizes. Through dimensional
inference, Kolmogorov (1941) derived that the theoretical shape of the energy distribution
among the inertial subrange eddies is given by

E(k) = CePr™ (2.18)

where the wavenumber « is defined as k = 27/¢, with the length scale in the range of
lgr > £ > fpr, and C is the universal Kolmogorov constant, often assigned a value of
C = 1.5 as suggested by experimental observations (see the survey by Sreenivsan, 1995).

Figure 2.2a shows the turbulence spectrum of high Reynolds number flow in wavenumber
space with indications of the eddy ranges. A different perspective on this picture was
presented by Frisch et al. (1978) and Frisch (1995) in relation to the eddy cascade and
is reproduced in Figure 2.2b. The distribution of eddy sizes within the three distinct
energy ranges is schematically represented by successive eddy generations of length scales
ly, = 1"y, where n = 0,1,2,... for a fixed r € (0,1). With decreasing size, the number
of eddies per unit volume increases such that the smaller eddies are as space-filling as the
larger ones. In the sense of the K41 theory this behavior reflects the assumptions of self-
stmilarity and scale-invariance. The diagram further illustrates that the energy transfer
is assumed to take place between eddies of comparable size, i.e. between neighboring eddy
generations. This is referred to as localness of interactions in the inertial range.

One of the first experimental substantiations of the K41 theory was presented by Grant
et al. (1962), who observed several decades of inertial subrange behavior in a high Reynolds
number tidal channel flow. Later works by Kaimal et al. (1972), Mestayer (1982) or
Saddoughi and Veeravalli (1994) further documented the existence of universal inertial
subrange behavior and provided evidence of local isotropy in different flows.
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Figure 2.2: (a) Energy density spectrum at very high Reynolds number showing a —5/3 slope
in the inertial subrange. Length scale notation is adopted from Pope (2000).
(b) Phenomenological picture of the eddy cascade in view of the K41 theory
(with r = 1/2), after Frisch et al. (1978) and Frisch (1995).
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2 Theory and Applications

New insights & refinements

The conceptual frameworks established through the Richardson cascade and Kolmogorov’s
hypotheses provide a broad theoretical basis for many fields of applications. As will be
discussed in Section 2.2, the primary legitimation to have confidence in the potential of
large-eddy simulations is based on the assumptions of universality and local isotropy of
small-scale turbulence and their major implication — universal scaling potential. Great
effort was spent on theoretical, numerical, and experimental research studies in order to
verify, extend or disprove K41 for different types of turbulent flows.

An important limitation of the original hypotheses originates from the fact that they
are only applicable in the case of “sufficiently high” Reynolds numbers. It was shown that
higher-order statistics of dissipation range quantities (e.g. skewness or kurtosis of velocity
derivatives) exhibit a strong dependence on the Reynolds number in contrast to predic-
tions following the universal equilibrium assumption (e.g. Wyngaard and Tennekes, 1970;
Champagne, 1978). Associated similarity constants, thus, are flow-dependent and not
universal. Anselmet et al. (1984) could show that anomalous scaling behavior, in which
scaling exponents cannot be retrieved from dimensional analyses, exists for high-order
velocity structure functions in the inertial subrange. Both observations are ascribed to
the spatial randomness and intermittency of the small eddies, that is expressed in strong
fluctuations of the instantaneous magnitude of the dissipation rate. This phenomenon
has been theoretically considered earlier and was approached with the so-called refined
sitmilarity hypotheses (Kolmogorov, 1962; Obukhov, 1962). Here, the ensemble mean dis-
sipation rate of the original theory is replaced by a locally averaged dissipation rate, which
is assumed to be a log-normal random variable in order to include intermittency effects. A
thorough survey about the phenomenology and scaling behavior of small-scale turbulence
in the view of the refined K41 theory and other intermittency models is presented by
Sreenivasan and Antonia (1997).

Further studies gave new insights into the details of the energy cascade. On average,
the transfer of turbulence kinetic energy is always directed from the larger to the smaller
eddies. Instantaneously, however, theoretical models and time-dependent numerical sim-
ulations have shown that this process can be reversed (e.g. studies by Domaradzki and
Rogallo, 1990). The instantaneous and local transfer of energy from small to large eddies
is now known as backscatter or inverse cascade (schematically represented by the dotted
arrows in Fig. 2.2). Zhou (1993) and others investigated the phenomenon of scale inter-
actions in isotropic turbulence, which is assumed to be local according to the K41 theory.
It could be shown, however, that nonlocal interactions between eddies of significantly
different size are also occurring (so-called triad interactions).

Other refinements of K41 and its later reformulations in 1962 (proposed e.g. by Kraich-
nan, 1974) as well as advanced theoretical models like the direct interaction approximation
(DIA; e.g. Kraichnan, 1959) or the eddy-damped quasi-normal Markovian theory for ho-
mogeneous isotropic turbulence (EDQNM; e.g. Orszag, 1970) are frequently incorporated
today to study fundamental features of inertial range and dissipative turbulence. However,
as Moffatt (2002) pointed out, many of the post-K41 approaches “(...) were of such math-
ematical complexity that it was really difficult to retain that essential link between mathematical
description and physical understanding, which is so essential for real progress.”
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2.2 Fundamentals of large-eddy simulation

2.2 Fundamentals of large-eddy simulation

Approaches in computational fluid dynamics can be grouped into two categories:

e turbulence modeling and

o turbulence simulation.

The first addresses techniques that use full parameterizations of turbulence in order to pre-
dict turbulent flow behavior, the latter refers to numerical simulations of turbulent flows
using the original equations (cf. Wyngaard, 1992; Breuer, 2002). According to this binary
classification, numerical codes based on the Reynolds-averaged Navier-Stokes equations are
representatives of the first type. As Lumley (1983) states, even advanced two-equation
models should only be regarded as a “calibrated surrogate of turbulence.” The way in which
the spectrum of turbulent eddies is represented in RANS solutions is neither eddy-scale
dependent nor limited by the flow Reynolds number. Due to comparatively low computa-
tional costs, RANS models are in wide use in micro-meteorology and computational wind
engineering for research and practical applications.

The direct numerical simulation (DNS) stands for the second branch, in which the
Navier-Stokes equations are numerically solved with flow-dependent boundary and initial
conditions. The spatio-temporal evolution of all scales of motion is directly resolved,
exclusive of any turbulence parameterization. The computational costs of DNS exceed
those of RANS approaches by far and are strongly Reynolds-number dependent.

The approach taken in what is known as large-eddy simulation can be regarded as the
gray area added to the above black-and-white picture: Subject to the eddy scale, tur-
bulence is both resolved and modeled in LES. Generally speaking, LES denotes a three-
dimensional, time-dependent numerical simulation technique based on volume-averaged
conservation equations, which works on computational meshes fine enough to resolve tur-
bulent eddies and uses turbulence parameterizations for the unresolved scales.

Figure 2.3 shows a schematic energy density spectrum of high Reynolds number flow
with indications of the important eddy scale ranges and associated dynamic processes
(cf. Section 2.1.4). The representation of the eddy spectrum through the three CFD
approaches — DNS, LES, and RANS - is indicated.

The following sections give a brief introduction to the fundamental concepts of LES.
Developments in LES modeling techniques, results of atmospheric LES studies, as well as
trends and challenges of the approach will be discussed. It is started from a classification
of eddy-resolving methods with respect to computational constraints given by the flow
Reynolds number and the flow type.

2.2.1 A Reynolds number point of view

The applicability of eddy-resolving methods like DNS or LES depends on the nature
of the turbulent flow and the range of eddy scales involved in the problem. In DNS,
the computational domain has to be large enough to accurately resolve the large-scale,
energy-containing eddies (i.e. O(L)), while the numerical grid is bound to be fine enough
to resolve the smallest eddies in the flow (i.e. O(n)).
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Figure 2.3: Turbulence spectrum in wavenumber space, where x = 27/¢. Important scale
ranges, associated dynamical processes and scaling assumptions are indicated
together with the three common CFD approaches (notation after Pope, 2000).

As the computational cost of a numerical simulation, e.g. measured based on the num-
ber of required floating-point operations, is resolution-dependent, it is instantly clear that
DNS is a heavyweight among its neighbors (Pope, 2000). Based on Kolmogorov’s scaling
assumptions, the ratio £o/n scales with Re”*. This means that the total number of com-
putational grid points roughly scales as N, X Ny X N, ~ Re’/* for a full three-dimensional
DNS. The time advancement of the solution has to be proportional to the grid spacing.
For an accurate solution it is necessary that the time step is short enough so that fluid
particles will only cover a small distance within the grid cells. Pope (2000) indicates a
Courant number of 1/20 for a careful DNS computation. Taking this into account, the
actual computational cost of DNS scales roughly as

(Ny x N, x N,) x N; ~ Re?. (2.19)

The review by Reynolds (1990) presents a more detailed assessment of the resolution re-
quirements for different flow types together with discussions on the computational methods
and boundary constraints for DNS, which have to be highly accurate.
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Orszag and Patterson (1972) carried out the first DNS of a three-dimensional turbulent
flow at a Taylor-scale Reynolds number of Rey = 35 using 323 grid points.® Today, DNS is
feasible for studying low Reynolds number canonical flows in simple geometries. One of the
largest DNS of a homogeneous turbulent flow so far was performed with a grid resolution
of 40963 points at a Reynolds number of Rey = 1,200, which is in the order of typical
laboratory flows (Kaneda and Ishihara, 2006). Coleman et al. (1990) presented an early
application of DNS to the atmospheric boundary layer at a Reynolds number that did
not allow for inertial subrange behavior. Direct simulations of turbulent flow in idealized
urban environments (e.g. cube arrays) barely exist. First studies were restricted to very
low Reynolds numbers and limited eddy-scale ranges (e.g. Coceal et al., 2007; Branford
et al., 2011). For realistic Reynolds numbers of atmospheric boundary-layer flows in the
range of Re ~ 107 to 10°, DNS will probably always remain impracticable.

The great potential of DNS lies withing fundamental studies of turbulence physics since
the method certainly provides the most complete picture of turbulent flows (cf. review of
DNS as a tool in turbulence research by Moin and Mahesh, 1998). The predictive potential
of DNS is limited to special cases of engineering and atmospheric applications. Among
those, an interesting research area is biological flow at moderate Reynolds numbers — for
example cardiovascular circulations or animal locomotion in air or water (e.g. Mittal, 2005;
Sherwin and Blackburn, 2005; Tullio et al., 2009).

Figure 2.4 shows a classification of eddy-resolving approaches based on the Reynolds
number of different flow types and current computational capacities, following Piomelli
(2010). Together with the restricted scope for direct turbulence simulations, the practi-
cability of LES is indicated to depend strongly on the flow scenario. For free shear flows
(e.g. mixing layers or jets) LES can be applied over a wide range of Reynolds numbers.

Astrophysics

Atmospheric, oceanic and geophysical flows

Biofluid dynamics Aerodynamics

Turbulence physics

LES
free shear
LES .
near-wall resolved il BN RS
DN§ —M LES
near-wall modeled
03 4 e = e ts a7
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Figure 2.4: Eddy-resolving CFD methods in the context of their ranges of applications as
a function of the flow Reynolds number. Adapted from Piomelli (2010).

®The Reynolds number based on the Taylor micro-scale (Taylor, 1935) is defined as Rex = o, A/v, with
A being an intermediate eddy size between ¢y and 1. Roughly, Rex ~ v2Re holds (Pope, 2000).
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For flows that are influenced by boundaries, as encountered in aerodynamic or envi-
ronmental studies, the Reynolds number determines whether the near-wall region can be
resolved in LES or has to be modeled. For flows at low to moderate Reynolds numbers, the
limitation of the eddy-scale range permits to resolve small-scale near-wall motions without
severe increase of computational costs. In typical LES studies of the atmospheric bound-
ary layer at high Reynolds numbers, the vertical grid resolution ranges from few meters
up to some decameters, and near-wall flow modeling is always involved. The appropriate
parameterization of near-surface turbulence in LES is known to be crucial for the overall
quality of the simulation and, thus, is an area of intensive research (cf. Section 2.2.3).

So-called hybrid modeling approaches like detached-eddy simulation (DES) attempt to
tackle the near-wall grid resolution problem by combining LES and RANS methodologies
(e.g. review by Spalart, 2009). Whereas research using the new hybrid models is very
active (and successful) in engineering disciplines, the approach is still uncommon in the
micro-meteorological research community.

2.2.2 LES in a nutshell

Having its roots in the development of early numerical weather prediction models (with
seminal works by Smagorinsky, 1963; Lilly, 1967), first comprehensive applications of LES
in the context of turbulence research and important theoretical advancements were made
in the 1970s for engineering flows (e.g. first LES studies of turbulent channel flow by Dear-
dorff, 1970a; Schumann, 1975). Today, LES emerged as a frequently applied method in
micro-meteorology to study problems in which time-space evolution is of special interest:
e.g. diurnal transformations of the ABL structure, flow and dispersion processes in com-
plex environments, severe storm dynamics or cloud physics. For certain research topics,
which are not easily explored by experimental means, LES offers the potential of a funda-
mental understanding of the involved dynamics. A prominent example is the convective
atmospheric boundary layer investigated by Deardorff (1974a,b); see Section 2.3.2. In a
survey about future prospects of LES for atmospheric boundary-layer research from the
mid-1980s, Wyngaard et al. (1984) anticipate the use of LES as a “numerical laboratory”
for testing and developing scaling laws and turbulence closure parameterizations. And
indeed, many studies devoted to these issues were made in the last decades.

Why is LES so successful? — The answer lies in the fact that the technique has
the potential to provide a realistic picture of turbulent flows with feasible computational
expenses. The great economical advantage over DNS stems from the fact that only the
large-scale motions, which contain the bulk of turbulence kinetic energy and are affected
by the flow geometry, are directly resolved. The small-scale turbulence, which to some
extent can be regarded as universal, is parameterized. Ideally, the LES cut-off, A, lies
somewhere within the inertial subrange of turbulence, i.e. £yp > A > n (see Fig. 2.3).

Pope (2000) gives a revealing illustration of the benefits arising from the limitation of
directly resolved turbulence in LES. Virtually the entire computational efforts in DNS are
expended on the small-scale motions belonging to the dissipation range, with £ < £p;.
For a comparatively low Reynolds number flow at Rey = 70, Pope (2000) showed that
less than 0.02 % of the modes in wavenumber space belong to the energy-containing and
inertial-range eddies. For higher Re flows, this fraction becomes even smaller.
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Filtered equations

Formally, the LES decomposition of the velocity field U;(z;,t) into filtered and residual
components is achieved by the convolution with a spatial filter function G, which depends
on the cut-off width A. This concept was first introduced and discussed by Leonard (1974).
In conformity with the classic notion of Reynolds decomposition, this yields

o0

Ui<$i7 t) =U; (a:i, t) + ui(mi, t) = / Uz<$;, t) G(.%'Z - JZ;) dx; + ui(xi, t) , (2.20)
—0Q0
in which the tilde denotes a spatially filtered variable, and the prime is only formally
introduced for the integration. The residual velocity field, u;(z;,t), represents the so-
called subfilter-scale (SFS) motions. In general, filtering is independent of the employed
numerical method, e.g. in terms of the spatial discretization of the governing equations.
In practice and especially for meteorological LES applications, filtering and numerics are
strongly connected and often merged into one step.® This also explains the common use
of the term subgrid-scale (SGS) motions for the residual velocity field.
Although spatial filtering is to some extent very similar to the concept of ensemble
averaging, it has to be emphasized that both U; and u; are random fields and filtering is
a priori not a Reynolds operator. This, for example, leads to the fact that in general

U #£0 and U; #U;. (2.21)
If the filter is spatially uniform (homogeneous), filtering and differentiation commute. The
filtered continuity equation of an incompressible fluid (Eq. 2.2), thus, is given by

83;1 =0 and oz,

Applying the spatial filtering to the Navier-Stokes equation (Eq. 2.5) results in

0. (2.22)

oU; ~oU;  10p U, 0T

— j =—= — 2.23
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with 7% being the subfilter-scale fluz (more commonly SFS stress) defined as
5 =U,0; — U; Uj . (2.24)

This expression is similar to that of the kinematic Reynolds flux 7;; = (uju}) = (U;U;) —
(Ui)(Uj) (Section 2.1.2). The different natures of the involved averaging approaches, how-
ever, lead to some very important general distinctions between both quantities.

Filtering the conservation equations of thermal energy and scalar concentrations leads
to the SFS heat and scalar fluxes, fio = U; ;0 — U O and fiqg = Uiq— U q , where © is the
potential temperature and ¢, for example, water vapor concentration.

SFiltering can comply with a volume average over the grid cell dimensions as in the historic approach
_ +1s +16 +16
by Deardorff (1970a), defined as U; (x:,t) = (82 6y 62) " f;ﬁ 55; fyy, %265 fi %26; Ui(x}, t) dz}, where 6z,
dy, and §z are the grid increments of the finite difference equations.
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Germano (1986) proposed a decomposition of the SFS stress (flux) tensor into three
Galilean-invariant terms: Tfj = L;j +C;j +R;j, which are the so-called Leonard stress, the
cross stress and the SFS Reynolds stress, respectively. They are defined as

Ly = UU;-UU;, (2.25)
Cij = Ujuj+Uju; — Uiy —Uju; , and (2.26)
Rij = % - a{[]/ ’ (2'27)
If filtering was a Reynolds operator, £;; and C;; would vanish and R;; = w;u;. The

resolved and SF'S fields can be subject to further averaging operations. For averaging times

sufficiently longer than the filter time-scale A/U the relation U; ~ /U\; can be assumed
valid, so that u; = ] (Sullivan et al., 2003). The overbar denotes the time average over
the signal length T' (cf. Eq. 2.8) and u, thus, is the fluctuation about the time mean. It
can be shown that the instantaneous LES velocity can be essentially decomposed into

Ui=Ti+ui=U; +U; +ui. (2.28)

Figure 2.5 gives a qualitative impression about how filtering modifies the characteristics
of a turbulent signal in physical and spectral space. A wind-tunnel time series of the
streamwise velocity component, U(t), was filtered by applying Eq. (2.20) using a Gaussian
filter function (following Leonard’s, 1974, definition) and three different filter widths, A;.
The transformation of time-dependent into space-dependent data, U (z), was done through
the relation = t U, assuming the applicability of Taylor’s frozen turbulence hypothesis
(cf. Taylor, 1938) — a concept that will be further discussed in Section 2.3.1.
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Figure 2.5: (a) Cut-out sample of the original (U) and filtered (U ) streamwise wind-tunnel
velocities, obtained with the Gaussian filter function for three filter widths, A;,
1 =1,2,3. Note that the data were shifted along the ordinate for a clearer dis-
play. (b) Corresponding one-dimensional energy-density spectra in wavenumber
space. Filter widths and cut-off wavenumbers are additionally displayed.
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2.2 Fundamentals of large-eddy simulation

The enhanced damping of small-scale fluctuations with increasing filter width is clearly
evident in physical space (Fig. 2.5a), and is reflected in a reduction of the corresponding
energy spectra at the high-wavenumber end, with kA, = 27/A; being the wavenumber
of the highest directly resolved mode (Fig. 2.5b). The one-dimensional energies of the
resolved LES fields, 1/2u2, correspond to 90% (A1), 78% (As), and 64% (A3) of the
original energy given by 1/2 2. Thus, following the usual convention that a simulation
qualifies as a “true LES” if more than 80% of the energy of the flow is resolved (e.g. Pope,
2000), at least the last filter width would be too broad. Simulations using numerical grids
and filters too coarse to resolve the bulk of the TKE are referred to as wvery large-eddy
simulations (VLES). In this case, the higher savings with respect to computational costs
come at the price of a stronger dependence on the accuracy of the SF'S parameterization.

Besides the Gaussian function, other commonly used filters are the top-hat function
(box filter) and the sharp spectral filter (cf. Pope, 2000, p. 563). Because Gaussian and
box filters are not well-localized (sharp) in spectral space, an attenuation of energies at
scales £ > A is generally observed. This is also evident in Figure 2.5b. The resolved scales
that are directly affected by the filtering are sometimes referred to as resolved SF'S (Chow
et al., 2005). The sharp spectral filter, on the other hand, directly eliminates spectral
modes with k > kA while leaving the smaller wavenumbers unaffected.

The limiting behaviors of LES are straightforwardly deduced from the approximate
bounds of the filter width. In the limit of A — 0 (in effect A — 1) a DNS of the flow
is approached and as A — oo (in effect A — L) the filtering operation approaches the
ensemble average with the limiting RANS state.

Subfilter-scale models

The parameterization of SFS stresses is a crucial step of the LES procedure. Similar to
the developments of turbulence closure formulations for RANS equations, efforts to model
the influence of the residual motions in LES — primarily in terms of an energy removal
from the resolved fields — resulted in a variety of different approaches.

In the subsequent paragraphs, some of the most influential and prevalent SFS models
are briefly reviewed. It is followed Lesieur and Métais (1996), Piomelli (1999), Meneveau
and Katz (2000), as well as to the textbooks by Pope (2000), Sagaut (2005), and Frohlich
(2006), in which detailed discussions can be found.

The theoretical foundation of the majority of subfilter-scale models is given by the classic
K41 assumption of local isotropy of small-scale eddies (see Section 2.1.4). The conceptual
framework most commonly employed in order to relate the residual stress to the resolved
flow quantities, is borrowed from the classic turbulence closure of the ensemble-averaged
equations: Boussinesq’s turbulent-viscosity hypothesis (see Section 2.1.3). The anisotropic
SF'S-stress tensor T= T~ %kséij, with ks = %Tfi being the SFS kinetic energy, is related
to the filtered strain-rate tensor

- _1(oU; ou;
g1 j 2.29
g 2<axj+axi> (2.29)
through the expression 77 = =21, SNZ] This formulation is analogous to Eq. (2.15).
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2 Theory and Applications

The above model was first proposed by Smagorinsky (1963). In a next step, the eddy
viscosity of the residual motions, v,(x,t), is parameterized through an algebraic mixing-
length model as the product of a length and velocity scale (cf. Pope, 2000), yielding

v =028 =(C,A)?S (2.30)

where £5 = Cs A is the characteristic length scale, which relates to the filter width via the
so-called Smagorinsky coefficient, Cs, and S = (QSZ-jSi]-)l/ ? represents the characteristic
velocity difference at that scale. In the Smagorinsky model, the rate in which energy is

transferred from the resolved to the residual motions is given by Pr = =72 5; = 1, S .
For all types of eddy-viscosity models with v, > 0, P, is always positive, and inverse
cascade effects (i.e. energy backscatter to the resolved scales) are not incorporated.

Lilly (1967) derived an expression for C; for the case that A lies well within the inertial
subrange. Assuming that for isotropic turbulence the mean rates of energy production
and dissipation balance, i.e.

= (Pr) = (CA)XS”) = (G082 (2.:31)

and expressing <§ 2) through the Kolmogorov spectrum (Eq. 2.18), Lilly arrives at the
classic result Cy = %(%)3/ 4~ 0.17 using C = 1.5 as the Kolmogorov constant.

For the standard Smagorinsky model, Cs is a flow-dependent, scale-invariant coefficient
derived under the assumption of isotropic homogeneous turbulence at the filter scale. This
can lead to inaccuracies of SFS dissipation rates in cases where A approaches the inertial
range limits (e.g. near solid boundaries) and in flow situations dominated by strong shear,
buoyancy effects or rotation. In particular, the model is found to be over-dissipative in
many flows. In order to overcome these issues, Germano et al. (1991) proposed the so-
called dynamic model, which allows for a local, scale-invariant derivation of Cs without
flow-dependent off-line tuning. Assuming that the dynamically most active SEF'S scales
are those near the filter-cutoff, the dynamic model relates the Smagorinsky coefficient to
the smallest resolved scales between the original filter, A, and a slightly larger test filter,
A, such that Cy can be fully determined from the resolved fields in the course of the
simulation. In order to decrease the rather high noise-level of the obtained values of Cj,
which can cause numerical instabilities, averaging techniques are usually employed in the
dynamic model. For LES of inhomogeneous flows in complex geometries, Meneveau et al.
(1996) proposed a Lagrangian time averaging along the paths of fluid particles.

While the performance of the dynamic model is in many cases superior to the stan-
dard Smagorinsky model, a strong point of critique concerns the scale-invariance of the
approach. Porté-Agel et al. (2000) developed a scale-dependent variation of the dynamic
model in which Cs depends on A to a power that is derived from the introduction of a
second test filter A. Later Bou-Zeid et al. (2005) extended this approach into a Lagrangian
framework to stabilize the performance in geometrically complex flows.

Earlier efforts to improve the Smagorinsky model led to the so-called mized models, of
which the scale-similarity model (Bardina et al., 1980) is the most prominent example.
This model takes advantage of the decomposition of the SFS stress tensor (Egs. 2.25-2.27).
Because the Leonard stress is solely composed of resolved flow quantities, the Smagorinsky
model is only used to parameterize the cross and Reynolds SFS stresses.
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2.2 Fundamentals of large-eddy simulation

Parallel to the developments of the algebraic Smagorinsky model and its refinements,
research concentrated on approaches that are based on the solution of transport equations
for the residual quantities. Deardorff (1974a,b) renounced relying on the eddy-viscosity
hypothesis and presented an SF'S closure by solving a modeled version of the conservation
equation for 7'%, which is computationally very demanding. The instantaneous dissipation
rate is related to the SFS kinetic energy and to the filter scale via

£s = % ’»”, (2.32)
where C}, is a constant in the order of 0.7 (see Pope, 2000).

A widely-used approach associated with reduced computational efforts is based on an
eddy-viscosity model given by v, = C, k;/ ’A, where C, is a constant and the SFS ki-
netic energy, ks(x,t), is obtained from the solution of its transport equation, in which the
diffusion and dissipation terms are modeled (cf. Schumann, 1975; Deardorff, 1980). This
kinetic energy model is extensively used in meteorological LES codes because it incorpo-
rates flow memory effects and has proved to be successful in the simulation of atmospheric
boundary-layer flows with different thermal stratifications.

A further strategy links the drainage of energy from the resolved scales to the numerical
dissipation resulting from spatial-truncation errors (cf. Boris, 1990; Grinstein et al., 2007).
No explicit SF'S model is used, but both filtering and the parameterization of SF'S contri-
butions are obtained from the employed numerical method. This approach is referred to
as implicit large-eddy simulation (ILES) and turned out to be very useful for computing
complex flow types. Further details of the ILES approach are discussed in Section 4.3.1 in
the context of introducing the urban aerodynamics code FAST3D-CT, of which simulation
results are validated against wind-tunnel data in Chapter 5.

2.2.3 Trends, challenges & limitations

Since its early applications, physical and numerical specifications in LES have been sub-
ject to continuous advancements. These were attended and often stimulated by the rapid
increase of computational power since the 1970s. As Liepmann (1979) stated, turbulence
research “(...) continues to produce technological advances, but the path of progress is anything
but straight” — the same is true for the evolution of LES. A major issue that needs to be
addressed by numerical and experimental communities concerns the definition of appro-
priate validation strategies for LES predictions. This topic will be discussed separately in
Chapter 3. Other challenges in performing an LES are for example related to the defini-
tion of realistic inflow and boundary constraints, to the SFS-model performance, and to
issues regarding numerical setups and implementations (see Fig. 2.6a for an illustrative
overview). Related discussions can, for example, be found in Reynolds (1990), Piomelli
(1999) or Pope (2004), and some aspects are reviewed below.

SF'S modeling As discussed in the previous paragraphs, an appropriate working point
for LES is given if the bulk of energy resides in the filtered (resolved) length scales. For
wall-bounded flows, like those in the high Reynolds-number atmospheric boundary layer,
this requirement is generally met in regions that are sufficiently far away from the surface.
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In vicinity of the surface, however, the length scale of the energy and flux-carrying ed-
dies decreases until finally the viscous-sublayer length scale of near-wall eddies is reached,
which is tiny compared with that of the dominant eddies well above. As A — £, the well-
conditioned LES approaches the state of a VLES, which strongly depends on the accuracy
of the SFS model. In general, however, the latter is neither conceptually developed nor
calibrated for this scope. Wyngaard (2004) coined the term “terra incognita” for situa-
tions in which the SFS motions contribute excessively to the flux and energy budget of
the flow (Fig. 2.6b) and further introduced an analogy to ensemble-averaged turbulence
parameterizations in meso-scale meteorological modeling at decreasing grid sizes.

Another limitation of traditional eddy-viscosity models is related to the fact that they
usually are purely dissipative. The local and instantaneous backscatter of kinetic energy
or scalar variance from the residual to the resolved scales, however, can be significant (e.g.
shown by Piomelli et al., 1991; Porté-Agel et al., 2000a). Several studies are devoted to
the extension of standard dissipative SFS parameterizations to include inverse cascade
effects (c.p. Mason and Thomas, 1992; Schumann, 1995; Domaradzki and Saiki, 1997). At
least in atmospheric LES, however, none of these extensions is routinely applied. This is
probably due to the fact that SF'S models of high complexity tend to be computationally
very demanding, so that the pros of an allegedly higher simulation accuracy have to be
weighed up against rising costs.

Boundary conditions Any numerical model operating on a limited computational
domain depends on the prescription of boundary conditions. Atmospheric LES studies
often impose periodic lateral boundary conditions, whereas at the top usually free-slip
(symmetry) or no-gradient conditions are applied, and the outlet is often specified by open
boundary conditions (e.g. outflow or radiation-type). Quoting Pope (2000), the “major
outstanding issue in LES,” however, is related to the formulation of the boundary condition
at the bottom of the domain. Given the range of scales present in atmospheric flows,
resolving the near-wall flow field in LES, in effect, would be equivalent to performing
a full DNS. Therefore, the first grid point of the simulation usually lies well above the
viscous sublayer and wall-boundary conditions must comprehend all near-surface turbulent
interactions and exchanges. Typically, the instantaneous value of the filtered wall shear
stress, T;3.w, is related to the filtered horizontal velocity at the first grid point by making use
of flow similarity (cf. surveys by Piomelli, 2008; Chamorro and Porté-Agel, 2010). These
assumptions are based on the log-law function (e.g. Grotzbach, 1981) or on alternative
power-law formulations (cf. Werner and Wengle, 1993), which are usually only deemed
applicable for ensemble-averaged states of spatially homogeneous, stationary flows. The
conceptual validity in the more general sense of a time-dependent LES is questionable. As
in the case of SFS models, such limitations are well-known and several studies originated
to test and refine the methods. Of particular interest is the synchronized refinement of
both SFS and wall models (see Anderson and Meneveau, 2011, for a recent approach).

Inflow conditions  Defining realistic turbulent inflow conditions for LES is yet another
demanding challenge that stimulated research activities in engineering and meteorology.
Depending on the flow type, the simulation can be strongly affected by specifications
made at the inlet. Klein et al. (2003) describes the situation as a “vicious circle” since
the characteristics of turbulence must be known in order to simulate turbulence.
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Figure 2.6: (a) Some challenges of wall-bounded LES. (b) Notion of the “terra incognita”
in LES and meso-scale modeling, adapted from Wyngaard (2004).

It is pointed to Lund et al. (1998) for a thorough review of common inflow generation tech-
niques for LES and an evaluation of their accuracy versus efficiency ratios. For atmospheric
boundary-layer flows, which usually are wall-bounded as well as spatially developing, the
required level of accuracy is rather high. A widely-used inflow generation approach is the
fluctuation method, in which artificial turbulence is superimposed on a mean field. The
fluctuations can be generated from random noise. More targeted approaches, however,
require the artificial turbulence to satisfy certain statistics, e.g. in terms of Reynolds
stresses, integral length scales or spectral properties (e.g. Kempf et al., 2005; Xie and
Castro, 2008). A development section is usually implemented upstream of the region of
interest, in which the artificial turbulence can further evolve to reach a mature state. The
length of this section is adjusted dependent on the physical depth contained in the inlet
turbulence and can strongly affect the overall computational costs. The same is true if
the inflow is extracted from a self-contained auziliary simulation at each time step of the
main simulation, which represents another common approach.

The efficient generation of accurate inflow conditions for LES still offers great potential
for advancements. Recent studies showed that experimental data analyzed by structure
identification methods might provide the duality of being both economical and realistic
(e.g. Bonnet et al., 2003; Perret et al., 2006; Maruyama et al., 2012).

Computational grids LES fields generally depend both on the numerical method
and the computational grid. Numerical errors have to be anticipated for commonly chosen
grids with &/n = 1 or 1/2 (Pope, 2004), where h is the node distance. However, only few
studies discuss the grid-dependence of LES in detail (cf. Chow and Moin, 2003; Sullivan
and Patton, 2011, as some exceptions). The generation of the computational mesh is
another demanding and time-consuming task, especially if complex geometries like urban
environments or structured terrain have to be represented. Approaches like immersed
boundary methods (e.g. Mittal and Iaccarino, 2005) show great promise to overcome some
of these drawbacks. Another very active area of research is devoted to the testing of local
grid refinements, e.g. in regions that exhibit strong gradients (e.g. Sullivan et al., 1996;
Moeng et al., 2007), and the development of solution-adaptive gridding techniques for LES
(e.g. Behrens, 2006; Lobig et al., 2009; Hertel and Frohlich, 2011).
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2.3 Atmospheric boundary-layer flows

The atmospheric boundary layer (ABL) is the lowest part of the troposphere. Being in
direct contact with Earth’s surface, the physics of ABL processes strongly differ from those
of the so-called free atmosphere aloft, where the geostrophic wind is affected by horizontal
gradients of synoptic pressure. The ABL extent can therefore be defined as the height up
to that flow dynamics are considerably influenced by the planetary surface and deviate
from geostrophic balance. The vertical structure of the boundary layer is variable in space
and time. Typical depths are in the order of some 10! m to few 103 m (Stull, 1988). Among
other factors, the ABL depth is influenced by radiative heating or cooling of the ground,
wind magnitude, and surface structure and is subject to diurnal, seasonal, and geographic
variations. The ABL is also commonly referred to as planetary boundary layer (PBL) — a
term that stresses the planetary character of near-surface flows, e.g. with relation to the
influence of Earth’s rotation on flow dynamics.

With typical flow Reynolds numbers of Re ~ 108, boundary-layer motions are always
turbulent. Dynamics and thermodynamics of the ABL are characterized by intricate
processes that complicate data analysis and interpretation, numerical modeling, and the-
oretical descriptions (e.g. turbulent mixing, buoyancy effects, radiative transfer or phase-
changes). Furthermore, the flow is considerably influenced by characteristics of the under-
lying surface and its roughness texture (e.g. smooth water or grassland surfaces in contrast
to rough plant or urban canopies), its elevation (e.g. hilly or mountainous terrain), its
inclination (e.g. triggering of katabatic or anabatic flows), or its albedo.

The following paragraphs give a brief overview of important ABL properties with a focus
on the characteristics of near-surface atmospheric turbulence. A survey of LES studies of
atmospheric boundary-layer flows completes the section. It is followed the textbooks by
Stull (1988), Garratt (1994), Arya (2001), and Wyngaard (2010).

2.3.1 ABL characteristics

The main forcing of ABL air flow is the geostrophic wind in the free atmosphere. Tur-
bulence is produced by wind shear due to frictional effects at the surface. The thermal
structure of fluid layers and associated buoyancy effects are another major source for
turbulence and have a significant influence on the mechanically produced eddies.

A commonly employed division of the ABL forming over rough ground is reproduced
in Figure 2.7a following Arya (2001), where the indicated heights are typical for neutral
stability conditions and strong winds. The lowest ~10% of the ABL represent the so-
called atmospheric surface layer (ASL), which includes the roughness sublayer and the
viscous sublayer (not depicted). The latter denotes a very thin layer (O(1072m)) in direct
contact with the ground, which represents the only ABL region where viscous stresses are
prevailing and the flow is laminar. To engineers the ASL is better known as Prandtl layer.

Within the inertial sublayer, as the outer part of the ABL, the dynamical influence of
the surface decreases with height and the flow eventually readjusts to the conditions of the
free atmosphere. Meteorologists usually refer to this region as Fkman layer, in honor of
the Swedish oceanographer who first described its flow dynamics as a result of the balance
of pressure gradient force, surface drag, and Coriolis force (Ekman spiral).
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Figure 2.7: Static height structure and diurnal evolution of the ABL. (a) Layer classification
for neutral stability and strong winds according to Arya (2001), including the
@ roughness sublayer, @ atmospheric surface layer, @ inertial sublayer, ® ABL,
and ® troposphere. (b) Daily cycle of the ABL structure over land during fair
weather conditions as indicated by Stull (1988, 2000).

Stull (1988) schematically describes the typical time evolution of the mid-latitude ABL
during fair weather as the dynamical response to the diurnal cycle of surface heating and
cooling (Fig. 2.7b). During daytime, solar heating results in enhanced turbulent mixing
in the so-called convective boundary-layer (CBL), which is often accompanied by cloud
formation at the boundary-layer top. As a consequence of nocturnal radiative cooling, this
mized layer is replaced by a stable boundary-layer (SBL) of much smaller vertical extent,
in which turbulence is suppressed. The remains of the daytime CBL well above the stable
near-ground layer are called residual layer. Arya (2001) specified typical boundary-layer
depths in the range of ~0.2-5km for the CBL and ~20-500m for the SBL.

Governing equations

For an incompressible fluid with the continuity condition given by Eq. (2.2), a common
formulation of the momentum balance equation for the ABL (Wyngaard, 2010) yields
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Two additional forcing terms have entered the earlier expression given in Eq. (2.5): grav-
itation /buoyancy and the Coriolis effect. The latter enters through the third term on
the right-hand-side, where €); is the angular velocity of the rotating Earth and e€;;; is
the Levi-Civita permutation tensor. The Coriolis term is often simplified to its dominant
contribution, €;;3 f. Uj, where the Coriolis parameter is defined as f. = 2| sin ¢, and ¢
is the geographic latitude. The sign of ¢ determines the direction of flow deflection.

The gravitational acceleration only acts in the vertical, i.e. g = (0,0,—g). Using a
frequently employed assumption, buoyancy effects only enter the system through the bal-
ance equation of the vertical velocity component and are combined with the gravitational
acceleration through the term g ©'/©. Here, ©’ are boundary-layer perturbations of the
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synoptic-scale reference value of potential temperature Gq. It is assumed that these pertur-
bations are of much smaller magnitude than the reference value. The term represents the
vertical buoyancy acceleration of air parcels in the presence of density (or temperature)
perturbations. This formulation is known as Boussinesq approrimation and often used
in boundary-layer and meso-scale meteorology. Especially in boundary-layer modeling,
a further common practice is to introduce the notion of geostrophic balance between the
pressure gradient force and Coriolis acceleration to Eq. (2.33) and to replace the horizontal
pressure gradients with

10P 1 0P 10P 1 0P
- = ——fV, and - —-——=——+4f1U,, 2.34
por ~ poox TV ™ b0y " ooy s (239
where Uy and Vj are the horizontal components of the geostrophic wind, P’ represents
pressure perturbations, and pg is the reference value of density.

Typical ABL scales

A pronounced time-space variability is common to all turbulent flows. Atmospheric turbu-
lence, however, represents a special case due to the high Reynolds number and correspond-
ingly large ranges of eddy length, velocity, and time scales. Typical processes in the ABL
have durations in the order of 1s to 1 day. Long-term temporal changes of boundary-layer
structure and depth are caused by the generation and propagation of synoptic systems.
Typical velocity scales are 1m/s in the lower ABL and 10m/s at its top.

The characteristic vertical length scale is usually defined by the ABL depth, ¢, and
is in the order of 1km. Typical horizontal length scales commonly extend over 10km.
Over longer periods, interactions between the atmosphere and Earth’s surface can affect
the entire troposphere (i.e. z ~ 10km). Following Wyngaard (2010), typical turbulent
eddy sizes in the daytime ABL are spanning six decades, ranging from scales in the order
of 1000m to 1mm. For ABL flows over homogeneous terrain, energy-containing eddies
have typical sizes in the order of {5 ~ 100 m. Corresponding inertial subrange eddies have
length scales of 30 m to 3 cm, and dissipative eddy sizes range from 1 cm to less than 1 mm.

The dynamical and physical separation of macro-scale and meso-scale phenomena from
micro-scale turbulence is common practice in boundary-layer meteorology. This approach
was mainly motivated and is still legitimated by the early study of Van der Hoven (1957)
about the large-range energy density spectrum of ABL wind speed. His analysis of con-
tributions to the total wind speed variance from various frequency components pointed
out distinct peaks associated with synoptic-scale pressure disturbances with periods of
~ 4 days, diurnal variations (~ 12hours), and turbulence with typical peak time scales
of few minutes (see the reproduction of Van der Hoven’s spectrum in Fig. 2.8). Between
these regions, a local minimum of spectral energy centered at about 1hour is evident,
which is now commonly referred to as the “spectral gap.” While further studies could
substantiate at least the tendency toward a gap (e.g. Oort and Taylor, 1969; Hess and
Clarke, 1973), the generality of its existence and its flow characteristics are still a topic
of ongoing research. As discussed by Smedman-Hogstrom and Hoégstrom (1975), the gap
region includes a variety of motions ranging from roll vortices and gravity waves to local
circulation phenomena like land-sea breezes or deep convection.

34



2.3 Atmospheric boundary-layer flows

=N
T
1

Synoptic disturbances

5
T

'
T
1

Turbulence

Energy density
w
T
1

Diurnal cycle

~
T
Il

-
T

‘Spectral gap’ d N " =

0 Il 1 | i 1 =T 1 1 | 1 Il 1 Il Il
Cycles per 107 10105 0.2 2 5 10 20 50 100 200 500
1

1
hour
L | 1 | 1 1 1 1 1 1 1 | | J
1

Hour 100 10 5 2 0.5 0.2 0.1 0.05 0.02 0.01 0.005 0.002

Figure 2.8: Energy density spectrum of horizontal wind speed in the atmospheric boundary
layer from observations at z ~ 100 m obtained by Van der Hoven (1957).

The spectral gap or the assumption of its existence, to be more precise, is a far-reaching
prerequisite for the analysis of field observations. The replacement of the ensemble average
by a temporal mean, for example, can only be justified if the averaging time falls into the
spectral gap. As Finnigan (2004) argues, only then “(...) turbulent motions will be varying
on much shorter time scales than the means and on time scales that characterize changes in the
means, [and] the turbulence moments may approximate statistical stationarity.” Typical meso-
scale models use grid spacings that lie in the gap region to disconnect the deterministic
forecast of large-scale motions from turbulence, which only enters in parameterized form.

Inherent uncertainty

Another characteristic of atmospheric turbulence is reflected in the unavoidable difference
between its most likely state in an ensemble-mean sense and its average behavior over
a finite timespan in a single realization. Lumley and Panofsky (1964) and Wyngaard
(1992) discuss this inherent uncertainty in terms of a stochastic variability defined as
02 = ((U — (U))?), where U can be a velocity component or any other turbulent variable,
brackets imply an ensemble average as in Eq. (2.7) and the overbar denotes a time average

(Eq. 2.8). If the flow is stationary over the averaging period T, o2 can be expressed as

02 =202 % , (2.35)
where o2 is the ensemble variance of U and 7, < T is the integral time-scale of the
process. The relevance of the stochastic variability arises from the fact that the ratio
0s/(U) can be of order unity for averaging times during which stationarity of the mean
flow can be assumed (approximately 1hour with reference to the preceding paragraph).
During field measurements, it is usually not possible to measure sufficiently long under
roughly the same boundary conditions to significantly reduce the stochastic variability of
turbulence statistics derived from these observations. This fact is “increasingly recognized
as an important aspect of boundary-layer meteorology” (Wyngaard et al., 1984) and will be
addressed again in Chapter 3 in the context of validation data requirements.
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Taylor’s frozen turbulence hypothesis

Typical measurements in the ABL, being it in the field or the laboratory, are carried out
with time-recording sensors positioned at only a few static locations. The spatial variabil-
ity of the turbulent flow, thus, can usually not be directly determined from experiments
since this would require simultaneous measurements at a multitude of positions.”

A workaround was proposed by Taylor (1938) as a byproduct of his classic paper on
the spectrum of turbulence. The assumption is now known as frozen turbulence hypothesis
and relates the time record of a turbulent variable, e.g. U, at a fixed spatial location to
its space record detected upstream of the sensor. From the relation t = x/U,, where U, is
understood as a mean advection velocity over the recording time and the distance x being
measured at time ¢ = 0 upstream of the location where U has been recorded, Taylor’s
(1938) hypothesis proposes U = f(t) = f(x/U,). The reliability of this approximation is
highest if the turbulence level of the flow (e.g. measured in terms of the root-mean-square
velocity, o,,) is low compared with the mean velocity, if turbulence statistics are stationary,
and if the flow field is spatially homogeneous. Then the structure of turbulent eddies with
length scale ¢ can be assumed unvaried ( “frozen”) during the timespan required for their
uniform advection past the sensor, i.e. ¢/o, > ¢/U, (Wyngaard, 2010).

The approach is frequently used for the analysis of turbulence data, e.g. to relate auto-
correlations or derivatives in time and space or to convert frequencies into wavenumbers
for spectral analyses (i.e. w1 = 2mf/U,). The validity of the hypothesis in ABL flows
has been critically discussed in several studies and refinements for its application to flows
of high turbulence intensity were proposed (see e.g. Lumley, 1965; Powell and Elderkin,
1974; Wyngaard and Clifford, 1977). However, in situations in which the mean velocity is
small compared with the turbulent velocity scale, as it is the case for typical flow scenarios
within urban canopies, it should generally be refrained from using Taylor’s hypothesis.

Atmospheric surface layer

Important characteristics and scaling concepts of the atmospheric surface layer as the
lowest part of the ABL are discussed in the next paragraphs. Because the ASL is readily
amenable through ground-based observations — especially over homogeneous surfaces —
its characteristics are rather well explored. Furthermore, the deflecting influence of the
Coriolis force is usually negligible (Tennekes and Lumley, 1972), which makes the ASL a
typical working area for boundary-layer wind-tunnel studies of atmospheric turbulence.
In contrast to the depth of the entire boundary layer, the vertical extent of the surface
layer is not as well-defined and readily determinable. For stationary, horizontally homoge-
neous flows, experimental data indicate that turbulent fluxes of momentum and scalars as
well as the turbulence kinetic energy are approximately constant with height throughout
the ASL. The alternative notion of a constant-flux layer indicates that this constancy of
fluxes is often used as a definition for the surface layer and its depth. Another distinct
characteristic of the ASL is its height-dependent velocity structure, which can be described

"With recent advances in laboratory measurement techniques (e.g. particle image velocimetry) and
remote-sensing instrumentation in the field, this issue starts to be eased. However, innovative space-
resolving techniques still are far from being standard for most research applications.
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2.3 Atmospheric boundary-layer flows

by the so-called logarithmic law that is valid in the very idealized situation of stationary,
neutrally stratified flow over flat and homogeneous terrain within the constant-flux layer.

The log-law can be purely derived from dimensional argumentation (cf. Arya, 2001).
Another approach is based on Boussinesq’s analogy (Eq. 2.15; Section 2.1.3), which re-
lates the vertical turbulent momentum flux to the vertical mean flow gradient according
to (v'w') = =1, O(U)/0z, where (U) is the ensemble-mean streamwise velocity, and it is
assumed that the gradient O(W)/0z is negligibly small. Following the classic argumenta-
tion, the eddy viscosity, 14, can be represented as the product of characteristic length and
velocity scales of the flow. In the spirit of Prandtl’s mizing length hypothesis, the represen-
tative length scale [,, of the near-wall turbulent momentum exchange is proportional to
the distance from the surface, z. The proportionality factor is the so-called von Kdrmdn
constant K — a dimensionless universal parameter — resulting in the relation [, = K z.
The experimentally determined values of K vary between 0.32 and 0.65 (Hogstrom, 1996)
with a usually anticipated value of K = 0.39 £+ 0.01 (Frenzen and Vogel, 1995).

The characteristic velocity scale of the near-wall flow is referred to as friction velocity
and defined by u, = \/T13.0/p = / —(Ww'),, where the index w refers the stress at the wall
(i.e. at z =0). Since the actual wall shear stress is difficult to determine experimentally,
the constant-flux concept is often used to obtain u, through the height-averaged value of
(u'w’) over the ASL depth. With the eddy viscosity expressed as vy = ul,;, = u. Kz and
the definition for wu., the vertical derivative of the mean streamwise velocity is given by

oU)  ux

0z Kz
Integrating the above formulation yields (U)(z) = uy /K In 2+ C = u, /K In (/2), in which
zp is the so-called aerodynamic roughness length introduced as an integration constant.
At z = zp, the mean velocity (U) is zero. Figure 2.9a shows an example of a logarithmic
velocity profile with zg-identification obtained from boundary-layer wind-tunnel measure-
ments of ASL flow over a moderately rough surface. The corresponding values of the von
Karmén constant (see Fig. 2.9b) were derived by solving Eq. (2.36) at each height.

(2.36)
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Figure 2.9: (a) Vertical profile of the mean streamwise velocity, U , for flow over a moder-
ately rough surface with a roughness length of 0.1m. (b) Respective values of
the von Kdrmdn constant, K, with an ASL mean value of ~ 0.42 (dotted line).
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The roughness length is usually determined by extrapolating the velocity profile on
a semi-logarithmic graph to its intersection with the ordinate at an abscissa value of
(U) = 0, as illustrated in Figure 2.9a. The value of zy is connected to the height of
roughness elements at the ground. For smooth to moderately rough surfaces, Plate (1971)
derived the approximate relation zo/(H;) ~ 0.15, with (H,) being the average height of the
roughness elements. An overview of empirically estimated zg-values for different surfaces,
ranging from few millimeters over calm seas or snow cover up to few meters for densely
built-up urban environments with high-rise buildings, is presented by Stull (1988).

Based on similarity arguments and experimental evidence, further ASL relations for im-
portant turbulent parameters can be defined for neutral stratification. Counihan (1975)
found that the standard deviations of velocity fluctuations have relations oo /01 ~ 0.75 and
o3/o1 ~ 0.5, and the turbulent fluctuation levels are given by o1 /u, ~ 2.5, o9 /u, ~ 1.875,
and o3/u, ~ 1.25 in the neutral ASL over homogeneous rural terrain. In the near-wall
region, the turbulence kinetic energy is related to the friction velocity through k = C, u,,
where C, is a universal dimensionless constant, which typically takes values between 5 and
6. Following from dimensional analysis and assuming an equilibrium between TKE produc-
tion and destruction, the ASL dissipation rate is given by ¢ = u3 /(K z) = 0;3/2k3/2/(K z).
Further statistical properties of ASL flow are discussed by Counihan (1975).

An important extension of the above considerations to stratified flow is the Monin-
Obukhov similarity theory (cf. Obukhov, 1946, 1971).8 It is postulated that for locally
homogeneous, quasi-steady flows, turbulence and mean field characteristics only depend
on the height above ground, z, the kinematic momentum flux, (u'w’),, the kinematic
potential temperature flux, (w'6’),,, and on buoyancy expressed as g/©g. These four
quantities are combined in the stability parameter ( = z/L, which takes the form of a
dimensionless height. The quantity L is the so-called Monin-Obukhov length, defined as
L__w©

K g (w'')w
In the case of neutral stability, L. — oo since the temperature flux vanishes and ¢ = 0.
The Monin-Obukhov length takes positive values if the ASL is stably stratified and is
negative in convective conditions. The parameter (, thus, is a measure of the dominance
of buoyancy or wind shear effects in the stratified ASL. The refined similarity relation for
the vertical gradient of the mean wind in diabatic conditions as a function of z/L yields

(2.37)

Kzo{U) _
where ¢,,(¢) is a universal function of dimensionless wind shear. The constraint for
neutral stability requires that ¢,,(0) = 1 in order to result in Eq. (2.36). Similarly, Monin-
Obukhov similarity yields representations for the surface-layer gradients of mean potential
temperature (via ¢p) and mean scalar concentrations (e.g. in terms of atmospheric water
vapor through ¢.). For the convective and stable case, empirical expressions for ¢, and ¢y
were formulated based on extensive analyses of early ASL field data (frequently employed

analytic functions were proposed by Dyer and Hicks, 1970; Businger et al., 1971).

80bukhov’s 1971 article is the English translation of his Russian 1946 original paper.
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2.3 Atmospheric boundary-layer flows

Figure 2.10a shows dimensionless wind shear and potential temperature gradients as a
function of the stability parameter, (, according to the empirical relations derived by Dyer
and Hicks (1970). These are given by ¢2, = ¢, = (1 — 16¢)~72 for ¢ < 0 (unstable) and
Om = ¢ =1+ 5¢ for ¢ > 0 (stable).

An alternative measure of atmospheric stability, which is frequently employed, is the
so-called turbulence Richardson number, which weighs buoyancy against inertia forces per
unit mass. Two common expressions of this dimensionless parameter exist: the gradient
Richardson number, Rigy, and the flux Richardson number, Riy, defined as

g 9(9) (')
Riy=-209%  and  Rip=-2 " 2.39
CO¥ " w20 =
0z Z

where the latter is specified in terms of TKE production rates resulting from buoyancy and
shear, respectively (Wyngaard, 2010). The gradient Richardson number can be related
to the universal M-O functions through Ri, = f({) = (¢n/¢2,. Invoking the eddy-
viscosity hypothesis to relate turbulent fluxes to mean flow gradients, it can be shown
that ¢n,/¢m = I'n/1r and the Richardson numbers are related through Riy = I'y, /14 Rig.
Using Dyer’s expressions for the ¢-functions, the quantitative dependence of Ri4 on ¢ can
be computed as Riy = ¢ <0 (unstable) and Ri, = /(1 +5() > 0 (stable). Figure 2.10b
shows this dependency. Based on the analytical relationship, Ri, converges to a critical
value of 0.2 for infinitely large positive values of (. Testing the validity of the empirical
expressions in extremely stable or unstable conditions, is a topic of strong scientific interest.

The influence of stratification on turbulent eddy structures can for example be evaluated
based on modifications of their energy spectra. Kaimal et al. (1972) observed systematic
shifts of the spectral peaks as a function of ¢ in field data, with a tendency toward lower
peak frequencies for stable conditions and higher ones in the unstable case, where a leveling
toward constancy has been found as a state of free convection was reached.

For further insights into similarity relations and discussions of flux and TKE budgets in
the diabatic ABL, it is pointed to the reviews by Sorbjan (1986) and Wyngaard (1992).
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Figure 2.10: (a) ¢-functions and (b) gradient Richardson number for different values of the
parameter ¢, following the parameterization by Dyer and Hicks (1970).
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2.3.2 Examples of LES studies of the ABL

Since the first comprehensive studies with LES in the 1970s, the technique has been
intensively applied in research on atmospheric dynamics under the influence of thermal
stratification, topographical forcing or surface roughness characteristics.

The focus of these studies ranges from fundamental problems (e.g. the investigation
of similarity relations or SFS dynamics and parameterizations) to applied research in the
field of micro-meteorology. Sullivan et al. (2003) summarize: “Most LES of the PBL adopt
the following working flow model: high Reynolds number (implying that the molecular viscosity
is small and not included in the set of governing equations), incompressible, Bousinessq equations
with Monin-Obukhov similarity theory as a lower boundary condition (...).”

Starting with Deardorff (1970b), studies of the neutrally stratified ABL as an idealized
dynamical state provided insight into spatial characteristics of turbulent flow structures
and allowed to test classic similarity hypotheses. Via two-point spatial correlations, Mason
and Thomson (1987) could identify similarities with technical shear flows concerning the
elongated structure of boundary-layer eddies. Today, the neutral stability state is still the
prevalent starting point for numerical studies in complex geometries.

In the case of the unstable atmospheric boundary layer, early LES led to the formulation
of fundamental scaling laws. Based on comprehensive simulations of the CBL, Deardorff
(1970c) derived convective scales for length, velocity, and temperature, which for the first
time allowed a dynamical treatment of the problem in the framework of statistical similar-
ity. In later experimental and numerical studies, the now classic Deardorff scaling could be
successfully applied. The time-space structure of the growing and fully developed CBL has
been further investigated with LES. for example, by Mason (1989), Schmidt and Schu-
mann (1989), Letzel and Raasch (2003), and in direct comparison to wind-tunnel data
by Fedorovich et al. (2001a,b). LES also substantially contributed to the understanding
of entrainment processes, in which stably stratified air is mixed into the growing CBL.
Early investigations by Deardorff (1974b) revealed the influence of entrainment on tur-
bulence characteristics even deep within the mixed layer. Through flow visualization and
quadrant-analysis techniques, Sullivan et al. (1998) could derive structural information
about buoyant plumes and draw conclusions about driving physical mechanisms.

While a well-grounded theoretical framework had been established for the CBL, this
task turned out to be more complicated for the stable case, in which turbulent inter-
mittency as well as inertial and gravitational oscillations enhance the unsteadiness of
the boundary-layer structure. The first LES of the SBL was conducted by Mason and
Derbyshire (1990), who determined a strong dependence of the mean fields on the fully-
dissipative Smagorinsky-type SFS model under moderate spatial resolution. Switching
to a parameterization scheme that included stochastic backscatter, Brown et al. (1994)
obtained more realistic results with reference to what has been known about the SBL struc-
ture from observations. Further studies illustrated the complexity of the SBL through the
interplay of turbulence and wave motions (e.g. Andrén, 1995) and discussed the evolution
of SBL parameters toward a quasi-steady state (e.g. Kosovi¢ and Curry, 2000).

In view of rapid advancements in LES, efforts have been made to combine the knowledge
of different research groups world-wide in terms of code comparison studies. Comprehen-
sive surveys were presented by Andrén et al. (1994) for the neutral ABL, by Nieuwstadt
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2.3 Atmospheric boundary-layer flows

et al. (1993) for the CBL, by Moeng et al. (1996) for the strato-cumulus topped boundary
layer, and more recently by Beare et al. (2006) for the SBL. Bringing together the status
quo, these studies allowed to assess the simulation performance with respect to varia-
tions of SFS parameterizations, initial and boundary conditions, and numerical methods,
resulting in a better understanding of necessary improvements.

Further insightful discussions on the parametric and structural uncertainties of the LES
approach were presented by Chlond and Wolkau (2000) for the test case of a nocturnal,
strato-cumulus topped, marine ABL. In a systematic approach, the authors were able to
determine uncertainty ranges of the numerical results based on the simulation duration
and on changes in mean flow parameters prescribed as initial and boundary conditions.

The earlier LES studies almost exclusively focused on atmospheric flows that were char-
acterized by a horizontally homogeneous surface at the bottom boundary — a constraint,
which allows for the “safe” use of periodic boundary conditions in horizontal directions.
Realistic surfaces, however, are rarely perfectly homogeneous. Extreme cases of complex
surface forms are forests and urban canopies. The prevalent implementation of vegetated
surfaces in LES is to use a homogeneous drag layer, in which the local leaf area density
is linearly related to the drag force (e.g. Shaw and Schumann, 1992; Huang et al., 2009).
Recently, Schlegel et al. (2012) presented an LES study with a very detailed, vertically
and horizontally heterogeneous representation of a real forest derived from high-resolution
laser scans. In comparison to a homogeneous plant area distribution, the authors showed
that complex flow pattern could only be captured in the detailed model. A review of LES
studies in urban environments is presented in Section 2.4.2.

The influence of hilly or mountainous topography on ABL flow is another promising
area for LES. The effect of idealized, hilly terrain on CBL dynamics was for example
investigated by Walko et al. (1992) and Gopalakrishnan et al. (2000). Chow and Street
(2009) conducted an LES study of neutral flow around the Askervein hill in order to test
the performance of different SF'S models in the presence of terrain and discuss the potential
of explicit filtering to improve future LES.

The dispersion of scalar quantities within the ABL has been another focus of recent
LES studies. Taking advantage of the fact that LES time series have the potential to
provide insight into transient events, Xie et al. (2004) apply concepts of extreme value
theory to their simulation results of plume dispersion over a rough surface. Other studies
concentrated on dispersion characteristics in the CBL (e.g. Gopalakrishnan and Avissar,
2000), in complex terrain (e.g. Michioka and Chow, 2008), or subject to chemistry models
that allow for the representation of reactive plumes (Meeder and Nieuwstadt, 2000).

The dependence of LES on the numerical grid and advancements of nesting strategies
for LES are of growing interest as well. Allowing for the refinement of the computational
grid in certain flow regions, the two-way nesting of a fine-grid LES into a coarse grid has
been proposed by Sullivan et al. (1996) and was applied within the Weather Research and
Forecasting model by Moeng et al. (2007). Chow et al. (2006) used a one-way nesting of
LES into a meso-scale simulation in order to specify the lateral boundary conditions for
flow inside a steep alpine valley, for which periodicity would have led to erroneous results.
The major practical challenge of such activities is given by the merging of two intrinsically
different model categories at the nest boundaries: a turbulence-resolving large-eddy model
and a meso-scale model, which fully parameterizes turbulence.
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2.4 Urban boundary-layer flows

Urban environments represent the roughest surfaces on Earth. The aerodynamic, ther-
modynamic, and radiative effects of cities not only locally affect turbulence and ABL
flow characteristics, but can also have strong impact on surrounding rural regions and on
synoptic-scale atmospheric patterns. Urban areas are locations where people are exposed
to a wide range of environmental hazards and climatic stresses (e.g. Hopke, 2009). The
worldwide progression of urbanization resulted in an increasing awareness of the impor-
tance of research in the fields of urban micro-meteorology, urban climate, and air quality by
governmental and regulatory bodies (Austin et al., 2002). The additional fact that cities
and their residents are major actors in climate-change scenarios and future projections
further urge decision makers to improve concepts of urban planning and sustainability
(see Grimmond et al., 2010, for a recent appeal from the scientific community).

Cities are major perturbations for ABL flow and can be regarded as “roughness is-
lands” and “heat islands” (Arya, 2001). The surface structure of urban areas typically
is heterogeneous and characterized by pronounced roughness changes (e.g. high-rise city
cores surrounded by low-rise residential areas). Thermodynamic and radiative processes
in urban areas are affected by anthropogenic heat and moisture productions, heat-storage
capacities of concrete and other building materials, and the fact that soils are mostly
sealed, causing a reduction of evapo-transpiration potential. The most prominent climatic
manifestation of these effects is the urban heat island, reflected in distinct air temperature
differences between urban and rural areas (see Oke, 1987, for details). The diversity of
dynamical components and their complex interactions make urban environmental studies
key research areas of many scientific disciplines like micro-meteorology, wind and civil
engineering, physical geography, atmospheric chemistry or architecture.

Figure 2.11 schematically indicates the evolution of an wurban boundary layer (UBL) in
response to a roughness transition as an internal layer of the ABL. The depth of the UBL
grows with increasing distance (fetch) from the transition region. Typically, a very long
fetch is needed until the ABL flow has adjusted to the new roughness and the UBL is
in equilibrium with the underlying structure. Only then, the UBL can generate further
internal layers, in which physical properties can be studied by statistical means.

The next paragraphs present an overview of some physical aspects of urban environments

and their numerical investigation. It is followed the reviews by Grimmond and Oke (1999),
Roth (2000), and Britter and Hanna (2003) and the texts by Oke (1987) and Arya (2001).

‘urban plume’
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Figure 2.11: Meso-scale view of the urban boundary layer after Oke (1976, 1988).
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2.4.1 UBL characteristics

The vertical structure of the UBL is usually broken down into further sublayers according
to their driving physics and distinct scaling behavior (see Fig. 2.12 and Oke, 1988). The
urban canopy layer (UCL) extends from the ground up to roof level. Here, the local
dynamical and thermal structure of the flow is directly influenced by the surrounding
roughness elements, e.g. in terms of separation and wake regions, recirculation zones, and
heat emissions. The UCL is the lower part of the so-called roughness sublayer (RSL). In
the upper part of the RSL, the influence of individual buildings is attenuated and the flow
tends to respond to the united effects of groups of obstacles. Here, the flow is still strongly
heterogeneous and three-dimensional due to local advection and dispersive stresses.

The depth of the RSL may locally vary in response to the respective morphology of the
underlying surface. As discussed by Roth (2000), a criterion for the existence of an RSL is
the deviation of observed height-profile functions from relationships derived for flow over
homogeneous terrain (Section 2.3.1). A heuristic but practical approach is to relate the
vertical dimension of the roughness sublayer to the average building height, Hy,. Raupach
et al. (1991) derived values of drgr, ~ 2—5H,, from a review of wind-tunnel measurements
and field observations, which is mostly substantiated by other studies.

The top of the roughness layer is known as blending height, z,.. At this elevation, the
flow is in a state of spatial homogeneity. Citing Grimmond and Oke (1999), the blending
height, thus, “(...) represents the minimum elevation above a city at which observations are
representative of the integrated surface rather than of its individual elements.” The subsequent
layer is denoted as inertial sublayer (ISL). Standard similarity concepts for the atmospheric
surface layer may be applied here, assuming that the dominant gradients only occur in
vertical direction. It is, however, acknowledged that a “sufficiently” long fetch is required
for the development of a representative ISL and that this condition might not be met for
areas that exhibit frequent roughness transitions (e.g. laboratory studies by Cheng and
Castro, 2002a,b). In cities with very tall and dense building structures or in conditions of
extremely unstable stratification, the ISL is likely to be very thin or even non-existent.

> inertial sublayer (ISL)

surface layer

Figure 2.12: Micro-scale view of the urban boundary layer after Oke (1988).
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Aerodynamic influence of buildings

The main roughness elements in cities are buildings and urban greenery, especially in the
form of trees. From an aerodynamic point of view, buildings can be considered sharp-
edged bluff bodies. The influence of isolated obstacles and building clusters on turbulent
flow has been rather well investigated, primarily owing to fundamental studies in the
field of environmental fluid mechanics, which have been accompanied by experiments in
boundary-layer wind-tunnels at reduced scale (see Section 3.2 for further discussions on
laboratory studies of urban flow). The aerodynamic role of trees in cities, on the other
hand, is still poorly understood and devoid of broadly substantiated parameterization
concepts and quantitative measures of aerodynamic impact. This is mainly due to the fact
that trees are porous and bendable, which makes their physical and numerical modeling
tricky and statistical generalizations from field measurements almost unfeasible.

Well above the urban canopy, the dense roughness structure of the city acts as a displaced
surface. Hence, standard similarity approaches for ASL flow over homogeneous ground
have to be modified for the application to the urban ISL. The analytic form of the vertical
mean wind profile above the urban canopy, for example, is given by

W) =5 [ (52 + 0] (2.40)
20
where dy is the so-called displacement height. According to the above refinement, the
mean velocity is zero at a height of z = z9 + dp. In an extensive review study, Grimmond
and Oke (1999) report typical values of the roughness length zp in the range of 0.3m to
> 2 m for low-rise/low-density to high-rise/high-density urban surface forms, deduced from
micro-meteorological measurements and similarity assumptions. Corresponding values of
the displacement height dyp may vary from 2m to more than 12m. Another approach
toward the derivation of aerodynamic roughness properties is based on algorithms that
use morphometric measures for the urban structure (A-parameters; see Grimmond and
Oke, 1999, for details). In particular, measures of the buildings’ frontal area and the
building density are employed for this purpose. Another frequently inferred measure of
building structure is the aspect ratio of building height to street-canyon width, H/w.
Inside the UCL, the presence of buildings evokes complex flow patterns associated with
phenomena like separation, wakes and corner vortices — often perceived as discomforting
by pedestrians. For flow approaching normal to the building surface, the leeward domain
is dominated by the turbulent wake, which can form freely due to the sheltering effect
of the upstream obstacle. The particular structure of the wake region depends on the
arrangement of the roughness cluster. Assuming a homogeneous structure of roof heights,
Hussain and Lee (1980) suggest that three general types of urban flow regimes can be
distinguished: Isolated flow in terms of wakes from individual obstacles as a consequence
of low building density; wake interference for shorter distances between buildings causing
an intensification of wake structures; and skimming flow resulting from dense obstacle
packing inducing a street-canyon flow behavior that seems to be decoupled from the wind
field above rooftop. For certain aspect ratios and approach flow wind speeds, pronounced
standing vortices may develop in leeward cavities in the skimming regime. Inside these
recirculation zones, pollutants are effectively trapped and the flow field is characterized by
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high gustiness (Arya, 2001). As discussed by Oke (1987), the alignment of street canyons
parallel to the approach flow can trigger an acceleration of wind speeds inside the canopy,
known as channeling effect. An acceleration of velocities may also be observed just above
rooftop. In the case of oblique angles between the approach flow wind direction and
the building front, helical vortices can develop within leeward street canyons due to the
interaction of recirculation and channeling effects.

Urban effects on different spatial scales

Britter and Hanna (2003) introduced four distinct horizontal scales on which climatic
effects of urban environments are perceptible and typically studied: the regional scale,
the city scale, the neighborhood scale, and the street (canyon) scale. Table 2.1 gives an
overview of corresponding spatial extents and characteristic physical features that can be
anticipated in these domains.

On the regional and city scale, urban areas basically represent a (thermo-)dynamical
perturbation of the ambient conditions. The resulting effects can be advected into down-
stream rural areas as plumes of heat and pollution. The influence of individual roughness
elements is blurred and only enters in integrated form. Effects on these scales have to
be parameterized in numerical weather prediction models and meso-scale meteorological
codes. In the latter case, the typical grid spacing is in the range of 2 to 10 km for general
research and operational models, which allows detailed classifications of land-use features
of downtown, residential or industrial settlements — typically in terms of characteristic
roughness lengths, albedo specifications, and bulk parameterizations of sensible and la-
tent heat fluxes as well as moisture at the surface (Britter and Hanna, 2003).

On the neighborhood and street scale, however, roughness elements have to be consid-
ered individually in order to reproduce obstacle-induced phenomena that dominate flow
in these regimes. Numerical approaches for predictions on these urban micro scales need
to be able to cope with this level of physical complexity.

Table 2.1: Urban boundary-layer effects on different horizontal scales following the classifi-
cation by Britter and Hanna (2003).

Type Extent (km) Features

regional scale ~ 100 to 200 urban heat island & urban pollutant plume;
perturbing influence on synoptic patterns;
impacts on surface-energy balance

city scale ~ 10 to 20 increased surface drag; infusion of heat & moisture;
horizontal displacements of regional flow

neighborhood scale ~ 1 to 2 isolation, wake interference & skimming flow;
similarity approaches above the RSL

street scale ~ 0.1 to 0.2 building wakes; recirculation zones; corner vortices;
flow separation & channeling
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Obstacle-resolving micro-scale meteorological models and RANS-based CFD solutions
are primarily used for the investigation of neighborhood and street-scale physics — with
a strong focus on urban wind fields and contaminant dispersion processes. Most of the
eddy-resolving CFD approaches like LES that are used in the context of environmental
fluid mechanics focus on the investigation of very local phenomena in individual street
canyons or around isolated roughness elements. Increasing computer power, however,
rapidly augmented the use of LES for predictions of turbulent flow and concentration
fields in much larger spatial domains. Further discussions of the current status of urban
LES including a brief literature review are later presented in Section 2.4.2.

Urban atmospheric stratification

The influence of ambient atmospheric stratification and local thermal forcing due to dif-
ferential heating of urban surfaces on flow and dispersion processes is another area of
strong scientific interest because of its consequences for numerical modeling. It is of-
ten assumed that inside the roughness sublayer mechanical TKE production dominates
over buoyancy contributions. As Britter and Hanna (2003) state, the aerodynamic ef-
fects described earlier “(...) all conspire to force the stability over urban areas toward neutral
(adiabatic) conditions.” The physical reasoning behind this assumptions is connected to
the definition of the Monin-Obukhov length (Eq. 2.37). Since L scales with u3, which
can take large values over rough surfaces, and urban heat fluxes are assumed not to be
excessively enhanced, ( = z/L is expected to be close to zero. Britter and Hanna (2003)
further argument that the heat storage capacities of building materials cause the vertical
heat fluxes to mostly vanish at night, so that “(...) nearly neutral stability is assured.” Roth
(2000) argues similarly: The rough surface and the release of heat from buildings and other
anthropogenic sources often result in neutral to slightly unstable conditions — making field
site measurements of the stable UBL very rare. This “dogma” of a near-neutral state of
urban flow provides the usual working point for boundary-layer wind-tunnel studies as
well as numerical and statistical calculations of pollutant dispersion in cities.

Other studies demonstrated, however, that atmospheric stability does have an influence
even on small-scale localized flow patterns below rooftop. Based on experimental data
from a thermally stratified boundary-layer wind tunnel, Uehara et al. (2000) found that
the recirculating flow inside a street canyon responded to the specified stratification with
enhanced (unstable situation) or suppressed (stable case) intensities. Using a 2D RANS-
based numerical model, Kim and Baik (2001) determined that the structure and strength of
a thermally reinforced canyon vortex may also depend on the aspect ratio of the scenario.
The derivation of fundamental findings from field observations, on the other hand, is
difficult as the more recent analysis of field data from street-canyon towers by Ramamurthy
et al. (2007) showed. However, for a limited range of stability classes that could be
investigated, the authors could deduce that the momentum-related turbulence statistics
are hardly affected by the ambient atmospheric stratification, while temperature-related
statistics tend to exhibit much stronger sensitivity. Thus, while for moderate to high
winds the surmise of shear production dominance might be justified, during weak wind
conditions buoyancy is not negligible. In general, however, it can be argued that the
conditions for neutral flow are more easily met in the UBL than over natural surfaces.
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Some aspects of urban turbulence

Urbanized areas exert an increased aerodynamic drag and generate strong wind shear
above roof level. The amplified momentum loss is compensated by enhanced turbulent
fluxes above the canopy, resulting in stronger turbulence levels and TKE production rates
compared with flows over homogeneous surfaces. In addition, aerodynamic effects inside
the UCL produce strong turbulent mixing. Knowledge about turbulence characteristics in
cities mostly stems from a multitude of laboratory studies in idealized or realistic urban
scale models and from few field measurement campaigns that qualified for the retrieval of
mean flow and turbulence statistics (see the review by Roth, 2000, for a comprehensive
compilation of urban field studies covering the years 1918-1998).

A common approach to characterize urban turbulence is to compare urban RSL statistics
with their homogeneous ASL counterparts. The comprehensive analysis of street-canyon
field data measured in a city center by Rotach (1993a,b, 1995) revealed a clear alteration
of turbulent flow characteristics in the urban roughness sublayer, away from standard
similarity predictions. For example, a strong height-dependence of the Reynolds-stress
component —(u'w’) was observed.” While the average Reynolds stress essentially yields
zero at the mean level of the displacement height, dy, a later increase with height is
observed until a maximum is reached at an elevation of z ~ 2Hy,. It is argued that
this peak marks the onset of the transition to the ISL regime. Following the maximum,
other experimental studies indicated a linear decrease of the shear stress with height
(e.g. Cheng and Castro, 2002a). The existence of a shear-stress peak is substantiated
by further field investigations, although different peak heights are being reported, e.g.:
~ 1.5 Hy, by Oikawa and Meng (1995), ~ 2.1 Hy, by Feigenwinter et al. (1999) or ~ 1 H,,
by Louka et al. (2000). The span of 1 — 1.5H,, was also obtained through densely-
spaced boundary-layer wind-tunnel measurements inside a realistic urban canopy model by
Kastner-Klein and Rotach (2004), who indicated a dependence of the maximum Reynolds-
stress magnitude and its height on the immediate geometric surroundings of the analysis
point. The authors further employed parameterization concepts to the vertical shear-stress
profiles and discussed possible quantitative connections between peak height and building
packing density. Figure 2.13a qualitatively shows the height structure of temporal averages
of shear stress and streamwise velocity over an idealized two-dimensional street canyon.

Through the quadrant analysis of the instantaneous vertical momentum flux (see Rau-
pach, 1981, for detailed definitions), Rotach (1993a) investigated the relative contributions
of an upward transport of momentum deficit (ejection; v’ < 0, w’ > 0) and the downward
transport of momentum excess (sweep; u' > 0, w’ < 0). It was found that the momentum
exchange in the vicinity of the roof level was largely dominated by sweeps, while the up-
ward transport of fluid mass played a minor role. This prevalence, however, vanished at
higher elevations. The strongest intermittency of the turbulent momentum flux was ob-
served just below rooftop. The dominance of sweeps within the UCL has been confirmed
in field observations by Oikawa and Meng (1995) and Christen et al. (2007), who reported
an ejection prevalence only at heights well above the canopy.

9Rotach (1993a) uses the expression ((u'w’)? + (v'w’)?)"/? to obtain the turbulent transport of horizon-
tal momentum in the vertical direction and for the definition of the friction velocity w.. Under the
conditions that the z-axis is aligned with the mean wind direction, however, (v'w’) vanishes.
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The shear stress profile plays a crucial role for the description of turbulence statistics
when it comes to the derivation of scaling expressions for RSL integral quantities, which
may be used as predictive parameterizations. Whereas over homogeneous surfaces the
constancy of turbulent fluxes allows for a straightforward deduction of the surface friction
velocity that is needed in the Monin-Obukhov similarity framework, no clear definition of
a representative value of u, exists for the UBL. The usually applied workaround is to use
local shear-stress values instead. This concept of local scaling was introduced by Hogstrom
et al. (1982) in the context of an early urban field site study. As Rotach (1993a) states,
this approach permits that flow statistics like the dimensionless velocity gradient “(...) can
be described with the same semi-empirical function as in the inertial sublayer, provided that all
variables are considered as local values.” However, different specifications of local reference
values are employed in literature without any general consensus being established yet.

The unique roughness structure of urban surfaces also leaves its footprint in the en-
ergy density spectrum of turbulence. The inertial-subrange behavior in terms of well-
established —5/3-slopes is comparable to spectral shapes of flow over a uniform roughness.
However, based on a more stringent test for local isotropy, Rotach (1995) found that ur-
ban flow is not truly isotropic in the inertial subrange at heights well within the RSL.
While similar conclusions were drawn by Feddersen (2005), Hogstrom et al. (1982) and
Feigenwinter et al. (1999) saw clear evidence of fully-developed inertial subrange physics
in their urban spectra — indicating the need for further research in this area. Furthermore,
the sizes of integral length scale eddies associated with the spectral peak frequencies show
deviations from anticipated empirical references for flow over homogeneous surfaces (e.g.
spectral functions proposed by Kaimal et al., 1972). In his study overview, Roth (2000)
reported that inside the UCL and in the vicinity of the canopy top a shift toward higher
frequencies is evident in the spectra of the horizontal velocity components, while the peak
of the vertical velocity spectrum is offset toward lower frequencies at all heights. The
increase of the vertical eddy-length scale suggests that the vertical transport is dominated
by wake turbulence that scales with the building dimensions. This is qualitatively in
agreement with results by Rotach (1995), who reported maximum frequency shifts of the
horizontal spectra in the mid-RSL in the order of a decade and by Feigenwinter et al.
(1999), who additionally described dependencies on atmospheric stability.

It is also increasingly recognized that the study of transient (i.e. time-dependent) flow
phenomena is at least as important as the averaged view on turbulence in order to char-
acterize UBL processes. While research on coherent flow structures in the ABL initially
had a strong focus on flow over plant canopies (e.g. Raupach and Thom, 1981; Finnigan,
2000), the scientific interest is continuously shifting toward investigating connections be-
tween organized eddy motions and turbulent transport in the urban RSL. For this purpose,
field-site tower measurements permit to retrieve local, time-dependent flow features, which
can be assessed through quadrant analysis. Early on, Oikawa and Meng (1995) described
characteristic sweep and ejection patterns associated with sudden fluid bursts and con-
nected distinctive ramp structures in temperature signals with the passage of large-scale
coherent eddies. Based on conditional averages of ejection-sweep cycles within and above
a street canyon, Feigenwinter and Vogt (2005) showed that fluctuation levels were highest
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just above the canopy and decreased with increasing distance from the buildings. The
analyses by Christen et al. (2007) focused on the role of coherent structures for turbulent
exchange at the interface between canopy and roughness sublayer. The authors associated
ejection-sweep events with the advection and penetration of coherent structures from the
roughness layer into the street canyon.

Progress in time-dependent, three-dimensional numerical modeling played an important
role in coherent structure research since this approach, for the first time, permitted a
spatially resolved view on urban turbulence. Based on DNS data, Coceal et al. (2007)
took a first step toward the development of a conceptual model to describe unsteady RSL
dynamics for the idealized case of a cube-array roughness at low flow Reynolds numbers.
They associated low momentum streaks found above roof level with the passage of so-called
hairpin vortices — an eddy class composed of counter-rotating vortex structures, which
has been extensively studied in flat-wall boundary-layer flows (see e.g. Robinson, 1991;
Adrian, 2007, for reviews on coherent eddy shapes). Figure 2.13b depicts a visualization
of these urban coherent structures proposed by Coceal et al. (2007). Ejection zones are
associated with flow locations between hairpin legs and sweep events with areas outside
the vortex. A second flow regime evolves in the shear layer on top of the canopy. In this
region, large-scale eddies are generated by the rolling-up of shear zones and intermittent
vortex shedding from rooftops. These structures travel downstream, impinge on other
buildings, and may excite recirculation patterns in street canyons. Within the UCL, the
authors found inclined vortex structures with characteristic vorticity patterns. Due to
the strong interaction of eddy motions in the UCL, a predominance of particular length
scales, however, could not be determined. The building-induced eddies are considered to
be of great importance for urban flow dynamics, particularly with view to their influence
on momentum, heat, and pollutant transport.
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Figure 2.13: (a) Qualitative height evolution of —u/w’ and U anticipated in the center
of an idealized 2D street canyon. (b) Conceptual picture of turbulent motion
in the urban RSL within and above a cube array, developed by Coceal et al.
(2007). Hairpin vortices trigger low-speed streaks (shaded blue), ejections
(blue arrows), and sweeps (red arrows). Smaller shear-layer eddies shed off
of roofs to impinge on downstream buildings and might cause street-canyon
recirculation. The mean approach flow is from left to right in both graphs.
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2.4.2 Examples of urban LES studies

The application of LES to flow and dispersion predictions in urban environments started
quite recently compared with early studies using the technique for ABL simulations. This
is mainly due to practical challenges encountered in CFD simulations of complex urban
structures like the physical and geometrical representation of obstacles, grid resolution re-
quirements, and adjustments of the prevalent subfilter-scale models. However, particularly
in the field of urban wind engineering and micro-meteorology, eddy-resolving approaches
offer tremendous potential for practical and scientific applications, as, for example dis-
cussed in the review by Tamura (2008). Since the first comprehensive studies at the end
of the 1990s, LES has been applied to a broad range of geometries such as

o isolated buildings (e.g. wall-mounted cubes or other bluff bodies),
e isolated street canyons or intersections (e.g. as idealized 2D problems),
o idealized building arrangements (e.g. homogeneous or staggered cube arrays), and

e realistic environments on street to city scales.

Most of today’s urban LES literature focuses on strongly idealized urban environments,
which allow to study fundamental flow features in isolation and systematically explore the
parameter space of the simulation. However, especially within the last couple of years
the number of urban LES publications has significantly increased and the analyzed flow
problems became more complex, for example, by addressing heat transfer and including
realistic geometries. The practical interest of such studies for micro-climatic applications
is obvious, but time-dependent simulations also have strongly contributed to the compre-
hension of fundamental mechanisms of urban flow phenomena.

While RANS models still are the standard for engineering and micro-meteorological
flow and dispersion calculations in the UBL, comparative studies revealed the benefits of
LES, even on the mean-flow level. One of the earliest comparative RANS-LES studies
that illustrated advantages of eddy-resolving simulations over steady-state methods was
presented by Rodi (1997) for flow around different bluff bodies. Later, Xie and Castro
(2006) compared LES and RANS predictions of flow over a cube array to wind-tunnel
measurements and to the DNS data of Coceal et al. (2007). While the authors found
the steady RANS results to be comparable to LES well above the urban canopy, the
accuracy of the steady-state calculations significantly decreased below rooftop. The better
performance of LES in the UCL was attributed to the ability to capture the inherent
unsteadiness of urban flow. Similar conclusions were drawn by Salim et al. (2011) in the
case of pollutant dispersion in a street canyon and by Tominaga and Stathopoulos (2011,
2012), who compared RANS and LES dispersion results inside an isolated street and within
a cube array. In both configurations, the LES results were in better agreement with the
reference experiments and provided a more realistic picture of the plume characteristics.
These findings are also in agreement with the recent dispersion study in a realistic urban
site (street scale) by Gousseau et al. (2011), in which the authors determined qualitative
and practical benefits from LES predictions close to the pollutant source.

In the case of “pure” LES studies, the street-canyon scenario is a popular test case
because it can be treated as an idealized two-dimensional problem (assuming infinitely
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long building rows through periodic lateral boundaries, which creates, however, a flow
situation that will neither exist in nature nor in the laboratory). In recent years, sen-
sitivity studies concerning the characteristics of street-canyon vortices or the efficiency
of pollutant removal from cavities focused on the influence of the building morphology
and thermal stratification. By varying the H/w ratio of their street canyon, Liu et al.
(2004) determined typical pollutant retention and removal characteristics. Cheng and Liu
(2011) studied skimming flow and dispersion characteristics under neutral, stable, and un-
stable ambient conditions imposed by ground-level heating/cooling and determined clear
structural responses. Further studies in this context concentrated on combined effects of
ground heating and varying aspect ratios (Li et al., 2012) and on the influence of differ-
ential heating of upwind and downwind building walls (Park et al., 2012). In an effort to
move closer to reality, Gu et al. (2011) designed uneven building layouts to study disper-
sion processes in non-uniform street canyons. As expected, heterogeneous building forms
enhanced the complexity of turbulent flow fields and the authors could show that certain
obstacle arrangements can promote the removal of pollutants at pedestrian level.

Kanda et al. (2004) and Kanda (2006a) were among the first to systematically study
coherent flow structures over urban canopies with LES and documented essential differ-
ences between flows over urban-like roughness and the conceptual understanding of flow
over vegetation canopies. Their geometric test case consisted of cubic building arrays with
adjustable building densities and configurations. For a square building arrangement (D-
type roughness), Kanda et al. (2004) computed longitudinally elongated low speed streaks
and corresponding streamwise eddies above the urban canopy, which were similar to well-
studied structures in wall turbulence. In the case of staggered building geometries (K-type
roughness), Kanda (2006a) determined characteristics of typical mixing layers.

A discussion on physical mechanisms of pollutant removal from the UCL was recently
presented by Michioka et al. (2011) on the basis of time-dependent LES flow and con-
centration fields in successive street canyons. The study could relate emission events to
the ejection of low-momentum fluid in the presence of small-scale coherent structures ap-
pearing just above the canyons. Recently, Inagaki et al. (2012) extended existent urban
coherent flow-structure analyses to a classification of instantaneous flow patterns well be-
low rooftop (i.e. flushing and cavity eddies). The authors identified coherent flow patterns
inside the cube-array canopy that have length scales larger than the obstacle dimensions.
These structures appeared to be closely related to organized motions at higher elevations.

LES studies in genuine urban complexities still are rather infrequent, and horizontal
domains do usually not extend further than to the neighborhood scale (i.e. ~ 1 to 2km).
Examples of early successful applications of LES to flow and dispersion in realistic geome-
tries were presented by Pullen et al. (2005) and Patnaik et al. (2007) for different U.S.
cities. The authors could demonstrate that LES outperforms prevalent analytic plume
models and discuss advantages of the implicit LES approach for large-scale urban simu-
lations (cf. Section 4.3.1). Other examples of LES calculations in complex environments
are the visualization study of scalar dispersion in downtown Tokyo by Letzel et al. (2008),
simulations of flow and dispersion in a quarter of London by Xie and Castro (2009), or
the recent LES of wind and concentration fields in downtown Macao by Liu et al. (2011).

Against this background, the LES of flow in the city of Hamburg that is subject of the
following validation study, stands at the front line of what is currently feasible.
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Simulation Validation

“State-of-the-art experiments and computations are
certainly a prerequisite for progress in turbulence.
However, it is a long way from measuring

and seeing everything to understanding.”

Frisch (1995)

(— Turbulence: The Legacy of A.N. Kolmogorov.)

3.1 Statement of the problem

The key to a successful application of a CFD model is the quantitative appraisal of its
potential and limitations. The following paragraphs address conceptual and practical
approaches of simulation validation with a focus on prognostic micro-scale meteorological
codes used to study environmental flow. Challenges concerning the validation of time-
dependent simulations are discussed together with demands on reference data for LES.
In-depth further discussions of evaluation concepts and applications can be found in the
reviews by Oberkampf and Trucano (2002) and Oberkampf and Roy (2010).

Established validation methodologies mostly originated from engineering disciplines and
were formulated as a guidance for the effective application of CFD to problems of technical
interest. This evolution is comprehensible since engineering simulations are mostly carried
out to solve real-life problems, and inaccuracies of model predictions can have far-reaching
consequences. Early on, the Furopean Research Community on Flow, Turbulence and
Combustion (ERCOFTAC), for example, compiled a comprehensive best practice guideline
for industrial CFD applications (cf. ERCOFTAC, 2000; Hutton and Casey, 2001).

In the case of fundamental research conducted in traditional boundary-layer meteorol-
ogy, on the other hand, erroneous simulation results tended to have little to no impact.
The urgency of a rigorous model testing and the need for a legitimation of the simu-
lation results were perhaps strongest communicated in the field of environmental fluid
mechanics, which has a natural bridge to boundary-layer meteorology. By now, steady-
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state micro-scale meteorological models are routinely applied for regulatory purposes, and
the meteorological research community on their part responded with activities to compile
validation guidelines and best-practice protocols.

In order to assess the merits of a numerical model, Pope (2000) proposes five criteria:

e level of description — What kind of information can be retrieved from the model?

e completeness — What flow-dependent specifications are made in the model?

e cost and ease of use — What resources are needed to develop and operate the model?
e range of applicability — What scope of application is covered by the model?

e accuracy — What uncertainties must be anticipated in the results of the model?

In case of DNS, LES, and RANS models, the first three criteria have been, for the most
part, discussed in the previous chapter. The range of applicability of the model is deter-
mined by the physical reality that is emulated by mathematical and computational means.
It is inexpedient and generally unfeasible to develop a single model that is applicable to all
kinds of problems, covering all levels of complexity. The obvious reason is that this would
require all physical processes involved in the problem to be known and to be amenable to
a mathematical description. Moving closer to reality, Bradshaw (1972) defines the “opti-
mum model” as a predictive tool that is neither perfect nor all-embracing, but the best
model that can be used within the foreseeable future until further studies have improved
the understanding of the particular problem. As Pope (2000) points out, the general ap-
plicability of a model to a certain problem does not, at the same time, imply its fitness
for purpose. This quality has to be investigated in terms of the fifth criterion.

Appraising and quantifying the accuracy of numerical predictions is the effort commonly
embraced in the term model evaluation. Generally speaking, it is aimed to demonstrate
that the conglomeration of conceptual, mathematical, and numerical constructs that con-
stitute the model are suitable to describe the physical reality of interest. In this regard,
the term “accuracy” embraces a combination of qualities like correctness, reliability, suit-
ability, robustness, credibility, and safety. Validation, thus, is also a prerequisite for goal-
oriented model improvements. The substantiation of the predictive skill of a model for
its intended use is a multi-step process, and it is helpful to first introduce common ter-
minologies. Based on definitions proposed by Schliinzen (1997), Oberkampf and Trucano
(2002), ASME (2006), and Grinstein (2010), the following list is compiled:

Verification — the process of determining whether the computational model is an
accurate representation of the conceptual model and its mathematical solution.

— Does the model correctly solve the underlying equations?
Validation — the process of determining whether the computational model is an
accurate representation of the physical reality of the problem.

— Does the model use the appropriate equations for the problem of interest?
Evaluation — the process of determining the validity of a computational model and
its results with regard to its range of application.

— Does the model accurately perform within its domain of applicability?
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While code verification is mainly a mathematics problem, model validation is primarily
concerned with physics (Roache, 1998). The distinction between validation and evalua-
tion, on the other hand, is more subtle, and the terms are often used interchangeably. The
above definition, however, implies that one of the premises of a successful evaluation is
that the model has already been verified and validated. Schliinzen (1997) defines further
criteria to appraise the standard of a model like code quality (the computer code should
be documented and easy to use), result control (on-line and off-line monitoring of results
should verify internal consistency and plausibility), and comprehensibility (verification
and validation efforts should be traceable). The main challenge of the validation process
is related to the rather philosophical problem of determining how results from mathemat-
ical constructs of nature can be compared with physical observations (Oberkampf and
Trucano, 2002). This involves considering questions like: What comparison strategies are
meaningful? How can the level of agreement between model and observations be quantified?
What level of accuracy is desired and what is realistic? When is a comparison fair?
Responding to these questions requires to be aware of possible sources of uncertainties,
which add up to the overall discrepancy between measured and simulated quantities. Along
these lines, Pope (2000) defines the validation uncertainty, €y, as a composition of

€val = €model T €num T €input  €meas ; (31)

where the formal structure of the equation has to be regarded as suggestive rather than
mathematically correct. The uncertainty of the computational model, €1,04e1, arises from
inadequacies of the underlying set of equations for the purpose of the simulation as well as
from parameterization deficiencies. The numerical uncertainty, €yum, follows from impreci-
sions of the computerized version of these equations and comprises discretization, iterative,
coding and computer round-off errors. Uncertainties of the input parameters of the simu-
lation, €input, for example, relate to the prescribed initial and boundary conditions, model
geometries, the flow Reynolds number or material properties. Finally, the measurement
uncertainty, €meas, comprises technical inaccuracies of the sensing instruments as well as
random and bias errors that determine the overall representativeness of the experiments
(cf. discussion in the next section). The investigation and quantification of these error
sources are the primary aims of model verification and validation processes.

For the most part, Eq. (3.1) contains systematic (epistemic) uncertainties. In principal,
these could be avoided if it was not for insufficient information about the physical problem
(or the unawareness thereof) as well as mathematical, computational, and technical limi-
tations. The other major source for discrepancies are statistical (aleatoric) uncertainties,
which are unavoidable. The inherent uncertainty, o,, of a turbulent process is such an
example and is indirectly embodied in different aspects of the problem (cf. Section 2.3.1).

Figure 3.1 shows a general verification and validation sequence proposed by the Amer-
ican Society of Mechanical Engineers (ASME, 2006) to quantify “(...) confidence in model
predictions through the logical combination of hierarchical model building, focused laboratory and
field experimentation, and uncertainty quantification.” The diagram emphasizes the iterative
nature of the process, i.e. the recommended sequence can be repeated if the required level
of agreement has not yet been reached, and the need for a revision of the conceptual,
mathematical or computational model or of the experiment has been determined.
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3.1.1 Comparing apples with apples

The common starting point for numerical and experimental activities is the conceptual
model as an abstraction of the “reality of interest” (see Fig. 3.1). In order to ensure
that a comparison between both data sets is meaningful, driving dynamical processes,
important physical constraints, and boundary conditions have to match. Only then the
encountered differences can be assumed to truly originate from inherent deficiencies of
either model.

Ideally, validation experiments should be jointly designed by experimenters and model-
ers. A close collaboration should be continued during the entire validation process in order
to assure that both sides are constantly aware of assumptions in simulations and experi-
ments (Oberkampf and Trucano, 2002; ASME, 2006). In general, preliminary calculations
are recommended in order to optimize the experimental design or to identify meaningful
measurement locations and quantities. It is, however, important to maintain essential
independence during the generation of both data sets. Independence ensures that the
comparison can be conducted in terms of a blind test so that a conscious or subconscious
bias of experimental or numerical results is precluded from the outset.

In order to reliably assess the performance quality of a numerical model, reference data,
on their part, have to comply with certain demands. These mainly include a high level
of reliability, their general representativeness for the physical problem of interest, as well
as a comprehensive documentation. Ensuring high standards is essential for an equitable
comparison and the overall usefulness of the data set. In connection with the validation of
micro-scale dispersion models, Leitl (2000) proposed three criteria by which the suitability
of experiments for the validation process can be assessed:

Completeness — Boundary conditions classifying the state of the turbulent flow and
the basic conditions of the reference experiment are measured and documented.

Applicability — Inflow and boundary conditions for the numerical model can be
purely derived from the experimental reference data set.

Representativeness — The reliability and repeatability of the reference experiment
are demonstrated. Bounds of uncertainty (statistical scatter) of the reference statistics
are quantified and can be used to assess the experimental reproducibility.

Although being formulated for steady-state RANS models, these quality criteria can be
adapted to eddy-resolving models without reservation. Completeness ensures that the nu-
merical model and the experiment can be harmonized for the validation process. Another
prerequisite is the applicability of the measured data for the identification of character-
istic inflow and boundary conditions and respective uncertainties. Provided professional
calibration and operation, state-of-the-art measurement techniques in the field and the
laboratory are usually able to produce highly accurate results. Hence, the major source
of uncertainty is related to the representativeness of the measurement process. This sta-
tistical data range can be obtained from repetitive measurements, which ensures that the
derived scatter includes all sources of bias and random errors. In general, all steps involved
in the data processing have to be traceable. The role of laboratory and field data for the
validation of LES will be addressed in more detail in Section 3.2.
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Figure 3.1: Verification and validation activities specified by the ASME (2006). Modeling,
simulation and experimental activities are connected by solid lines. Validation
and quality assessment steps are indicated by dashed arrows.
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3.1.2 Validation activities in micro-meteorology

With the beginning of the 2000s, prognostic micro-scale meteorological models of the
RANS type were increasingly used for environmental assessments and micro-climatological
studies — especially for problems in urban environments. As stated by Schatzmann and
Britter (2011), the increasing availability and practicability of micro-scale models have
also been accompanied by “ (...) a growing awareness that the majority of these models have
never been the subject of rigorous evaluation. Consequently there is a lack of confidence in the
modelled results.” The urgency for the definition of community-wide accepted validation
procedures and the compilation of a new generation of quality-assured reference data sets
has been addressed earlier by Schatzmann and Leitl (2002) in connection with obstacle-
resolving dispersion models. Pointing out the huge diversity of available numerical codes,
the authors recommend that validation procedures are adjusted to specific groups of mod-
els depending on their operational scale (e.g. meso-scale or micro-scale), their type (e.g.
prognostic, diagnostic or stochastic), their field of application, and their intended use.

In 2005, the micro-meteorological community reacted with a European initiative involv-
ing research institutions and scientists from 22 countries (COST action 732),! which aimed
at the quality assurance and improvement of micro-scale meteorological models predict-
ing flow and pollutant dispersion in urban and industrial areas on street to neighborhood
scales (Britter and Schatzmann, 2007a,b; Schatzmann et al., 2010). As stated in the re-
view by Schatzmann and Britter (2011), it was expected that a widely accepted standard
for quality assurance will contribute to “(...) significantly improve ‘the culture’ within which
such models are developed and applied.” The main objectives of COST732 included to

e develop a coherent, structured, and accepted quality-assurance procedure,

e prove the practicability of this validation procedure for different models and applications,
e compile a set of appropriate and sufficiently detailed experimental reference data,

e build consensus about best practices for the operation of micro-scale models, and

e stimulate the preparation of quality-assurance protocols to document fitness for purpose.

In order to allow for quantitative statements about the model performance, COST732
recommends the use of well-known statistical measures based on first and second order
moments as so-called validation metrics, for which quality acceptance thresholds can be
defined (see also Oberkampf and Barone, 2006). In addition, Franke et al. (2007) compiled
a best-practice guideline for the implementation and uncertainty quantification of steady-
state CFD-RANS models applied to urban problems (e.g. addressing the choice of the
domain size, initial and boundary conditions, and solution verification schemes).

Other noteworthy efforts to streamline validation practices in environmental meteo-
rology were, for example, made by The Association of German Engineers (VDI), which
published a guideline for the evaluation of flow around buildings (VDI, 2005), largely based
on investigations by Panskus (2000). The guideline proposes a multi-step procedure to
validate steady-state CFD results based on a set of wind-tunnel test cases, at the end of
which a certificate for the validated model can be completed to document the efforts.

!European Cooperation in the Field of Scientific and Technical Research. The oldest and largest inter-
governmental network for research cooperation in Europe.
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Particular issues of LES validation

The importance of building confidence in model predictions through rigorous validation is
generally acknowledged by LES communities in meteorology and engineering. However, to
the author’s knowledge, nothing comparable to the quality-assurance activities for RANS
models has been attempted for LES so far, and numerical modelers and experimentalists
are far from defining, let alone agreeing on, best-practice validation standards. Oberkampf
and Trucano (2002) assess the situation of model validation from a historical perspective
by stating that it is “(...) fair to say that the field of CFD has, in general, proceeded along a path
that is largely independent of validation.” The authors describe that particularly in the early
stages of the computer revolution, numerical and experimental approaches in engineering
had the tendency to be competitive and antagonistic rather than complementary and
synergistic. In micro-meteorology, by contrast, the cooperation used to be rather vital in
the case of RANS simulations. For meteorological LES, however, the traditional coupling
to experiments has been remarkably lacking from the start (Wyngaard and Peltier, 1996).

Reasons for the imbalance between the increasing use of eddy-resolving techniques and
the scrutiny their predictions are subject to mostly stem from the high level of descrip-
tion provided by the models. As will be discussed in the following sections, the huge
gain of information from unsteady simulations makes high demands on the quality and
quantity of reference data and calls for extended validation concepts. Wyngaard and
Peltier (1996) identified another cause for the communication barrier in boundary-layer
meteorology: the unique framework of LES. They speculate that “(...) the absence of this
historically strong tie [between experiments and modeling, D.H.] in the case of LES reflects the dif-
ficulty of experimentally addressing issues posed in the less familiar resolvable scale, subgrid-scale
framework.” LES provides numerically-resolved filtered quantities that, to some extent,
depend on the parameterized SFS effects. Experimental raw data, on their part, can be
regarded as filtered quantities as well, since measurement techniques usually involve av-
eraging over the probe dimension. Local flow measurements in the laboratory using laser
Doppler anemometry, for example, depend on the dimension of the measurement volume
(acting as a spatial filter) and the particle transit time through this volume (see Section
4.2.3 for details). Similarly, temporally resolved velocities from in-situ field observations
with sonic anemometers depend on the instrument’s path lengths and the probing time.
While for some technical problems it might be advisable to make filter widths and probe
sizes compatible (cf. Kempf, 2008), typical single-point atmospheric measurement tech-
niques provide high spatial resolution such that Agyp, < Ajes. With reference to earlier
discussions in Section 2.2.2, it can be assumed that for A < ¢y and signal durations much
longer then the filter time-scale, low-order statistical moments obtained through tempo-
ral averaging are mostly unaffected by the presence of a filter, since integral quantities
are primarily influenced by the low-frequency variability of the turbulent field.? Thus,
experimental and LES statistics are usually directly compared for the validation of the
resolvable scales. In order to investigate subfilter-scale quantities, however, reference data
need to be filtered. This approach provides the basis for the so-called a priori validation
of SFS parameterizations and is further discussed in Section 3.3.1.

2 Attention must be paid, however, when approaching the terra incognita, i.e. a VLES regime with A =~ o,
less than ~ 80% of the TKE being resolved, and strong contributions from the SFS model.
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Validation studies for LES results are often conducted on the basis of reference ex-
periments that were designed for steady-state models and provide flow statistics instead
of time-series information. The data situation, however, has started to change with in-
novative field trials that have recently been carried out to aid a priori testing of SFS
models, as well as comprehensive boundary-layer wind-tunnel campaigns focusing on the
generation of reference data that are suitable for comparisons with LES (see Section 3.2).
Today, extensive ABL research projects usually include numerical and experimental activ-
ities and, thus, provide a good starting point for model assessment. Benchmark validation
test scenarios as defined in engineering (e.g. canonical cylinder wake flows, mixing layers,
etc.), on the other hand, are not yet established in meteorological LES, but some common
geometrical choices exist for urban simulations (i.e. isolated cubes or cube arrays).

A validation hierarchy for LES

Just as the quality of experimental data sets has to be adjusted to the level of description
provided by eddy-resolving techniques, established validation strategies need to be adapted
for a thorough evaluation. More often than not, LES validation (if conducted at all) follows
the same standards as the validation of RANS codes, although the informative description
of the latter is restricted to the mean flow level. This practice does not at all do justice
to the great amount of information that can be extracted from an LES. One of the few
publications that discusses this apparent dissonance not only as a scientific side issue was
presented by Kempf (2008) with relation to turbulent combustion. From this engineering
point of view, the use of a cost-intensive LES instead of cheaper RANS techniques can
only be justified if the resulting first and second-order statistics are clearly more accurate.
While this may also imply a realistic representation of the time-space structure of turbulent
eddies by LES, it can certainly not be regarded as unambiguous proof.

This thesis is concerned with the question: How can the fidelity of resolvable-scale LES
predictions be tested? — Since time-dependent experimental and numerical flows are both
realizations of a stochastic process, a statistical treatment is inevitable. However, the
level of insight that can be gained naturally depends on the selected statistical measures.
Beyond comparing low-order moments, numerical and (suitable) experimental data should
be analyzed by means of more advanced techniques that preserve essential information
about the structure of turbulence. In this study, a novel hierarchy of validation methods
for time-dependent turbulent flow in the near-surface ABL predicted by LES is put forward
and tested in a comprehensive validation study, which is presented in Chapter 5.

Figure 3.2 illustrates the proposed multi-step concept for an in-depth LES valida-
tion based on experimental data. The starting points are instantaneous LES velocities,
Uiles(x, t), which depend on the filter width A;, the mesh size h;, and the time resolution
dt, as well as experimentally resolved instantaneous velocities, U; P (x,t), with space and
time resolutions, dx; and dt, provided by the respective measurement technique.

The comparison sequence starts with an initial exploratory data analysis that gives
a global performance overview by comparing low-order statistics. The results, in turn,
are substantiated by analyzing frequency distributions of the underlying instantaneous
velocities and derived quantities, which allows for conclusions about sample characteristics.
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3.1 Statement of the problem

Since LES predicts dynamics of the energy-carrying eddies, a comparison of statistical
features of dominant turbulent scales is included in the second step. Based on multi-
point and/or multi-time correlations, integral length and time scales as well as spatial or
temporal structure functions can be derived and compared. Valuable insights into the
structure of turbulence can also be gained from the analysis of energy-density spectra.

In the last step of the validation concept, advanced methods from the field of flow pattern
recognition are applied in order to further evaluate the representation of eddy structures.
Depending on the available data, established approaches based on conditional resampling
techniques, joint time-frequency analyses using wavelet transforms or flow-reconstruction
methods by means of empirical orthogonal functions could be employed here.

Large-eddy simulation Experiment
EEE——

Uz’les(x, t)|Ai,hi,5t Uiexp(x7 t)"szi’&

Mean Flow Analysis

A

Explorator; —
pData Y — e.g. temporal mean values U;, u;uj, k, etc.
Analysis — use of validation metrics if applicable

e

Frequency Distributions }

— e.g. distributions of instantaneous values, e.g. p(U;),
— quantiles, skewness, kurtosis, hypothesis tests, etc.

/L Spatio-temporal Correlations j
Scales of — e.g. autocorrelations, integral length & time scales,
Turbulence — 2-point spatial correlations, velocity increments, etc.

\\[ Energy-density Spectra j

— e.g. auto-spectral energy densities Fj;,
— cross-spectra (E;j), etc.

— increasing insight into spatio-temporal LES performance
— increasing demands on quality and quantity of reference data

/[ Conditional Resampling/Averaging ]
Flow Pattern — e.g. Reynolds-stress quadrant analysis,
Recognition - variable-interval time-averaging (VITA), etc.
A
Spatio-temporal Structure Identification ]

— e.g. continuous or discrete wavelet transforms,
— proper orthogonal decomposition (POD), etc.

Figure 3.2: A hierarchy of analysis methods for LES validation of turbulent ABL flow.
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3.2 Validation data for LES

The following paragraphs discuss demands on reference data for the validation of LES
results and LES parameterizations. It is focused on presenting advantages and limitations
of the two principal data sources: laboratory and field experiments. The fundamental
principles of physical modeling in boundary-layer wind tunnels is covered in greater de-
tail in order to provide a conceptual and theoretical framework for later discussions of
experimental methods in Chapter 4.

3.2.1 Requirements on validation data

As Rogallo and Moin (1984) comment, “(...) the primary difficulty with experimental turbu-
lence data is the lack of it”. And although this statement was made almost three decades
ago, it still holds in spite of strong advancements in measuring techniques over the years.
From the multitude of experimental measurement campaigns in engineering or micro-
meteorological disciplines, only few were specifically designed for the use as benchmark
tests for numerical models, let alone for time-dependent predictions. Out of those that
have been, only a small fraction had been planned in close collaboration with numerical
modelers. In this regard, the chain of verification and validation activities depicted in
Figure 3.1 represents a rather idealized scenario. There have been, however, activities to
address the issue of LES validation in a broader context, like the “Turbulence Measure-
ments for LES” workshop, from which a final report has been published by Adrian et al.
(2000). Although the authors direct their attention to engineering problems, their appeal
toward the numerical and experimental communities to “educate each other regarding what
is required in LES” and to start a discussion on the “role of experiments in LES development”
can be directly adapted to the field of boundary-layer meteorology.

It is convenient to make a distinction between necessary, ideal, and realistic qualities that
LES validation data should possess. A necessary requirement on experimental data for LES
should be that they allow to evaluate the turbulence (fluctuation) characteristics predicted
by the model. This aspect represents the inherent difference between data requirements for
the validation of time-resolved codes and steady RANS models. Validation experiments
need to be comprehensively documented with regard to all relevant technical, physical, and
geometrical conditions. Ideally, the validation data should have a sufficient time resolution
and provide a high-dimensional spatial coverage (i.e. 4D fields), which facilitates the
characterization of turbulence structures resolved with LES by means of single and multi-
point statistics. With regard to the current status of instruments that are used to study
atmospheric boundary-layer turbulence, measurements of simultaneously high space and
time resolution are not feasible. Presently, temporally well-resolved single-point time series
together with spatially resolved multi-point (usually 2D) data fields of low time resolution
represent the realistic state-of-the-art of experimental technology.

Advanced laboratory measuring techniques permit to retrieve highly accurate signals,
for which the statistical data scatter primarily originates from the stochastic variability
of turbulence and not from technical constraints. The same is mostly true for field-site
instrumentation — ranging from classic in-situ observations to spatially-resolved remote-
sensing techniques. However, in the same way as advanced computational models require
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a high level of knowledge and awareness from their users, advanced measuring apparatus
also make high demands on the experimentalists in order to assure an adequate level
of quality and reliability of the recorded data. Post-processing, quality control, analysis
(analytical and visual), as well as the archiving of huge amounts of generated data pose
further challenges to both the experimental and numerical sides.

Data sources

As aforementioned, this section concentrates on the role of experiments for the valida-
tion of LES. It is, however, acknowledged that time-dependent predictions from DNS are
used for this purpose as well and are even deemed more reliable than experimental data
for certain academic flows. Currently, validation against DNS is primarily focused on
canonical turbulence scenarios like mixing layers, channel flow or flat-plate boundary lay-
ers. However, with reference to earlier discussions, DNS is still unfeasible for ABL flows
at realistic Reynolds numbers and in domains containing large-scale complex geometries.
Furthermore, DNS and LES both should be considered numerical experiments. In a recent
comparison study of different DNS results for the same generic turbulent boundary-layer
flow, Schlatter and Orlii (2010) could document the strong sensitivity of the numerical
solutions to inflow and boundary conditions as well as to the selected domain dimensions.
They conclude that DNS should be “(...) subject to the same scrutiny as experimental data”
in order to provide well-documented, reliable, and reproducible results.

With regard to the fact that DNS, in general, is still in a developing stage for most
real-world applications, it is agreed with the assessment by Kempf (2008) that validation
based on experiments currently represents the most integrated and independent approach.

3.2.2 Laboratory experiments

Studies of atmospheric flow and dispersion scenarios in specialized boundary-layer wind
tunnels made strong contributions to the fundamental understanding of physical processes
in the ABL, and — together with laboratory experiments in water channels or convection
tanks — complement field observations since the second half of the last century.

The popularity of laboratory measurements stems from cost-related advantages and from
the ability to freely choose the conceptual design of the experiment. Through the reduc-
tion of the degrees of freedom of the physical reality of interest, it is possible to investigate
certain physical processes in isolation over a broad range of dynamical and geometrical
conditions (Wyngaard et al., 1984). Having control over the inflow and boundary charac-
teristics of the experiment allows to repeat measurements under the same constraints for
quality control and for the derivation of reliable bounds of data scatter. Provided that
the flow is stationary (- as it is the usual practice), the inherent uncertainty of statis-
tics derived from laboratory data can be significantly reduced by adjusting measurement
durations (i.e. averaging times) to the demands of the respective problem.

For certain ABL phenomena, wind-tunnel measurements currently provide the only re-
alizable way for a detailed investigation and the generation of comprehensive data sets.
Prominent examples are space-covering measurements of micro-scale flow, pollutant trans-
port or building aerodynamics in urban environments (see the early review by Cermak,
1976), as well as flow over complex terrain (e.g. Cermak, 1984).
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Traditionally, boundary-layer wind-tunnel facilities have an established role in environ-
mental and civil engineering. Thus, laboratory studies often are of interest for applications
outside of academia, which fostered the compilation of detailed best-practice guidelines
for physical modeling of flow and dispersion phenomena (e.g. Snyder, 1981; VDI, 2000).

Figure 3.3 shows a schematic drawing of a typical low-speed boundary-layer wind tunnel
that is operated to study UBL processes (following Plate, 1999). The tunnel domain is
divided into two sectors: the development section, in which a nature-like approach flow is
established, and the actual test section containing the urban model at a reduced geometric
scale. As for numerical simulations, the quality of the generated inflow conditions is
crucial for the flow quality inside the domain of interest. By means of vortex generators
at the tunnel inlet and sharp-edged roughness elements covering the test-section floor,
a fully developed, statistically stationary, horizontally-homogeneous turbulent boundary-
layer flow is created. Its correspondence to full-scale atmospheric conditions needs to be
verified and documented. Mean flow and turbulence characteristics of the wind-tunnel
approach flow are optimized to agree with standard ASL similarity assumptions. In this
context, the ratio of wind-tunnel (WT) to full-scale (F'S) roughness lengths, 2oy, ,/2055,
for neutral stability conditions is given by the geometrical scale ratio (Jensen’s criterion).
Ideally, benchmarks for the laboratory approach flow come from the field. However, since
this information is not always available, the best practice is to reproduce well-established
empirical relations by matching engineering references for different surface roughness (e.g.
following ESDU, 1985). In order to avoid the occurrence of horizontal pressure gradients,
many boundary-layer wind tunnels are equipped with height-adjustable ceilings.

Conceptual and technical approaches in physical flow and dispersion modeling have
strong similarities with procedures in numerical modeling. — And indeed, physical models
have to be understood as eddy-resolving models of a simplified reality, expressed in the
reduction of the geometric and physical complexity of the problem. This, on the other
hand, offers the unique chance to harmonize with computational modeling for the design
of validation test cases. The theoretical background of the assumption that wind-tunnel
data can be transferred to full-scale conditions is discussed in the next paragraphs.
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Figure 3.3: Schematic of a typical low-speed, open-return boundary-layer wind tunnel used
for flow and dispersion studies in scale reduced urban models. Note that heights
and distances are not true to scale. Modified after Plate (1999).
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Similarity frameworks of physical modeling

Why does mechanically and thermally induced turbulence in boundary-layer wind tun-
nels correspond to full-scale conditions encountered in the natural ABL? The answer to
this question is mainly based on two concepts: Reynolds number similarity and Reynolds
number independence. Both will be briefly introduced in the following, and it is pointed
to the reviews by Cermak (1971) and Snyder (1972) for details.

Flow similarity requirements When are two flows with the same boundary conditions
structurally similar? — The first step toward a similarity analysis is the conversion of
conservation equations that are relevant for the problem into a non-dimensional framework.
This is done by introducing appropriate reference values for all physical quantities: Lyef,
Usref, Pref, Orer and so on, which are constant for the investigated problem. These are then
used, for example, to nondimensionalize the ABL momentum equation (2.33), yielding

ouU* oUr 1 oP* 1, 2 1 0Ur
3 * i = *51,_71..9** 7717
ot* +Uj 856; p* Ox} + Fr2 0705 Ro6 iUk + Re,of 8x§3m§

(3.2)

where the star denotes a non-dimensional variable that has been related to a reference
value. The equation contains three dimensionless parameters: the densimetric Froude
number Fr = Uset/(gLret©';/O0)"? describing the relative importance of inertial and
buoyancy forces, the Rossby number Ro = ULet/(LyefSdef) representing the ratio of ad-
vective to Coriolis accelerations, and the reference Reynolds number Reyet = UsetLyet/V.
Formally, two flows of the same category are only similar if they are described by identical
solutions to Eq. (3.2). This can only be achieved if the dimensionless parameters Fr, Ro,
and Re plus the dimensionless boundary conditions are identical. If the physical modeling
is conducted in a wind tunnel using air, v and g are usually equal to the atmospheric
values. For the modeling of neutral stratification by means of isothermal tunnel condi-
tions, F'r — oo and the buoyancy term vanishes. Since standard boundary-layer wind
tunnels provide a non-rotating reference framework, deflecting effects of the Coriolis force
on the flow cannot be modeled.? Dynamics of the Ekman layer, thus, are not adequately
represented, and reliable wind-tunnel modeling typically restricts to the atmospheric sur-
face layer. However, even for near-surface flows Coriolis effects can become important if
the horizontal dimension of the wind-tunnel model is large. Depending on the magnitude
of Ro, the impact of neglecting the Rossby number criterion has to be assessed. As a
rule-of-thumb, Snyder (1972) recommends horizontal domain extents smaller than 5km.

Provided that laboratory wind velocities have the same order of magnitude as encoun-
tered in atmospheric flows, fulfilling the Reynolds number criterion mainly depends on
the scale Lyet,,, realized in the tunnel. Typical geometric scale ratios of Lyety; /Lrefpg
range from 1:10% to 1:10%, resulting in laboratory reference Reynolds numbers in the order
of 10% to 10%, several orders of magnitude lower than those of the natural ABL. Thus,
Reynolds number similarity is generally not accomplished. The inherent characteristics of
turbulence, however, provide experimentalists with a workaround.

3For problems on the global scale (e.g. studies of baroclinic waves) there exist special facilities, in which
Coriolis effects can be simulated in rotating annuli (e.g. Harlander et al., 2011).
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Reynolds number independence When can the Reynolds-number similarity require-
ment be relazed? — The answer was first formulated by Townsend (1956), who stated that
“geometrically similar flows are similar at all sufficiently high Reynolds numbers” for problems in
which buoyancy and Coriolis effects are negligible. Early experiments showed that most
statistical quantities in turbulent flows do not depend on the realized Reynolds number
as long as it lies above a critical value Reqit. Following Snyder (1972), the two excep-
tions are statistics of the small-scale, dissipative eddies and mean-values obtained from
measurements very close to solid boundaries, where viscous effects become important. In
connection with the classic Kolmogorov theory, the effect of a smaller Reynolds number
is primarily reflected in a decrease of the spectral range at high frequencies, while the
characteristics of the integral-scale eddies remain unchanged as long as Re > Rect. The
gross structure of turbulence represented by the energy-containing eddies is similar over a
wide range of Reynolds numbers, resulting in similar spectral shapes for eddy sizes £ > n
and statistically identical integral statistics (e.g. mean values, turbulent stresses, integral
length scales, etc.). The reduction of the spectral width in the wind tunnel results in the
fact that the size of the dissipative eddies, transferred to full-scale conditions, is larger
than of those in the natural atmosphere. The relation of the integral lengths encountered
in the field and laboratory, however, is approximately proportional to the first power of
geometric scale: £o,.¢/l0yr = Lrefps/Lrefyy - The combination with Eq. (2.17) yields

3 1
Nrs ~ gOFS <LrefwT> /4 ~ <LrefFS > /4 (33)
Twr EOWT Lrest LrefWT ’

which shows that the Kolmogorov micro-scale in the laboratory, on the other hand, reduces
only with one-fourth power of the scale ratio (Snyder, 1972). For a scale of 1:350, as
applied in this study, the width of the laboratory eddy spectrum transferred to full-scale
conditions is smaller by almost two decades compared with the field, and Eq. (3.3) yields
Npg =~ 4.33 nyp. Thus, in full-scale conditions the laboratory micro-scale is approximately
80 times larger than the corresponding field value (e.g. yielding 8 mm instead of 0.1 mm).

Studies in urban scale-models showed that Re-independence can be easily established
since flow around sharp-edged bluff bodies, for which separation points are fixed, is dom-
inated by surface drag, and the bulk of turbulence is produced at scales comparable to
the obstacle size. Plate (1999) recommends that the Reynolds number based on the mean
building height, Rey; = UyHy, /v, should be larger than 5-103 to 1-10%. Since these values
can vary based on the individual qualities of the model, it is part of the physical model-
ing preliminaries to determine Re,jt from case to case. The adjustment of the Reynolds
number, however, can become tricky if other processes like stratification (F'r criterion) or
scalar dispersion (matching the Schmidt number) are modeled (Snyder, 1972).

LES validation from wind-tunnel data

Experiments in boundary-layer wind tunnels offer great potential for an in-depth LES vali-
dation due to their flexibility concerning the conceptual design of the test scenario and the
fact that inflow and boundary conditions can be controlled, documented, and systemati-
cally varied. The repeatability of laboratory experiments allows for sensitivity studies over
a broad range of parameters and the assessment of the general data representativeness.
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Figure 3.4 shows urban wind-tunnel models of different sophistication ranging from iso-
lated buildings to realistic urban structures, which have been used for flow and dispersion
studies at the Meteorological Institute of the University of Hamburg. Varying the level of
complexity on which the numerical model is tested, can be of valuable guidance in order
to disentangle error sources more readily and for the systematic development of new mod-
els. Some of the campaigns were particularly designed for the validation of eddy-resolving
simulations and are compiled in an on-line database, which includes flow time series as
well as detailed information about the modeled inflow conditions.*

If the comparison is conducted on the basis of laboratory data, modelers have to decide
whether the simulation is run under full-scale or wind-tunnel conditions. Through the
resulting length scale L., the decision affects the Reynolds number of the simulation.
Matching the lower wind tunnel Re may be of interest in order to conform with the
experimental conditions as close as possible. The choice to simulate in wind-tunnel scale
is often made for generic test cases like flow and dispersion around wall-mounted cubes or
in cube arrays. In order to mimic the laboratory inflow and boundary conditions in detail,
even the entire tunnel geometry can be modeled, including all walls and the development
section with floor-roughness elements and vortex generators (e.g. Lee et al., 2009).

(a) (b)

Figure 3.4: Examples of urban complexities realized in the boundary-layer wind-tunnel fa-
cility at the University of Hamburg: (a) isolated obstacles, (b) obstacle arrays
as idealized urban structures (Schultz, 2008), (c) semi-idealized urban environ-
ments (Bastigkeit, 2011), (d) realistic urban sites (here: Hamburg city center).

4CEDVAL-LES hosted by the University of Hamburg; http://www.mi.uni-hamburg.de/CEDVAL-LES-V.
6332.0.html; accessed June 10, 2012. See also Bastigkeit et al. (2010) or Bastigkeit (2011).
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With regard to LES, a lower Reynolds number would enable to directly resolve a wider
range of the eddy spectrum than under full-scale conditions for the same computational
costs. However, like the experimenter, the modeler has to be aware of the fact that the
smallest eddies are comparatively large at low Re. Among other effects, this leads to a
thickening of the viscous sublayer, in which the flow is not Reynolds-number independent.
In physical models, the relaminarization of the near-wall flow can be prevented by using
aerodynamically rough surfaces on model buildings and on the tunnel floor. If the log-law
is used as the surface boundary condition in LES, inaccuracies of the near-wall flow have to
be anticipated when simulating in wind-tunnel scale since the lowest computational level
is often located within the viscous sublayer. While this issue could be eased by switching
to a rough-wall model, this is rarely done in practice for micro-meteorological applications
(cf. Section 2.2.3). If the dispersion of pollutants is simulated, the numerical modeling of
the (point or area) source characteristics can introduce further difficulties when carried out
in wind-tunnel scale, since the exhaust flow tends to be laminar due to the smaller source
radius (e.g. Saathoff et al., 1995). These and further issues are for example addressed in
the best-practice guideline for micro-scale meteorological models presented by Franke et al.
(2007, 2011). In order to avoid the above effects, modeling in full-scale might be preferred.
Provided Reynolds number independence of the laboratory measurements, the outcome of
a validation study based on integral statistics and with a focus on the energy-dominating
eddy scales should be independent of scale choices.

The abstraction ultimately made in a wind-tunnel experiment is its most important
trade-off. A prominent example concerns atmospheric stratification. Since the simulta-
neous guarantee of Reynolds-number independence and Froude-number similarity is tech-
nically very demanding, the majority of laboratory experiments is conducted under the
idealization of neutral stability. Effects like radiation, evapo-transpiration, or precipitation
are also out-of-scope for current wind-tunnel techniques. Hence, laboratory investigations
should ideally be accompanied by field measurements and vice versa.

3.2.3 Field site observations

Traditionally, strong collaboration exists between field experiments and numerical ap-
proaches in boundary-layer meteorology, with a main focus on the validation of atmo-
spheric turbulence parameterizations and their implementation in closure models. Start-
ing at the end of the 1950s, milestone field trials have essentially shaped the understanding
of ABL processes. Prominent examples are the early field experiments in Kansas (1968)
and Minnesota (1973), in which the ASL was extensively probed with then revolutionary
time-resolving equipment in terms of hot-wire and sonic anemometers (a review of both
experiments is presented by Kaimal and Wyngaard, 1990). Similarity laws derived or
verified based on these data have entered many micro-scale meteorological models and
still serve as benchmarks for both numerical and laboratory results. Reviewing the classic
era of micro-meteorological field experiments, Wyngaard and Peltier (1996) remark that
“(...) hardly a meteorological model of any type does not contain some signature of their results.”
This also applies for early dispersion studies like the “Prairie Grass” campaign (Barad,
1958), which according to Hanna et al. (2004), “(...) has become the standard database used
for evaluation of models for continuous plume releases near the ground over flat terrain.”
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A historical review of field studies in urban areas until the end of the last century has
been presented by Roth (2000) and was more recently extended by Grimmond (2006),
with a focus on progress in measuring and observing the UBL. For both ABL and UBL
processes, in-situ techniques like ground-based sensors mounted on masts or towers still
are the standard data source together with (less frequent) airborne measurements with
tethered balloons or research aircraft. Starting in the 1970s, remote sensing techniques
with platforms on satellites or aircraft have entered the field of atmospheric boundary-layer
research and are of special importance for micro-climatological studies (e.g. urban heat
island effects). Ground-based remote sensing has more recently proven to be a valuable
complement to in-situ measurements of local turbulent wind and temperature structures
(e.g. using sodar, lidar, scintillometers or radio acoustic sounding systems).

Field campaigns can be very costly and particularly demanding in terms of time, plan-
ning, manpower, logistics, maintenance of deployed instruments and so forth. Assuring the
overall usefulness of the measured data for the intended purpose, thus, is not only of scien-
tific interest, but also of economic importance. This task is essentially connected to the site
selection and exposure of the measuring instruments. In 1954, the World Meteorological
Organization (WMO) published a first edition of the “Guide to Meteorological Instruments
and Methods of Observation,” in which sensing, siting, and quality assurance strategies
are discussed, and best-practice recommendations are made. Over the decades, the docu-
ment was subject to considerable extensions and revisions, incorporating new measurement
technologies and computational data processing capacities (latest edition: WMO, 2008).
Focusing on the proposed wind-data quality requirements, Wieringa (1996) examined pos-
sible data processing methods to ensure representativeness of the measurements according
to the WMO standards for different user groups. More recently, Oke (2007) discussed
ways to flexibly and intelligently use the WMO guideline for local, micro-climatic mea-
surements in densely-developed urban environments, for which non-ideal siting conditions
at non-standard heights over non-standard surfaces are the norm.

Within the last decade or so, a new generation of field campaigns entered the scene in
micro-meteorology. These stand out as collaborative, multi-national, and inter-disciplinary
initiatives between various universities, research institutions, and governmental bodies.
Enhanced cooperation also fostered growing exchange between numerical modelers and
experimenters. As Grimmond (2006) stated, this development has encouraged discussions
about “(...) variables the models need and those that are measured; the number of sites that need
to be observed to be appropriately representative for model evaluation; and the complexity of the
real world versus the necessary simplification of reality in modeling.”

LES validation from field data

CFD models usually provide large amounts of information about the predicted quantities
in terms of spatially resolved fields. In case of LES and other unsteady methods, these
fields also are time dependent. Thus, it is clear that the informative value of a model vali-
dation based on single-location, multi-height tower measurements or detached multi-point
but single-height sensor data is restricted and may not allow for a conclusive appraisal
of the model performance. The increasingly collaborative and multi-institutional efforts,
however, also resulted in a significant rise in the number of deployed sensors and in the
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diversity of measurement techniques employed in recent micro-meteorological field studies.
The fact that databases can be made available to a broad user community through the
world wide web further resulted in an increase of detailed validation studies on the basis
of field campaigns. Several of those put the focus on urban flow and pollutant dispersion
processes in densely-built environments. Well-known examples are the DAPPLE field trial
conducted in central London (Arnold et al., 2004),5 the VALIUM project with air pollu-
tion measurements in a street canyon in Hannover, Germany (Schatzmann et al., 2006),
and the Joint Urban 2003 Atmospheric Dispersion Study in Oklahoma City (JU2003; e.g.
Allwine and Flaherty, 2006). While DAPPLE and VALIUM aimed for observing street to
neighborhood scale processes with a focus on intersections and street canyons, measure-
ments during JU2003 extended far into the city scale and were based on an unprecedented
contingent of meteorological instrumentation. All projects combined long-term site moni-
toring with short-term intensive operation periods and produced a large pool of reference
data usable for the validation of CFD and non-CFD models.

Another validation scenario popular within the micro-meteorological community is the
Mock Urban Setting Test (MUST), that has been intensively used for the comparison with
CFD-RANS dispersion predictions (project and data overview by Biltoft, 2001; Yee and
Biltoft, 2004). The test case is a representative of outdoor scale-model experiments, in
which building-like obstacles are such arranged to represent an idealized urban environ-
ment (cf. Kanda, 2006b). During MUST, 120 commercial shipping containers were placed
in the otherwise predominantly flat Great Basin Desert, Utah, to conduct pollutant disper-
sion and wind measurements within and above the artificial urban canopy (see Fig. 3.5a).
Recently, a similar approach was taken in a field study conducted in Saitama, Japan: the
so-called Comprehensive Qutdoor Scale Model Experiments (COSMO) (e.g. Inagaki and
Kanda, 2008, 2010). Cubes with geometric scales of 1:5 and 1:50, in reference to the typ-
ical height of residential buildings in that area, were arranged into large arrays to create
a simplified city (see Fig. 3.5b). So far, measurements focused on the characterization
of flow fields within and above the UCL and the extraction of organized turbulent struc-
tures. Recently, Takimoto et al. (2011) presented highly resolved spatial measurements
of velocities within a cube-array street canyon by means of 2D particle image velocimetry
(PIV) — a technique that otherwise is typically used in laboratory studies.

The similarity between field-site scale models and idealized complexities used in wind
tunnels as shown in Figure 3.4b is striking. Like the laboratory cases, MUST and COSMO
can be understood as mediators between physical processes occurring in highly complex
genuine environments and in the flat-terrain ABL. However, the conceptual difference
between indoor and outdoor scale experiments needs to be emphasized: In the laboratory,
not only the urban roughness is scale-reduced but also the entire approach flow boundary
layer, so that results can generally be transferred to field conditions. This, however, cannot
be done with data from scale-reduced models placed in a natural ABL.

More than ten years ago, a new category of field trials was launched by the National
Center for Atmospheric Research (NCAR), aiming at the validation of LES parameteriza-
tions: the Horizontal Array Turbulence Studies (HATS; cf. Horst et al., 2004). Based on

5Dispersion of Air Pollution and its Penetration into the Local Environment.
6Developmem and Validation of Tools for the Implementation Of European Air Quality Policy in Germany.
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an approach that was first put forward by Tong et al. (1998), these campaigns are targeted
on the retrieval of resolvable and subfilter-scale ASL turbulence from measurements with
sonic anemometer arrays. Beginning with experiments over homogeneous terrain, studies
were more recently extended to flow over water and snow surfaces and within vegetated
canopies. Figures 3.5¢,d show setups of the Advection Horizontal Array Turbulence Study
and the Canopy Horizontal Array Turbulence Study (AHATS and CHATS; see Nguyen
et al., 2010; Patton et al., 2011). The unique approach of HATS will be later revisited in
Section 3.3.1 within the framework of a priori LES validation.

All of the above field campaigns provide time-dependent measurements of wind veloc-
ities, temperatures and, in many cases, also of trace gas concentrations. COSMO and
HATS further offer spatially resolved data of locally confined processes, which represent a
novelty in the canon of micro-meteorological observation methods. Thus, the retrieval of
turbulence characteristics and fluctuation statistics in time and space is generally possi-
ble. While this is a necessary requirement for the usefulness of data for an in-depth LES
validation, it is certainly not sufficient, and further criteria have to be met.

(a) (b)

Figure 3.5: (a) MUST field trial with an array of shipping containers;” (b) COSMO cube-
array test case at a scale of 1:5;% setups of the horizontal array turbulence studies
(c) AHATS and (d) CHATS to investigate surface and canopy-layer turbulence.”

"Fig. 3.5a: Photo courtesy of U.S. Army Dugway Proving Ground West Desert Test Center, (UT) USA.
8Fig. 3.5b: Photo courtesy of M. Kanda, Tokyo Institute of Technology, Tokyo, Japan.
9Figs. 3.5¢,d: Photo courtesy of NCAR’s Earth Observing Laboratory, Boulder, (CO) USA.
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Regarding demands on validation data, which were earlier reviewed in Section 3.1, some
aspects of field measurements should be discussed. The completeness and documentation
of field experiments and of resulting databases have to be assured in order to be usable
in a model comparison study. Particularly for measurements in complex environments
like cities, the morphometric conditions characterizing the sensor sites have to be logged
in detail. Following Oke (2007), this includes proper descriptions of the urban structure,
cover, fabric, and metabolism. In addition, Grimmond (2006) points out that observational
programs and data sets often are only insufficiently described in publications, making
the measurements basically unusable for further analyses by other researchers. Just as
in laboratory campaigns, the processing and archiving of field data should generally be
conducted in a way that is comprehensible for others.

The monitoring of ambient meteorological conditions during the trials is another crucial
aspect of field experiments. Diurnal and synoptic-scale variations usually cause trends and
non-stationary effects in measured time series, which can complicate the statistical analysis
of signals and hamper their interpretation. Furthermore, certain weather conditions can
lead to a reduction of measurement accuracy of certain instruments or even make data
acquisition impossible. Since LES is naturally in need of time-dependent unsteady inflow
conditions, there is the chance to include temporal trends of ambient conditions in the
simulation setup. This, however, requires that the experimental boundary conditions have
been measured at representative locations and were sufficiently documented. As stated by
Leitl (2000), keeping record of all relevant boundary conditions often is unfeasible, which
results in the fact that “(...) in a strict physical sense it is impossible to define exactly what
kind of (...) situation was captured during a field experiment.”

The most important drawback of micro-meteorological field measurements, however, is
the usually limited statistical representativeness of derived results. This issue is connected
to the averaging times that are required to reduce the inherent uncertainty (Wyngaard
et al., 1984). The time slots in which approximately steady-state conditions can be antici-
pated tend to be short compared with the time scales of the energy-carrying, low-frequency
fluctuations, which dominate statistical measures. Averaging over longer periods, on the
other hand, is generally impractical due to constantly changing ambient conditions. Typ-
ical temporal means over periods of 10 min to 30 min are usually not ergodic: Repeating
the experiment under the same conditions would not necessarily result in the same mean
values (which can be demonstrated based on wind-tunnel measurements). Instead, ob-
served differences in mean flow quantities can be as large as an order of magnitude or
more (Schatzmann and Leitl, 2011). The interpretation of discrepancies between exper-
iment and simulation, thus, needs to be done with much more care than when working
with laboratory data, for which the statistical scatter can be more readily assessed.

The discussion showed that laboratory and field experiments have the potential to be
a valuable reference for LES validation, provided that modelers and experimentalists are
aware of particular downsides and uncertainties. An ideal validation database, thus, should
include field data, which mirror the true complexity of the ABL, as well as laboratory
data, which allow to conduct sensitivity tests and to study certain problems in isolation.
Interestingly, all field studies introduced above, except the HATS campaigns, have already
been complemented by comprehensive tests in boundary-layer wind tunnels.
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3.3 Validation approaches for LES

Two types of validation approaches for large-eddy simulation are usually distinguished
in literature: the a priori validation of models and parameterizations used in LES and
the a posteriori validation of computational results from LES (e.g. Piomelli et al., 1988).
Following Sagaut (2005) the terms can be defined as follows:

A priori validation — the process of testing subfilter-scale models and other LES
parameterizations through the comparison with reference data. The latter have to be
analytically filtered in order to determine the “true” resolvable and subfilter scales.
The data comparison is done off-line, i.e. without running the simulation, and can be
regarded as static. Reference data can come from low-Re DNS (mostly for technical
flows) or experiments in high-Re flows (e.g. in the ABL or other geophysical systems).
A priori validation allows to evaluate the performance of mathematical models in
isolation by disregarding their computational implementation. While this procedure
offers the chance to improve the model as a self-sufficient formulation, the implications
for the performance quality of the model within the simulation are ambiguous.

A posteriori validation — the process of testing the results of an LES computa-
tion against reference solutions from DNS or experiments. This approach is dynamic
and takes into account the full set of modeling, computational, and numerical un-
certainties. A posteriori validation thus aims at testing the implemented models,
parameterizations, boundary conditions, and numerics that determine the quality of
the physical phenomena captured in the resolved fields. The assessment of the simu-
lation quality in this way is crucial for building confidence in the capabilities of the
model. It is, however, difficult to disentangle error sources and draw ultimate conclu-
sions about necessary model improvements since the simulation results are governed
by a multitude of influencing factors, which often can only be partially controlled.

The validation of the simulation results in the sense of an a posteriori analysis has
been the center of attention during the earlier discussions in this chapter. The LES flow
validation conducted in the framework of this thesis is exclusively a posteriori. However,
while analysis strategies for an in-depth simulation validation have been lacking in LES,
the a priori branch has been abound with creative and innovative approaches since the
early stages of LES developments. Hence, a brief overview of some aspects and example
studies for both validation approaches is presented in the next paragraphs.

3.3.1 A priori model validation

The test of subfilter-scale parameterizations, surface boundary conditions, and hypotheses
that enter LES models is a very active research branch. New SFS or wall models for
LES usually are advocated by means of thorough a priori comparisons with established
approaches. Having a closer look at LES model formulations, which often stem from the
traditional viewpoint of ensemble averaging, is increasingly considered as necessary in order
to improve the simulation quality of atmospheric flows. The inherently different mindsets
of ensemble-averaged and LES models were encapsulated by Kempf (2008): RANS models
usually average over time on a 1D “infinite” interval and probability distributions of flow
variables also comprise extremely unlikely events separated by long time scales. The SFS
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distributions of the same variables in an LES formulation result from an average over a
finite 3D volume and are limited to features that occur close to each other in physical
space. Applying statistical similarity assumptions or eddy-viscosity concepts to model
local, time-dependent quantities, thus, is a questionable approach for many applications.

The core area of a priori studies is to test and improve SFS model formulations on the
basis of processed reference data using different combinations of filter widths and filter
functions. While a priori testing has a long tradition in engineering, many comprehensive
studies also originated in the area of atmospheric boundary-layer flows within the last 15
years. Velocity and temperature data from the innovative HATS field experiments were
particularly helpful to investigate peculiarities of surface-layer turbulence and its repre-
sentation in LES and gave new impetus to model refinements for atmospheric application
(Tong et al., 1998, 1999; Hatlee and Wyngaard, 2007). By positioning sonic anemometer
arrays perpendicular to the prevailing wind direction, a direct spatial filtering in the lat-
eral direction and an indirect spatial filtering along the streamwise direction using Taylor’s
frozen turbulence hypothesis is possible. Thus, a surrogate 2D filtering of turbulent ASL
flow in the (z,y)-plane can be used to study the structure and fundamental dynamics of
SES fluxes. Vertical gradients of filtered variables are obtained by using two arrays at dif-
ferent elevations above ground (cf. instrument arrangements in Figs. 3.5¢,d). In an early
study, Porté-Agel et al. (2001) used HATS data to investigate the relation between SFS
variables and large-scale (coherent) structures in the near-surface ABL through system-
atic filtering and conditional averaging techniques. As in the plane wake flow investigated
by O’Neil and Meneveau (1997), direct effects of large-scale eddies were also identified
in the ASL and could be related to characteristic ejection-sweep events. Focusing on the
instantaneous SF'S dissipation rates, the authors found that strong forward and backward
scatter events between resolved and SFS fields are correlated with ejection episodes. Such
dynamics could not be captured by purely stochastic backscatter models.

Kleissl et al. (2003) investigated fundamental flaws of the standard Smagorinsky model
when used in atmospheric LES on the basis of HATS data. A priori derived model
parameters for the SFS shear stress and heat flux exhibited strong dependencies on the
ratio between filter width and height above ground, A/z, and on atmospheric stratification
parameterized by the length-scale ratio, A/L, where L is the Monin-Obukhov length. The
authors found a dependence of the Smagorinsky coefficient, Cs, on the local strain-rate
magnitude, &, during stable stability conditions and for large strain rates. Since the
Smagorinsky model already assumes a proportionality between the eddy viscosity of the
residual motions and S (cf. Eq. 2.30), this parameterization seems to be unusable in
stable stratification. Independent of the magnitude of Cs, the tensorial misalignment of
SFS fluxes and filtered strain rates could cause inaccuracies of the model predictions.

The dependence of SFS dynamics on atmospheric stability and on the proximity to the
surface has been further investigated by Sullivan et al. (2003). The authors introduce
the ratio between the wavelength peak in the vertical velocity spectrum and the filter
cut-off, A3/A, as an essential parameter to connect measurements of SFS variables to
LES applications. Since A3 decreases with decreasing height and increasing stability, the
parameter comprises both effects on the performance of SF'S models. In a comprehensive
analysis of HATS field measurements, the authors documented that SFS contributions are
always significant close to the ground (i.e. at the first grid level for typical boundary-layer
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LES codes) and increase with increasing stability, i.e. in situations where A is comparable
to or even larger than As. By double-filtering the velocity signals, the SFS fluxes were
analyzed in terms of a Germano decomposition (cf. Egs. 2.25-2.27). For large As/A, L;j,
Cij, and R;; were found to be of comparable magnitude. Only as A3/A — 0, the SFS flux
approaches the ensemble average with the SF'S Reynolds stress, R;;, being the dominant
term. The backscatter of energy was found to be most important at the top of the ASL,
where turbulence can be well resolved and clear inertial-range behavior is established. For
small A3/A, however, the inclusion of energy backscatter might not lead to significant
improvements of the SF'S model quality.

Another possibility to use HATS measurements for a priori studies was presented
by Chen and Tong (2006), who focus on the influence of subfilter-scale turbulence on
resolvable-scale velocity statistics in the CBL. The authors analyze the transport equation
of the one-time, one-point joint probability density functions (JPDF) of filtered velocities,
which contain expressions for the conditional averages of the SFS stress and its production
rate. A strong link between SFS statistics and ASL dynamics was found, which relates
to the occurrence of buoyant updraft and downdraft episodes associated with convective
eddies. Particularly in the presence of strong buoyant plumes, the SFS stresses turned
out to be anisotropic, and their production rates are asymmetrically linked to the resolved
velocities — two conditions that are not adequately captured by current SF'S models. More
recently, Chen et al. (2010) extended this survey to study the influence of the SF'S tempera-
ture flux and its production rate on the resolvable-scale velocity-temperature JPDF. They
found pronounced feedback effects for positive filtered temperature fluctuations, which are
associated with the convection of near-ground eddies from regions with strong wind and
temperature gradients. Such flow-history effects still cannot be realistically represented in
current SFS parameterization schemes.

Surprisingly, there are only few a priori laboratory studies with a focus on SF'S motions
in the atmospheric boundary layer. The investigation of the effects of a surface-roughness
transition on the spatial variability of SF'S motions by Carper and Porté-Agel (2008a,b)
are among the few noteworthy exceptions. The roughness transition was modeled in a
boundary-layer wind tunnel, where 2D, multi-point velocity measurements were carried
out by means of particle image velocimetry in (z,y) and (z, z) planes. Hence, a true spatial
filtering without invoking Taylor’s hypothesis could be realized. The study showed that the
SF'S stresses respond faster to the roughness change than the resolved strain rates. This
effect cannot be captured by the eddy-viscosity approach, which assumes a proportionality
between both quantities. Comprehensive tests of prevalent SF'S parameterizations showed
that non-linear and mixed models often were better able to capture the complex SFS
dynamics within the internal boundary layer than standard eddy-viscosity approaches.

The other focal point of a priori tests is the representation of near-wall flow effects in
LES. As discussed earlier, virtually all ABL LES codes use a condition for the wall shear
stress in order to describe the complex turbulent interactions between the surface and
the first computational level. Most commonly, the local, resolvable-scale, instantaneous
surface shear stress is related to the filtered horizontal velocity at the first grid point
through a log-law similarity assumption (or its M-O extension). This condition, however,
is strictly only valid for ensemble-averaged, stationary flow over a homogeneous surface,
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and its adequacy for modeling instantaneous effects has to be questioned.

The wind-tunnel study by Nakayama et al. (2004) investigates the existence of an “in-
stantaneous wall law” by successively filtering velocity measurements over smooth and
rough surfaces. While an unconditional similarity in the instantaneous streamwise veloc-
ity profiles could not be verified, the filtered data (obtained through 1D filtering in time)
tended to show a log-law behavior only for large filter time scales (i.e. as the filter opera-
tion approaches the conventional time average). Transferred into the spatial domain using
Taylor’s hypothesis, the results imply that A would need to be larger than the typical
streamwise extent of near-wall elongated eddy structures and rather long grid cells are
required for adequate predictions using log-law boundary conditions.

By comparing measured and modeled surface shear stresses in the flow over a rough-to-
smooth transition, Chamorro and Porté-Agel (2010) could identify systematic deficiencies
in standard similarity boundary conditions. Models that relax the constraints on the
linearity between surface shear stress and the velocity at the first grid-point and on the
locality of their correlation, however, tended to yield better a priori results. Further wind-
tunnel studies stimulated the formulation of refined wall models for atmospheric LES (e.g.
Marusic et al., 2001; Chamorro and Porté-Agel, 2009) and there is continued interest in
the validation and improvement of wall models for meteorological applications.

While a priori studies provide crucial information needed for model refinements, some
limitations of this approach have to be pointed out (cf. Sagaut, 2005). Since experimental
data are in most cases available in terms of time series, a temporal filter has to be used. The
accuracy of derived spatial information using Taylor’s hypothesis can be sufficient for ABL
flows over homogeneous surfaces, but the assumption is not easily justifiable in strongly
heterogeneous flow fields like, for example, encountered in urban areas. Furthermore, the
dimensionality of the applied filter has an effect on the outcome of the test. Currently
available reference experiments for ABL flows usually only permit 1D and 2D filtering,
and generalizations for a real 3D LES filter are more or less guesswork. Furthermore, the
filter width used in an a priori analysis usually differs from the effective filter width in the
simulation, since the latter varies based on the numerical method and on the proximity
to domain boundaries and is often only imprecisely known (Sullivan et al., 2003). Finally,
a priori tests cannot provide a straightforward link between the tested model and the
simulation statistics. In principle, a good a prior: validation result does not necessarily
yield a satisfactory performance of the LES code as a whole and vice versa (Sagaut, 2005).
Hence, only the a posteriori validation of filtered and numerically resolved flow quantities
can provide a conclusive appraisal of the model quality.

3.3.2 A posteriori simulation validation

Statistical moments computed from numerically resolved LES fields are never precisely
equal to those obtained from exact solutions due to the cut-off of the small scales. How-
ever, as Sagaut (2005) indicates, nearly all comparison studies with LES results are con-
ducted without prior processing of the reference data (e.g. in terms of analytical filtering).
Agreements with the experimental data still are physically meaningful if the comparison
focuses on processes that are linked to scales that are contained in the resolved fields (cf.
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Section 3.1.2). Besides the fact that it is usually not clear what effective filter size has
to be used, filtering the reference data is also not fully satisfactory with regard to the
assessment of the simulation quality, which ultimately can only be made based on the
complete data representing the physical “truth” for the test scenario. Experimental and
strategical requirements for an in-depth LES validation have been discussed at length in
Section 3.1 and 3.2. The next paragraphs, thus, will only briefly highlight some aspects of
a posteriori studies, in which the LES validation was at least partially conducted off the
“beaten track” of a pure mean flow comparison.

Aristodemou et al. (2009) compared results from mesh-adaptive LES with wind-tunnel
data of flow between idealized building blocks. While mainly concentrating on the com-
parison of mean flow and turbulence statistics, the authors also discussed discrepancies
between numerical and experimental frequency distributions of the underling instanta-
neous horizontal velocity signals. Although this approach was not overly stressed in the
analysis, the shape and spread of the velocity histograms provided valuable insight into
the disability of the code to accurately reproduce turbulence levels in street canyon, which,
in this case, was attributed to the strongly dissipative Smagorinsky model.

Recently, Lenschow et al. (2012) compared higher order moments of the vertical veloc-
ity from Doppler lidar measurements with LES results and in situ aircraft observations
conducted in the convective boundary layer. Although the emphasis of this study was put
more on the validation of the lidar measurements based on LES, the authors presented
an interesting approach to gain deeper insight into the structure of turbulence based on
departures from a Gaussian distribution measured with skewness and kurtosis parameters.
While an overall good agreement between the different data sets was found in most cases,
the higher order moments computed from LES predictions showed less dependency on
stability within the surface layer, which was related to the performance of the SF'S model.

The importance of comparing frequency distributions and correlation statistics has also
been emphasized in the study by Lee et al. (2009), who presented a detailed comparison
of LES results with field and wind-tunnel measurements of flow and contaminant concen-
trations in the framework of JU2003. By comparing two-point correlation statistics of the
horizontal velocity components in the (y, z) inflow plane, a good structural agreement be-
tween the LES inflow turbulence and the wind-tunnel approach flow could be determined.
The analysis further focused on the validation of urban contaminant dispersion from in-
stantaneous gas cloud emissions. Since the dispersion behavior of such clouds is highly
complex and non-linearly coupled to the urban flow fields, the comparison of concentra-
tion statistics at individual locations within the city was conducted based on ensembles of
experimental (wind-tunnel) and numerical dispersion realizations. This approach allowed
to analyze histograms of individual peak concentrations and corresponding peak times. A
comparison of these histograms revealed that a good agreement of averaged quantities is
not necessarily coupled to a good agreement of the underlying frequency distributions. As
stated by Lee et al. (2009), the “(...) results clearly indicate the danger of selecting a single
figure of merit (...) to evaluate the quality of numerical results for validation purposes.”

The LES code used in the last-mentioned study is the same that is validated within
the framework of this thesis. Corresponding simulation details and information about the
generation of the wind-tunnel reference data are presented in the next chapter.
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Experimental and
Numerical Data Basis

ABSTRACT Introducing the Hamburg flow validation test case, this chapter
discusses features of experimental and LES data concerning their preprocessing and
quality control, together with necessary harmonization steps for the comparison study.
Single-point, high-resolution velocity time series from non-intrusive measurements in
a boundary-layer wind tunnel using laser Doppler anemometry represent the reference
values to assess the performance of the implicit LES code FAST3D-CT. This LES uses
a monotone, non-linear convection scheme to model subgrid effects and is operated on
a Cartesian mesh with a uniform resolution of 2.5m within the urban roughness sub-
layer. Representative mean and turbulence inflow parameters for the wind tunnel and
the LES are determined from the analysis of long and short-term in-situ field measure-
ments with sonic anemometers at a suburban site. Both the scale-reduced wind-tunnel
model and the LES geometry include relevant morphometric and topographic details of
the urban test environment. Careful scrutiny of the physical representation of turbulent
scales in either model, of experimental and numerical time-series resolution qualities,
and of the inherent uncertainty in statistics derived from finite-duration signals, con-

firms the overall comparability of both data sets.

4.1 Introduction

The LES validation study presented in this thesis is part of a research project on the im-
plementation and evaluation of an emergency response software tool that can be operated
to predict the dispersion of airborne contaminants after their accidental or deliberate re-
lease in an urban area. The operational model CT-Analyst® had been developed by the
Laboratory for Computational Physics and Fluid Dynamics of the U.S. Naval Research
Laboratory (NRL) in Washington, D.C. Within the “Hamburg Pilot Project”,! CT-Analyst
is adapted for operation in the city of Hamburg, Germany (Leitl et al., 2012).

!Funded by the German Federal Office of Civil Protection and Disaster Assistance and by the Free and
Hanseatic City of Hamburg.
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The prediction of hazard areas and concentration levels is based on comprehensive urban
flow field calculations with NRL’s LES-based CFD model FAST3D-CT, which are con-
ducted in the run-up to the actual deployment of the emergency response tool. On the basis
of these detailed LES simulations, high-resolution databases (Dispersion Nomografs™™)
of contaminant dispersion paths are generated, which can be accessed by CT-Analyst to
display plume footprints within milliseconds (for details see Boris et al., 2002; Boris, 2002;
Boris et al., 2011). The dispersion nomografs are derived from integrated statistics of
the mean wind field and turbulent fluctuation levels within the urban roughness sublayer,
which represent driving mechanisms for the dispersion process.

Figure 4.1 shows contaminant concentration levels near the surface after one hour of
continuous release from a ground source in the inner city of Hamburg, as predicted by the
LES model and the emergency response tool. Although the detailed information provided
by FAST3D-CT has to be “boiled down” for the most part before being usable in CT-
Analyst, the general characteristics of the plume footprint are preserved by the employed
methodology. Clearly evident is the influence of the urban morphology on the shape of
the plume edges — a feature that is owed to the ability of the urban aerodynamics code
to take into account the influence of buildings, terrain, and surface forms on the air flow.
The accuracy of predictions made by the operational tool, thus, inherently depends on the
overall simulation quality provided by LES.

Numerical predictions from FAST3D-CT already were subject to validation tests against
field observations and wind-tunnel reference data in earlier studies (e.g. Patnaik et al.,
2007; Lee et al., 2009). So far, however, the assessment of the accuracy of simulated wind
fields had been restricted to low-order statistical moments. The Hamburg Pilot Project
provides an ideal framework to extend these analyses by in-depth comparisons following
the LES validation hierarchy proposed in Section 3.1.2 (Fig. 3.2).
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Figure 4.1: Concentration footprints at pedestrian level after one hour of continuous plume
release: (a) snapshot of the instantaneous field predicted by the urban LES
code FAST3D-CT, (b) screenshot of the contaminant plume predicted by the
operational emergency response tool CT-Analyst. Wind is from 235° with 7 m/s
in 200 m height. The release site is indicated by a blue dot. Concentration levels
range from blue (low) to red/purple (high).
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Data for the validation study were derived from high-resolution flow simulations with
FAST3D-CT conducted at NRL and comprehensive measurements in the Environmental
Wind Tunnel Laboratory (EWTL) at the University of Hamburg. The computational and
experimental domains are centered on the inner city of Hamburg and are shown in Figure
4.2 together with buildings and water bodies.? The topography of central Hamburg is
predominantly flat. Figure 4.3 shows terrain elevations for the area around the inner city
district. The maximum height offsets to the downtown ground-level (orange color) are
approximately 20 m (northwest elevations) and 7m (northeast elevations).

High-resolution geometry information about buildings, topography, and outlines of wa-
ter bodies was provided by the Hamburg geo-information service on a commercial basis.
Detailed three-dimensional building data were available at a minimum resolution of 0.5 m.

Both domains include a high percentage of water bodies. The Elbe river separates the
industrial harbor area in the south from the Hamburg downtown district with residential
and office buildings as well as major institutional complexes. Typical widths of the main
river branch within the specified domains are in the order of 300m to 500m. To the
northeast, parts of the lake Alster are included together with several narrow water canals
traversing through the old town of the city. The bisection of the wind tunnel and LES
domains by the Elbe river marks a strong change in the roughness conditions of the built-
up environment. Whereas the industrial harbor area mostly features low-story storage
buildings, large-area production halls, and open spaces, the inner city to the north of the
river is characterized by a high-rise, high-density building structure.

The urban morphology of the downtown area corresponds to typical northern and central
Furopean cities featuring closely packed, heterogeneously shaped building geometries of
similar heights as well as narrow street canyons, complex intersection structures and road
systems. Based on the buildings included in the wind-tunnel domain, an average building
height of Hy, ~ 34.3m is obtained for the downtown district to the north of the river.
Typical street canyon widths in this area are in the order of Wy, >~ 20m, with individual
values ranging between 10 m and 50 m. The typical street-canyon aspect ratio in the inner
city, thus, is given by Hy,,/Wy, ~ 1.72, with single values in the order of 0.7 to > 3.
Following Li et al. (2006) and Grimmond and Oke (1999), the building density implies
the dominance of skimming flow regimes for most street-canyon situations, while in the
presence of plazas or wide intersections chaotic wake-interference flow regimes can be
anticipated. For the industrial area to the south of the river, the average building height
is much lower and in the order of 21 m.

The following sections introduce relevant details of the physical and numerical modeling
approaches. The selection of comparison locations, basic steps of the data preprocessing,
as well as a comparative discussion of data properties and implications for the validation
work are presented in conclusion.

2Wind-tunnel domain with a dimension of 1.4 x 3.675km?, centered at 53°32'39.60” N 9°58'55.00" E;
FAST3D-CT domain with a dimension of 4.0 x 4.0km?, centered at 53°32'44.35” N 9°58'51.30” E.
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Figure 4.2: Experimental and computational domains covering the inner city of Hamburg.

Solid rectangle: 1.4 x 3.7 km? wind-tunnel model area; dashed square: 4 x 4 km?
simulation domain of FAST3D-CT. Map from OpenStreetMap (2012).

Figure 4.3: Terrain and water (dark blue) in the inner city area of Hamburg. Heights are
indicated by colors from orange (ground level; low) to light blue (high).
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4.2.1 Wind-tunnel model geometry

The boundary-layer wind-tunnel model area of the inner city of Hamburg as indicated
in Figure 4.2 was built at a geometric scale of 1:350. The source data for buildings,
terrain elements, and outlines of water bodies were available in terms of 3D-CAD data,
(z,y,2) topology files, and shapefiles (geospatial vector format), respectively, and have
been subject to extensive preprocessing in order to be usable for the model construction.
All relevant buildings were included with a precision of up to 0.5 m under full-scale condi-
tions (roughly 1.5 mm in model scale). The model houses were manufactured from fairly
rigid polystyrene foam (Styrodur) and mounted on several wooden ground plates, which
included reproductions of the bodies of water as well as relevant topographical elements to
the northwest and northeast of the city core (see Fig. 4.3). Hilly terrain was reproduced
with vertically stacked layers of thin wood plates, each having a depth of 2 mm in model
scale equating to offsets of 0.7m in the field, which yielded a step-like representation.
The maximum height differences with reference to the ground plates, which represent the
elevation of the city center, were 5.6 m and 17.4 m in full-scale conditions. The water level
of the river branches and canals was modeled to be close to high-tide conditions, resulting
in a full-scale vertical offset of 3.5m to the ground level (1 cm model scale). The same
spacing was used for the water level of the inner city lake.

The geometry data were completed by hand with some special structures of the model
area. This included an approximate replication of a large concert hall (Elbphilharmonie)
located at the river shore close to the center of the domain. The building was under con-
struction during the project term (expected completion in 2014), but already represented
a dominant roughness element in the harbor area. With a height of more than 100m,
the concert hall is going to be the tallest inhabited building in Hamburg. In addition,
models of two sailing and cargo ships (Rickmer Rickmers and Cap San Diego) were in-
cluded, which are permanently moored at the landing bridges of the Hamburg harbor.
With lengths of 97m and 160 m, both vessels are major flow obstacles with dimensions
comparable to regular building structures in the area. Lastly, the above ground trail of a
subway line proceeding on an overpass parallel to the downtown riverwalk has been added.

The most considerable abstraction of the wind-tunnel model geometry is given by the
omission of all types of urban greenery between buildings — despite the fact that Ham-
burg is a particularly green city. This approach has been taken since research on the
aerodynamically correct physical modeling of urban trees and shrubs at comparatively
low wind speeds is still in its infancy and current approaches are far from being well-
established. Furthermore, smaller bridges and traffic overpasses were removed since the
available geometry data contained incomplete information about their depths, which could
not be corrected by means of other data sources. An overview of all geometry elements
incorporated in the model is presented in Appendix A.

Figures 4.4 and 4.5 show photographs of the wind-tunnel model and the corresponding
real city structure with a view from the southwest above the Elbe toward the urban core.
The comparison gives an impression of the level of detail provided by the scale model.
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Figure 4.4: Scale model of the inner city of Hamburg mounted in the boundary-layer wind
tunnel. View is from the southwesterly approach flow direction (235°).

Figure 4.5: Aerial photograph of downtown Hamburg; view from SW. Photo courtesy:
Department of the Interior and Sports, Free and Hanseatic City of Hamburg.

In the harbor area to the left, the Cap San Diego, jetties, and the marina at the northern
river shore can be seen. To the right, an anabranch of the Elbe separates the old warehouse
district from the old town. Bridges connecting both districts as well as smaller non-
permanent obstacles identifiable in the aerial photograph were excluded from the scale
model. The fairly homogeneous height structure of the downtown area exhibits a slight
increase to the northeast and is only disrupted by scattered steeples and towers.
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Figure 4.6: Wind-tunnel scale model of the inner with a view from 55° (NE), exactly
contrary to the mean inflow direction.

Figure 4.7: Aerial photograph of downtown Hamburg; view from NE. Photo courtesy:
Department of the Interior and Sports, Free and Hanseatic City of Hamburg.

A detailed overview of the inner city area is presented in Figures 4.6 and 4.7, this time
with a view from the northeast. The tallest structures (O(100m)) are the concert hall
visible in the upper left corner, together with the steeples of the main churches and the city
hall, which can be seen in the right center of the images. The dense packing of buildings
is here and there loosened by plazas, parking areas, and canals. In the upper part of the
photographs, the industrial park with mostly low-rise storehouses is recognizable.
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4.2.2 Physical flow modeling

In the following, basic steps of the physical flow modeling are discussed together with
principles of the flow measurement techniques and data quality assurance procedures.
Further discussions on details of the modeling chain can be found in Peeck (2011).

Wind tunnel WOTAN

The experiments were conducted in the open-return boundary-layer wind tunnel “WOTAN”
at the Environmental Wind Tunnel Laboratory of the University of Hamburg.? With a

closed test section of 18 m length, 4m width, and an adjustable ceiling height ranging

between 2.75m and 3.25m, WOTAN is one of the largest facilities worldwide to model

atmospheric boundary layer flows and environmental processes in complex geometries.

The tunnel dimension allows for model sizes up to a geometric scale in the order of 1:100.

The constructional layout of the facility only permits physical modeling in isothermal con-

ditions, i.e. the generation of scale-reduced ABL flows under neutral stratification. At

the top of the boundary layer, free-stream velocities up to 15m/s can be realized, which

corresponds to a maximum volume flow of 504,000 ™m*/h through the test section.

Figure 4.8 presents top and side views of the wind tunnel together with their dimen-
sioning. The design and operating mode of the tunnel correspond to a typical setup of
low-speed, suction-type boundary-layer wind tunnels presented earlier in Section 3.2.2 (see
Fig. 3.3). Air is sucked into the intake of the tunnel by a 130kW 14-blade axial blower
with a diameter of 3.16 m. Before entering the test section, the laboratory air has to pass
through elongated and narrow honeycomb tubes, which are installed to straighten the flow.
A further attenuation of velocity variations induced by the suction process is attained by
a contraction of the vertical and lateral intake dimensions, resulting in an acceleration of
the flow. The contraction area ratio of WOTAN is approximately 3.

Vortex generators (so-called spires) are mounted at the entrance to the boundary-layer
development section. For the Hamburg campaign, an array of 7 flat vortex generators
with triangular front faces was used (modified Standen spires, cf. Standen, 1972), of which
each had a height of 2,350 mm and a base width of 182 mm. Close to the ground, the cross
sectional area of the spires was broadened my means of low, five-sided trip plates. The
subsequent 7.2m long flow development section was covered with 25 rows of alternating
floor roughness elements, arranged in staggered order to generate realistic (sub-)urban
roughness conditions. Sharp-edged metal brackets of various dimensions were used as
obstacles (max. height/width 100/85 mm; min. height/width 30/40 mm; for details see
Peeck, 2011), of which the last rows can be seen in the uppermost part of Figure 4.6.

The Hamburg model area has a streamwise extent of 10.5m in wind-tunnel scale and
is incorporated into Figure 4.8 on the basis of OpenStreetMap data (note that Figure A.2
in Appendix A depicts the exact model layout based on the utilized high-resolution CAD
geometry information as the more complete database). The orientation of the Cartesian
coordinate system is indicated in Figure 4.8, together with the location at which the
reference velocity, Uy, is defined (details are given later in Section 4.4.2).

3Further information available on http://www.mi.uni-hamburg.de/windtunnel; accessed July 17, 2012.
4The point of origin corresponds to a geographic coordinate of 53°32'50.08” N 9°59'19.74" E.
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Figure 4.8: Top view (left) and side view (right) of the boundary-layer wind tunnel
WOTAN at the University of Hamburg. Red and blue dots mark the coor-
dinate origin and the flow reference location above the Elbe river, respectively.
Background map showing the model area from OpenStreetMap (2012).
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Flow similarity & boundary conditions

In preparation of the measurement campaign, it was verified that the design of the model
and the operational mode of the tunnel are in agreement with the criteria outlined in
Section 3.2.2. Since the flow is isothermal, buoyancy affects are not considered and the
Froude number criterion can be omitted. Reynolds number independence has been veri-
fied through the analysis of dimensionless flow statistics obtained at different free-stream
velocities Us, (cf. Peeck, 2011). After the critical Reynolds number is exceeded, statistical
quantities expressed in relation to a reference flow velocity (e.g. Uy, or another represen-
tative Uyer) are independent of the inflow velocity. For the Hamburg campaign, typical
free-stream velocities in the order of Uy ~ 10 m/s were used to ensure that dominant flow
structures are Reynolds number independent. This corresponds to a typical rotational
speed of 12 Hz of the axial fan. The characteristic flow Reynolds number in the test sec-
tion is Re ~ 2.67 - 105 (with U ~ U, and £ ~ 4m, as the tunnel cross section). Within
the model domain, this corresponds to a value of Rey = 2.97 - 10%, based on the aver-
age downtown building height and a typical velocity at this elevation of Uy =~ 4.55m/s.
The Reynolds number thus complies well with established criteria for the reliable physical
modeling of urban flow (e.g. Plate, 1999). In order to guarantee Re-independence close to
solid boundaries, model buildings and ground plates had aerodynamically rough surfaces.

Since Coriolis accelerations cannot be modeled, it has to be verified that the Rossby
number is high enough to ensure that these effects are negligible in the modeled ASL. Using
the typical ABL approximation of the Coriolis term (cf. Section 2.3.1), the Rossby number
of the (full-scale) model domain was obtained from Ro = U /(L f.). With L, = 3,675 m
and a Coriolis parameter of f, ~ 1.17-107%1/s (at ¢ = 53°) this yields Ro ~ 23. For the
largest east-west extension of the domain, i.e. 3,010m, a value of Ro ~ 28 is obtained.
Mid-latitude low-pressure systems, whose dynamics are characterized by the influence of
the Coriolis force, typically have Rossby numbers in the range of 0.01 to 0.1. Thus, it can
be argued that Coriolis effects are negligible over the entire horizontal extent of the ASL,
which is also in agreement with Snyder’s (1972) rule-of-thumb of L, < 5km.

The blockage of the test section by the tunnel boundaries can affect the modeled flow,
particularly in case of large model scales. Following the recommendation by VDI (2000),
the ratio of the model frontal area to the tunnel cross section should be smaller than 5 %.
Using an average projection height of the model equal to Hy,, a blockage coefficient of
® = Anodel/Atunnel =~ 3.24 % is obtained, which meets the technical requirement.

The height limitation of the test section can generate along-wind pressure gradients due
to the growth of the UBL depth. In order to avoid accelerations at the boundary-layer
top, de0, the height of the tunnel ceiling has been adjusted. Over the entire tunnel length,
streamwise gradients of static pressure measured at d,, were well below 5 % of the dynamic
pressure obtained from 1/2 p U2, as recommended by VDI (2000).

Approach flow boundary layer

The realistic representation of atmospheric turbulence conditions in the laboratory ap-
proach flow is crucial for the overall agreement of the physical model with reality. For the
Hamburg campaign, value ranges of mean flow and turbulence parameters were derived
from meteorological data acquired in a suburban environment about 8 km to the southeast
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of the downtown area.’ In-situ measurements with sonic anemometers were conducted on
two masts located in Hamburg-Billwerder: a 12m meteorological mast and a 300 m radio
tower, separated by a distance of 170 m. Both towers are located approximately 10 km to
the east of the southernmost edge of the wind-tunnel domain (cf. Fig. 4.2). Velocity and
temperature data were analyzed in terms of 1 min and 5min averages, available over a
period of three years (2007-2009) at five measurement heights (10 m, 50m, 110m, 175 m,
and 250 m). For the derivation of turbulence statistics, spectral energy densities, and in-
tegral length scales, velocity time series with resolutions of 10 Hz to 20 Hz were analyzed.
Details of the field site and the analyzed data are presented in Appendix B.

The orientation of the wind-tunnel model domain along a SW-NE axis was based on
the analysis of weather-mast data for the derivation of prevalent approach flow wind direc-
tions for the city of Hamburg. Figure 4.9 shows frequency distributions of horizontal wind
directions and speeds in terms of meteorological wind rose diagrams obtained at three
heights above ground from the 3-year data record.® A clear dominance of westerly winds
is apparent at all elevations, together with secondary peaks for winds from the NE and SE.
Since the booms on which the anemometers are mounted, are oriented southward, mea-
surements of northerly winds are biased by the wake flow behind the radio tower and are
excluded from the analysis. The southwesterly approach flow direction (wind from 235°)
for the wind-tunnel model was further motivated by the fact that the surface roughness
characteristics upstream of the field site and the model inflow edge are comparable. The
approach flow region to the south of the city is characterized by mixed land use with sub-
urban and small industrial zones, which are frequently loosened by patches of cultivated
areas and side branches of the Elbe river. The built environment is of low to medium
height and packing density. Toward the onset of the wind-tunnel domain, however, the
surface roughness increases in the industrial areas of the harbor region — a characteristic
that is not seen by the field site sensors in Billwerder.
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Figure 4.9: Wind rose histograms of 1 min averages of horizontal wind directions and wind
speeds measured at different heights in Billwerder from 2007 to 2009. One bar
represents a 10° bin. Gray cones mark the angular range influenced by the wake
of the mast. Arrows indicate wind from 235°.

5The “Hamburg Weather Mast” site is operated by the Meteorological Institute of the University of
Hamburg since 1967. An overview of measurements at the site is presented by Briimmer et al. (2012).
5The orientation of the wind rose bars indicates the direction from which the wind is blowing.
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Four parameters are needed to characterize the height profile of the mean streamwise
velocity in the atmospheric boundary layer: the friction velocity, u., the roughness length,
20, the displacement height, dy (cf. log-law definition in Eq. 2.40) and the so-called
power-law parameter, a, which is used in a further velocity profile approximation:

U(z):<z—d0 >a7 1)

Uref Zref — dO

where the overbar denotes a time average. While the log-law, in general, is only used to
approximate the mean velocity profile in the surface layer, the power-law fit is typically
used to represent the velocity distribution over the entire ABL depth.

Peeck (2011) derived mean inflow parameters for the wind-tunnel model from the long-
term field data available as 5 min averages, which first were filtered for an approach flow
wind sector of 235° £ 30° (see Table 4.1). In a next processing step, only velocity profiles
corresponding to near-neutral atmospheric stability conditions, measured in terms of the
stability parameter ( = z/L, were left in the data pool. Here, slight deviations from
the exact state of z/L = 0 were permitted in order to increase the size of the remaining
data samples and the statistical representativeness of derived quantities. Since different
values for the acceptable bounds of a near-neutral state can be found in literature, a
systematic analysis with different thresholds was conducted (i.e. [{| < 0.1, || < 0.01,
and || < 1073).7 From these data, 1h velocity averages were calculated at all heights
and only those profiles were left in the data set for which the horizontal wind speed was
> 1m/s. The data samples were then homogenized by referencing the local velocities
to the corresponding mean U, measured at z,f = 175m. Finally, roughness lengths
and profile exponents were derived through a least-squares fit of the profiles using Eq.
(4.1) with dg = 0 and a modified representation of the logarithmic law according to
U JUset, = 1/K In (2/2), with K = 0.4. Since the derivation of the roughness length from
the log-law depends on the assumed depth of the surface layer, dasr,, data fits were made
for different depths by systematically excluding either none, one or two of the topmost
measurement points, corresponding to vertical extents of dasy, = 250m, 175m or 110 m.

Table 4.1: Roughness lengths and profile exponents derived from velocity profiles of 3-year
field measurements in Billwerder for a wind direction sector of 235°+30°. Results
are given for different constraints on the ASL depth and the magnitude of the
stability parameter, ¢, as reported by Peeck (2011).

I¢I< 0.1 I¢I< 0.01 I¢|< 1072

dasL (m) o Zo (m) o Zo (m) o Zo (m)
250 0.30 1.60 0.29 1.41 0.30 1.45
175 0.29 1.24 0.29 1.12 0.29 1.17
110 0.29 0.93 0.28 0.87 0.28 0.93

"In consultation with C. Peeck, a typo contained in the original table (cf. Peeck, 2011) has been corrected
by setting the last threshold to |¢| < 1072 instead of |¢| < 1075.
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The results for the mean values of zy and «, summarized in Table 4.1, show that the
assumed surface layer depth has a great influence on the derivation of zy, while the values
of a, as expected, are only slightly affected by this variable. For a fixed dasr,, homoge-
neous results are obtained for different stability thresholds. The tolerated magnitude of ¢
primarily affects the statistical representativeness of the results: The stricter the criterion,
the smaller is the number of remaining velocity profiles. Moreover, the more values are
excluded from the profiles to simulate lower ASL depths, the less representative is the
obtained profile fit. Thus, on the one hand, the scatter range of zg and « is indicative of
uncertainties that have to be expected when the ASL depth cannot definitely be derived
due to a limited number of available data and slight stability variations. On the other
hand, the scatter also incorporates limitations of the analysis technique that is used to
derive the parameters. While an ensemble mean value of (zp) ~ 1.19m can be formally
obtained from the field data, target ranges of 25 ~ 1.0m to 1.5m and a ~ 0.28 to 0.30
for zef, = 175m were defined for the generation of the wind-tunnel boundary layer. The
above analysis does not take into account the zero-plane displacement height, which would
add a further degree of freedom to the results. Neglecting dj is justifiable in view of the
surface roughness characteristics of the approach flow and the fact that the field data
profiles revealed no curvature tendencies, which would otherwise imply that dy needs to
be considered (cf. discussion in Stull, 1988, p. 382).

In the modeling of the wind-tunnel approach flow, it was aimed to mimic the natural
atmospheric conditions as close as possible, while generating a boundary layer whose
mean flow and turbulence statistics are self-consistent and in agreement with empirical
benchmarks. A comparison of profile parameters of the field and laboratory boundary-
layer flow is shown in Figure 4.10 together with empirical reference functions proposed in
other studies. These and all subsequent results are presented in full-scale dimensions.
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Figure 4.10: Relation between the full-scale roughness length, 2y, and the profile exponent,

«, in the field and the wind tunnel in comparison to empirical functions. The
gray area marks the variation range around the Counihan (1975) curve.
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The wind-tunnel data were obtained from measurements at the end of the development
section, 7.45m (model scale) upstream of the coordinate origin (cf. Fig. 4.8) at three
lateral positions: the tunnel centerline (y = Om) and at y = 0.5m. A detailed outline
of the measurement techniques is presented in Section 4.2.3. Statistics are only derived
well above the roughness elements. Using a rule-of-thumb (Pasquill and Smith, 1983),
the blending height was estimated from z, ~ 1.5H,, where H, is the height of the tallest
roughness element, resulting in a value of 52.5m full-scale. For heights z > z,, statistics
are representative of the integrated surface characteristics in the approach flow rather than
of the local roughness structure. Peeck (2011) showed that stationary and horizontally
homogeneous flow conditions were established at the transition to the urban model.

The a-to-zy relationships (Fig. 4.10) reveal that the mean roughness length of the mod-
eled wind-tunnel boundary layer is slightly larger (2.05m) than the target value range
determined from the field measurements, while the mean profile exponents are exactly
matching. However, the scatter ranges of the field and wind-tunnel parameters, which
were determined through variations of the data fit, are clearly overlapping. In general,
both flows belong to comparable categories of surface roughness structure. Overall, the lab-
oratory data are in slightly better agreement with the established functional relationship
proposed by Counihan (1975), which is often consulted to verify the mutual plausibility
of both parameters. As discussed above, an increased surface roughness caused by the
presence of the industrial harbor area is anticipated at the inflow edge of the wind-tunnel
domain, so that the tendency toward a higher zp in the laboratory flow is acceptable.

For the comparison of turbulence statistics, high resolution data recorded with 10 Hz
(10 m mast) and 20 Hz (tower) were derived from a test case that exhibited ideal conditions
for the analysis: nearly constant wind directions from SW at all heights (e.g. 232.5°+11.3°
in 50m), near-neutral stability, and fairly strong winds over a duration of 6h during
daytime. Details of the meteorological situation and the data preprocessing steps are
given in Appendix B. The wind-tunnel scatter bars represent the maximum standard
deviations over all heights determined from a spatial average of the approach flow profiles.

Figure 4.11 shows comparisons of field and wind-tunnel height profiles of the mean
streamwise velocity and the vertical turbulent momentum flux for a mean reference velocity
of 7m/s at 175m in the approach flow. A good agreement between both data sets and the
power-law fit with o = 0.29 is evident over the entire boundary layer (Fig. 4.11a). The
vertical flux profiles, however, differ by almost a factor of 2 near the ground (Fig. 4.11b),
which may be explained by differences in the surface roughness conditions modeled in the
laboratory and seen at the field site. The large scatter of the field data, however, defuses
the distinctness of the disagreement. Earlier analyses of field flux profiles by Peeck (2010)
reported similar ranges for v/w’ from —0.12m*/s2 to —0.38 m*/s2 for the 3-year data record.
The flux profiles show a well-established constancy, which extends up to 250 m in the field,
emphasizing the well-mixed state of the ABL on this day. The gray area marks a 10 %
spread around the lowermost wind-tunnel value (—0.39m%/s?). Using the constant-fluz
constraint, the wind-tunnel ASL depth is assessed to be just below 175 m.

Differences in the surface roughness are also reflected in the turbulence intensities, mea-
sured as the ratio of local rms velocities, o;, and corresponding mean streamwise velocities,
U . Height profiles of both experimental data sets are depicted in Figure 4.12.
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Figure 4.12: Turbulence intensities of the three wind components in the field and laboratory
boundary layer in comparison to empirical boundaries for different surface
roughness regimes proposed by ESDU (1985).
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According to the ESDU (1985) thresholds, the field data fall well into the “rough”
terrain category, while turbulence levels in the wind-tunnel are higher and correspond to
“very rough” conditions. This is most obvious for the vertical velocity component, whereas
the horizontal fluctuation intensities are still overlapping with the field data scatter. The
smaller depth of the wind-tunnel ASL (140m < dwr < 175m) compared with the field
test case is reflected in an enhanced decrease of turbulence intensities at the uppermost
measurement heights. The consistency of the results is evaluated in comparison to turbu-
lence fluctuation levels reported by Counihan (1975) for the rural ASL and by Oikawa and
Meng (1995) for a suburban site. The ratios of the rms velocities, o, /01 (k = 2,3), and
the turbulence levels with reference to the friction velocity, o;/u., are examined. These
quantities are expected to be nearly constant over the surface layer depth. Results are
listed in Table 4.2. The values and scatter ranges correspond to averages and standard
deviations over the constant-flux layer, and u, was determined from (—u/w’)"/?> measured
in 50m (field) and 52.5m (wind tunnel). The analysis shows that for both data sets o, /u.
strongly deviates from the rural Counihan value and generally corresponds better to the
suburban results by Oikawa and Meng. The spanwise and vertical fluctuations show a
weaker dependency on the surface roughness and are overall comparable. The rms ve-
locity ratios also depart from the Counihan values, similarly to the trend seen in Oikawa
and Meng’s data. A rather strong divergence is found for the wind-tunnel’s o,,/0,. This
feature of the laboratory flow is also identifiable in Figure 4.12 and may have resulted
from the pronounced height offsets between individual floor roughness elements, which
enhance vertical fluctuations. However, with regard to the fact that the spread of o;/u.
and oy /o1 values reported in literature is large (e.g. Panofsky, 1974), the results should
not be over-interpreted. The most important conclusion from the analysis is that field and
wind tunnel results are similar to each other, internally self-consistent, and in agreement
with the expected behavior for flow over rough surfaces.

Figure 4.13 compares vertical profiles of the integral length scales of the U-component
in z-direction (€11, ). Based on this quantity, characteristic sizes of the largest streamwise
eddies in the surface layer can be evaluated. The results were obtained from the calculation
of autocorrelation time scales, 711, by assuming frozen turbulence conditions with the local
mean streamwise velocity used as the advection term (i.e. ¢, = 711 |U|). A detailed
discussion on the computational methodology is given later in Section 5.4.

Table 4.2: Rms velocity ratios and turbulence intensities based on u, for field and wind-
tunnel data within the ASL in comparison to values reported by Counihan (1975)
for rural terrain and by Oikawa and Meng (1995) for a suburban site.

ov/ou Ow/0u ou/us ov/u. Ow/Us
Counihan (1975) 0.75 0.5 2.5 1.875 1.25
Oikawa and Meng (1995) 0.96 0.65 1.93 1.82 1.22

Field data 0.87£0.02 0.58+0.02 2.134+0.08 1.87+£0.09 1.2440.06
Wind tunnel 0.85+0.02 0.74+0.02 185+0.03 1.58+0.05 1.34+0.01
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Roughness boundaries determined by Counihan (1975) are used to classify the mea-
surements. A similar increase of eddy sizes with height is obvious in both data sets. In
consistency with the results presented earlier, slight differences between the roughness
structure of the wind tunnel and the natural ASL can be observed. As for the turbu-
lence intensities, the measurements from Billwerder correspond to rough terrain, while the
wind-tunnel values already scratch the border to the very rough regime, which is expressed
through overall smaller mean values of ¢;7,. The rather large scatter range for both data
sets, however, has to be considered. At a height of 175m, the field data scatter encom-
passes a range of 49 m and thereby includes almost the entire roughness classification span.
Both data show a characteristic length-scale decrease at the topmost measurement heights
(250 m for the Billwerder measurements and 120 m in the wind tunnel). This is a known
feature of flow in the transition region following the ASL and is often attributed to an
increasing intermittency (e.g. discussion by Counihan, 1975).

Another way to examine whether the wind-tunnel approach flow realistically represents
dominant turbulence structures, is to compare field and laboratory energy density spectra.
Figure 4.14 shows 1D auto-spectral energy densities obtained for the three velocity compo-
nents at comparable measurement heights above ground (50 m and 52.5m) in comparison
to empirical relationships derived for neutrally stratified ASL flow over rural terrain on
the basis of field and laboratory data (Kaimal et al., 1972; Simiu and Scanlan, 1986).
The results are presented in a dimensionless frequency framework. Wind-tunnel spectral
estimates at high frequencies that are affected by aliasing are indicated with a brighter
shading. An in-depth description of the spectra computation is given in Appendix E.

The agreement between field and the laboratory measurements is very good for all three
velocity components and is also distinct in comparison to the reference functions, where
slight offsets are explainable by the roughness characteristics of the Hamburg data.
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Figure 4.13: Full-scale integral length scales in longitudinal direction obtained from field
and wind-tunnel measurements of the streamwise velocity. Lines indicate em-
pirical boundaries for different roughness regimes following Counihan (1975).
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Figure 4.14: 1D auto-spectral energy densities for the three velocity components. Field
data measured at z = 50m, wind-tunnel data at z = 52.5m in the tunnel
centerline. Empirical reference spectra from Kaimal et al. (1972) and Simiu
and Scanlan (1986) are for neutral ASL flow over rural terrain.
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For all three components, similar frequency ranges corresponding to the energy peaks
can be identified, which gradually shift toward higher frequencies (i.e. smaller eddy sizes)
from the streamwise component via the spanwise through to the vertical. At the low-
frequency end of the spectrum, corresponding to the largest turbulence structures, slight
offsets are observed for the V-spectra. Since the frequency of occurrence of these large
eddies is much lower compared with vortices in the inertial subrange, the estimation of
their spectral content also depends on the signal duration. The shorter measurement
period in the field than in the wind tunnel (6h as opposed to 16.5h), thus, might be
reflected in the results. A characteristic roll-off of the (scaled) energy densities with a
power of —2/3 of the scaled frequency in the inertial subrange is evident in the wind-tunnel
spectra for at least one decade. Due to the geometric scale reduction of the laboratory
flow (i.e. 1:350), sampling frequencies scaled to full-scale conditions usually are lower
compared with those provided by anemometer measurements in the natural atmosphere
for the same advection velocities. This influences the temporal resolution of the time series
and is reflected in the spectral range covered by the laboratory measurements. For the
wind-tunnel time series used for the spectra comparison, a model-scale sampling frequency
of approximately 450 Hz at U = 4.6 m/s resulted in a full-scale wavelength of 7m of the
smallest resolvable eddies (not taking into account spectral aliasing effects). The 20 Hz
field measurements (U = 6.5m/s), in contrast, resolve the spectrum down to a wavelength
of 0.65m (not shown in Fig. 4.14 for a clearer comparison with the laboratory data). As
discussed earlier in Section 3.2.2, the wind-tunnel flow, however, is generally expected to
comprise turbulent structures down to sizes in the order of some millimeters (full scale),
corresponding to the dissipative eddies.

Concluding the discussion, the approach flow conditions in the wind tunnel represent
consistent surface layer characteristics without contradicting results for individual tur-
bulence quantities. This is a reliable indicator for the physical quality of the modeled
boundary layer and its representativeness for conditions encountered in the natural ASL for
neutral stratification. The detailed comparison with field site measurements in Hamburg-
Billwerder substantiated this assessment. The fact that the wind-tunnel approach flow
corresponds to a slightly rougher terrain type than derived from the field data may overall
yield a closer representation of the actual flow situation in the presence of the industrial
harbor area, which starts approximately 4 km upstream of the domain inflow edge. This
feature is not seen by the sensors at the meteorological measurement site for the same
southwesterly approach flow direction. Due to the lack of further field data in the harbor
area, however, this appraisal is speculative.

4.2.3 Velocity measurements

Laboratory flow measurements within the urban model of Hamburg were conducted in
terms of height profiles of velocities with narrow vertical offsets between data points as well
as on closely spaced horizontal measuring grids. Information on the technical measurement
setup in the Hamburg flow campaign is given in Appendix A. Next, properties of the laser-
based measurement technique are specified and a discussion of quality assurance strategies
and the statistical representativeness of the laboratory data is presented.
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Measurement techniques

Laser Doppler anemometry Measurements of single-point, high-resolution velocity
time series were carried out with a two-component fiber-optic laser Doppler anemometry
(LDA) system. With this technique, flow signals are optically gathered at some distance
away from the hardware. An Argon ion-gas laser is used to create a measuring volume
through the crossing of focused laser beams. Flow velocities are indirectly derived based
on the analysis of backscattered light from seeding particles passing through this volume.
Laser anemometers, thus, are non-intrusive flow sensing instruments that — in contrast to,
e.g., hot-wire anemometers — do not physically interact with the flow at the measuring po-
sition. Because the measurement principle is purely based on properties of electromagnetic
waves, the sensing process is mostly independent of ambient parameters. It is, however,
required that particles are introduced to the flow. These should have adequate scatter-
ing properties, while being small enough to truly follow the fluid motion with minimal
slip velocity. In this study, haze-droplets of approximately 1-2 um diameter emitted by
a commercial-grade hazer system were used. The high time resolution of the anemome-
ter is accompanied by a high precision of the measuring location, yielding local Eulerian
measurements of instantaneous turbulent velocities. Further explanations of physical and
technical aspects of LDA measurements are presented in Appendix C and are, for example,
discussed in great detail by Adrian (1993) or Albrecht et al. (2003).

The LDA system used in the Hamburg campaign allows for the simultaneous retrieval
of two velocity components and is operated in backscatter and fringe mode. Through
adjustments of the probe alignment, the streamwise and vertical velocities (U-W mode)
and the streamwise and spanwise velocities (U-V mode) were measured using two laser
beams of different wavelengths. Figure 4.15a shows the adjustment of an LDA probe in
U-V mode. In U-W mode, the probe is tilted by 90° about the streamwise axis. The laser
beams had wavelengths of 514.5 nm (green) and 488 nm (blue). The casting of the LDA
probe had a diameter of 26 mm, like the instrument shown in Figure 4.15a.
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Figure 4.15: (a) 2D-laser Doppler anemometer operated in U-V mode. Probe type and
focal length are the same as in the Hamburg campaign. (b) Schematic of
the LDA measuring volume in a 1D setup, showing the extents along the
instrument’s major and minor axes (adapted from Jensen, 2004).
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The ellipsoidal LDA measuring volume is defined by a principal axis, {, and two sec-
ondary axes, ¥ and v. The focal length of 160 mm and an initial beam separation of
15mm generate a volume dy x 0, X d¢ with dimensions of 0.08 mm x 0.08 mm x 1.6 mm.
The horizontal and vertical cross sections of the volume determine the spatial accuracy
of the measurement for the respective probe configuration. Uncertainties concerning the
exact location of the measurement are dominated by the extent of the measuring volume
along its principle axis. In U-V mode, ( is aligned with the vertical axis of the tun-
nel coordinate system, and the secondary axes with the horizontal coordinates (see Fig.
4.15b). The full-scale horizontal resolution is hence given by 0.028 m and in the vertical
direction by 0.56 m taking into account the geometric factor of 1:350. Thus, in case of U
and V signals, seeding particles could have passed the volume within a vertical depth of
more than half a meter full-scale. In U-W configuration, the principal axis of the LDA is
oriented in crosswind (spanwise) direction. For instantaneous signals of U and W the po-
sition accuracy, thus, is mainly given by the horizontal extent of 0.56 m. Space resolution
aspects of the LDA have to be particularly considered in flow regions with pronounced
spatial velocity gradients. As discussed by Tropea (1995), the choice of the size of the
measuring volume is an inevitable compromise between accuracy in space and accuracy in
the frequency estimate of the recorded data. For smaller probe volumes, the transit time,
T;, of seeding particles is reduced, which results in a stronger variance of the frequency
estimate. Especially in situations of low seeding quality, fewer particles might be expected
to hit a smaller volume, resulting in lower sampling rates and the necessity to increase the
measurement duration to obtain representative flow statistics.

Since only two components of the velocity vector were measured at a time, certain tur-
bulence statistics cannot be deduced from the wind-tunnel measurements, like the —v'w’
component of the Reynolds stress tensor or other quantities that would require simulta-
neous measurements of the spanwise and vertical velocities. The (average) TKE, on the
other hand, can be reconstructed from a combination of U-V and U-W-mode measure-
ments, but the differences in the spatial accuracies between the two probe alignments have
to be carefully considered. Other important aspects of the general measurability of flow
quantities with the LDA system used in the Hamburg campaign are of more technical
nature. For measurements carried out in the inner city model, buildings can obstruct
the laser paths and make certain measurement points inaccessible. Since in U-W-mode
alignment the measuring volume and the LDA probe are at the same pitch, measurement
points between buildings and close to the ground cannot be reached. It is generally pos-
sible to tilt the probe to create a vertical offset to the level of the measuring volume and
reconstruct the true velocities from the knowledge of the tilting angle. This procedure,
however, affects the accuracy of the measurements, with an increasing bias for larger tilt-
ing angles. For the Hamburg campaign, it was decided to omit probe tilting and confine
the U-W measurements at most positions to heights above roof level.

A burst spectrum analyzer (BSA) was used to process the Doppler bursts. The sampling,
preprocessing, and export of the detected signals were managed with a commercial data
acquisition system. The software was operated in so-called coincidence mode, in which a
sample is only taken if valid bursts were detected on both channels (i.e. for both velocity
components) within a time window, whose length is optimized based on the cross section
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of the measuring volume and the highest expected velocity magnitudes. The measurement
process was not aborted until a record duration of 170 s had been completed. The physical
motivation for the specification of the signal length is discussed later.

Besides strong advantages of the LDA measurement principle over other methods, exper-
imentalists have to be aware of some peculiarities, of which the most obvious is certainly
the discontinuous nature of LDA time series. Since samples are only taken whenever
a particle passes through the measuring volume, time intervals between consecutive sig-
nals are of random size. Spectral computations, however, require a uniform time step if
techniques like the fast Fourier transform (FFT) are employed. As discussed by Tropea
(1995), there basically are two approaches toward spectral estimation from LDA data:
direct methods and signal reconstruction techniques, of which the equidistant resampling
approach is used in this study. This crucial data preprocessing step is critically discussed
in Section 4.4.2. Another characteristic of the technique is connected to the fact that the
short-term particle arrival rates are correlated to the local velocity magnitudes: The LDA
sampling operation is not independent of processes in the flow. Since a larger fluid volume
is transported through the measuring volume in periods of high velocity magnitudes, a
larger number of samples will be taken (Jensen, 2004). This feature also arises in homoge-
neously seeded flows. The wvelocity/particle rate correlation can bias flow statistics derived
from the arithmetic mean of individual particle velocities toward higher magnitudes. The
severity of this bias depends on the particle density in the flow and to some extent on the
measurement duration. Both, the seeding conditions and systematic errors caused by the
velocity /particle rate correlation have to be evaluated to document the data quality.

Free-stream velocity monitoring A Prandtl tube (pitot-static tube) was simultane-
ously operated together with the LDA to document the free-stream velocity, Uy, in the
tunnel during each measurement run. The free-stream velocity corresponds to the mean
streamwise velocity component of the undisturbed flow at the top of the wind-tunnel
boundary layer. The Prandtl tube was positioned near the intake in the tunnel centerline
at a height of 1.74m above the floor to assure low turbulence intensities for a faithful
retrieval of the alongwind velocity component. Bernoulli’s law is used to derive velocities
from measured signals via Uy, = (2p~! pd)l/ 2 where pq is the dynamic pressure determined
from the difference of acquired static and stagnation pressures. Since the calculation de-
pends on the air density, p, the temperature, pressure, and humidity inside the laboratory
were documented several times during a measurement day. The probe is connected to a
differential pressure transducer that converts the pressure signals into voltages, which, in
turn, are recorded by a data acquisition system. The output of the pressure transducer
was regularly calibrated against a pressure balance. This allowed for pressure measure-
ments with an accuracy of approximately +0.1 Pa during the flow measurement campaign,
corresponding to +0.41 m/s at typical ambient conditions (p = 1013 hPa and T, = 293 K).
In order to guarantee Reynolds number independence of the wind-tunnel flow, free-stream
velocities were in the order of 10 m/s.

The monitoring of the free-stream velocity is a crucial component of the data acquisition
process since this allows to reference the LDA velocities obtained within the urban model
to representative approach flow conditions, which ensures that the experiments can be
directly compared to the (referenced) simulation results (see Section 4.4.2).
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Data quality & representativeness

Documenting the suitability and quality of experimental data is a necessary requirement
for a fair and meaningful validation of a numerical model. In the next paragraphs, it is
focused on an appraisal of the LDA data quality subject to the seeding conditions and the
velocity /particle rate correlation, the assessment of the representativeness of the sampling
duration in view of the inherent uncertainty in turbulent flows, and the inspection of the
reproducibility of experimental statistics based on repeated measurements.

LDA signal quality The accuracy and measurability provided by LDA systems depends
on different parts of the measurement chain (see Tropea, 1995, for an in-depth discussion).
Although being an absolute measuring technique, an optimal adjustment of the laser beams
and their intensity is a crucial preparatory step in the run-up to the measurements, and
the entire test rig and probe alignment has to be carefully optimized. In order to ensure
an unambiguous acquisition of the two velocity components, the LDA coordinate axes
have to be closely aligned with the reference coordinate system of the tunnel. This was
regularly checked for both the U-V and U-W configurations.

As pointed out earlier, the quality of spectral estimates from LDA measurements de-
pends on the seeding conditions in the flow. Inhomogeneous seeding is characterized by
plumes of high particle density, usually also accompanied by high advection velocities,
and regions with very few or even no particles, resulting in highly intermittent short-term
particle arrivals. With regard to the application of reconstruction techniques to generate
equidistant time steps, bad seeding can substantially add to resampling bias in the new
data. During each measurement run, particular attention was therefore paid to make par-
ticle densities as homogeneous as possible. The hazer system was placed outside the tunnel
in front of the intake. Turbulent mixing induced by the dynamical interaction between
spires and floor roughness already causes a quick dispersion of the particle clouds along the
flow development section. The largest contribution toward a uniform and random particle
density, however, originates from the open design of the tunnel that allows the particles
to populate the entire laboratory hall and circulate through the facility.

The quality of the seeding conditions can be investigated by means of the particle arrival
time distribution, i.e. the frequency of occurrence of short and long time lags between
successive signals. For homogeneous seeding, the probability of a particle crossing the
measuring volume within a certain time interval can be modeled by a Poisson distribution
under the assumption that the location of each particle is random and unaffected by other
particles in the flow (Adrian and Yao, 1987). Following McKeon et al. (2007) and Ramond
and Millan (2000), the so-called particle arrival law is given by

P(6t) = N e Not (4.2)

where N = N/T is the mean data rate (i.e. the mean particle arrival rate, with N being
the number of detected particles and T the measurement duration), and 6t = ¢; — ¢;_1
is the (non-uniform) inter-arrival time between consecutively sampled velocity signals.
Interestingly, according to Eq. (4.2) the most likely time lag between successive signals is
equal to zero. Independent of the mean data rate, seeding particles are most frequently
arriving in rapid succession. By comparing theoretical and experimental functions, the
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level of homogeneity in the seeding can be assessed and thereby the sample quality of
the measured time series. Figures 4.16 and 4.17 show the arrival law and experimental
arrival time distributions obtained from LDA records in U-V mode at two rather different
measurement points within the Hamburg model. The first is located well upstream of
the downtown area above the Elbe river in a height of 45.5m. The second test point lies
deep within a narrow street canyon very close to the surface in 2.5m height. A close-up
on both locations, labeled BL0O4 and RMO01, is presented in Figure 4.27 in Section 4.4.1.
The locations not only differ in the morphology of their immediate surroundings, but
also in the seeding conditions that might be expected a priori. Close to the surface and
deep within the canopy layer, fewer seeding particles can usually be found and laser light
reflected from the ground or adjacent building surfaces can further cause a reduction of
the signal-to-noise ratio of the detected Doppler bursts. Hence, valid signal rates obtained
here are often substantially lower compared with points well above rooftop.
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Figure 4.16: (a) Particle arrival law and (b) least squares fit of LDA inter-arrival times for
a measurement taken above the Elbe river upstream of downtown Hamburg

(BL04) in a height of z = 45.5m with a mean data rate of N = 551 Hz.
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Figure 4.17: Same as Figure 4.16 but for measurements taken deep within a narrow street
canyon (RMO01) in a height of z = 2.5m with N = 38 Hz.
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With mean data rates of 551 Hz and 38 Hz, BL04 and RMO01 are representative of
locations with rather high and fairly low sampling frequencies within the entire data pool.
As can be seen in Figures 4.16a and 4.17a, however, particle arrival rates at both locations
follow the expected behavior rather well, with a clearly developed exponential decrease
down to the tails. Thus, long time spans between the passage of individual particles
through the measuring volume are comparatively rare events. In an inhomogeneously
seeded flow, the tails would show a distinct positive offset from the theoretical curve
(e.g. demonstrated in the study by Ramond and Millan, 2000). Figures 4.16b and 4.17b
verify that the mean data rates determined from the intercept of a least-squares fit of the
LDA data with the ordinate only marginally depart from the actual values of N. The
interpolated data rate for BL04 yields 536 Hz (i.e. ~ 3% difference to N) and 36 Hz (i.e.
~ 5% difference) at RM01. Hence, despite the deviations of temporal resolutions, the
measurement quality in terms of the particle density is comparable and should allow for
a reliable reconstruction of the time series through equidistant resampling approaches.

Mostly unaffected by the homogeneity of the particle seeding is the velocity/particle
rate correlation, which is again examined for the two locations investigated above. Figure
4.18 shows histograms of the transit times through the measuring volume, T3, in literature
also known as residence time. At both positions, the distributions exhibit a significant
positive skewness, measured as the third moment of the distribution normalized by the
standard deviation. Thus, the mass of the distribution is centered at shorter transit times
and the estimation of statistical moments from the LDA data can be expected to be biased.
Following McKeon et al. (2007), the degree of bias inherently depends on the degree of
correlation between the particle inter-arrival times and the magnitude of the measured
velocities. For the selected test cases, the sample correlation coefficients (Pearson’s R)
between these quantities yield Rpros = —0.12 and Rrymo1 = —0.05, which are fairly low
but statistically significant based on an a-level of 0.05. The negative sign expresses that
short inter-arrival times are statistically correlated to higher particle velocities.
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Figure 4.18: Histograms of LDA particle transit times for (a) BL04 (45.5m, 551 Hz) using
80 bins, and (b) RM01 (2.5m, 38 Hz), 32 bins. The sample skewness values
correspond to the third standardized moments of the distributions.
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The bias, thus, is also linked to the mean data rate, which overall determines the
level of correlation between successive signals. Therefore, one approach to prevent bias
of statistical estimators is based on the retrieval of statistically independent samples (cf.
Jensen, 2004). Signal decorrelation can be achieved through very low particle densities
or by using burst processor dead times, which ensure time lags of dt > n 1y between
consecutive samples, where n > 2 and 7y is the integral time scale of the process being
measured. The data rate reduction, however, can narrow the spectral estimation potential
from LDA data and also affect other time-series analysis methods. With regard to the LES
validation concept advocated in this study, the decorrelation approach, thus, is unsuitable.
Other bias correction techniques, however, can be applied offline as part of the data
preprocessing. Such methods weight each of the recorded velocity signals by a factor that
comprehends the particle arrival probability. A well-established method is the transit time
weighting (Buchave et al., 1979), which takes the form

N
Z (ul Tti)
U ’vveighted - Z:11\77 5 (43)

for the estimation of unbiased temporal averages of the streamwise velocity component.
Figure 4.19 shows height profiles of the unweighted and transit-time weighted velocity
averages for location BL04 and RMO01. The velocities are referenced to the free-stream
velocity Uy measured with the bias-free Prandtl tube. Scatter bars attached to the un-
weighted averages correspond to the experimentally determined statistical reproducibility
of the first-order moment of U (see next paragraphs for details). A clear, non-uniform
offset between the samples can be determined. The systematic error made by omitting
bias correction of the data is in the range of 1% to 2% at the two inspected locations.
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Figure 4.19: Comparison of vertical profiles of the mean streamwise velocity component
computed from an unweighted and a transit-time weighted arithmetic average
for measurements at position BL04 and RMO1.
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The mean data rates obtained from an average over all heights at BL04 and RMO01 are
513Hz + 89 Hz and 102 Hz + 26 Hz, respectively. In the face of the positive correlation
between the degree of bias and the magnitude of N, the offsets documented in Figure 4.19
represent worst and best-case scenarios of the validation data pool. At both locations, the
systematic error is smaller than the overall statistical error that is consulted to document
the reproducibility of statistical quantities derived from the measurements. Thus, for the
data used in this study it was decided to dispense with bias correction. This decision
was further motivated by the fact that different moment estimator techniques for LDA
signals exist and the choice of an appropriate method can be critical. While transit-time
weighting is the recommended approach for flows with spatially homogeneous particle
seeding (cf. McKeon et al., 2007), it also merely yields an estimate of the true temporal
mean. Furthermore, the severity of the difference in velocity magnitudes is mitigated by
the fact that in this study a dimensionless framework is mostly used in the comparison of
velocity statistics. That is, flow quantities will be given in reference to a representative
mean streamwise velocity, U, which is also determined through LDA measurements
(details are presented in Section 4.4.2). If it is assumed that the uncorrected LDA velocities
tend to have higher magnitudes (+) than the bias-corrected velocities (1), the difference
between the dimensionless quantities based on reference velocities U,ef measured at the
same flow location, UT/ Ulfef and UL/ Urlef, are expected to be negligible. However, if the
flow is sampled at much higher data rates than in the present case (e.g. in the order of
several kHz) or if absolute numbers are compared between experimental and model results,
employing a suitable bias correction technique is unavoidable.

Inherent uncertainty The specification of a measurement duration that allows for
the derivation of representative flow statistics is not straightforward. Since in this study
all statistical analyses are based on temporal averages following Eq. (2.8), measurement
times, Ttxp, should be long enough to guarantee the ergodicity of the time means. In
statistical terms, this involves quantifying the difference between statistics derived from
finite samples and the corresponding ensemble expectation values of the population.

As opposed to field measurements, laboratory experiments have the advantage of offer-
ing stationary mean boundary conditions over arbitrarily long measurement durations. A
further bonus in this regard is the scale reduction of the wind-tunnel flow: For the same
reference velocities, turbulent processes happen faster in the wind tunnel than in nature
(the relation between the time scales is determined by the geometric scale). In the Ham-
burg campaign (1:350 scale), a laboratory measurement time of 30s, thus, equals 175 min
in full-scale, provided similar reference velocities. This already is a time span over which
stationarity of the meteorological conditions in the field is rarely given. Under good seed-
ing conditions, the sample size after 30 s LDA measuring time in the tunnel can already be
quite large. However, while high data rates permit a better resolution of flow structures, it
is a misapprehension that flow statistics are also reliable after such short recording times.
For turbulent flows in which statistics are dominated by the low-frequency variability of
the larger eddies, the convergence of a sample average to the population mean depends
on the frequency in which these dominant structures have passed the sensor during the
measuring process. As Tropea (1995) summarizes, “(...) averaging times only have meaning
when expressed in terms of integral time scales and mot in terms of number of particles.”
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Figure 4.20a shows the ratio between the measurement duration and the local integral
time scales of the streamwise velocity components in alongwind direction, 711. Every data
point represents a measurement at a different (z,y, z) location within the urban model of
Hamburg (for details of the sites see Section 4.4.1). For all recordings, Tix, was set to
170s, which slightly exceeds a signal duration of 16.5h in full-scale conditions. 77 was
chosen as a correlation measure since under typical ASL conditions the largest spatial
extent of turbulent eddies is expected to be in the streamwise direction. Hence, derived
autocorrelation time scales should have the longest durations. As can be seen in Figure
4.20a, the total signal length surmounts the autocorrelation times in the flow by factors in
the range of 103 to 10*. While these numbers do not have any implication for the actual
frequency of occurrence of long-lived structures during the probing time, they indicate
the potential of capturing these structures sufficiently often during the measurement to
obtain robust statistical estimates. At lower measurement heights, the spatial extents of
the canopy layer eddies are bounded by the building morphology and the autocorrelation
time scales are reduced compared to the flow above the buildings. The increasing spread
of Texp/T11 at lower heights, however, has a caveat. Many of these data points correspond
to measurements taken deep within the UCL, where 717 is substantially reduced and may
not always be the suitable measure for the most long-lived structures (e.g. 722 could be
more appropriate in some flow situations).

To quantify the reliability of statistics drawn from a finite-time sample of turbulent
velocities, Lumley and Panofsky (1964) recommend to compute the inherent uncertainty
as discussed earlier in Section 2.3.1. Based on Eq. (2.35), the variance of the difference
between a finite-time mean and the ensemble average can be measured. Figure 4.20b shows
the inherent uncertainty in terms of a standard deviation relative to the ensemble mean
as a function of measuring time, 7', for U-component signals measured at three heights in
the wind-tunnel approach flow. Scaled to a free-stream velocity of Uy, = 10m/s, the signal
duration of each record corresponds to 36 h full-scale (i.e. 370s in model scale).
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Figure 4.20: (a) Ratio between the wind-tunnel measurement duration, Texp, and integral
time scales at all comparison locations in the urban model. The abscissa
indicates full-scale heights. (b) Inherent uncertainty of U for different full-
scale measurement durations, T', relative to the approximated ensemble mean,
(U).., for three heights in the wind-tunnel approach flow.
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Based on this particularly long measurement duration, long-term temporal means were
computed as approzimations of the true ensemble averages, i.e. Usgy, =~ (U)., where the
tilde subscript emphasizes the approximative nature of the average. As can be seen in
Figure 4.20b, o5/ (U).. is high for short 7" (displayed in full-scale dimensions), but drops
to values well below 1% for a measurement duration of Texp, =~ 16.5h. The minimum
value of T = 100s shown on the z-axis roughly corresponds to 271 at all heights. In
general, o, is high for processes with a high variability, which in this case is measured
in terms of the rms velocity, o,, and for long autocorrelation times, and short sampling
durations. Different uncertainty estimates for the three measurements, thus, arise from
differences in o, and 711. All curves flatten drastically with T, but the decay decelerates for
increasing measurement durations, since og oc T~/2. This behavior is somewhat covered
by the logarithmic display of the z-axis, but has strong practical implications. A further
reduction of the inherent uncertainty starting from T, ~ 16.5h by a factor of 2 (e.g.
going from 1% to 0.5%) means extending the measurement duration by a factor of 4.
Even higher accuracies come at much higher prices (e.g. 0.los o (1007)~"?), which
are unfeasible in practical and economic terms. However, it needs to be considered that
the accuracies as a function of T are not the same for every time-averaged quantity.
Estimates of turbulent variances or covariances, for example, will require comparatively
longer measurement times due to their higher variability (cf. Wyngaard, 1992).

For the same data, Figure 4.21a shows the actual relative difference between the finite-
time averages Uz and the approximated ensemble means for increasing T' (cf. also the
study by Stein and Wyngaard, 2001). In Figure 4.21b, standard errors of the temporal
means are depicted, which measure standard deviations of the error of the time average
relative to the expectation value. In consistency with the results for o,, the relative
differences clearly decrease for increasing T'. Furthermore, the signal variabilities depend
on the measurement height (implicitly through o). Accuracy improvements of Ur as an
estimate of (U). are harder to attain in ranges of long measurement durations, which is
well reflected in the very small standard errors of the relative differences.
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Figure 4.21: (a) Relative difference between the temporal average, Uz, and the approx-
imated ensemble average, (U)., for increasing measurement durations. (b)
Corresponding standard errors of the temporal average relative to the approx-
imated ensemble average. Measurements taken in the tunnel approach flow.
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Another strategy to specify sufficiently long probing times is based on the convergence
analysis of binning statistics (e.g. Schultz, 2008). Here, a long time series is broken down
into subsamples of gradually increasing size, possibly allowing for an overlap between
the bins. Then, the convergence of the time-mean values obtained from each subsample
to the long-term mean is studied as a function of ensemble size. Using this approach,
Peeck (2011) determined similar qualitative and quantitative accuracy trends for the data
analyzed above. However, a drawback of this method is that it implicitly assumes that
the signal can be split into subsamples of uncorrelated processes. This is not the case at
least for small ensemble sizes, so that the derived spread can be positively biased.

The above analysis showed that experimentalists ultimately have to make a compromise
between accuracy and practical constraints by specifying an acceptable uncertainty mag-
nitude of temporal statistics for a given problem. For this study, the threshold associated
with a measurement duration of 170 s in wind-tunnel scale was linked to the reproducibility
of experimental statistics. The inherent uncertainty is expected to be significantly lower
than the amount of run-to-run scatter observed in the experimental time-mean values,
which is the topic of the next paragraph.

Statistical reproducibility and data scatter The accuracy of statistics derived from
wind-tunnel measurements does not only depend on the averaging times and the precision
provided by the measuring instruments, but also on generally unavoidable statistical er-
rors that characterize random uncertainties of the measurement process. For laboratory
experiments, it is common practice to assess the overall measurement accuracy in terms of
the statistical reproducibility of the experiment on the basis of repetitive measurements.
During the Hamburg campaign, vertical profile measurements were repeated in the hori-
zontally homogeneous approach flow (U-W mode, three repeats) and at a fixed location
in the urban model (position BL07, cf. Fig. 4.27; U-V mode, seven repeats) under sim-
ilar mean boundary conditions. For each measuring height, flow statistics were obtained
from which the run-to-run scatter was determined. In order to provide a conservative
assessment in view of the overall small number of repetitions, the statistical range, £, de-
fined as the difference between the largest and smallest observed value, was computed at
each height. Then, the data scatter was defined as the maximum observed range over all
heights according to =+ émax/2 for the respective statistical measure (e.g. means, variances,
and covariances). Results are summarized in Table 4.3. It has to be noted that the scat-
ter is given in terms of dimensionless flow quantities, referenced to the mean streamwise
velocity, Uy, defined for the analyses in this study (details are provided in Section 4.4.2).

Table 4.3: Experimental reproducibility of velocity statistics in terms of the maximum di-
mensionless run-to-run range obtained from repetitive measurements.

mean velocities variances covariances
U/Uret %+ 0.0185 o2 JUZ: £+ 0.0020 w'v’ JUZ; £ 0.0025
V /Urer £ 0.0204 o2 /UZ: £ 0.0027

W /Uyt £ 0.0035 o2 JUZs + 0.0017 ww' /U2 £ 0.0014
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4.3 Numerical simulations with FAST3D-CT

4.3 Numerical simulations with FAST3D-CT

In the following paragraphs, the LES model FAST3D-CT, developed and operated by the
U.S. Naval Research Laboratory in Washington, D.C., is introduced, together with details
of the Hamburg flow simulations that are relevant for the validation study. Since this CFD
code uses a conceptually different LES approach than the one presented in Section 2.2.2,
it is started from a brief review of the concept of the so-called implicit LES.

4.3.1 The implicit LES approach

“Capturing physics with numerics”

Grinstein, Margolin, and Rider (2007)

(— Implicit large eddy simulation.)

In order to numerically solve the LES conservation equations that are relevant for the
problem of interest, the filtered equations need to be discretized on a numerical mesh
with grid spacing h. This discretization process introduces numerical errors, of which the
spatial truncation error is usually deemed most significant. As discussed by Pope (2000),
the LES momentum equation satisfying the numerical solution can be written as

oU; —~oU;  10p U, 10 h
, __ 2 (5 4t 4.4
ot U] axj p(‘)xi Val’ja:]}j + 1% a:lij (Tl] + TZ]> ’ ( )

where the additional term TZ-}; represents the numerical stress that depends on the respec-
tive grid spacing and arises from the discretization error. In the traditional LES approach,
it is aimed to minimize Ti’;- such that the LES problem is essentially decoupled from the
numerical method that is used to solve it (Reynolds, 1990). This requires that the grid
spacing h is small compared with the filter width, A, such that TZ-ZL- L 75

The ratio &/n, thus, describes the weighting between the level up to which turbulent
eddies are directly represented in the mathematical LES model and the numerical accuracy
of its solution (cf. discussion by Mason, 1994). Typically, the ideal condition of a negligible
numerical error cannot be met, and in most LES, &/n is given by 1 or 1/2 (Pope, 2004),
which is mainly due to computational cost considerations. Hence, the transition between
directly resolved flow features and the parameterized SFS motions typically coincides with
the computational grid scale, at which the numerical discretization errors naturally are
largest (Boris et al., 1992). Depending on the numerical method and its order of accuracy,
the efforts required to control numerical errors at these scales can be significant. In a
thorough analysis of numerical errors in LES, Ghosal (1996) showed that the discretization
errors expressed in terms of an implicit numerical stress contribution, TZ-, are comparable
to the effects of the explicitly parameterized SFS stress, 75

A new perspective on these “(...) seemingly insurmountable issues posed to LES by under-
resolution” (Grinstein, 2010) was presented by Boris (1990) as a pragmatic approach now
known as implicit LES, which challenged the traditional — and to a strong degree philo-
sophical — dogma concerning the necessity of decoupling physics and numerics in LES.
Boris argued that even if no model for the parameterization of the residual motions in
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LES is used, certain numerical methods have the potential to implicitly represent SFS
contributions, which mainly act to drain energy from the resolved scales at the right rate.
The underlying idea is that “(...) nonlinear monotone CFD algorithms really have a built-in
filter and a corresponding built-in subgrid model. These monotone integrated LES algorithms are
derived from the fundamental physical laws of causality and positivity in convection and do minimal
damage to the longer wavelengths while still incorporating, at least qualitatively, most of the local
and global effects of the unresolved turbulence expected of a large eddy simulation” (Boris, 1990).
According to this, the original (unfiltered) conservation equations are numerically solved
on a grid that is too coarse to resolve the small-scale structure of turbulence, whereas
the large and energy-dominant eddies can be reliably represented. The influence of the
residual motions on the resolved field is given by the numerical fluxes on the grid scale.
Turbulence structures smaller than few h are dissipated on the grid (Boris, 2007), and no
explicit SF'S model in the sense of those introduced in Section 2.2.2 is used. Hence, while
solutions to the traditional LES approach using explicit filtering as proposed by Leonard
(1974) ultimately depend on the — sometimes rather complex — interaction of two length
scales, A and h, the implicit LES approach uses the grid spacing as a numerical filter,
which is the only scale that determines turbulence resolution.

The implicit approach is attractive since it may not only save trouble with a view to the
proper adjustment of the classic SFS parameterizations, but has direct practical effects
regarding the overall computational costs of the simulation. Specifically, saving costs with
the SF'S model enables to employ finer grids than may be common with the traditional
approach. Boris (1990) argues that increasing the grid resolution by a factor of 2 in an
implicit LES “(...) will bring more improvement in the accuracy of the well resolved scales than all
the work in the world on the subgrid model of a more coarsely resolved LES model with the usual
filtering procedure (...).” While the increasing efficiency of the technique can be readily
comprehended, it is equally easy to accuse the implicit LES approach of lacking a well-
formulated theoretical and physical basis. Instead of explicit and implicit LES, sometimes
the approaches are distinguished as physical and numerical LES (cf. Pope, 2004), where
the latter terms could be perceived as reflective of the objections against the new approach,
which particularly arose in the early years.® Despite initial reservations, the increasing use
of the technique within the last two decades by a diverse research community demonstrated
that implicit LES can be successfully applied and deliver reliable and accurate results for a
wide range of flow categories, from engineering to geophysical or meteorological problems.
A comprehensive review of such applications is, for example, presented in Grinstein et al.
(2007). Faith in the technique was not only established through practical evidence, but
furthermore has been substantiated by theoretical studies devoted to the investigation of
fundamental physical properties of numerical algorithms that are suitable for an implicit
LES (e.g. Fureby and Grinstein, 1999; Margolin and Rider, 2002). More recently, Grinstein
and Fureby (2007), for example, could disclose the formal similarity between certain high-
resolution numerical methods and well-known explicit SF'S models of the mixed type in a
direct comparison study.

8In general, discriminating between physical and numerical LES is misleading, since this terminology
implies that traditional LES is independent of numerics, which never really is the case.
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MILES & flux-corrected transport

The above discussion already alluded that not every numerical method can be used in
the framework of an implicit turbulence simulation. As stated by Grinstein (2010), “(...)
good and bad SGS physics can be built into the simulation model depending on the choice and
particular implementation of the numerics.” Boris (1990) originally presented the implicit
LES approach as the so-called monotone integrated large-eddy simulation (MILES) — a
term that gives a clearer account of the fact that particularly a certain class of non-linear,
non-oscillatory, positivity-preserving (monotone) numerical methods has the potential to
substitute the traditional stand-alone SF'S parameterizations.

Prominent representatives of this category are fluz-corrected transport (FCT) algo-
rithms, which were originally developed by Boris and Book (1973) as physics-capturing,
non-linear, numerical solvers for time-dependent turbulence problems and frontier flows
characterized by steep gradients or physical discontinuities (e.g. compressible, supersonic
flows or shocks, cf. Boris and Book, 1976; Boris, 1989; Book, 2012, for details). FCT
was designed to provide accurate numerical solutions to flow problems using high-order
finite-volume methods by reducing their numerical dispersion that can otherwise cause
unphysical numerical oscillations of real flow quantities. The conceptual foundation of the
initial FCT formulation was further shaped by Zalesak (1979), who discussed the problem
in a multidimensional framework. In a nutshell, depending on the physical characteristics
of the flow, FCT switches between high-order and low-order discretization methods in an
attempt to cancel out the inherent drawbacks of both approaches — numerical dispersion
and numerical diffusion. For each time step, two numerical fluxes between adjacent grid
points are computed. On the one hand, a numerical flux, v]% , derived from a low-order,
dispersion-free but diffusive algorithm is used to prevent the generation of unphysical val-
ues, e.g., in flow regions with sharp gradients. On the other hand, a high-order flux, VJ{I ,
is computed with a highly accurate scheme, which is particularly stable in smooth flow
regions. The resulting effective flux, v, is then obtained from a weighting of both fluxes,
in which preference is given to the high-order accurate flux to the greatest possible extent.
This procedure is known as fluz correction or flux limiting. Following Patnaik et al. (2012),
the net flux function, v, can be written as

vy = Vfc{ —(1- F)(V? - v]Ic’) , (4.5)

where 0 < T' < 1 is the so-called fluz limiter (note that other specifications of the flux
correction are possible), and the second term on the right-hand-side represents the non-
linear correction flux applied to the high-order scheme in terms of an intermittent, locally
confined diffusion (Boris et al., 1992). In physical terms, the non-linear discretization can
be interpreted as a “non-linear tensor-valued eddy-viscosity” (Grinstein and Fureby, 2012),
whose main purpose is to stabilize the flow and suppress the generation of purely numerical
artifacts (e.g. in terms of dispersive ripples or finite-resolution Gibbs oscillations). In the
case of Eq. (4.5), the degree of smoothing at discontinuities in the flow is controlled by the
value of I'. A detailed discussion on basic principles, implementations, and applications
of the FCT approach is presented in the book by Kuzmin et al. (2012).

As pointed out by Boris (1990, 2007), non-linear schemes like FCT are inherently coupled
to fundamental physics principles, which make them suitable for MILES: conservation,
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monotonicity, causality, and locality. The conservation property, for example, ensures that
energy drained from the resolved eddies is not lost but transferred into heat. Monotonicity
implies that unphysical oscillations are suppressed and, in particular, that the positivity of
certain physical quantities is preserved (e.g. by ensuring that solutions to the generalized
continuity equation are non-negative everywhere in the domain). Another interesting
feature arising from the monotonicity constraint is that the model also involves local,
instantaneous energy backscatter effects from the unresolved to the resolved scales (cf.
Fureby and Grinstein, 2002, for a detailed analysis). Causality and locality guarantee
that the advection (convection) of fluid mass from one point to another is following a
continuous path through all intermediate grid cells and that derivatives occurring in the
conservation equations are only obtained over locally confined regions.

Non-linear algorithms like FCT were particularly designed to limit numerical errors
in the smallest resolved scales (defined by the computational grid), such that the local
dissipation rate captures the local flow physics. The numerical, non-linear dissipation rate
in MILES using FCT was shown to scale with %, where x is the wavenumber connected
to the eddy length scale, ¢, and « is in the range of 3.3 to 3.8 (Boris, 2007).

FAST3D-CT and prior validation studies

The implicit LES code FAST3D-CT is a three-dimensional CFD simulation model based
on the MILES formulation, using a scalable, low-dissipation, fourth-order phase-accurate
FCT algorithm. In particular, FAST3D-CT was designed to deliver accurate predictions of
atmospheric turbulence characteristics and contaminant transport (CT) within the urban
roughness sublayer. A wide range of aerodynamic and thermodynamic effects in urban
environments can be included in the model, e.g. atmospheric stratification, local solar
heating effects on the ground and building surfaces, tree effects, and micro-physics of dis-
persed liquid, solid, or gaseous airborne contaminants. Savings from the MILES approach
and the optimization of numerics enable to carry out highly efficient simulations regard-
ing computational costs and computing times. The model is compatible with massively
parallel computing architectures, but can also run efficiently on regular single-processor
systems (Cybyk et al., 2001). The FCT scheme, LCPFCT, implemented in FAST3D-CT
is described in detail by Boris et al. (1993). Important modifications for the simulation of
urban flows are discussed by Patnaik et al. (2012). Adjustments of the FCT algorithm,
for example, concentrated on the optimization of the low-order diffusive scheme for street
canyon and intersection flow situations.

FAST3D-CT has been subject to several a posteriori validation studies for a variety of
urban test cases of different geometric complexity. Such studies included the validation
of flow and dispersion around a single wall-mounted cube (Cheatham et al., 2003) and
within and above an idealized cube array environment (Patnaik et al., 2007). Detailed
comparisons with a focus on concentration predictions were also conducted with the MUST
outdoor scale canopy (Iselin et al., 2006) and with the JU2003 dispersion test case in Ok-
lahoma City (Lee et al., 2009). In both studies, validation databases from comprehensive
wind-tunnel measurements were used as a reference as well. Other dispersion validation
tests in genuine urban environments were performed, for example, for Washington, D.C.,
and Los Angeles (Cybyk et al., 2001; Patnaik et al., 2007).
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4.3.2 Hamburg flow simulation

The Hamburg flow simulations with FAST3D-CT were conducted on a 4 x 4km? compu-
tational domain centered around the inner city of Hamburg, which comprised the entire
wind-tunnel model area (see the indication in Fig. 4.2). The simulation was performed
in full-scale (as opposed to simulating in wind-tunnel scale) on a Cartesian grid with a
uniform resolution of 2.5 m within the urban RSL. The simulation ran for 7 weeks on an
SGI Altix computer with 64 CPUs, using a computational time step of 0.05s at a velocity
of approximately 7 m/s in 200 m above ground. Equidistant real-time velocity records were
extracted at the cell centers every 0.5s over a duration of 23,250 (i.e. approx. 6.5h). The
geometric and physical complexity of the model was adjusted to be as close as possible to
the experiment. As in the laboratory, the mean inflow wind direction was from the SW
(235°) and the atmospheric stratification was set to neutral. Following the specifications of
the experiment, local solar heating within the UCL as well as aerodynamic effects of trees
were not included. Detailed information about geometrical and numerical specifications
in the LES is presented in the following paragraphs.

Geometry setup

FAST3D-CT is able to resolve complex building geometries and topographic elements and
allows to specify different land use types. In order to compile the geometry database for
the numerical model, the same data sets for buildings, terrain, and waterfronts were used
as for the construction of the wind-tunnel scale model (cf. Section 4.2.1). All geome-
try information was available in the so-called Gauss-Kriiger coordinate system (grid zone
3; GK3 using a Bessel ellipsoid) — a transverse Mercator projection that is used in few
FEuropean countries, especially in Germany. FAST3D-CT, however, requires that coordi-
nates are given in the universal transverse Mercator system (grid zone 32; UTM32 using
the WSG84 reference ellipsoid). Besides the different geodetic datums, the GK3 central
meridians have a width of 3° of longitude, while the UTM meridians are 6° apart. Thus,
a coordinate transformation was necessary and could be achieved by a datum transfor-
mation, whose accuracy was determined on the basis of ground control reference points
documented for both coordinate systems. For the 4 x 4km? domain, the difference between
the computed UTM32 coordinates to the control points was less than 10cm. Next, the
geometry data were rasterized on a regular mesh with a resolution of 1m in all dimen-
sions and stored into three 2D arrays of heights for buildings, terrain, and bodies of water
(geo-referenced digital elevation models). The last step was to combine the three geom-
etry tables into a single database (FASTCITY), that can be accessed by the LES code.
Figures 4.22 and 4.23 show the computational domain of FAST3D-CT together with the
wind-tunnel model area, including buildings, terrain, and water bodies. The color coding
indicates the respective height levels.

As in the laboratory scale model, no information about urban greenery/trees or bridges
and traffic overpasses was included in the numerical geometry database. Buildings are
reproduced without openings to indoor areas or other passages through buildings. Both
museum ships and the concert hall in the harbor area were included in the LES geometry
based on the same data used for the construction of the wind-tunnel model.
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Figure 4.22: Buildings in the FAST3D-CT computational domain (dashed line). The wind-
tunnel model area is indicated by a solid rectangle. Colors indicate building
heights from low (light blue) to high (pink/gray). Image courtesy: NRL.

Figure 4.23: Buildings, terrain, and water in the FAST3D-CT domain. Terrain ranges from
low (gray) to high (white); building heights from low (cyan) to high (pink).
Water is indicated in black (zero elevation). Image courtesy: NRL.
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Essentially the only difference to the wind-tunnel geometry is given by the omission of
the overpass for the above-ground subway line in the numerical building database. The
subway proceeds on an elevated trail, which underneath is rather permeable for the air
flow (see also Figs. 4.4 or 4.5, in which the trail runs from the bottom left to the center of
the images). While the architecture of the overpass and piles can be represented in detail
in the wind-tunnel model, the 2.5 m resolution of the numerical grid involves the risk of
creating unrealistic blockage effects and it was decided to leave this feature out.

Computational grid

The flow simulation with FAST3D-CT was conducted on a structured Cartesian grid. A
uniform grid spacing in all directions of h; = 2.5m with ¢ = 1,2,3 was used up to a
height of 101.5m (approximately 3 Hy,; corresponding to the lowest 42 cells), covering
the urban roughness sublayer and possibly parts of the adjacent inertial sublayer. From
there on, the vertical grid spacing was gradually increased by using a stretching factor
of 1.11 (11 %) after each node, up to the depth of the computational domain (approx.
dles=1.4km). Overall, the 4 x 4km? domain was covered with a total of 1,600 x 1, 600 x 80
computational grid cells in (z,v, z) directions, resulting in overall 204.8 - 10° nodes.
During the grid generation process, the FASTCITY geometry database was interrogated
in order to detect which of the cells contain buildings, terrain, or bodies of water and to
register at what nodes suitable wall boundary conditions have to be prescribed. Using this
grid masking approach, buildings are basically represented by blocking fully or partially
occupied grid cells. While this procedure is computationally highly efficient, it leads to
the generation of so-called staircase effects. The staggered representation is particularly
pronounced for slanted surfaces (e.g. roofs), as indicated in Figure 4.24a, which shows a
schematic of an (x,z) cross section through an urban domain. Similar effects, however,
are also present in the horizontal (z,y) plane, e.g. for building walls proceeding at oblique
angles to the orientation of the grid. In order to avoid extreme vertical gradients on
the ground surface, a slightly modified masking procedure was used for the representa-
tion of rolling terrain. With the so-called shaved-cell approach, the true terrain elevation
was approximated by gradually varying the interface of the lowermost cells. Figure 4.24b
schematically depicts this method. While the course of the gridded terrain still remains
inherently discontinuous, the size of the jumps between adjacent cells is significantly re-
duced (minimum 0z ~ 5 cm full scale). For most parts of the city core — particularly those
covered in the wind-tunnel model, terrain effects are negligible. Thus, it is assumed that
the numerical representation of terrain will not be a crucial point for the validation study.
The coarser reproduction of buildings in FAST3D-CT compared with the detail of the
physical model, however, is potentially of importance, especially at flow locations that are
strongly confined by the surrounding buildings (e.g. flow in narrow street canyons).

In the run-up to the final simulation, pretests focusing on the grid resolution were
conducted. Since the results of an implicit LES inherently depend on the computational
mesh and the numerical method, true grid-independence — as desirable for other CFD
approaches — can never truly be achieved in MILES. However, the degree of deviation
between flow statistics obtained from simulations with different mesh sizes can be used to
infer information about the overall resolution requirements for the problem of interest.
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Figure 4.24: Schematic of the representation of topographical elements and buildings by
the grid masking approach in FAST3D-CT: (a) blocked cells for buildings, (b)
shaved cells for terrain representations.

Such a test was carried out for three grids, whose (x,y, z) mesh spacings and effective
grid sizes he = (hzhyhz)l/ 3 are listed in Table 4.4. Except for grid C, where the resolution
refinement only applies in the vertical direction, uniform cells are used. For efficiency
reasons, the simulation was not conducted in the 4 x 4 km? region, but in a smaller domain
based on the wind-tunnel model area. Furthermore, the pretest simulation durations, Tig,
were significantly shorter than for the actual run in the larger domain. Figure 4.25 shows
height profiles of the mean streamwise velocities for different locations in the inner city
of Hamburg as derived from the FAST3D-CT simulations with the three different grids.
The data were referenced to a reference velocity in a height of 45.25m at location BL04
(details are given in Section 4.4.2). It is emphasized that these results do not indicate
how accurate the predictions are with respect to the wind-tunnel reference measurements,
which will be purely based on the simulation in the larger domain and discussed in Chapter
5, but merely point out the deviations among the numerical profiles. It is evident that the
variation of the vertical (1.5m-2.5m) and horizontal (2.0 m—2.5m) grid resolution is not
significantly reflected in the time-averaged velocities. From the slightly larger variations
recognizable at locations BL10, RM07 or RM09, no systematic trends can be determined.
With regard to the relatively short simulation durations, such deviations could also reflect
the inherent uncertainty associated with the time averaging.
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Table 4.4: Node distance specifications for the grid resolution study with FAST3D-CT.

he (m) hy (m) h, (m) (hhyh,)”* (m) Ti (h)
grid A 2.5 2.5 2.5 2.5 2.8
grid B 2.0 2.0 2.0 2.0 1.2
grid C 2.5 2.5 1.5 2.1 1.0
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Mean streamwise velocity height profiles at different locations in the city

obtained from precursor simulations with FAST3D-CT for three different grid
resolutions. Images in the upper left corners show the immediate surroundings
of the profile location (mean approach flow is from left to right).

Since no clear benefits from a finer resolution within the selected value range could be
determined, the preference was given to the less cost-intensive 2.5 m mesh. Using this grid
resolution, it is anticipated that usually h < £gr: The spatial cut-off between resolved and
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unresolved eddies lies well beyond the production range of turbulence. However, for certain
UCL flow situations in which the size of the largest eddies is bounded and significantly
reduced by the geometry, this picture is likely to change, and the cut-off is expected to be
shifted closer to the energy-containing eddy range.

Inflow & domain boundary conditions

As discussed earlier in Section 2.2.3, the definition of realistic turbulent inflow conditions
for time-dependent CFD models is crucial for the overall accuracy of the simulation. This
is particularly true for wall-bounded flows, in which memory effects are of importance.
In FAST3D-CT, a fluctuation method is used in which artificially generated, determinis-
tic turbulent fluctuations are superimposed on mean velocity inflow profiles. The mean
velocity profiles were obtained from a power-law approximation with o = 0.29, based on
the field data information and the wind-tunnel approach flow modeling. Non-periodic
wind fluctuations were derived from a realization of a deterministic function, which is
constructed from a non-linear superposition of different fluctuation wavelengths and am-
plitudes (see Boris, 2005; Patnaik et al., 2007, for details). In order to obtain a reasonable
congruence between the numerical and wind-tunnel inflow conditions, the latter were made
available in terms of the approach flow measurements and the last measurement location
upstream of the inner city area (profile BL04, cf. Fig. 4.27). This measurement position
is located above the Elbe river that separates the industrial harbor from the residential
downtown area. Mean and rms flow statistics from wind-tunnel measurements at two
further positions (BL08, BL11) located within the downtown area were used to monitor
the flow adjustments farther downstream of the inflow plane.

The selected grid spacing does not permit to directly resolve the flow close to the ground
or near buildings walls. Hence, the no-slip wall boundary condition has to be replaced by
an appropriate modeling approach for the wall shear stress. In FAST3D-CT, a rough-wall
boundary layer model is used for this purpose, which incorporates information about the
surface roughness in terms of the drag coefficient, Cp, and about the tangential velocity
at the first grid point adjacent to the wall.

At the top and all lateral boundaries of the computational domain, an extra row of
so-called ghost cells (also known as guard cells) is implemented to provide a buffering
between the self-consistent simulation values and the analytically prescribed boundary
constraints. An inflow-outflow algorithm is used over the entire boundary, which can
change continuously from the analytical inflow specification described above to a simple
extrapolation for the open outflow (cf. Boris, 2005). Hence, at all boundary grid points
except for those associated with the inflow plane, the respective boundary conditions
switch automatically during the simulation in order to adapt to the local flow situation
(i.e. either representing inflow or extrapolated outflow condition).

While the lateral and outflow boundaries of the domain are relatively far away from
the region of interest (i.e. the inner city area, on which the flow validation study con-
centrates), it can be assumed that the numerical predictions are mostly unaffected by the
specified boundary constraints. The inflow and wall-boundary conditions, on the other
hand, typically have a more direct effect on the simulation characteristics, which needs to
be critically evaluated and discussed in the validation analysis.
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4.4 Data preprocessing strategies

4.4.1 Comparison locations

The comparison of wind-tunnel measurements and LES flow predictions was conducted
at 22 locations distributed across the downtown Hamburg area. With the selected com-
parison points it was aimed to include a variety of typical urban flow scenarios created by
the unique characteristics of the surrounding building geometry. The sites include along-
wind and crosswind street canyons, complex intersections, open plazas, and courtyards.
Hence, the validation test sample is composed of flow situations that are challenging for
CFD models due to the geometrical and physical complexity and, thus, are indicative of
model strengths and limitations. At all reference locations, the quality of the wind-tunnel
reference data has been verified in order to guarantee a fair comparison.

Figure 4.26 gives an overview of the horizontal locations of the comparison points. These
include height profile measurements of all three velocity components along the centerline
of the wind-tunnel model. On the basis of this seven (x,y) locations (referred to as BL
positions), the downstream development of the urban boundary layer can be documented.
The velocity profiles cover the entire roughness sublayer (typically 33 heights for U-V, and
22 for U-W measurements), with lowermost and topmost elevations of 1.75m and 245 m.
Further vertical profile measurements for the comparison are available in the area around
the plaza in front of the city hall (Rathausmarkt; RM positions). At each of this five
(z,y) locations, the horizontal wind velocities (U,V) were sampled in 14 heights ranging
from 2.5m to 57.75m above ground. In order to investigate spatial flow patterns, densely
spaced measurements on a horizontal grid were conducted at the entrance to a downtown
courtyard (10 (x,y) points; DM positions). At each location, measurements were carried
out in three heights above ground: 3.5m, 16.63 m, and 29.75 m.

Table 4.5 lists the exact coordinates of all comparison points based on the wind-tunnel
reference system and the corresponding geo-referenced Gauss-Kriiger (zone 3) equivalents.
A close-up view on the locations is presented in Figure 4.27 for the BL and RM profile
locations and Figure 4.28 for the DM points.
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Figure 4.26: Overview of the flow comparison locations: UBL development positions (BL,
red dots), Rathausmarkt locations (RM, green dots), and Rédingsmarkt court-
yard measurements (DM, blue dots). Map from OpenStreetMap (2012).
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As opposed to the other sites, location BL04 above the river stands out due to its upstream
distance from the inner city and the lack of any immediate building influence. Thus, this
position is also consulted to compare the general approach flow conditions between the
experiment and the numerical model, generated in the industrial harbor area.

For all 22 locations of the validation data pool, vertical profiles of the 3D wind vec-
tor were extracted from the FAST3D-CT simulation at 19 to 21 heights up to 126.05m
above the ground surface. The LES data locations were not interpolated to exactly match
the measurement locations in the wind tunnel in order to avoid any approximation bias.
Instead, the velocities were collected at the nearest neighboring cell centers of the com-
putational grid. Table 4.6 lists the resulting horizontal offsets at each point, with overall
minimum/maximum distances of 0.33 m and 1.46 m. For the direct comparison of results
at certain elevations, height offsets between the data pairs were usually not larger than
0.25m in regions with strong vertical gradients. Local exceptions of differences up to
1.38 m were tolerated in few cases. The offsets are clearly documented in the presentation
of the validation results and critically discussed in the interpretation.

Table 4.5: Flow comparison locations together with their positions in the wind-tunnel ref-
erence system and the respective geo-referenced Gauss-Kriiger (Z3) coordinates.
The position IDs are used throughout the study to refer to the respective sites.

position ID x (mm) y (mm) Easting Northing Uj(xj,t) comment

UBL development

BL04 -3,000 0 3564765.88  5934937.52 U,V,W  above river

BLO7 -1,600 0 3565167.26  5935218.57 U,V,W  train station

BLO8 -1,100 0 3565310.61  5935318.95 U,V.W  waterfront

BL09 -750 0 3565410.96  5935389.21 U,V,W  open courtyard

BL10 0 0 3565625.99  5935539.77  U,V,W  intersection

BL11 800 0 3565855.35  5935700.38 U,V,W  street canyon

BL12 1,250 0 3565984.36  5935790.71 U,V,W  street canyon
Rathausmarkt district

RMO1 1,128.3 288.2 3565891.61  5935848.92 U,v street canyon

RMO03 1,243.5 217.2 3565938.91  5935851.67 U,v intersection

RMO7 1,502.2 535.1 3565949.24  5935994.74 U,v street canyon

RMO09 1,259.1 487.7 3565889.07  5935932.37 Uu,v plaza center

RM10 1,261.5 685.8 3565849.98  5935989.65 U,v plaza edge
Rodingsmarkt courtyard

DMO1 -949.1 -88.1 3565371.56  5935323.98 U,v upstream entrance

DMO02 -939.6 -103.6 3565377.40 5935321.45 U,v upstream entrance

DMO03 -929.7 -119.6 3565383.45  5935318.85 U,v upstream entrance

DMO04 -920.2 -135.1 3565389.28  5935316.31 U,v upstream entrance

DM10 -910.2 -99.7 3565385.04  5935328.47 u,v passage

DM11 -894.1 -91.8 3565388.07  5935333.96 u,v passage

DM12 -877.7 -83.8 3565391.17  5935339.55 u,v passage

DM18 -868.4 -47.5 3565386.55 5935351.82 U,v downstream exit

DM17 -858.8 -62.8 3565392.37  5935349.36 U,v downstream exit

DMO09 -847.8 -80.6 3565399.10  5935346.47 u,v downstream exit

120



4.4 Data preprocessing strategies

Figure 4.27: Flow comparison locations with densely spaced measurements in vertical
profiles (BL and RM locations). The dimensions of the displayed areas are
210 x 210m?. The drawings are based on high-resolution 2D-CAD data. The
approach flow direction is from left to right (cf. arrow in BL04).
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DM

Figure 4.28: Flow comparison locations of the dense horizontal measuring array (DM lo-
cations): (a) immediate urban surroundings in an area of 210 x 210m?, (b)
close-up view on the measurement site. The approach flow is from left to right.
The drawings are based on the 2D-CAD data.

Table 4.6: Horizontal offsets between the wind-tunnel measurement locations and the
FAST3D-CT data positions based on their Gauss-Kriiger (Z3) coordinates. Min-
imum and maximum absolute offsets are marked in green and red, respectively.

Position offsets (m)

position ID ¢ Easting J Northing distance comment

BL04 0.97 0.66 1.17 above water

BLO7 -0.20 -1.01 1.03 train station

BLO08 0.49 0.67 0.83 waterfront

BL09 0.80 -0.44 0.91 open courtyard
BL10 0.74 0.05 0.75 intersection

BL11 0.02 0.60 0.60 street canyon

BL12 -1.02 0.89 1.35 street canyon

RMO1 -1.13 -0.92 1.46 street canyon

RMO03 1.15 -0.58 1.29 intersection

RMO7 -1.12 -0.16 1.13 street canyon

RMO09 -1.27 0.09 1.27 plaza center

RM10 -0.34 -0.25 0.42 plaza edge

DMO1 -0.98 -0.65 1.17 upstream entrance
DMO02 -0.15 -0.58 0.60 upstream entrance
DMO03 0.90 -0.78 1.19 upstream entrance
DMO04 -0.87 -0.71 1.12 upstream entrance
DM10 -0.11 -1.16 1.17 passage

DM11 0.52 -0.67 0.85 passage

DM12 1.02 -0.08 1.02 passage

DM17 -0.18 -0.28 0.33 downstream entrance
DM18 -1.00 -0.22 1.03 downstream entrance
DMO09 -1.05 -0.57 1.20 downstream entrance
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4.4.2 Processing of velocity data

The next paragraphs give an overview of the main preprocessing steps that were taken
to condition the experimental and numerical data for the comparison. In conclusion, a
comparative synopsis of different data features is presented together with a discussion of
expected implications for the validation study.

Removal of experimental outliers

The laser-based LDA measuring principle is prone to optical disturbances. The quality
of individual signals, for example, can be affected by reflected laser light in cases where
the measuring volume is located very close to the ground of building surfaces. Under
the influence of scattered light, the signal-to-noise ratio of the Doppler bursts can be
lowered, resulting in spurious velocity estimates. Another source for data outliers is given
by dispersed dust particles that are unavoidably carried in the flow along with the actual
LDA seeding particles. Dust grains passing through the measuring volume can cause
detectable velocity spikes, which the processor considers valid signals. Since statistics
based on arithmetic averaging are not robust to the influence of such outliers, such data
have to be removed from the time series. In this context, values that lie well-beyond
the expected value range are regarded as outliers. This study uses a detection criterion
based on means and standard deviations of the raw time series. Only signals for which
U, —40! <U; < Ul +40] mutually for all i = 1,2 or i = 1,3 are kept (Fischer, 2011). The
dagger indicates that statistics were obtained from the uncorrected data. In the Hamburg
campaign, the fraction of outliers was between 0% to 1% for individual time series.

Orientation of the coordinate system

The coordinate system defined in FAST3D-CT uses an ordinate (y-axis) that is aligned
with the geographic south-to-north axis and an abscissa (z-axis) oriented from west to
east. As discussed earlier, however, the horizontal coordinates (x,y) in the wind-tunnel
are defined as the streamwise (alongwind) and spanwise (crosswind) direction, respectively.
In order to homogenize the two data sets, the FAST3D-CT coordinate system was rotated
accordingly by a transformation of the individual velocity components, such that for the
idealized case of an undisturbed approach flow Vies ~ Vi =~ 0.

Parts of the analyses presented in Chapter 5 are concerned with the comparison of wind
directions derived from the horizontal velocities, U and V. Figure 4.29 schematically de-
picts how angles in the horizontal plane are defined in the mutual coordinate system of
FAST3D-CT and the wind tunnel, based on the polar coordinate convention (mathemati-
cally positive rotational direction). For the computation, the atan2 function is used as an
alternative to the classic arctangent, since it produces unambiguous angle results through
a case differentiation based on the signs of the velocity components (i.e. it maps angles
into the right quadrants). The resulting polar angles, § = atan2 (V,U), are bounded on
the interval (—m,7]. Since in this study the horizontal wind direction associated with the
case of V=0 and U > 0 is 235° and not 0°, the angles were transformed accordingly and
bounded on [0°,360°). In the presentation of the results, horizontal wind directions, Uy,
will be displayed according to the meteorological convention (cf. details in Section 5.2.1).
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Figure 4.29: Mutual coordinate system of FAST3D-CT and the wind tunnel together with
wind direction angles and their quadrants produced by the atan2 function.

Definition of the reference elevation

All heights are specified with reference to the land surface: z values refer to the height above
ground level (AGL). The lower boundary of z = 0m, thus, has a positive vertical offset of
3.5 m to the uniform water levels of rivers, canals, and lakes within the wind-tunnel model
and computational domain. Due to this convention, the few lowest comparison points at
the Elbe comparison location (BL04) are assigned negative or close to zero values. At all
other sites, elevations of the underlying terrain are negligible.

Scaling of flow quantities

Since the LES time series and each of the experimental velocity records represent single
realizations of the turbulent flow field, the measured or simulated quantities need to be
scaled by representative flow reference values to derive dimensionless quantities, which
cane be directly compared. In order to scale flow variables in this study, it is sufficient
to define a representative reference length scale, L.¢f, and a reference velocity scale, U,r.
While L,s depends on the reference system, i.e. full scale (e.g. 350m) or model scale
(1 m, correspondingly), the reference velocity is defined as the mean streamwise velocity
observed at a common position over the duration of the measurement or the simulation.
In the wind tunnel, the monitoring of the reference velocity, Usr,, took place at a
full-scale height of z,.f, = 175m at the end of the boundary-layer development section
just upstream of the city model. This elevation was defined in agreement with one of the
measurement heights of the meteorological tower in Billwerder to make a direct comparison
of the approach flow characteristics possible (cf. Section 4.2.2). For each run, the reference
velocity in the tunnel is indirectly derived from the measured free-stream velocity through
the relation Uyer, = 0.678 Us. The constant scaling factor was captured by the stationary
relationship of flow statistics obtained from repeated combined measurements with the
Prandtl tube at the tunnel inlet and the LDA probe positioned at the reference location.
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For the comparison with the LES results, the reference point was shifted further down-
stream to location BL0/ and moved closer to the surface. The dislocation of the reference
point was motivated by two factors: First, it was desired to position the reference level
inside the urban RSL to cover the determining flow physics. Secondly, the extension of
the downstream distance assured that for both, the wind tunnel and the LES simulation,
the flow at the reference location is consistent with the roughness characteristics of the
industrial harbor area upstream of the inner city. The new, significantly lower wind-tunnel
reference height of zef, = 45.5m (i.e. 1.33 Hy,) locally corresponds to a level of 49 m above
the underlying water surface. Figure 4.30 schematically indicates the positions of the ref-
erence points in the wind tunnel. Considering the stationarity of the mean approach flow,
the relationship between the ratios of a velocity measured at a certain height z at the new
reference location (z2,y) divided by the new (unknown) reference velocity Uy, and the
same signal divided by the former reference velocity U, is statistically constant. The
constant factor has been determined from velocity measurements at BL04 and was later
on used to convert all other scaled experimental results to the new reference location. The
so-called modulation factor, fmoq, was determined through

—1
fmod_< U(xs,y, 2) )( U(xs,y,2) ) (4.6)
UTefz (x% Y, ZTsz) UT6f1 (xlv Y, Zrefr

From overall 65 velocity signals contained in the vertical profiles measured in U-V and
U-W mode, an average modulation factor of 1.431 + 0.015 was determined, where the
scatter indicates the standard deviation drawn from the sample. Due to the specification
of the numerical grid, the reference height of the LES data is slightly lower and lies at
45.25m. The horizontal offsets to the wind-tunnel location are given in Table 4.6. Since
the spatial deviations of the experimental and numerical reference positions are small, the
effect on the later comparison is considered negligible. In later analyses (cf. Chapter 5),
the quantity User always relates to the BL04 reference location (i.e. to Ue, at Zref,)-
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Figure 4.30: Schematic of the locations of monitoring points for the reference velocity in
the wind tunnel. All points are sited in the tunnel centerline (y = Om).
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Resampling of experimental data

By their nature, laser Doppler anemometers provide discontinuous flow information. The
time step between detected velocity signals is not uniform since measurements are only
taken whenever a particle crosses the measuring volume. As can be seen from the particle
arrival law (Eq. 4.2), however, the most likely temporal separation between signals is
(close to) zero. This means that even for comparatively low mean data rates the seeding
particles are arriving most frequently in rapid succession, so that high-frequency velocity
fluctuations are generally contained in the LDA signals (McKeon et al., 2007). For later
time series analyses, the discontinuous time records are reconstructed in order to obtain
equally-spaced velocity signals. The approximation quality of the reconstruction primarily
depends on the quality of the measurement (cf. earlier discussion in Section 4.2.3) and
the characteristics of the employed resampling approach.

A common concept to determine the new constant time step, dt,., is to relate this
quantity to the mean data rate, N, according to 0t, = N1, Thus, the temporal resolution
of the reconstructed signal corresponds to the mean particle inter-arrival time. For the
signal reconstruction at the new time steps, a variety of techniques exist, which involve
various levels of mathematical complexity. The arguably simplest approach is using a
zeroth order polynomial interpolation, better known in signal-processing as sample-and-
hold technique (S &