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Zusammenfassung

In dieser Arbeit werden binäre Kollisionen ultrakalter unpolarer sowie ul-

trakalter dipolarer Atome in quasi-eindimensionalen Wellenleitern mit har-

monischen Fallenpotential in den transversalen Richtungen studiert. Hi-

erzu wurde ein nicht-perturbativer Formalismus für die Behandlung von

Vielkanal-Kollisionen in quasi-eindimensionalen Fallengeometrien entwick-

elt. Dieser Zugang basiert auf dem K-Matrix Formalismus, wobei auch

höhere Drehimpulseigenzustände und deren direkte Kopplung berücksichtigt

werden. Mit Hilfe dieses Formalismus wurden binäre Kollisionen zwis-

chen ultrakalten unpolaren Atomen unter Berücksichtigung höherer Partial-

wellen studiert. Hierbei wurde das Phänomen der l-Wellen “confinement-

induced resonances“ beobachtet, welches zu einer - verglichen mit reinen s-

Wellen confinement-induced resonances - reichhaltigeren Resonanzstruktur

führt. In analoger Weise wurden für binäre Kollisionen ultrakalter Dipole in

harmonischen Wellenleitern eine Reihe von dipolaren confinement-induced

resonances gefunden, welche verschiedenen l-Wellen Zuständen zugeordnet

werden können. Darüber hinaus wurde die Auswirkung der Anisotropie

der dipolaren Wechselwirkung auf confinement-induced resonances charak-

terisiert. Unser theoretischer Zugang zu den beiden obigen Systemen geht

weit über die bisherigen Studien hinaus, da die Restriktionen, die mit der

sonst üblichen Pseudopotential-Theorie einhergehen, vermieden werden.

Insbesondere erlaubt uns der Zugang, analytisch die Resonanzbedingungen

herzuleiten. Die analytischen Resultate für beide Systeme stehen in exzel-

lenter Übereinstimmung mit den korrespondierenden exakten numerischen

Simulationen.

Abstract

In this thesis ultracold atom-atom and dipole-dipole collisions in the pres-

ence of a transversally harmonic waveguide are studied. A non- pertur-

bative theoretical framework for multichannel collisions within quasi-one-

dimensional geometries is developed. This treatment is based on K-matrix

formalism where we included higher angular momentum states and their di-

rect couplings. Within this framework we investigate atomic collisions with

higher partial wave interactions, where the effect of `-wave confinement-

induced resonances is observed. This provides us with a richer resonance

structure, which may attribute new properties to ultracold gases, i.e. many-

body systems. Similarly, for dipolar collisions in the presence of a har-

monic waveguide we observed sequences of dipolar confinement-induced

resonances, which are attributed to different `-wave states. Moreover,

we unravel the impact of the anisotropy of the dipolar interactions on

confinement-induced resonances. In both systems our study provides us



with analytically derived resonance conditions going beyond previous stud-

ies, since our framework avoids the limitations of pseudopotential theory.

The obtained analytical results for both systems are in excellent agreement

with the corresponding exact numerical simulations.
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Introduction

Breaking the silence of an ancient pond, a frog jumped into water - A deep
resonance. “Matsuo Bashô: Frog Haiku (1686)”

Leucippus and Democritus1 conceived the idea that matter is structured by ele-
mentary building blocks, the so-called atoms. Even more, they assumed that between
atoms there is only empty space where the atoms have the property of motion. This
fascinating idea lead them to the assumption that the moving atoms collide with each
other structuring in this manner the matter that surrounds us.

This thought provoking idea may lead us to the consideration that the collision
properties are essentially crucial in order to understand the underlying physics or even
to manipulate large atomic ensembles. In the recent years ultracold atomic physics
proved to be a suitable “playground” in order to test or exploit such ideas. More
specifically, the highly sophisticated experimental techniques allow us to cool down the
motion of atoms to nanokelvin temperatures [1]. At these ultra-low temperatures an
atomic gas of bosons2 become quantum degenerate since the de-Broglie wavelength of
the bosons exceeds their interparticle distance and therefore all the atoms of bosonic
symmetry behave collectively as one “super atom”. This state of matter is the so-
called Bose-Einstein condensate (BEC), which was theoretically predicted by Satyendra
Nath Bose and Albert Einstein in 1924-25 [2] for the case of a non-interacting and
homogeneous3 gas of bosons. The first BEC of ultracold bosonic atoms was realized
seventy years later, in 1995 [3]. The experiments are performed in a harmonic trapping
potential which spatially confines the cloud and the bosons interact with each other
by performing collisions. The interactions have a twofold role in the formation of a
BEC. Firstly, they allow the thermalization of the atomic cloud which is important in
order to cool it down. Secondly, the BEC might be lost either because of attractive
interactions among the bosons yielding the collapse of the atomic cloud or because of
strong interactions enhancing inelastic collisions which result into loss of atoms from the
trap. However, by means of magnetic Fano-Feshbach resonances [4] the experimentalists

1Lecippus leaved the first half of 5th century BCE and was one of the earliest Greek philosophers
who developed the idea of atomism, which was analyzed in further detail by his student, Democritus.

2Bosons (fermions) are atoms where the total number of nucleons (protons and neutrons) and
electrons is even (odd).

3Homogeneous means that the particles move freely in the three-dimensional space without any
external potential being applied.
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INTRODUCTION

are able to tune the the strength and the sign atom-atom interactions controlling in
this manner their collisional properties.

Nowadays, these pioneering experiments have evolved into the next generation of
quantum technologies which experimentally allow us to create and manipulate low
dimensional ultracold gases [5, 6] either of bosonic or fermionic symmetry [7]. An ex-
cellent paradigm constitutes the Tonks-Girardeau gas which was theoretically predicted
by L. Tonks and M.D. Girardeau [8]. The Tonks-Girardeau gas is a one dimensional
gas of bosons which infinitely repel each other. A fundamental property of the Tonks-
Girardeau gas is the fermionization of the bosons, where they cannot interchange places
due to infinite repulsion and therefore they behave like non-interacting fermions with
respect to local observables. Although the momentum distribution of this gas of impen-
etrable bosons differ from the corresponding distribution of non-interacting fermions.

One might reasonably think that this exotic system can be experimentally realized
in quasi-one-dimensional confining potentials which effectively restrict the bosonic en-
semble to one dimension. However, from this consideration two important points arise:
(i) what is the impact of the reduced dimensionality on the collisional properties of
such a system and (ii) how are the effective interparticle interactions affected. Answer-
ing these questions Olsanii and Bergeman et al. in their seminal works [9, 10] studied
two-body bosonic and elastic4 collisions in quasi-one-dimensional geometries, namely
in transverse harmonic waveguides. Due to the external confining potential the scat-
tering process is modified yielding the effect of confinement-induced resonances (CIRs).
This particular type of resonances fulfill a Fano-Feshbach scenario, which occur when
the s-wave scattering length (as) becomes comparable to the length of the transversal
confinement (a⊥), namely as/a⊥ = 0.68. This means that for a given scattering length
the two-body interactions can become infinitely strong simply by adjusting the con-
finement. Moreover, it was shown that this system can be described effectively by a
one dimensional Hamiltonian where the two-body interactions are modeled by a one-
dimensional δ function multiplied with a coupling constant g1D. This coupling constant,
g1D = 2~2as/[µa⊥(a⊥− 0.68as)]

5 , defines the strength and the sign of the interactions
containing all the relevant scattering information of the quasi-one-dimensional Hamil-
tonian. In fact, by means of the CIR effect the Tonks-Girardeu gas was experimentally
realized in 2004 [11]. Even more, Haller et al. utilized the CIR effect in order to realize
experimentally the excited many-body state of the Tonks-Girardeau gas, the so-called
super Tonks-Girardeau gas phase [12]. In the super Tonks-Girardeau gas the bosons
interact with infinite attraction without collapsing.

In view of the importance of CIR effect for the bosonic gases, a plethora of theoret-
ical efforts are concentrated the recent years on unraveling the underlying collisional
physics of indistinguishable or distinguishable atoms in confinement-induced processes
for various setups such as collisions which involve inelastic processes that alter the char-
acter of CIRs [13, 14, 15, 16], scattering in anharmonic waveguides or lattices which

4Elastic collisions here means that during the collisions the bosons do not populate any of the excited
modes of the transverse confinement.

5The quantity µ refers to the reduced mass of the two bosons.
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INTRODUCTION

couple the center of mass and relative degrees of freedom [17, 18, 19, 20, 21, 22, 23]
or atom-dimer and dimer-dimer collisions [24, 25, 26] within a harmonic waveguide.
The concept of CIRs has also been investigated in collisional systems in the pres-
ence of two-dimensional harmonic waveguides [27, 28], in mixed dimensions [29] or an
arbitrary transversal potential [30]. A lot of attention has attracted also collisional
systems which involve interactions beyond the s-wave yielding the generalization of
CIR physics [31, 32, 33, 34, 35, 36]. Apart from atom-atom collisions, the theoretical
studies have focused also on the case of dipolar scattering within either a harmonic
quasi-one-dimensional [37, 38] or a quasi-two dimensional waveguides [39], where now
the long-range and anisotropic dipolar interactions yield new properties in CIRs.

In addition, the immense experimental progress permitted to explore the corre-
sponding physics of CIRs. Haller et al. realized experimentally bosonic collisions
within anisotropic waveguides, where it was observed that the CIR effect split into two
components [40]. More recently, a detailed experimental investigation was provided
regarding the mechanism which induces the splitting of CIRs [41]. According to the
theoretical and experimental observations the split of CIR arises due to the weak an-
harmonicity of the trapping potential which in turn couples the center of mass and
relative degrees of freedom. Confirming the theoretical predictions p- and s-wave CIRs
in quasi-one and two-dimensional waveguides have been also explored in experiments
[42, 43]. Apart from waveguide-like confining potentials, Lamporesi et al. observed
CIRs in optical lattices as well [44]. The extra handling of the scattering processes due
to the confinement allowed the experimentalists to realize ultracold gases of reactive
polar molecules [45, 46, 47]. This is achieved by the specific confining trap geometry,
which suppresses the chemical reactions among the polar molecules.

It becomes evident that the understanding of the collisional physics of the low-
dimensional ultracold gases provides us with essential insights in order to manipulate
or even to design new many-body phases by means of the confinement. Hence, in this
thesis the main goal is the development of a non-perturbative theoretical framework for
multichannel scattering processes within a quasi-one-dimensional waveguide geometry.
This framework is based on the K-matrix formalism and the idea of local frame trans-
formations, which incorporates contributions from higher angular momentum states
avoiding the limitations of pseudopotential theory. We applied this treatment on higher
partial wave scattering with two-body isotropic interactions and on dipolar collisions
yielding the prediction of `-wave CIRs and dipolar CIRs, respectively. Transition dia-
grams are developed as well which provide us with a classification of virtual processes
that the atoms or dipoles undergo during the collision contributing to the correspond-
ing resonant mechanisms. The rigorousness of this approach deepens the theoretical
understanding on the collisional properties of the corresponding systems and its quan-
titative results, i.e. their resonance conditions, may constitute a key ingredient in order
to probe new strongly correlated many-body phases in low-dimensional gases.
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INTRODUCTION

Outline

In chapter 1 we discuss the aspects of two-body collisions in the free space and its main
objective is to overview the various concepts of the two-body scattering theory which
we will use in the rest of the thesis.

In chapter 2 we discuss the scattering theory within quasi-one-dimensional waveg-
uides and we analyze in detail the effect of CIRs and its interpretation. Moreover, we
provide an overview on theoretical and experimental efforts on CIR physics. In sections
2.3 and 2.4 we consider a system of atoms within a harmonic waveguide, which scatter
with higher partial wave interactions. More specifically, in section 2.3 we investigate
this system numerically and in section 2.4 we analyze its modeling within the pseu-
dopotential theory. By comparing the exact numerical calculations with the results of
the pseudopotential theory a qualitative agreement is observed for the case of weak
confinement. In the case of strong confinement however the pseudopotential theory
breaks down.

In view of these theoretical difficulties, in chapter 3 we discuss and thoroughly
analyze the development of a non-perturbative theoretical framework that avoids the
shortcomings of pseudopotential theory. This treatment as we mentioned above is
based on the K-matrix formalism and local frame transformations where all the higher
angular momentum states are included. Applying this on higher partial wave scatter-
ing in harmonic waveguides we predict the effect of `-wave CIRs and we analytically
derive their resonance conditions. The analytical results are in excellent quantitative
agreement with the corresponding numerical simulations.

In chapter 4 we extend the K-matrix approach by including not only the higher
angular momentum states but also their in between couplings. This enables us to
investigate systems where the two-body interactions are anisotropic. Hence, we consider
dipolar collisions in the presence of a harmonic waveguide investigating in this manner
the impact of the anisotropy of dipolar interaction on the CIR physics. We observe the
effect of `-wave dipolar CIRs and we analytically derived their resonance conditions. In
contrast to the CIRs of non-dipolar collisions we observed that the positions of dipolar
CIRs are sensitive to the strength of the dipolar interactions. This sensitivity arises due
to an interplay of the anisotropy of the dipole-dipole interaction with the confinement.
The analytical results of the K-matrix approach are compared with exact numerical
simulations showing an excellent quantitative agreement.

In chapter 5 we provide the summary of the thesis and we discuss as well future
research opportunities on more complicated systems, such as reactive polar molecules,
non-polarized dipoles or atoms that interact with relativistic interactions (e.g. spin-
spin or second order spin-orbit interactions). An interesting direction is also to extend
the K-matrix approach for confining trapping potentials of different dimensionality.

vi



Chapter 1

Quantum collisions in free space

In this chapter we will discuss and analyze the principles of the quantum scattering
theory for two-body collisions in free space. With the term “free space” we declare that
there are no further external fields acting on the colliding pair. This chapter mainly
consists of a composition of Refs. [48, 49, 50, 51, 52, 53] and its main objective is to
clarify and remind the reader of the various concepts of scattering theory that we will
use in the rest of this thesis.

1.1 Hamiltonian of the two-body collisions

We consider the case of either two spinless alkali-atoms or alkali-atoms in the same spin
state, with momentums, i.e. p1 and p2, assuming that they behave as free particles
when they are far away each other, before and after the collision. However, when
the two atoms are close enough, they interact via a spherically symmetric two-body
interaction V (r1− r2), where r1 and r2 describe the position of each atom respectively.
Hence, the corresponding Hamiltonian which fully describes the physical process of the
two-body collisions is written as follows:

Htotal =
p2
1

2m1
+

p2
2

2m2
+ V (r1 − r2), (1.1)

where m1 and m2 are the masses of the two atoms assuming m1 = m2 = m.

At first sight the two-body Hamiltonian in Eq. (1.1) is not very appealing since it is
formulated in a rather complicated Hilbert space H1 = L 2(R6). Its form becomes sim-
pler, by introducing the center-of-mass (COM) and relative frame of reference following
the same procedure as in classical mechanics:

Htotal = HCOM +Hrelative =
P2

2M
+

p2

2µ
+ V (r), (1.2)

with M = 2m being the total mass and µ = m/2 being the reduced mass of the
system of atoms. R (r) is the COM coordinate (relative coordinate) and P (p) is the

1



1. QUANTUM COLLISIONS IN FREE SPACE

total momentum (relative momentum) and are related to each particle’s momenta and
positions according to the expressions:

R =
r1 + r2

2
, r = r1 − r2 (1.3)

P = p1 + p2, p =
p1 − p2

2
,

One immediately observes that in the Hamiltonian Eq. (1.2) the COM is fully
decoupled from the relative motion. The latter simply means that the entire collisional
process of the two atoms is described completely by the relative motion where the
corresponding Hamiltonian H ≡ Hrelative belongs in the H2 = L 2(R3) Hilbert space.
Thus, H corresponds to a fictitious particle with momentum p and mass µ being
scattered off by a potential V (r) placed at the origin, namely r = 0. In addition, due
to Eq. (1.2) the two-body wave function of the scattering problem has the following
form:

Ψ(r1, r2) = eiP·R/~ψ(r), (1.4)

where ψ(r) refers to the wave function of the relative motion. Having expressed the two-
body Hamiltonian in the COM frame of reference we are interested now to formulate in
more detail the Schrödinger equation and the corresponding boundary conditions that
describe the scattering of a single particle by a central force potential. This is the main
aim of the following section.

1.2 Stationary Schrödinger equation: Boundary condi-

tions and scattering observables

The time-independent Schrödinger equation from Eqs. (1.2) and (1.4) reads:

[
p2

2µ
+ V (r)

]
ψ(r) = Eψ(r), (1.5)

where we assume that V (r) is a spherically symmetric potential, namely V (r) = V (r).

In order to ensure that Eq. (1.5) indeed describes a scattering process one has to
formulate the corresponding boundary conditions which the wave function ψ(r) has to
fulfill. These boundary conditions can be, intuitively, constructed from the properties
of the spherically symmetric interatomic potential V (r). Towards this direction it is
essential to analyze the properties which the V (r) potential satisfies. These are mainly
determined by the fact that the two atoms should behave asymptotically (r → ∞) as
free particles and for spherically symmetric potentials can be expressed and classified

2
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Figure 1.1: A schematic illustration of the Lennard-Jones 6-12 potential.

in a compact form by a set of three properties:

(i) V (r) = O(r−3−ε) as r → ∞ (ε > 0)

(ii) V (r) = O(r−2+ε) as r → 0 (ε > 0)

(iii) V (r) is continuous for 0 < r <∞

where the statements above stand for: (i) means that the two-body potential falling
faster than r−3 at infinity; (ii) V (r) being less singular than r−2 at the origin; and (iii)
V (r) being smooth in between. Thus, statement (i) excludes completely the Coulomb
and the dipole-dipole potentials which we will regard them as long-range potentials.
Repulsively singular potentials at the origin can be included in the scattering theory
by means of Wentzel-Kramers-Brillouin theory as was shown in [48].

Specifying now the nature of the two-body interactions we assume that the collisions
of the neutral atoms are described in good approximation by a Lennard-Jones potential
6-12 which reads:

VLJ(r) =
C12

r12
− C6

r6
, (1.6)

where, as it is illustrated in Fig.1.1, at small separation distances r the interaction is
strongly repulsive due to the overlap of the electronic clouds of the two atoms, whereas
at large distances Eq. (1.6) is dominated by a weakly attractive part that stands for
the van der Waals interactions. The 1/r6 dependence of the attractive part of the

3



1. QUANTUM COLLISIONS IN FREE SPACE

VLJ potential arises from a second order perturbation theory on the electrostatic forces
between charge distributions of the neutral alkali-atoms. The C6 coefficient is called
dispersion coefficient and controls the strength of the van der Waals forces depending
on the species of the atoms. The range of the VLJ(r) is denoted as lvdW = (2µC6/~

2)1/4.
The 1/r12 dependence of the repulsive part of the VLJ potential does not have a certain
physical origin and serves as a smooth cut-off boundary in order to avoid the unphysical
collapse of the wave function at the origin due to the attractive −C6/r

6 term.
Having determined the properties and the form of the two-body interactions we can

now proceed to the investigation of the boundary conditions which the wave function
ψ(r) in Eq. (1.5) must satisfy. The first boundary condition is related to the behavior
of the wave function at the origin. Due to the repulsive barrier of the Lennard-Jones
potential close to the origin the wave function exponentially tends to zero, namely

∼ e−
√

2µC12
5~

r−51 .

(I) ψ(r) = 0 at r = 0. (1.7)

The second boundary condition is defined at namely the asymptotic regime, r → ∞.
There, the two-body interactions vanish (VLJ(r) → 0) and the two atoms behave as
free particles. The wave function in this region should be a combination of plane and
spherical waves.

(II) ψ(r) = eik
′·r + f(k, k′)

eikr

r
at |r| → ∞. (1.8)

The first term describes the incoming wave function with momentum k′ and its
direction is given by the scalar product k′ · r. The second one describes the part of the
wave function which is scattered by the VLJ(r) potential. More specifically, the term
eikr/r refers to an outgoing wave which vanishes due to its spherical spreading to all
the directions of the three dimensional space.

The coefficient f(k, k′) is called scattering amplitude and represents a measure of
the distortion of the unperturbed wave function by the presence of the potential VLJ .
Obviously, the scattering amplitude depends on the energy of relative motion and the
orientation of the vectors k and k′. Since we have considered spherically symmetric
interactions the scattering amplitude depends only on the θ angle between k and k′

vectors and thus it reduces to the expression f(k, k′) = f(k, θ). An additional aspect
of the scattering amplitude f(k, θ) is its connection with other scattering observables,
such as the differential cross section and the total cross section whose importance lies
in the fact that they are the main measurable observables in scattering experiments.

In order now to define the connection between these two new quantities and the
scattering amplitude we consider the two cases of distinguishable and indistinguishable
atoms. For distinguishable atoms the deferential cross section and total cross section
are directly related to f(k, k′) according to the following relations:

dσ

dΩ
= |f(k, k′)|2 and σ =

∫
|f(k, k′)|2dΩ, (1.9)

1For further details see Ref.[48]

4



Figure 1.2: Scattering processes of identical particles yielding the same final state.

where dΩ = sin θ dθ dφ is the solid angle element. Note that for a spherically symmetric
potential the corresponding differential cross section and total cross section are obtained
by substituting f(k, k′) with f(k, θ) in Eq. (1.9). The physical interpretation of the
total cross section is that it describes the percentage of the incident wave function
which is scattered in all possible directions of the three dimensional space.

For indistinguishable, i.e. identical, atoms the two collision processes in Fig.1.2
correspond to the scattering amplitudes f(k, θ) and f(k, π−θ) respectively and cannot
be distinguished since they yield the same final state. Consequently, in the evaluation
of the differential and total cross section, one has to take the superposition of these two
amplitudes, resulting in the following expressions:

dσ

dΩ
= |f(k, θ) + εf(k, π − θ)|2 and σ =

∫
|f(k, θ) + εf(k, π − θ)|2dΩ, (1.10)

with the constant ε = ±1 depending to whether we have bosonic or fermionic collisions
leading to amplitudes with a positive or a negative overlap respectively. This difference
arises from the fact that the two-body wave function Ψ(r1, r2) in the case of bosons
is symmetric under the exchange of the coordinates r1 and r2, namely Ψ(r1, r2) =
Ψ(r2, r1) whereas in the fermionic case it is antisymmetric, Ψ(r1, r2) = −Ψ(r2, r1).

Finally, the total cross section can be expressed in terms of the imaginary part of
the forward scattering amplitude irrespectively of the distinguishability of the atoms:

σ =
4π

k
Im f(k, θ = 0), (1.11)

where the term 1/k can be justified through a dimensional analysis since the total cross
section has the units of a length2 and the scattering amplitude has the units of a length.
Eq. (1.11) is the so-called optical theorem and its physical interpretation is based on
the fact that the decreased amplitude of the incident wave function after the collision,
represented by σ, emerges from the destructive interference of the incoming and outgo-
ing wave function in the forward direction, described by the term Im f(k, θ = 0). The
optical theorem represents therefore a direct result of the probability conservation.
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1.3 Partial wave expansion

In order now to carry out a more detailed analysis of the two body scattering it is
reasonable to exploit the spherical symmetry of the interatomic potential and expand
the wave function of the relative motion on the angular momentum basis:

ψ(r) =
∞∑

`=0

P`(cos θ)
uk,`(r)

r
, (1.12)

where ` is the quantum number of the angular momentum, P`(cos θ) is the Legendre
polynomial of `-th order and k refers to the total colliding energy. Note that in the
expansion of the wave function in Eq. (1.12) we have dropped the dependence on the
azimuthial angle φ. This is permitted due to the specific symmetry of the potential.
Substituting now Eq. (1.12) in the Schrödinger equation (see Eq. (1.5)) we obtain an
effective one-dimensional Schrödinger equation for the radial wave functions uk,`(r):

[
d2

dr2
+ k2 − `(`+ 1)

r2
− 2µ

~2
VLJ(r)

]
uk,`(r) = 0, (1.13)

where k =
√

2µE/~2 refers to the total colliding energy and the term `(`+1)/r2 is the
centrifugal barrier. According to the boundary condition in Eq. (1.7) the radial wave

function will be uk,`(0) = 0 at r = 0 and therefore the term
uk,`(r)

r is regular close to
origin. In the asymptotic regime the boundary condition of Eq. (1.8) for the uk,`(r)
wave function reads:

uk,`(r) =

√
2µk

π~2
r

[
j`(kr)− tan δ`(k)η`(kr)

]
, (1.14)

where j`(kr) (η`(kr)) are the spherical Bessel (von Neumann) functions and δ`(k) is the
phase shift. In an intuitive way, the phase shift represents the relative shift of the wave
function due to the presence of the interatomic potential from the energetically corre-
sponding free particle solution. In this manner all the relevant scattering information
is embedded in the phase shifts. Note that the uk,`(r) fulfill the following orthogonality
relation: ∫ ∞

0
u∗k,`(r)uk′,`(r)dr = δ(E − E′), (1.15)

meaning that radial wave functions uk,`(r) are energy normalized. The energy normal-
ization provides us with a smooth behavior of the wave function close to the threshold,
namely E = 0, where uk,`(r) might oscillate rapidly due to the presence of a weakly-
bound state of the VLJ(r) potential.

Accordingly, the scattering amplitude in the angular momentum representation
reads:

f(k, θ) =
∞∑

`=0

(2`+ 1)f`(k)P`(cos θ) =
1

2ik

∞∑

`=0

(2`+ 1)
[
S`(k)− 1

]
P`(cos θ), (1.16)
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Figure 1.3: `-wave cross section (solid red line) and unitarity limit (dashed line). The
dashed-dotted line indicates the energy Eres where the partial cross section approaches
the unitarity limit.

where f`(k) is the partial wave scattering amplitude, and S`(k) = ei2δ`(k) is the S-matrix
in the angular momentum representation, namely S`(k) =< E`m|S|E′`′m′ >. The S-
matrix as we defined it above is a unitary matrix, SS† = S†S = 1. Hence, the S-matrix,
actually, connects the incoming scattering states with the outgoing ones encapsulating
in a simple manner the scattering properties of the interatomic potential through the
phase shifts δ`(k). Additionally, the S-matrix commutes with the unperturbed Hamil-
tonian, i.e. for VLJ(r) = 0 and the total momentum P yielding the conservation of the
energy and the momentum, respectively.

The total cross section in the angular momentum representation is expressed as
follows:

σ =

∞∑

`=0

σ` =
4π

k2

∞∑

`=0

(2`+ 1) sin2 δ`(k), (1.17)

where σ` is the partial wave cross sections.
As Eq. (1.17) indicates, the maximum contribution of the partial wave cross section

σ` for any angular momentum ` is bounded from above, namely σ` ≤ 4π
k2 (2` + 1),

where the equality is the so-called unitarity limit. The latter is a direct consequence
of the S-matrix unitarity. Additionally, σ` tends to the unitarity limit if and only
if the corresponding phase shift δ`(k) is an odd multiple of π/2 and this is the case
where resonant scattering occurs. This is illustrated in Fig.1.3 where schematically a
particular σ` is indicated schematically by the red solid line as function of the colliding
energy E. The unitarity limit is depicted by the dashed line and the dashed-dotted line
refers to the energy Eres where the resonant scattering occurs. Note that in the case of

7
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identical bosons or fermions Eq. (1.17) is multiplied by a factor 2 and the summation
runs over even or odd ` partial waves respectively.

At this point we would like to discuss the behavior of the partial wave cross sections
of any ` in high- or low-energies. First, we remark that at high-energies for `→ ∞, σ`
goes to zero and δ`(k) tends to a multiple of π. This could be intuitively understood by
the fact that the kinetic energy dominates over the potential energy and consequently
the atoms behave almost as free particles, namely σ` → 0. Now, we observe that
for a given energy and ` → ∞ the partial wave cross section also tends to zero and
δ` → nπ. In this case the repulsive centrifugal barrier becomes dominant enough
and the wave function can not penetrate it in order to probe the actual interatomic
potential. This conclusion leads us to the following estimation: for a given energy only
a certain number of `-wave states contributes significantly in the total cross section.
The angular momentum states which are not contributing are given by the relation
` � klvdW which we derive by setting the potential energy of the centrifugal barrier
at distance lvdW to be much larger than the colliding energy. One should note that
this statement does not hold nearby resonances attributed to a certain `-wave state. In
such a case a particular partial wave cross section may contribute dominantly despite
that `� klvdW.

So far we have discussed and analyzed the behavior of the scattering process at
high-energies. In the low-energy regime the colliding energy E approaches zero, which
is the energy threshold (E = 0) for scattering processes, meaning that for energies below
it the system is considered to be bound. Moreover, the bound states of the interatomic
potential which lie nearby the threshold affect the collision properties of the atom-pair
at low-energies. This intriguing threshold behavior of the atomic scattering constitutes
the main subject of the following section.

1.4 The scattering properties of the low-energy regime

In the previous section we defined the phase shift δ`(k) which obviously is a function of
the total colliding energy. Thus in order to understand the properties of the collisions
at low-energies E = ~2k2/2µ it is essential to investigate how the phase shift of any `
depends on k. This dependence on the momentum as k → 0 is called Wigner threshold
behavior. Here we will consider for convenience the Lippmann-Schwinger equation for
the radial wave function uk,`(r) for a general short-range potential V (r)2 :

uk,`(r) =

√
2µk

π~2
rj`(kr) +

∫ ∞

0
dr′G`(r

′, r)V (r′)uk,`(r
′), (1.18)

where G`(r
′, r) is the radial free particle Green’s function, which reads:

G`(r
′, r) = −2µk

~2

{
rj`(kr)r

′η`(kr
′) for r < r′

r′j`(kr
′)rη`(kr) for r > r′

2Without loss of generality we assume initially that V (r) falls off asymptotically faster than any
power of r. Later we will define the threshold behavior of the colliding pair for ∼ 1/rn potentials with
n > 3.
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The first term of Eq. (1.18) is the regular solution of the “homogeneous” Schrödinger
equation (V ≡ 0). For r > r′, i.e. large separation distances, one can obtain an
implicit equation for the phase shifts by inserting the corresponding expression of the
free particle Green’s function (Eq. (1.18)). Then the phase shifts are given according
to the following expression:

tan δ`(k) = −
√

2µπk

~2

∫ ∞

0
dr′r′j`(kr

′)V (r′)uk,`(r
′). (1.19)

Assuming that the potential V (r) possesses no bound state, the wave function
uk,`(r

′) close to the origin will not have a rapid oscillatory behavior. Thus, in a first
order approximation the term uk,`(r

′) in Eq. (1.19) can be substituted by the regular
solution j`(kr

′) yielding to the following relation:

tan δ`(k) ≈ −2µk

~2

∫ ∞

0
dr′r′2j2` (kr

′)V (r′), (1.20)

which constitutes the so-called first-order Born approximation and allows us to de-
scribe in an efficient way the properties of the phase shifts at low-energies. Moreover,
Eq. (1.20) shows that for energies slightly above the threshold if the potential V (r) is
positive the phase shifts decreases and if V (r) < 0 the tan δ`(k) increases. The latter
can be easily verified for a spherical well potential. However, we should mention at this
point that this behavior of the phase shifts doesn’t hold for potentials which are deep
enough to support bound states.

Since V (r) falls off asymptotically faster than any power of r we can extract the
threshold behavior of the phase shifts. According to Eq. (1.20) for kr → 0 the spherical
Bessel j`(kr) is proportional of (kr)` and consequently the phase shifts δ`(k) depend
linearly on k2`+1,

δ`(k) −−−→
k→0

nπ − a`k
2`+1, (1.21)

where the k2`+1 energy dependence of the phase shifts is the Wigner threshold law, the
term nπ emerges due to the modulo π ambiguity of the trigonometric functions and the
term a` is some real constant, known as scattering length. Note that only for ` = 0 this
constant possesses the units of a length; nonetheless in the following we will use the
same terminology for ` 6= 0. As we will see below the scattering length is of exceptional
importance since it permits us to retrieve information for the interatomic potential
without knowing its specific details and thus characterizes the resonant phenomena of
the collisional physics.

As we already mentioned above the general result of Eq. (1.21) is the first order
Born approximation. A second order Born approximation results to additional energy
corrections in Eq. (1.21). In total, the first and second order approximation yield the
effective range theory [54, 55] with which one can describe more explicitly the near-
threshold behavior of elastic collisions:

k2`+1 cot δ`(k) = − 1

a`
+

1

2
r`k

2, (1.22)

9



1. QUANTUM COLLISIONS IN FREE SPACE

where r` is the effective range parameter and depends on the details of the potential
V (r).

At this point we should remark that Eqs. (1.21) and (1.22) do not hold for short
range power law potentials, i.e. potentials that fall off as ∼ 1/rn with n > 3. This can
be understood by inserting the V (r) ∼ 1/rn potential in Eq. (1.19). In this case even for
small k the integral has contributions at large r leading to a divergence. Nevertheless,
the Wigner threshold law can be generalized for inverse power potentials, where the
threshold behavior of the phase shifts in Eq. (1.21) is still valid for ` < (n−3)/2 whereas
for ` > (n− 3)/2 we have that:

tan δ`(k) −−−→
k→0

O(kn−2). (1.23)

Eq. (1.23) manifests that the threshold behavior of the elastic scattering phase shifts
is imposed only by the r-dependence of the tail of the interatomic potential.

Summarizing the results of the effective range theory for inverse power potentials
leads us to the fact that the scattering length is only defined for ` < (n−3)/2, where the
integral in Eq. (1.20) converges. In a similar way, the convergence of the second order
Born approximation, namely the condition ` < (n − 5)/2, ensures that the effective
range parameter is well defined. However, Gao in Ref.[56] extends the effective range
theory by means of the quantum defect theory permitting the definition of generalized
scattering lengths and effective range parameters for any angular momentum `.

Having understood so far the energy dependencies of the phase shifts at low-energy
collisions it is instructive to calculate and study the s-wave scattering length and the
corresponding wave function for the Lennard-Jones 6-12 potential. We focus only on the
s-wave case since in the low-energy regime it is the only partial wave which contributes
in the collisional process. Then the s-wave scattering length from Eq. (1.22) for k → 0
reads:

as = − lim
k→0

tan δ0(k)

k
(1.24)

By solving numerically the corresponding collision problem we calculate the phase shift
related to the s-partial wave and from Eq. (1.24) for k → 0 we obtain the scattering
length.

Fig.1.4 illustrates the s-wave scattering length as function of the absolute value
of the minimum of the Lennard-Jones potential, where the minimum is given by the
expression, Vmin = −C2

6/4C12. We observe that as the potential minimum increases,
i.e. becomes more attractive, the scattering length possesses divergences and abruptly
changes its sign. These divergences are attributed to resonant phenomena which occur
in low-energies and consequently are known as zero-energy resonances. The blue stars
in Fig.1.4 indicate three cases for the s-wave scattering length (a) as < 0, (b) as > 0 and
(c) as = 0. For these three cases the behavior of the wave function changes completely
as Fig.1.5 depicts in panels (a)-(c).

In the case where the scattering length is negative we observe in Fig.1.5(a) that the
scattering wave function (red solid line) possesses a phase shift less than π/2 from the
free particle wave function (dashed line). This relation between the negative scattering

10



*

*
*
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(b)
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Figure 1.4: The scattering length as as a function of the minimum of the potential,
|Vmin|. The dashed lines indicate the divergences of the scattering length and the blue
asterisks refer to (a) as < 0, (b) as > 0 and (c) as = 0.

length and the corresponding phase shift can be understood in Fig.1.5(d) where we
observe that for a phase shift less than π/2 the dotted line, which is the the asymptote
of the scattering wave function, will intersect the horizontal axis at the negative val-
ues. This intersection point is the scattering length. Similarly, in Fig.1.5(b) the wave
function is shifted more than π/2 from the free solution thus resulting in a positive
scattering length. This occurs since the asymptote of the wave function illustrated
in Fig.1.5(e) crosses the horizontal axis at its positive values yielding as > 0. In the
case where as = 0 (see Fig.1.5(c)) we observe no phase lag between the scattering and
free particle wave functions. Hence, the asymptote of the wave function crosses the
horizontal axis at the origin (see Fig.1.5(f)).

Fig.1.6 provides us with intuitive pictures about the sign, the divergences and the
zero crossings of the scattering length. More specific, Fig.1.6(a)-(c) depict the cases of
as < 0, as > 0 and as = 0, where the solid green lines refer to the bound states of
interatomic potential, the dashed green lines indicate the virtual states3 and the blue
fading area represents the continuum. In Fig.1.6(a) we observe that as the potential
becomes attractive forms a virtual state just above the threshold which pulls the wave
function towards to the origin resulting in a negative scattering length. By tuning the
potential to be more attractive (see Fig.1.6(b)) the virtual state crosses the threshold

3With the term virtual states we refer to quasi-bound states.
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(c)

(f)(e)(d)

(a) (b)

Figure 1.5: The radial wave function uk,`=0(r) versus the separation distance r. The
panels (a)-(c) depict the wave function (red solid lines) being shifted from the free
particle solution (dashed line) for the given scattering lengths (a)-(c) of Fig.1.4. The
panels (d)-(f) consist zoom in plots close to the origin of panels (a)-(c), respectively.
The dotted lines represent the asymptote of the wave function which intersects the
horizontal axis to a point whose abscissa is the scattering length.

and becomes a true bound state slightly below the threshold, therefore the potential
acts effectively as a repulsive one and pushes the wave function away from the origin
yielding a positive scattering length. In Fig.1.6(c) the potential is more deep than the
previous case and the corresponding bound state is away from the threshold whereas
simultaneously the next virtual state approaches it. This leads to a destructive inter-
ference effect where the bound state repels the wave function from the origin and on
the other hand the virtual state pulls the wave function close to it. The result of this
interference is that the wave function behaves as if there is no potential yielding a zero
scattering length. Note that this pattern of virtual state turning into bound repeats
itself as the depth of the potential increases.

We have shown so far that the sign and the zero of the scattering length is related
to the presence or not of a bound state nearby the threshold. Essentially, this means
that the scattering length provides us with valuable and universal information for the
spectrum of the interatomic potential around the threshold without addressing its de-
tails. Another aspect of as is its divergences which according to the intuitive pictures
that we have discussed above emerge when the virtual state is right at the threshold.
Consequently, this virtual state is transformed into a weakly bound state and the cor-
responding scattering length becomes singular. The resonances which are induced by
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Figure 1.6: A schematic illustration of the VLJ(r) potential for the cases (a), (b) and
(c) of Fig.1.4. The green solid (dashed) line refers to a bound (virtual) state and the
fading blue area represents the continuum.

weakly bound states are referred to as zero-energy resonances. This remarkable relation
between resonances and bound states turns out to be valid for any potential, and is
known as the Levinson’s theorem.

1.5 Resonances

An important feature of the resonant phenomena is that they provide us essentially with
the ability to control the scattering length and therefore the interactions between the
two atoms. In the previous section we investigated the two-body collisional properties
in the low-energy regime. This insightful analysis resulted in the observation of the
zero-energy resonances and lead us to an explicit determination of their physical origin.
However, we should clarify that this is not the only resonant mechanism which appears
in two-body collisions. The additional mechanisms on atom-atom scattering can be
classified into two major categories: the potential or shape resonances and the Fano-
Feshbach resonances [4]. The potential resonances appear in systems with one degree
of freedom and from this perspective they do not differ much from the zero-energy
resonances. On the contrary Fano-Feshbach resonances are manifested in systems which
possess several degrees of freedom and their nature is intrinsically different from the
case of the potential resonances.

1.5.1 Potential resonances

In this particular case the resonant phenomena occur due to a potential barrier which
separates the configuration space into an inner and outer region which are located at
small and large separation distances r, respectively.

As an instructive example of this situation we consider atomic collisions with angular
momentum ` 6= 0 where the two atoms interact via an effective potential emerging from
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0

Figure 1.7: A schematic illustration of the effective potential, i.e. VLJ(r) with the
centrifugal barrier for ` 6= 0. The dashed green line indicates the quasi-bound state
with energy Eres, the solid black line refers to the energy E of the incoming wave
function and the dotted double arrow depicts the coupling between the inner and outer
region of the effective potential.

the repulsive centrifugal forces and the two-body interaction VLJ(r).

Veff(r) = VLJ(r) +
~2`(`+ 1)

2µr2
, (1.25)

The potential of Eq. (1.25) is illustrated in Fig.1.7 indicated by the red line, where
the repulsive barrier can be interpreted as a coupling (dotted double arrow) of the inner
and outer regions. In the inner region the interplay of the centrifugal and the Lennard-
Jones interactions results into a potential curve which supports bound and quasi-bound
(green dashed line) states whose energy is negative or positive, respectively. The po-
tential resonances which occur in such a set up are related to these quasi-bound states.
More specific, the resonant mechanism is based on the fact that the energy of these
states is very close to the energy E of the incoming two-body wave function. Thus, as
the wave function approaches the repulsive barrier from the outer region, it penetrates
it and becomes resonant with the corresponding quasi-bound state yielding a divergence
in the scattering length or an enhanced peak in the cross section. The weakly bound
states of the potential of Eq. (1.25) do not participate in any resonant mechanism. This
can be understood from the fact that the weakly bound states energetically are placed
below the threshold thus at these energies the ∼ 1/r2 tail of the potential in Eq. (1.25)
shields completely the inner region and the wave function cannot probe it.
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1.5.2 Fano-Feshbach resonances

Another important resonant mechanism is the Fano-Feshbach resonance. This partic-
ular type of resonances appears commonly in atomic and nuclear physics, and it has
been extensively studied by physicists like Ugo Fano [57, 58, 59] and Herman Feshbach
[60, 61]. In contrast to the zero- and potential resonances that we have discussed so
far the Fano-Feshbach effect has a completely different origin. Specifically, the above
mentioned resonant phenomena are considered in the framework of single channel scat-
tering theory meaning that the two atoms do not possess any internal structure. The
Fano-Feshbach effect occurs in systems where the colliding atoms have internal struc-
ture, namely spin degrees of freedom, and are better treated in the framework of the
multichannel scattering theory.

In order to exemplify this type of resonances, we consider a system of two atoms
where each one has composite spin degrees of freedom and the atom collision is per-
formed in the low energy regime such that only the s-partial wave contributes. Then
the corresponding wave function reads:

ψ(r) =
∑

α

uα,k,`=0(r)

r
P`=0(cos θ) |χα〉 (1.26)

where |χα〉 is the wave function that describes the spin degrees of freedom. Additionally,
the corresponding Hamiltonian is written as:

H =
p2

2µ
+ VLJ(r) +Hs + V s(r), (1.27)

where the term Hs is the operator which acts only on the spin wave function, namely
Hs |χα〉 = Eα |χα〉. The term V s(r) is the potential which couples the correspond-
ing spin states χα with the radial wave function uα,k,0(r). Then, the corresponding
Schrödinger equation yields the following coupled form:

[
− ~2

2µ

d2

dr2
+VLJ(r)+V

s
α,α(r)+Eα

]
uα,k,0(r)+

∑

α6=α′
V s
α,α′(r)uα′,k,0(r) = Euα,k,0(r), (1.28)

where Eα = 〈χα|Hs |χα〉 are the energies of the state |χα〉 which for our convenience
we assume that are non-degenerate. In Eq. (1.28) we observe that it becomes fully
decoupled when the off-diagonal terms V s

α,α′(r) vanish for r → ∞ resulting in the
following effective potential:

Vα(r) = VLJ(r) + V s
α,α(r) + Eα, (1.29)

where each potential curve Vα(r) approaches the corresponding eigenvalue Eα as r →
∞, defining in this manner a channel.

Having clarified the terminology of channels we can now distinguish them into
energetically open or closed channels. We assume that a channel is open when the
total colliding energy E of the atom pair is larger than a particular Eα eigenvalue,
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0

Closed channel

Open channel

Figure 1.8: A schematic illustration of the Fano-Feshbach resonances for a two channel
model: the open channel (red line) contains the total collisional energy E (blue line)
of the incoming wave function and the closed channel (green line) whose threshold is
energetically larger than E contains a bound state (green dashed line) which is very
close to E. The dotted double arrow represents the coupling between the potential
curves of the open and closed channel.

E > Eα, whereas if E < Eα then we refer to the corresponding channel as a closed one.
Consequently, the motion in the open channels is considered to be unbound, namely
the radial wave function uα,k,0(r) possesses an oscillatory behavior in the asymptotic
regime, whereas in the case of closed channels the motion is bounded and the corre-
sponding wave function vanishes as r → ∞. From this perspective it becomes clear
that the closed channels possess only bound states.

In the following, we restrict our discussion to the case of two channels, where one is
considered to be open and the other one is closed. This two channel model is schemat-
ically represented in Fig.1.8, where the open (closed) channel is depicted by the red
(green) potential curve. We observe that in the asymptotic regime there is an energy
gap between the thresholds of the open and the closed channel, where the total colliding
energy E (blue solid line) lies energetically just above the open channel. Additionally,
the dotted double arrow represents the coupling namely it refers to the Vα,α′-terms
in Eq. (1.28) among the red and green potential curves. The collision is performed
in the open channel but due to the coupling terms a Fano-Feshbach resonance occurs
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when the bound state of the closed channel (green dashed line) with energy Eres is
energetically close enough to the total energy E of the open channel. Actually, in
a nutshell we can say that the Fano-Feshbach scenario arises from the coupling of a
discrete spectrum to a continuum. Obviously this scenario differs from the resonant
mechanisms of the single-channel resonances, i.e. zero-energy and potential resonances
which we have discussed in the previous sections. An additional difference between
Fano-Feshbach and single-channel resonances consists in the corresponding line shape
of their cross sections. The cross section for single-channel resonances possess a sym-
metric, Lorentzian-like line shape (see Fig.1.3 in section 1.3), whereas the line shape
of the cross section for a Fano-Feshbach resonance is asymmetric. More specific, the
cross section in this case possesses a peak and a minimum due to constructive and
destructive interference, respectively, of the bound state with a continuum state.

The most fascinating feature of the Fano-Feshbach resonances is that they can be
easily realized and probed in experiments, in contrast to the zero-energy and potential
resonances. The controllability of this type of resonances permits us to control, by
adjusting the s-wave scattering length, either the sign or the strength of the interactions
of the atomic ensemble. The adjustment of the scattering length can be achieved either
by tuning a magnetic or an optical Fano-Feshbach resonance [62, 63]. Apart from
changing the two-body interactions, the Fano-Feshbach resonances can be used for the
production of ultracold molecules, known as Feshbach molecules [64].

1.6 Pseudopotential theory

The pseudopotential approximation to the interatomic interaction is an ubiquitous tool
for the theoretical description of ultracold gases. The atomic interactions are modeled
in terms of a contact potential containing an additional operator known as the regular-
ization operator. The basic idea of introducing delta potentials lies in the fact that the
study of the macroscopic behavior of ultracold gases, for example, becomes complicated
by using the real two-body potential. Thus in order to simplify the theoretical calcu-
lations we substitute the true interactions by structureless potentials, namely delta
functions. These contact interactions are “normalized“ in such a way that they mimic
correctly the impact of the real potential on the wave function.

We will focus in the low-energy regime where the dominant s-wave interactions of
the two-body collisions can be conveniently modeled by the following pseudopotential:

Vpseudo(r) = gδ(r) Ô, (1.30)

where g is the coupling constant and Ô is the regularization operator, which acts on
the wave function.

We would like to remark that the pseudopotential has this specific form for two
reasons. The first of them lies in the fact that the “bare” delta function in three
dimensions cannot lead to scattering. This can be conveniently understood by consid-
ering collisions with an impenetrable wall which has width R∗. Then the corresponding
scattering length is equal to the width of the wall, namely as = R∗. Now in order to
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recover the delta function we set the width of the impenetrable wall to go to zero
(R∗ → 0). Consequently the scattering length goes to zero as well, meaning that no
scattering can occur. Intuitively, we can think of the wave function going around the
singularity of the delta function without being affected, since the configuration space
is three dimensional.

On the other hand as we have mentioned above, Eq. (1.30) mimics by construction
the behavior of a realistic potential. We recall that for the true interatomic potential
the scattering wave function for s-partial waves is ψ(r) = uk,0(r)/r ∼ 1 − as/r. One
can immediately observe that the action of the bare δ(r) on this wave function is
meaningless, since it becomes singular as r tends to zero. Mainly, this “pathological“
behavior arises from the fact that the delta function is zero everywhere except for r = 0.
In this particular case the asymptotic regime is right after r = 0 where ψ(r) diverges.4

Hence, in order to recover such anomalies we introduce an operator Ô which regularizes
the wave function ψ(r) of the real potential.

Having understood the importance of the operator Ô we can now proceed and
rigorously define it, together with the coupling constant g. As we have mentioned
above the scattering wave function has the following form:

ψ(r) =
uk,0(r)

r
∼ r − as

r
, (1.31)

where we observe that the reduced wave function uk,0(r) is regular at the origin.
It is obvious that uk,0(r) satisfies the Bethe-Peierls boundary condition [65] at the

origin:
u′k,0(r)

uk,0(r)

∣∣∣∣
r=0

= − 1

as
, (1.32)

The Schrödinger equation then reads:

− ~2

2µ
∆

(
uk,0(r)

r

)
+ gδ(r)

(
Ô
uk,0(r)

r

)
= E

uk,0(r)

r
(1.33)

Now we calculate the action of the Laplacian on uk,0(r)/r = uk,0(0)/r + [uk,0(r)−
uk,0(0)]/r which we modify according to Ref.[66], isolating in this manner the singular
part of uk,0(r)/r.

∆

(
uk,0(0)

r
+
uk,0(r)− uk,0(0)

r

)
= −4πuk,0(0)δ(r) +

1

r
u′′k,0(r)−

1

~2r2
L̂2

(
uk,0(r)

r

)
,

(1.34)
where the Laplacian ∆ is expressed in spherical coordinates. the second term in
Eq. (1.34) refers to the centrifugal forces which in our case are zero since we have ini-
tially considered only s-partial wave contributions. Substituting Eq. (1.34) in Eq. (1.33)
we get the following equation:

− ~2

2µ

1

r
u′′k,0(r) +

2π~2

µ
uk,0(0)δ(r) + gδ(r)

(
Ô
uk,0(r)

r

)
= E

uk,0(r)

r
. (1.35)

4Note that in our previous discussions we did not face such difficulties since the interatomic potential
possessed some structure and consequently V (r) = 0 at r → ∞, where the wave function is well behaved.
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By calculating the integral
∫ ε
0 (. . .)4πr

2dr of Eq. (1.35) and taking the limit of ε → 0
we obtain:

2π~2

µ
uk,0(ε → 0) + g

(
Ô
uk,0(r)

r

)∣∣∣∣
r=0

= 0. (1.36)

Now we substitute Eq. (1.32) in Eq. (1.36) and we get:

−2π~2

µ
asu
′
k,0(ε→ 0) + g

(
Ô
uk,0(r)

r

)∣∣∣∣
r=0

= 0 (1.37)

or equivalently,

g

(
Ô
uk,0(r)

r

)∣∣∣∣
r=0

=
2π~2as
µ

d

dε

(
ε · uk,0(ε)

ε

)∣∣∣∣
ε=0

≡ 2π~2as
µ

d

dr

(
r · uk,0(r)

r

)∣∣∣∣
r=0

, (1.38)

from which we obtain the coupling constant g = 2π~2as/µ and the expression for the
regularization operator Ô ≡ d

dr

(
r ·

)
. Hence, the pseudopotential of Eq. (1.30) can

be rewritten as follows:

Vpseudo(r) =
2π~2as
µ

δ(r)
d

dr

(
r ·

)
, (1.39)

which is known as the Fermi-Huang’s pseudopotential [67, 68, 69].

1.7 Brief summary

In this chapter we have presented the main focus points of the non-relativistic quantum
theory of two-body collisions. More specifically, we defined the corresponding scatter-
ing observables such as the scattering amplitude and the cross section and we have
demonstrated the general aspects of the partial wave expansion. Additionally, we have
studied the properties of the low-energy collisions yielding an insightful scattering pa-
rameter, the scattering length. We have clarified rigorously and with intuitive pictures
the importance of the scattering length and its relation with the resonant scattering
phenomena which in return result in the control of the two-body interactions. How-
ever, the discussion in this chapter has been restricted on two atom systems which
interact in free space. Naturally one might wonder if the scattering process and the
corresponding physics of such systems undergoes modifications in the presence of an
external confinement. This is the point that we are going to address in detail in the
following chapter.
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Chapter 2

Ultracold collisions in

quasi-one-dimensional geometries

Reduced dimensionality in degenerate ultracold atomic gases plays a key role for the
experimental realization and theoretical investigation of exotic quantum phases such as
the Tonks-Girardeau gas [8], which consists of a one-dimensional gas of impenetrable
bosons repelling infinitely each other. The macroscopic properties of such many-body
phases crucially depend on the collisional physics and the influence of the trapping
potential. Hence, atomic collisions in quasi-one-dimensional waveguides constitute a
fundamental system for studying the effects of the reduced dimensionality. Indeed, in
two-body collisions, the confinement implies significant modifications on the scatter-
ing properties of the colliding pair. Existing theoretical studies on bosonic collisions
show that resonant scattering can be induced by the confinement, yielding the so-called
confinement-induced resonance (CIR) effect [70, 71]. A CIR emerges when the length
scale of the confinement becomes comparable to the s-wave scattering length of the
colliding bosons and it is interpreted as a Fano-Feshbach-like resonance. This remark-
able effect paved the way for the experimental realization of the Tonks-Girardeau gas
[11] and the Super-Tonks-Girardeau gas [12] in cigar-shaped traps. The latter is the
equivalent of the Tonks-Girardeau gas with the interactions being infinitely attractive.

In this chapter we will discuss explicitly the effect of CIR clarifying its physical
origin. In addition, we will briefly overview the confinement-induced processes in several
systems providing a bird’s eye on the current theoretical and experimental advances.
In the last two subsections of this chapter we will focus on two-body collisions in the
presence of a harmonic waveguide beyond the s-wave interactions including in this
manner higher angular momentum contributions. This permits us to study the impact
of the reduced dimensionality on the atomic pairs which interact with a certain angular
momentum extending the scope of the CIR physics.
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Figure 2.1: A schematic illustration of bosonic collisions in the presence of transversal
harmonic waveguide.

2.1 s-wave interacting bosons in harmonic waveguides

In this section we will explicitly discuss the impact of the confinement on the scattering
processes. As it was shown in the seminal work of Olshanii et al. [9], the resonant
scattering in the presence of a confining potential yields a new type of resonances,
namely CIR. Thus, in the following subsections we will mainly focus in studying the
relevant physics and clarifying the physical origin of CIR.

2.1.1 Hamiltonian and scattering observables

We assume two-body collisions of identical bosons in a waveguide with their transversal
degrees of freedom being confined by a harmonic oscillator potential. The harmonic
confinement permits the separation of the center of mass and relative motion yielding
a single-particle Hamiltonian with a scatterer fixed at the origin for the relative degree
of freedom. The relative Hamiltonian expressed in cylindrical coordinates reads

H(z, ρ, φ) = − ~2

2µ

(
∂2

∂z2
+

∂2

∂ρ2
+

1

ρ

∂

∂ρ
+

1

ρ2
∂2

∂φ2

)
+

1

2
µω2
⊥ρ

2 + Vps(r), (2.1)

where r = r1 − r2 is the relative coordinate of the two bosons, and Vps(r) is the pseu-
dopotential which models the s-wave interatomic interaction as we already discussed
in the section 1.6 of chapter 1.

The symmetry of the transversal potential, 1
2µω

2
⊥ρ

2, implies that the scattering
solutions should be expanded in an axially symmetric basis. Such a basis set are the
eigenstates of the two-dimensional (2D) harmonic oscillator which satisfy the following
Schrödinger equation:

[
− ~2

2µ

(
∂2

∂ρ2
+

1

ρ

∂

∂ρ
+

1

ρ2
∂2

∂φ2

)
+

1

2
µω2
⊥ρ

2

]
Φ̃n,m(ρ, φ) = En,mΦ̃n,m(ρ, φ), (2.2)

22



where Φ̃n,m(ρ, φ) are the eigenfunctions of the 2D harmonic oscillator, m is the az-
imuthal quantum number and En,m = ~ω⊥(n + |m| + 1) is the transversal energy
spectrum of the 2D harmonic oscillator, with n = 2nρ = 0, 2, 4, . . . being the principal
quantum number.

The spherical symmetry imprinted by the pseudopotential, Vps(r), leads to a sep-
aration of the azimuthal φ angle from the ρ coordinate in Eq.(2.2). The latter means
that during the collision no virtual excitations will occur with respect to the m quan-
tum number. However, virtual excitations will emerge with respect to the principal
quantum number n, which will be taken into account in the calculation given below.

We focus on the single mode regime, where the collision takes place in the ground
state of the transversal confinement with angular momentum m = 0 and represents the
only “open channel”. The latter means that the total energy of the pair collision is
limited between the ground and the first excited axially symmetric transversal state

En=0,m=0 6 E < En=2,m=0. (2.3)

Furthermore, the above-mentioned independence on the angle φ results in the fol-
lowing simplified Schrödinger equation of the corresponding Hamiltonian Eq. (2.1):

[
− ~2

2µ

(
∂2

∂z2
+

∂2

∂ρ2
+

1

ρ

∂

∂ρ

)
+

1

2
µω2
⊥ρ

2 + Vps(r)

]
Ψ(z, ρ) = EΨ(z, ρ), (2.4)

where the colliding energy E asymptotically can be written as E = E‖ + En=0,m=0,

which is defined as the sum of the longitudinal kinetic energy E‖ =
~2

2µ
k2 and the energy

of the transverse ground state En=0,m=0 = ~ω⊥. Hence, the eigenmode n = 0 of the
transverse confinement will be considered as the energetically open channel, whereas the
eigenmodes for n 6= 0 will be regarded as closed ones. Due to the constraint of Eq.(2.3)

the momentum k is limited according to the relation k <

√
2µ

~2
(En=2,m=0 − En=0,m=0).

Here, Ψ(z, ρ) denotes the full 2D axially symmetric solution, which can be expanded
in the Φ̃n,0(ρ, φ) ≡ Φn(ρ) basis

Ψ(z, ρ) =

∞∑

n=0

Cn(z)Φn(ρ) (2.5)

where we sum over all even n due to the bosonic symmetry.
Substituting Eq.(2.5) into Eq.(2.4), multiplying by 2πρΦ∗n(ρ), integrating and using

Eq.(2.2) yields the following equation for the functions Cn(z):

[
− ~2

2µ

∂2

∂z2
+ En,m=0 −E

]
Cn(z) = −

∫ ∞

0
Φ∗n(ρ)Vps(r) Ψ(z, ρ) 2πρdρ. (2.6)

By solving Eq.(2.6) for n = 0 we obtain the scattering wave function C0(z) in the
open channel which has the following asymptotic form:
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C0(z) = cos(kz) + fe,se
ik|z|, for |z| → ∞, (2.7)

where fe,s is the one-dimensional scattering amplitude of the s-wave interaction which
describes the even scattered waves.

For n > 0, Eq.(2.6) with Vps(r) ≡ 0 provides us with the solution for the virtual
excitations associated with the closed channels, which decay exponentially according
to the relation

Cn(z) = An,se
−

√

n
2
−
(

ka⊥
2

)2
2|z|
a⊥ , (2.8)

where the coefficients An,s refer to the s-wave interaction and denote the transition
amplitudes from the transverse ground state to the n-th excited state.

In the case of the s-wave pseudopotential we substitute Eq.(2.7) into Eq.(2.6) for
n = 0 and Eq.(2.8) into Eq.(2.6) for n > 0 and integrate over the z variable, respectively,
in the interval [−ε, ε] with ε→ 0. Finally, we obtain the following relations for the one-
dimensional scattering amplitude and the transition amplitudes:

fe,s = −i2as(E)
√
π

ka⊥
ηs ; An,s = −as(E)

√
πηs

/√
n

2
−
(
ka⊥
2

)2

, (2.9)

where the as(E) is the s-wave energy dependent scattering length as it is defined
in Ref.[72] with E referring to the total colliding energy. ηs is the regularized part of
the wave function Ψ in the limit r → 0, which is given by the expression:

ηs =
d

dz
[zΨ(z, ρ = 0)]

∣∣∣∣
z→0+

. (2.10)

Then we substitute Eqs. (2.7), (2.8) and (2.9) in Eq. (2.5) yielding the following
relation for the wave function:

Ψ(z, ρ) =

[
cos(kz)− i

2as(k)
√
π

ka⊥
ηse

ik|z|

]
Φ0(ρ)− as

√
πηsΛ(z, ρ), (2.11)

where the function Λ(z, ρ) is given by the expression

Λ(z, ρ) =
∞∑

n=2

e
−

√

n
2
−
(

ka⊥
2

)2
2|z|
a⊥

√
n
2 −

(
ka⊥
2

)2 Φn(ρ). (2.12)

Since now we have the explicit form of the wave function we can substitute it in
Eq. (2.10) and derive the explicit form of the ηs constant which reads:

ns =
1

a⊥
√
π

1

1 + i2as(E)
ka2⊥

+ as(E)
a⊥

d
dz [zΛ(z, ρ = 0)]|z→0+

. (2.13)
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However, we remark that the series Λ(z, ρ = 0) are not converging uniformly as z
tends to zero. Thus, by regularizing1 the divergent series Λ(z, ρ = 0) we obtain that :

d

dz
[zΛ(z, ρ = 0)]

∣∣∣∣
z→0+

= ζ

(
1/2, 1 −

(
ka⊥
2

)2)
= c1(k), (2.14)

where ζ(·, ·) is the Hurwitz zeta function and for ka⊥ � 1 we have that c1 ≈ −1.46035.
Consequently, using Eqs. (2.13) and (2.14) in Eq. (2.9) we obtain the explicit form for
the scattering amplitude of s-wave interacting bosons in the presence of a harmonic
trap:

fe,s = − 1

1 + ika⊥

(
− a⊥

2as(E) −
c1
2

) . (2.15)

Unlike, to the free space case, the scattering amplitude of Eq. (2.15) can not be
related to a cross section, since asymptotically, r → ∞, the corresponding Schrödinger
equation (see Eq. (2.4)) becomes separable and is reduced to a one-dimensional equation
of motion along the z degree of freedom. However, the equivalent of the cross section
in one dimension is the transmission coefficient T and it is related to the scattering
amplitude according to the relation2 :

T = |1 + fe,s|2 =
∣∣∣∣1−

1

1 + ika⊥

(
− a⊥

2as(E) −
c1
2

)
∣∣∣∣
2

. (2.16)

In Eq. (2.16) we observe that for as(E)/a⊥ → −1/c1 the transmission coefficient
T tends to zero. The latter means that for a particular value of the ratio as(E)/a⊥
the two bosons inside the waveguide interact strongly which is manifested as total
reflection. Somewhat counterintuitive in this particular system the interatomic inter-
actions are enhanced not at as(E) → ∞ as we already discuss in chapter 1 but at
finite value of the scattering length. This remarkable resonant phenomenon is known
as confinement-induced resonance (CIR) for s-wave interactions and the corresponding
resonance condition reads:

as(E)

a⊥
= −1/c1 = 0.68, (2.17)

where Eq. (2.17) simply means that when the s-wave scattering length becomes nearly
the half of the harmonic oscillator length then the collisions inside the waveguide are
becoming resonant. Interestingly, Eq. (2.17) possesses universal characteristics since it
does not depend on the specific form or the details of the interatomic interactions. An
additional fascinating feature of the resonance condition in Eq. (2.17) is that it can be
met either by tuning the s-wave scattering length, i.e. by means of a Fano-Feshbach
resonance, or by adjusting the confinement frequency such that the ratio as(E)/a⊥
obtains the particular value given by c1.

1A detailed analysis on the regularization technique is provided in subsection 2.4
2For more details on the connection of the scattering amplitude and the transmission coefficient T

see subsection 2.1.2
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At this point we should remark that the constant c1 arises from the virtual excita-
tions of the two bosons over all the eigenmodes of the transversal potential. This means
that the two atoms during the collision perform virtual transitions over the closed chan-
nels, since the interatomic potential couples all the spatial degrees of freedom as r → 0.
Consequently, these transitions act collectively on the atom pair and after the collision
result into the appearance of a resonance, namely the CIR, at a finite value of the
s-wave scattering length.

2.1.2 The effective one-dimensional Hamiltonian

In the following we discuss the mapping of the Hamiltonian of Eq. (2.1) on to an
effective one-dimensional Hamiltonian which encapsulates all the relevant scattering
information. In order to achieve this goal we start from the expression of the asymptotic
wave function of the full Hamiltonian. Hence, from Eqs. (2.5), (2.7) and (2.15) we
obtain:

Ψ(z, ρ) =

(
cos(kz) + fe,se

ik|z|

)
Φ0(ρ), for |z| → ∞, (2.18)

with fe,s = −1/
[
1 + ika⊥

(
− a⊥

2as(E) −
c1
2

) ]
.

We observe that at |z| → ∞ only the n = 0 term of the Eq. (2.5) survives since all
the higher order terms for n 6= 0 vanish exponentially (see Eq. (2.8)). Additionally, it is
evident that the wave function in the asymptotic regime is written as a product of wave
functions that describe separately the z and ρ degree of motion since in this region the
pseudopotential is zero. Interestingly, we observe that all the scattering information
is embedded in the part of the wave function which refers to the z degree of freedom.
Thus, we can substitute the pseudopotential with an effective potential which acts only
on z component and provides us with a wave function equivalent to that of Eq. (2.18).
We assume that the effective potential has the following simple form:

U1D(z) = g1Dδ(z), (2.19)

where g1D is the coupling strength and is regarded as the effective interaction among
the two atoms. Then the corresponding Hamiltonian can be expressed as H ′(z, ρ, φ) =
Heff(z)+H⊥(ρ, φ) which is fully separable and the terms Heff(z) and H⊥(ρ, φ) are given
by the relations:

Heff(z) = − ~2

2µ

∂2

∂z2
+ U1D(z), and H⊥(ρ, φ) = − ~2

2µ
∆ρ +

1

2
µω2
⊥ρ

2, (2.20)

where ∆ρ is the Laplacian expressed in polar coordinates.
Hence, by integrating out the ρ component in the Schrödinger equation of the H ′

Hamiltonian we get the following reduced Schrödinger equation:

(
− ~2

2µ

∂2

∂z2
+ U1D(z)

)
ψ1D(z) = Ezψ1D(z), (2.21)
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Figure 2.2: The coupling strength g1D as a function of the ratio as/a⊥. The solid line
indicates Eq. (2.23) according to the pseudopotential theory. The analytical results are
compared with exact numerical calculations for the interatomic potentials of a Lennard-
Jones (stars) and a spherical well (squares). The dashed line depicts the position of
s-wave CIR.

where the wave function ψ1D(z) fulfills due to the δ function the following boundary
condition:

g1D =
~2

2µ

ψ′1D(0
+)− ψ′1D(0

−)

ψ1D(0)
. (2.22)

As we have mentioned above the effective Hamiltonian H ′ must result into a wave
function equal to the wave function of the true Hamiltonian H [see Eq. (2.1)]. Thus,
by inserting the z component of Eq. (2.18) in Eq. (2.22), we obtain the corresponding
coupling strength g1D which reads:

g1D = i
~2k

µ

fe,s
1 + fe,s

=
~2

µa⊥

2as(E)

a⊥ + c1as(E)
, (2.23)

where we observe that g1D diverges, namely g1D → ±∞, as as(E)/a⊥ → −1/c1. Then
the transmission coefficient T is defined with the help of the coupling strength and the
corresponding relation reads:

T =
1

1 + (µg1D/~2k)2
= |1 + fe,s|2 (2.24)

In Fig.2.2 we show the coupling constant g1D as a function of as/a⊥. The analytical
result (solid line) of Eq. (2.23) is compared with exact numerical calculations, where
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the interatomic potential is modeled by a Lennard-Jones potential3 6-12 (stars) or by a
spherical well (squares). We observe that the numerical and analytical calculations are
in good agreement, since they both describe the singularity exactly at as = 0.68a⊥. The
latter illustrates in a straightforward manner that the CIR effect is system-independent,
namely it does not depend on the details and the specific form of the interatomic
interaction. We should remark that the deviations between numerical and analytical
calculations in the negative branch of g1D occur due to the breakdown of the zero-range
pseudopotential theory.

Moreover, it is shown in Fig.2.2 that the effective two-body interactions change
from strongly repulsive to strongly attractive when we sweep across the position of the
resonance. Additionally, we observe that as |as/a⊥| → ∞ the coupling strength tends
to a constant value, i.e. g1D → ~2/µc1a⊥ < 0 (c1 < 0) as expected, meaning that
inside the waveguide the two particles are weakly attracted, despite the diverging as.
We recall that in the case of free space collisions the divergence of the scattering length
yields effective strong interatomic interactions. Interestingly, this intrinsic contradiction
manifests the strong impact of the confinement on the two-body collisional properties
which are significantly altered from the free space case. In the case of as tending to
zero the coupling strength is zero as well, meaning that the two atoms do not interact
with each other.

In Fig.2.3 we present the transmission coefficient T as a function of the ratio as/a⊥.
We compare the analytical results (solid line) of Eq. (2.24) with the corresponding
numerical calculations (red circles) where the two-body interactions are modeled by
the Lennard-Jones potential 6-12. We observe that the numerical simulations are in
excellent agreement with the analytical results predicting accurate enough the position
of the s-wave CIR indicated by the dashed line. At resonance the transmission is totally
suppressed manifesting in this manner strong interactions between the two atoms inside
the waveguide. In the limit of as → 0 the transmission coefficient T tends to unit, since
the atom pair does not interact yielding total transmission Moreover, the transmission
coefficient T converges to a constant as the ratio as/a⊥ tends to infinity, manifesting
similar behavior as in Fig.2.2.

Surprisingly, we observe that T in Fig.2.3 illustrates a broad variation between unity
and zero and does not exhibit a Lorentzian-like lineshape. Recalling our discussion for
Fano-Feshbach resonances in chapter 1 we mentioned that an intrinsic characteristic of
this type of resonances is their Fano asymmetric lineshape [58]. Hence, the asymmetric
lineshape of the s-wave CIR constitutes a strong evidence that the CIR is a Fano-
Feshbach type of resonance. This interpretation of CIR as a Fano-Feshbach resonance
will be the main objective of the following subsection.

3In the case of the Lennard-Jones potential we consider collisions of 133Cs atoms with dispersion
coefficient C6 = 6890 a.u.(a.u.≡ atomic units).
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Figure 2.3: The transmission coefficient T as a function of the ratio as/a⊥. The
analytical results (solid line) are compared with the exact numerical calculations (red
circles) for a Lennard-Jones potential. The dashed line denotes the position of the
s-wave CIR at T = 0.

2.1.3 Confinement-induced resonances and their physical origin

In this subsection we will clarify the origin of the CIR effect as it was shown in Ref.[10].
As we pointed out at the end of the previous subsection the CIR resonance can be
interpreted as a Fano-Feshbach resonance. Hence, we will base our analysis on the
Fano-Feshbach scheme of a partitioning of the full Hamiltonian into ground and excited
modes of the transverse harmonic confinement.

Towards this direction we consider the total Hamiltonian written in the form of
operators Ĥ = Ĥz+Ĥ⊥+V̂pseudo, where the V̂pseudo is the Fermi-Huang pseudopotential.
Additionally, we introduce the following projection operators for the ground and excited
states:

P̂g = |0〉 〈0| and P̂e =
∞∑

n=1

|n〉 〈n| , (2.25)

where |n〉 is the eigenstate of the transverse two-dimensional harmonic oscillator with
a principal quantum number n. Note that the quantum number which refers to the
axial angular momentum is chosen to be zero, namely m = 0.

Therefore acting with the projection operators on the total Hamiltonian we get Ĥg =

P̂gĤP̂g and Ĥe = P̂eĤP̂e for the ground and excited state Hamiltonian, respectively.
The coupling terms, which describe transitions from the ground to excited state and vice
versa, are given by the relations V̂ge = P̂gV̂pseudoP̂e and V̂eg = P̂eV̂pseudoP̂g respectively.
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Figure 2.4: A schematic illustration of the of the Fano-Feshbach scenario. The stars
and the squares represent the numerical calculations for the bound state energies and
the solid lines depicts the analytical results of the pseudopotential theory.

Hence, the corresponding Schrödinger equation reads:

Ĥg |ψg〉+ V̂ge |ψe〉 = E |ψg〉 (2.26)

(Ĥe −E) |ψe〉 = −V̂eg |ψg〉 ,

where the first row refers to the ground state and the second to the excited states,
which are however mutually coupled.

We remark that the Hamiltonians Ĥg and Ĥe possess a continuum threshold in-
dicated as Ec,g and Ec,e. Between these two thresholds there is an energy gap ∆ =
Ec,e − Ec,g = 2~ω⊥ > 0. Additionally, the two atoms collide with a certain amount of
energy which is larger than the threshold energy of the ground state and smaller than
the threshold energy of the excited state, namely Ec,g < E < Ec,e. The latter indicates
that the ground state serves as an open channel, whereas the excited are assumed to be
the closed ones. Hence, in this manner the resonances will occur in the open channel
when (Ĥe − E) |ψB

e 〉 = 0, where |ψB
e 〉 describes a bound state of the closed channels

with energy EB,e close to the total colliding E, namely EB,e = E.

In order to find the bound state energy EB,e of Ĥe, as a first step we will calculate

the bound state energy of the full Hamiltonian Ĥ. We recall that |ψg〉 is given in the
configuration space by the wave function ψ0(z) = eikz + fee

ik|z|, thus in the case of
resonant scattering the wave function has to vanish meaning that fe → −1; hence from
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Eq. (2.15) we find an implicit equation for the bound state energy EB which reads:

ζ[1/2, 1/2 −EB/2~ω⊥] = −a⊥/as. (2.27)

As a second step we observe that the full Hamiltonian and the Hamiltonian Ĥe can
be interchanged by a simple shift transformation. Namely, we have that Ĥe = Â†ĤÂ
with the shift operator defined by the relation Â† =

∑
n=0 |n+ 1〉 〈n|. Then, according

to this shift operation the bound state energy of Ĥe is related with the bound state
energy of the full Hamiltonian according to the expression EB,e = EB + 2~ω⊥; hence
Eq. (2.27) reads:

ζ[1/2, 3/2 − EB,e/2~ω⊥] = −a⊥/as. (2.28)

In Fig.2.4 we schematically illustrate the Fano-Feshbach scenario, where the thick
and the thin solid lines depict the analytical results for the excited bound state energy
EB,e and the bound state energy EB of Eqs. (2.28) and (2.27), respectively. The
horizontal dashed lines indicate the continuum thresholds Ec,g and Ec,e of the ground
and excited states. We observe that the analytical calculation of the bound state
energy EB is in a good agreement with the corresponding numerical calculations for
two types of interatomic potentials: the Lennard-Jones (red stars) and the square well
(blue squares). Additionally, we observe that the excited bound state energy EB,e

crosses the threshold of the ground state exactly at a⊥/as = 1.46 or as/a⊥ = 0.68
manifesting that the CIR is indeed a Fano-Feshbach resonance. Note that the latter
justifies the observation of the Fano asymmetric lineshape of the transmission coefficient
T in Fig.2.3. In addition, one should note in Fig. 2.4 on the right side of the vertical
dashed line that the energy EB,e is calculated by analytically continuing Eq. (2.28).
Therefore, the energy difference EB,e −EB is not equal to 2~ω⊥ as it occurs in the left
side of the vertical sashed line, namely for a⊥/as < 1.4603.

At this point we would like to remark that the CIR effect can be interpreted in
two ways as we have mentioned. The first one is the picture of virtual excitations and
the second is the Fano-Feshbach scenario. Remarkably, these two interpretations of
the same effect at first glance do not overlap, but as we will see in chapter 3 there is
a systematic way where the two physical pictures merge together, providing a unified
description of the CIR effect.

2.2 Confinement-induced resonant mechanisms: a brief

overview

The very intriguing perspective of resonant collisions by adjusting the confinement
of the trapping potential has triggered an immense theoretical interest in studying
confinement-induced resonant mechanisms in various systems. Therefore in this section
we will have the chance to briefly overview types of CIR which have been studied
theoretically or realized experimentally.

So far we have considered atoms of bosonic symmetry in the presence of harmonic
quasi-one-dimensional waveguide. In Ref. [13] Moore et al. presented a generalized
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theory for bosonic collisions in waveguides, where the atoms before or after the collision
were allowed to occupy the excited states of the transversal degrees of freedom. A more
detailed analysis was carried out in Ref.[14] where Saeidian et al. analyzed the impact
of the transversal excitations and de-excitations of the atoms on the CIR effect. It
was shown that either for bosons or fermions as well as for distinguishable atoms there
are a series of CIR type resonances, where the corresponding transmission coefficient
possesses a non-zero minimum in all open channels illustrating that resonant scattering
can be induced by the confinement even in the multi-mode regime. Moreover, in Ref.[15]
Saeidian et al. developed a theoretical model incorporating broad and narrow free
space Fano-Feshbach resonances in order to describe the shifts and widths of CIRs.
Additionally, in the case of anisotropic waveguides it was shown in Ref.[16] that the
atomic collisions in the multi-mode regime can lead to a splitting of the confinement-
induced resonances.

In all the above-mentioned cases the center of mass and relative motion could be
described separately due to the specific symmetry of the considered confining geome-
try. However, in Ref.[17] Peano et al. studied s-wave collisions in an arbitrary trapping
potential, which couples the center of mass and relative degrees of freedom yielding
a resonant structure with more than one CIRs. Based on the same mechanism in
Refs.[18, 19] a similar effect has been observed for anharmonic traps yielding inelastic
(or anharmonic) confinement-induced resonances. The intrinsic property of the non-
separable center of mass and relative coordinates is the one that yields the coupling of
the continuum of the relative motion directly to the excited molecular states of the cen-
ter of mass, permitting in this manner the formation of confinement-induced molecules
as it is presented in [20]. Furthermore, in Ref.[21] a theoretical model was developed
within the Green’s function formalism for arbitrary trapping potentials incorporating
in addition contributions for higher-partial wave interactions.

Apart from single sited traps or waveguide geometries the CIR effect has been
studied for the case of lattices. Specifically, in Ref.[22] Fedichev et al. developed a
tight-binding model for atomic collisions in an isotropic three-dimensional lattice, and
it was shown that near the corresponding CIR emerges a weakly-bound Wannier-Mott
molecule being extended in several lattice sites. In addition, Cui et al. in Ref.[23]
presented a detailed study on atomic collisions in lattices which do not lead to the
separation of center of mass and relative coordinates. Using a renormalization group
approach, an effective potential is constructed which includes higher-bands effects and
multiple scattering processes in the lowest band. At a particular lattice depth, a CIR
appears for an arbitrary negative s-wave scattering length. This new type of CIR can
be driven either by intraband or both intra- and interband effects depending on the
magnitude of the scattering length. Moreover, the domination of the interband effects
leads to molecular formation.

The concept of confinement-induced processes has been extended also to many-body
collisions. Mora et al. in Refs. [24, 25, 26] studied three- and four-body collisions in the
presence of a transverse harmonic potential. Specifically, in Ref.[24] the fermionic case
is analyzed, and it is shown that close to the dimer limit there is an effective zero-range
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potential where the atom-dimer interact repulsively, whereas near the zero crossing of
the two-body s-wave scattering length the effective potential has a long range charac-
ter. In this case the three-body scattering problem is universal and characterized by
two scattering lengths related to the atom-dimer pair. On the contrary, this univer-
sality does not occur for three-body collisions of bosonic symmetry as it is presented
in Ref.[25]. However, a remarkable result of such a system is the existence of a single
confinement-induced three-body state. In Ref.[26] dimer-dimer collisions are considered
for a two-species Fermi gas confined in a quasi-one-dimensional parabolic trap and it is
shown that the dimer-dimer scattering length determines completely the many-body so-
lution related to the Bose-Einstein-condensate-Bardeen-Cooper-Schrieffer (BEC-BCS)
crossover.

Liberating the CIR physics from the quasi-one dimensional perspective Petrov et al.
in Ref.[27] considered bosonic collisions in a quasi-two-dimensional waveguides, where
they observed the two-dimensional counterpart of CIR. The corresponding resonance
occurs when the two-body potential does not possess any bound state near threshold,
namely when as < 0. Similar resonances have been observed for fermionic collisions
[28], as well. Assuming now that different particles live in different spatial dimensions
Nishida et al. predicted in Ref.[29] the appearance of p-wave confinement-induced
resonances. This resonant phenomenon occurs from the combination of pure s-wave
interactions and the fact that the two-body collisions take place in mixed-dimensions
yielding a series of molecular states induced by the confinement. Zhang et al. in
Ref.[30] developed a theory based on the idea of local frame transformations for ar-
bitrary confining potentials yielding the prediction of generalized confinement-induced
resonances.

In the following we will discuss about collisional processes beyond the s-wave inter-
actions, which is the main focus of this thesis. A fascinating example of higher-partial
wave interactions was presented in Ref.[31] where the collisions of distinguishable atoms
unraveled a novel resonant mechanism induced by the confinement, the so-called dual
CIR. In contrast to the CIR effect, dual CIR results in a total transmission due to
destructive interference effects between the s- and p-partial waves. In Ref.[32] a more
detailed analysis was carried out on the dual CIR effect, investigating the quantum
dynamics of such scattering processes. On the other hand, Granger et al. in Ref.[33]
employed a K-matrix formalism for spin-polarized fermions in a harmonic waveguide.
In such a system the s-wave interactions are intrinsically forbidden due to the fermionic
symmetry and the p-wave scattering becomes dominant yielding thus a p-wave CIR.
Similarly, in Refs.[34, 35] it is shown for the bosonic collisions at low energies that
the transmission spectrum possesses a richer resonant structure yielding s- and d-wave
CIRs. The interference between s- and d-partial waves results into a strongly asymmet-
ric Fano-lineshape in the transmission spectrum near d-wave resonances. Moreover, in
ref.[36] a generalized theoretical framework of the K-matrix formalism was developed
for atomic collisions in quasi-one-dimensional geometries which takes into account all
the higher-partial wave interactions either for bosons or for fermions. Evidently, this
new framework avoids all the complications of the pseudopotential theory, providing
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new insights on confinement-induced processes. Additionally, as it was shown in Ref.[37]
that theK-matrix formalism can be extended, incorporating anisotropic interactions, in
order to describe collisions of systems such as dipoles, where different `-wave dominated
dipolar confinement-induced resonances yield new properties from the non-dipolar ones.
s-wave dipolar confinement-induced resonances have been so far numerically studied in
quasi-one- and quasi-two-dimensional trapping geometries [38, 39].

From an experimental point of view the pioneering novelties in quantum technolo-
gies paved the way to explore the corresponding physics of CIRs. As we mentioned at
the beginning of this chapter by means of the CIR effect Kinoshita et al. as well as
Paredes et al. observed the Tonks-Girardeau many-body phase in an effectively one-
dimensional ultracold gas[11]. Moreover, Haller et al. in Ref.[12] utilizing CIR explored
an excited many-body state yielding the creation of the super Tonks-Girardeau gas. The
latter was achieved by abruptly sweeping the magnetic field across the confinement-
induced resonance changing thus the effective interactions of the atoms from strongly
repulsive to strongly attractive. In addition, in Ref.[40] Haller et al. investigated the
transition from cigar-shaped to pancake traps and its impact on the CIR effect. This
transition from quasi-one- to quasi-two-dimensional geometries yielded additional res-
onances which were attributed on the lift of the degeneracies of the eigenspectrum
of the isotropic harmonic confinement in the cigar-shaped traps. Furthermore, in the
effectively two-dimensional limit they observed a resonance for positive s-wave scatter-
ing length contradicting with the corresponding theory [27]. However, the theoretical
predictions were finally verified in the experiment by Fröhlich et al. [42], where they
realized a strongly interacting two-component Fermi gas in two dimensions observing
the corresponding CIR. Moreover, a detailed experimental investigation was provided
showing that the splitting of CIRs is attributed to the coupling of center of mass and
relative degrees of freedom due to the weak anharmonicity of the confining potential
[41]. Additionally, by means of radio-frequency spectroscopy they achieved to form
confinement-induced molecules. On the other hand, Günter et al. in Ref.[43] realized a
strongly interacting atomic gas of spin-polarized fermions in cigar-shaped and pancake
trap probing the p-wave CIR. In the case of the cigar-shaped traps the location of the
resonance was found to depend on the orientation of the longitudinal axis of the trap
respective to that of the polarisation axis. Concerning the case of the pancake trap,
two confinement-induced resonances were observed, a fact that was attributed to the
multiplet structure of the p-wave Fano-Feshbach resonance [73] which was employed in
order to tune the interatomic interactions. Lamporesi et al. in Ref.[44] explored the
scattering processes in mixed dimensions. Specifically, they created an atomic gas of
two species, i.e. 41K and 87Rb, where the 41K atoms were confined in one dimension
and scattered off the unconfined 87Rb atoms. This fascinating set up yielded a se-
ries of confinement-induced resonances, where it was observed that the corresponding
resonant features vanish at the limit of equally confined species.

Overviewing the theoretical and experimental advances in confinement-induced pro-
cesses the importance of the reduced dimensionality in scattering processes becomes ev-
ident. In the following subsections we will focus on atomic collisions with higher-partial
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2.3 Confinement-induced processes beyond s-wave inter-

actions

In the following we will study in more detail confinement-induced processes beyond
s-wave interactions as it has been presented in Ref.[34]. This extension of the resonant
scattering physics of low-dimensional systems into higher partial wave interactions,
constitutes an intriguing perspective since the it is expected to provide new many-
body phenomena. A promising example is the possibility that the higher partial wave
interactions are responsible for high-temperature superconductivity and superfluidity
[74, 75, 76].

Hereafter, we will provide a numerical study on the impact of the reduced di-
mensionality on the two-body collisions with higher partial wave interactions. In the
following subsection we will study the corresponding resonant phenomena induced by
the confinement within the framework of pseudopotential theory, providing the physical
picture of their origin.

2.3.1 Hamiltonian, methodology and set-up

We consider bosonic collisions in the presence of a quasi-one-dimensional harmonic
waveguide with a transverse potential 1

2µω
2
⊥ρ

2 (ρ = r sin θ). The colliding pair can
interact with s- and d−wave interactions. This is achieved by making the two-body
interaction potential deep enough such that it could support s-wave weakly bound
states and d-wave quasi-bound states. The transverse harmonic potential permits a
separation of the center of mass and relative motion yielding the following Hamiltonian
for the relative motion:

H(r, θ, φ) = − ~2

2µ

∂2

∂r2
+

~2

2µ

L2(θ, φ)

r2
+

1

2
µω2
⊥ρ

2 + VLJ(r), (2.29)

where VLJ(r) = C12/r
12 − C6/r

6 is the interatomic potential modeled by a Lennard-
Jones potential 6-12, r is the relative radial coordinate and µ = m/2 is the reduced mass
of the two bosons. The boundary conditions for quasi-1D scattering in the waveguide
read, for z = r cos θ → ±∞,

ψ(r, θ) →
[
cos(kr cos θ) + f0e

ikr|cos θ|
]
Φ0,0(r sin θ) (2.30)

where f0 is the elastic scattering amplitude of the ground transversal channel, Φ0,0(r sin θ)
is the ground-state wave-function of the 2D harmonic oscillator with transversal energy
ε⊥ = ~ω⊥ and k =

√
2µ(ε − ~ω⊥) is the relative momentum of the colliding pair in

the longitudinal direction. For z → ±∞ the total colliding energy can be written as
ε = ε‖ + ε⊥, where ε‖ is the longitudinal energy and ε⊥ is the transversal energy.
We focus on the single mode regime for which the energy lies below the first excited
transversal energy level, ~ω⊥ ≤ ε < 3~ω⊥. Obviously, the scattering state (2.30) is
parity (r → −r) symmetric, corresponding to the case of two colliding identical bosons.
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The Hamiltonian allows for a separation of the azimuthal motion, corresponding to
the conservation of the projection of the angular momentum onto the symmetry axis of
the waveguide. Consequently, we obtain a 2D scattering problem [Eqs. (2.29) and(2.30)]
in spherical coordinates, which is solved by employing the discrete-variable method
suggested in Ref. [131], with the radial part of the Schrödinger equation discretized
using a B-spline basis [78, 79]4 . We hereafter employ the units mCs/2 = ~ = ω0 = 1,
where mCs is the mass of the Cs atom and ω0 = 2π × 10 MHz in SI units. The
following investigations are performed for the dispersion coefficients C6 defining the
long-range part of the interatomic potential for three different atomic species, Cs, Rb
and Sr [80, 81]. The longitudinal energy is set to ε‖ = 2 × 10−6 and the transversal
energy is varied within the interval 2×10−4 ≤ ε⊥ ≤ 2×10−2, corresponding to a range
4π KHz ≤ ω⊥ ≤ 400π KHz (SI) for the waveguide confinement frequency. We thereby
focus on the low energy regime, characterized by ka⊥ � 1.

Important quantities of our analysis are the scattering amplitude f0 and the trans-
mission coefficient

T = |1 + f0|2, (2.31)

which we analyze in the limit of very small longitudinal collision energies for which the
s-wave CIR was initially defined [9].

2.3.2 Results, analysis and discussion

Let us first briefly address free space Cs-Cs collisions (C6 = 28.82 [80, 81]) in the energy
range for which s-wave scattering dominates the elastic scattering process. By varying
C12 (which changes the short range part of the interatomic interaction) we observe
s- and d-wave resonances in the corresponding partial cross sections, σ`=0 and σ`=2,
respectively [see Fig. 2.5(a)]. As expected, the width of the d-wave resonance is by
orders of magnitude smaller than that of the s-wave resonance. This difference in the
widths arises due to the centrifugal barrier in the case of d-wave resonance, where the
the two-atoms have to tunnel through in order to become resonant. In the presence
of the waveguide [see Fig. 2.5(b)] the free near resonant s-wave scattering turns into a
s-wave CIR, which appears as a broad dip in the transmission coefficient with a zero-
valued minimum at C12

∼= 1.65, coinciding with a divergence of the interaction strength
g1D = limε‖→0(kRef0/Imf0). In order to compare the numerically calculated position
of the s-wave CIR with the analytical result [9] we map the C12 parameter onto the
s-wave scattering length as in free space and obtain the ratio as(C12

∼= 1.65)/a⊥ ∼= 0.65
which is in good agreement with the analytical prediction as/a⊥ ∼= 0.68.

The d-wave resonance persists also in the waveguide, where it appears as a strongly
varying transmission coefficient between the limiting values 0 and 1 on top of the s-wave
scattering background [Fig. 2.5(b)]. This strongly asymmetric lineshape indicates that
the d-wave resonance in the confined case fulfills a Fano-Feshbach scenario. In addition,
as in the case of the s-wave CIR, we observe a divergence of g1D at the resonant value

4In the appendix A we discuss in detail the numerical methods which we employ in order to treat
two-body collisions in the presence of harmonic waveguides
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Figure 2.5: (a) Partial cross sections for s- and d-wave scattering in free space, (b)
transmission coefficient T in the waveguide and (c) interaction strength g1D as a func-
tion of the parameter C12 (C6 = 28.82 for Cs).

C12 = 0.9988731 [Fig. 2.5(c)] meaning that the effective two-body interaction close to
a d-wave resonance can be strongly repulsive or attractive yielding in general similar
characteristics as in the case of the s-wave CIR.

The transversal confinement leads to a shift of the d-wave resonance when passing
from free space to confined scattering, as is clearly seen in the high resolution graph
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Figure 2.6: (a) Partial cross section σ`=2 for d-wave scattering in free space and (b)
transmission coefficient for several values of the confinement frequency ω⊥, as a function
of the parameter C12 around the d-wave resonance.

of Fig. 2.6. This shift, as well as the corresponding width, increase with the trap
frequency ω⊥ [see Fig. 2.6(b)]. We also observe a strong suppression of the s-wave
background with increasing ω⊥. The above behavior of the transmission coefficient
T (ω⊥,C12) under the action of the confining potential can be interpreted in terms of
a strong coupling of s- and d-waves in harmonic traps, since the trap potential can be
represented as a sum of the Legendre polynomials:

1

2
µω2
⊥ρ

2 =
1

6
µω2
⊥r

2[2P0(cos θ)− P2(cos θ)] (2.32)

Consequently, the confining potential induces a coupling between partial waves ` and
`+ 2 in the course of the atomic collisions in the trap. This coupling can be tuned by
changing the trap frequency.

Let us now inspect the probability density |Ψ(r, θ)|2 for different regimes of Cs-Cs
collisions, plotted in Fig. 2.7. The non-resonant case [Fig. 2.7(a)] leads to a probability
density which is substantial only far from the origin r = 0. Fig. 2.7(b) and (c) refer to
the s-wave CIR and d-wave CIR in the waveguide, respectively. For the s-wave CIR we

39



2. ULTRACOLD COLLISIONS IN QUASI-ONE-DIMENSIONAL

GEOMETRIES

Figure 2.7: Probability density |Ψ(r, θ)|2 for Cs-Cs collisions (a) for the off-resonant
case, (b) at the s-wave CIR and (c) at the d-wave CIR, for ω⊥ = 2× 10−4.

observe a localization of the probability density near the origin, while the angular distri-
bution does not possess any nodes. In contrast, the d-wave CIR exhibits, as expected,
two nodes in the θ coordinate. This provides further evidence that the sharp variation
of the transmission coefficient T in Fig. 2.5 is caused due to a d-wave quasi-bound state.
In addition, Fig. 2.7 (b)-(c) show that the bound state of the closed channels possesses
s- or d-wave symmetry in the case of s- or d-wave CIR respectively. This can be un-
derstood from the fact that at interparticle distances close to the origin the two-body
interaction overwhelms the external confining potential imposing its symmetry. The
latter is imprinted in the corresponding wave function close to the origin.

Fig. 2.8 together with Fig. 2.9 illustrate how the d-wave interactions in harmonic
waveguides can be controlled by altering the trap width. Varying ω⊥ (a⊥) changes
the transmission coefficient T near the d-wave CIR accordingly and so the strength of
the d-wave interaction between the bosons can be tuned. In order to further illustrate
this we show in Fig. 2.9(a)-(c) the probability density distributions for the resonant
value of ω⊥ as well as far from the resonant region. A weak anisotropy is observed
far from resonance whereas strong anisotropy characterizes the density profile close to
resonance [Fig. 2.9(b)]. We emphasize the principal difference in the resonant behavior
of the transmission coefficient near the s-wave CIR and d-wave CIR [see Figs. 2.5(b)
and 2.8]. Near the s-wave CIR the contribution of d-wave scattering is negligible with
respect to the total 1D scattering amplitude. However, near the d-wave CIR the d- and
s-wave scattering states are strongly coupled and their interference leads to a sharp
variation of the transmission coefficient between unity and zero, characterized by the
Fano asymmetric lineshape [58]. Changing the confinement length a⊥ one can therefore
completely alter the nature of the bosonic interactions from s- to d-wave character and
vice versa, since the s- and d-wave scattering coexist in the transmission coefficient.
From Fig. 2.9 one can conclude that the region of significant d-wave scattering is rather
broad with respect to the variation of ω⊥ and exceeds the width of the d-wave resonance
in Fig. 2.8.
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Figure 2.8: Transmission coefficient for C12 = 0.9989621 as a function of the confine-
ment frequency ω⊥ near the d-wave CIR.

Figure 2.9: Probability density |Ψ(r, θ)|2 for Cs-Cs collisions (a) ω = 5.7 × 10−4 (’left
side’ of the d-wave CIR), (b) ω = 5.96 × 10−4 (position of the d-wave CIR) and (c)
ω = 6.36× 10−4(’right side’ of the d-wave CIR).

2.3.3 Universal scaling law of the d-wave confinement-induced reso-

nances

We now analyze more precisely the condition for the occurrence of the d-wave CIR.
The experimental determination of the d-wave scattering length and in particular of
the position of the corresponding resonance is a difficult task. However, in the following
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Figure 2.10: s- and d-wave scattering lengths as and ad in free space as a function of
the C12 parameter, where ad is defined through a2`+1

` = − tan δ`/k
2`+1 [82] for ` = 2.

a
(d)
s (ω⊥ = 0) ≡ a

(d)
s,0 is the value of the s-wave scattering length at the point of divergence

of the d-wave scattering length ad.

we will show the existence of a very useful scaling relation for the position of the d-wave
CIR that provides us with an accurate estimate of its position.

Let us firstly introduce the quantity a
(d)
s , which is the free space s-wave scattering

length as at the position of the free space d-wave shape resonance. This is well defined
since as in general varies smoothly in the vicinity of the d-wave resonance (see Fig. 2.10).
Similarly in [83] the crucial role of as for the analysis of the ultracold scattering near

the shape resonances in free space was shown. We denote its value a
(d)
s (ω⊥ = 0) in

free space by a
(d)
s,0 . The next step is to determine the shift ∆a

(d)
s = a

(d)
s − a

(d)
s,0 of the

position of the d-wave CIR in the waveguide a
(d)
s = a

(d)
s (ω⊥ 6= 0) with respect to the

resonance position in free space, in the limit ε‖ → 0. Note that as is altered here by
varying the C12 parameter, while experimentally it may be achieved by employing e.g.
magnetic Feshbach resonances [12, 4]. In Fig. 2.11(a) we show the dependence of the

quotient p = ∆a
(d)
s /C6 on 1/a2⊥ for the three different atomic species Cs, Rb and Sr

with corresponding C6 coefficients [80, 81]. By fitting the numerical data we find this
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Figure 2.11: Quotient p = ∆a
(d)
s /C6 as a function of 1/a2⊥ (a) for different values of C6

corresponding to the atomic species Cs, Rb and Sr and (b) for Rb atoms with different
interatomic potentials (see text), for confinement frequencies 4πKHz ≤ ω⊥ ≤ 400πKHz.
Dashed lines correspond to the resonance condition given in Eq. (2.33).

dependence to be rather accurately described by the linear relation

p =
∆a

(d)
s

C6
= 16.7

1

a2⊥
(meV−1nm−5) (2.33)
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for a comparatively broad range of values of ω⊥ for all considered C6 coefficients. This
shows that the quotient p changes with the confinement strength independently of
the type of colliding atomic species. In contrast to the s-wave CIR, whose position

depends exclusively on the ratio as/a⊥, the shift ∆a
(d)
s of the d-wave CIR depends on

a−2⊥ = µω⊥/~ and additionally on the dispersion coefficient C6. This is because the
Van-der-Waals potential tail determines the width of the centrifugal barrier (absent
in s-wave scattering), which in turn strongly influences the d-wave CIR state. Note
that p possesses the correct asymptotic value p(a⊥ → ∞) = 0 in the limiting case of
scattering in free space. Additionally, a fitting of experimental data with the Eq. (2.33)
can provide an alternative way for measuring the dispersion coefficient C6.

In order to assure that Eq. (2.33) is not specific to the model used for the interatomic
interaction, we have further studied a hybrid potential which possesses a short-range
part different from the Lennard-Jones 6-12 potential, reading:

Vh(r) = Ae−qr
2 − fc(r)

C6

r6
(2.34)

where A and q are constants and fc(r) is a cut-off function [84].

fc(r) = θ(r − rc) + θ(rc − r) exp

[
−
(
rc − r

r

)2
]

(2.35)

with θ(x) being the Heaviside step function and rc the cut-off radius. We choose
A = 5000, rc = 1.2 and vary the parameter q. Fig.2.11(b) shows p for Rb-Rb collisions
as a function of 1/a2⊥ for the Lennard-Jones and the hybrid potential. The values
for p(1/a2⊥) are for both potentials in very good agreement with the scaling relation
Eq. (2.33).

Concluding, we observe that there is a universal scaling law that describes the po-
sitions of d-wave CIRs, which is independent from the short-range physics, namely the
repulsive part of the Lennard-Jones potential as Fig.2.11 (b) indicates. However, this
scaling law possesses an intrinsic dependence on the tail of the two-body interactions
indicated by the dispersion coefficient C6 in contrast to the s-wave CIR whose position
does not depend on the details of the interactions. In the case of d-wave CIR this
dependence can be understood by the fact that the attractive part of VLJ(r) and the
centrifugal barrier 1/r2 form a repulsive barrier of finite width. This repulsive barrier
permits the formation of d-wave quasi-bound states, which participate in the resonant
mechanism of d-wave CIRs.

2.3.4 Concluding remarks

In this section we have demonstrated how strong d-wave interactions can be developed
in a harmonic waveguide and analyzed their properties in detail. The d-wave CIR
observed is controllable by adjusting the frequency of the trap. The confinement plays
here a two-fold role: It can control the strength of the interactions among the bosons,
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as well as alter the nature of the interactions from s- to d-wave character. The d-
wave CIR effect can be analyzed and exploited in experiments analogous to [40] with
the help of the scaling relation (2.33). We have discussed and studied the universal
aspects of the positions of d-wave CIRs, which intrinsically depend on the long-range
tail of the two-body interactions. The observation and application of it in anisotropic
waveguides constitutes an intriguing perspective, since in the limit of the quasi-2D
regime the anisotropic profile of the d-wave interactions can be exploited to introduce
novel properties into quantum gases, or more specifically, strongly correlated bosonic
systems, paving the way to study unconventional superfluidity and superconductivity
in the presence of higher partial wave interactions.

So far, Fig. 2.5 (b) hints that the d-wave CIRs may fulfill a Fano-Feshbach scenario
due to the apparent asymmetric Fano profile in the transmission spectrum. Neverthe-
less, a more rigorous analysis is needed in order to clarify the physical origin of the
d-wave CIR. Such an analysis will provide more insights into the physics involved in
understanding why in the presence of the confinement, the Breit-Wigner resonances
originating from the free space collisions are mapped into Fano-Feshbach resonances.
In the following section we will discuss the effect of d-wave CIR within the framework
of pseudopotential theory in an attempt to deepen our understanding of the collisions
with higher partial wave interactions under the action of the external confinement.
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2.4 Pseudopotential approximation for d-wave collisions

in harmonic waveguides

Over the last decade, pseudopotential theory has become an essential theoretical tool
in particular for analytical studies of ultracold systems, e.g., see Busch et al. [85]
concerning two atoms in harmonic traps or atomic collisions in cylindrical waveguides
as we already discussed in section 2.1. In the following we provide a brief overview of
the higher partial wave pseudopotential theory [68, 69, 28, 82, 86, 87, 88, 89, 90, 91, 92]
which we will employ in order to treat bosonic collisions in a harmonic waveguide
beyond mere s-wave scattering. The main goal of this section is to present an analytical
model for the d-wave CIR effect in a harmonic waveguide. Our starting-point is to
assume that the transversal confinement frequency is weak enough in order to avoid a
strong interference between the free space d-wave resonance and the s-wave scattering.
The corresponding interatomic potential is modeled through a zero-range higher partial
wave pseudopotential, which allow us to study the relevant collisional physics including
the virtual excitations over the eigenmodes of the transversal confinement. In order
to verify the validity of the approximative analytical results we compare them with
corresponding numerical calculations where the interatomic interaction is modeled by
a Lennard-Jones 6-12 potential.

2.4.1 Higher partial wave pseudopotential theory

The pseudopotential approximation to the interatomic interaction is an ubiquitous tool
for the theoretical description of ultracold gases: the atomic interactions are modeled in
terms of a contact potential. Huang and Yang [68, 69] derived a generalized pseudopo-
tential for all partial waves, which represents a multipolar expansion over delta function
contributions. The Huang-Yang approach (HY) was revised by Derevianko [86], who
corrected an algebraic error for ` > 0. However, other derivations have been developed
for higher partial wave pseudopotentials, which differ from the HY-approach, by using
a more rigorous treatment of the derivatives of the delta-functions in the framework of
distribution theory [28, 87] yielding the following representation:

Vps(r)Ψ(r) =

∞∑

`=0

(−1)` [(2`+ 1)!!]2

4π(2`)!`!
g`
δ(`)(r)

r2

[
∂2`+1

∂r′2`+1
r′

`+1
∫
dΩ′P`(r̂· r̂′)Ψ(r′)

]

r′=0

,

(2.36)
where g` = ~2a2`+1

` (k)/(2µ), with a2`+1
` (k) = −tanδ`(k)/k

2`+1 defined as the `-th
energy-dependent scattering length [82, 93, 94]. Here, δ(`)(r) is the `-th derivative
of the delta function and the integral over the solid angle Ω′ acts as a projection
operator of the total wave function on each `−state. For ` = 0 one obtains from
Eq.(2.36) the Huang-Fermi pseudopotential. However, the Eq.(2.36) for ` > 0 differs
by a factor (2`+1)/(`+1) from Huang and Yang’s result [69], whereas if we substitute
in Eq.(2.36) the relations δ(r) = δ(r)/(4πr2) and δ(`)(r) = (−1)``!δ(r)/r` we obtain
the pseudopotential of Derevianko [86].
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Additionally, Stampfer and Wagner [88] introduce the following pseudopotential for
higher partial waves:

Ṽps(r)Ψ(r) =
∞∑

`=0

∑̀

m=−`

4π(−1)`

(2`)!!
g`Y`m(∂)δ(r)

[
∂2`+1

∂r′2`+1
r′

`+1
∫
dΩ′Y ∗`m(r̂′)Ψ(r′)

]

r′=0

,

(2.37)
where the operator Y`m(∂), introduced by Maxwell [95], is obtained from the spherical
harmonic polynomial r`Y`m(r̂), by replacing the Cartesian coordinates xk with the
partial derivatives ∂xk

. Note that Eq.(2.37) is equal to Eq.(2.36) as it was proven in
[87] by using the relation

δ(`)(r)

r2
Y`m(r̂) =

4π`!

(2`+ 1)!!
Y`m(∂)δ(r). (2.38)

The above-mentioned pseudopotentials can be simplified [87] in order to describe
interactions of a single partial wave character. This simplification is based on the fact
that in general the atomic interaction is dominated by the `-partial wave scattering in
the vicinity of the corresponding `-partial wave resonance. Thus, one can focus on a
single partial wave, which yields the following pseudopotential:

Vps,`(r)Ψ(r) =
∑̀

m=−`

16π2(−1)`

(2`+ 1)!
g`Y`m(∂)δ(r)

[
∂2`+1

∂r′2`+1
r′
2`+1

Y ∗`m(∂′)Ψ(r′)

]

r′=0

. (2.39)

Furthermore, the sum with respect to m can be simplified with the help of the
following summation formula:

4π

2`+ 1

m=∑̀

m=−`

Y`m(∂)Y ∗`m(∂′) =

[`/2]∑

k=0

ck
(
∇ ·∇′

)`−2k ∇2k(∇′)2k, (2.40)

where [`/2] is the largest, smaller or equal integer of `/2 and ck are the coefficients

of the Legendre polynomials P`(x) =
∑[`/2]

k=0 ckx
`−2k given by the expression ck =

(−1)`(2`+1)!
2`k!(`−k)!(`−2k)!

.

Eqs.(2.39) and (2.40) constitute pseudopotentials for any `-partial wave. These
pseudopotentials are expressed in terms of differential operators which are more con-
venient in analytical derivations than the ones in terms of the projection operator (see
Eqs.(2.36) and (2.37)).

2.4.2 Quasi-one-dimensional scattering with s- and d-wave interac-

tions

s- and d-wave pseudopotentials

In the following we consider ultracold collisions of identical bosons in the presence of
an external harmonic confinement. The scattering process is taking place in the low
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energy regime, ka⊥ � 1, where k is the relative momentum in the unconfined degree

of freedom and a⊥ =
√

µω⊥
~

is the oscillator length defined via the trap frequency ω⊥

and the reduced mass µ of the colliding bosonic pair. Furthermore, in order to go
beyond s-wave physics we assume that the momentum k is very small but not equal
to zero. Consequently, as already discussed in section 2.3 except for the well known
s-wave CIR, an additional resonance emerges in this system, the so-called d-wave CIR,
which is based on the interference of a free space d-wave shape resonance with s-wave
scattering. The coexistence of s- and d-wave resonances implies interactions between
the bosons of s- and d-wave symmetries.

However, the modeling of s- and d-wave interactions with pseudopotentials in sys-
tems of non-spherical symmetry, as the above-mentioned one, is not a trivial task. As
the symmetry of the system is cylindrical the angular momentum is not conserved and
consequently, the application of pseudopotentials, Eqs. (2.36) and (2.37), leads to an
explicit integration over all `-partial waves.

Nevertheless, as it was proposed in [87] one can avoid such difficulties by considering
a single `-partial wave in the vicinity of the `-wave resonance, where contributions from
other partial waves are sufficiently suppressed. The latter means that in the vicinity of
the s-wave resonance, we assume that the interaction can be modeled with the help of
Eqs. (2.39) and (2.40) by the following pseudopotential:

Vps,s(r) =
2π~2as(k)

µ
δ(r)

∂

∂r
[r· ], (2.41)

which is the Fermi-Huang pseudopotential5 , with the s-wave scattering length as(k)
being energy dependent. Note that Eq.(2.41) coincides with the pseudopotential pro-
posed in [94].

Equivalently, in the vicinity of the d-wave resonance, we assume that the interaction
can be modeled by the following pseudopotential [28, 87]:

Vps,d(r) =
π~2a5d(k)

8µ

∑

i,j,k,l

Dijkl
← (∂2xixj

)δ(r)
∂5

∂r5
r5(∂2xkxl

)→, (2.42)

whereDijkl = δikδjl−1
3δijδkl with the indices i, j, k, l = 1, . . . , 3 and a5d(k) = −tanδ`=2(k)/k

5

is the energy dependent d-wave scattering length. The operator, ← (∂2xixj
)
(
(∂2xkxl

)→
)

denotes the differential operator in Cartesian coordinates, that acts to the left (right)
of the pseudopotential Vps,d(r).

We emphasize that application of the expressions (2.41) and (2.42) simultaneously
is inconsistent and incompatible since the pseudopotentials Vps,s(r) and Vps,d(r) are
valid for the cases where the wave function exhibits only 1/r- or 1/r3- singularities for
small r, respectively.

5We recall that in section 1.6 in chapter 1 one can find more details on its derivation
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Hamiltonian, scattering states and virtual excitations

We assume two-body collisions of identical bosons in a harmonic waveguide. Due to the
specific confining potential the center of mass and relative degrees of freedom decouple.
Hence, the relevant collisional physics is encapsulated in the following Hamiltonian of
the relative motion:

H(z, ρ, φ) = − ~2

2µ

(
∂2

∂z2
+

∂2

∂ρ2
+

1

ρ

∂

∂ρ
+

1

ρ2
∂2

∂φ2

)
+

1

2
µω2
⊥ρ

2 + Vps,`(r), (2.43)

where r = r1 − r2 is the relative coordinate of the two bosons, and Vps,`(r) is the
pseudopotential which models the arbitrary `-wave inter-atomic interaction.

We expand the scattering solutions in an axially symmetric basis being imposed
by the symmetry of the transversal trapping potential, 1

2µω
2
⊥ρ

2. Such a basis set
are the eigenstates of the two-dimensional (2D) harmonic oscillator which satisfy the
Schrödinger equation

[
− ~2

2µ

(
∂2

∂ρ2
+

1

ρ

∂

∂ρ
+

1

ρ2
∂2

∂φ2

)
+

1

2
µω2
⊥ρ

2

]
Φ̃n,mz(ρ, φ) = En,mz Φ̃n,mz(ρ, φ), (2.44)

where Φ̃n,mz(ρ, φ) are the eigenfunctions of the 2D harmonic oscillator, mz is the az-
imuthal quantum number and En,mz = ~ω⊥(n + |mz| + 1) is the transversal energy
spectrum of the 2D harmonic oscillator, with n = 2nρ = 0, 2, 4, . . . being the principal
quantum number.

The spherical symmetry imprinted by the pseudopotential, Vps,`(r), and the cylin-
drical symmetry of the external confining potential implies that the azimuthal symme-
try is preserved throughout all the configuration space. Hence, the azimuthal φ angle
can be eliminated for the Hamiltonian in Eq. (2.43). The latter means that during
the collision no virtual excitations will occur with respect to the mz quantum number.
However, virtual excitations will emerge with respect to the principal quantum number
n, which will be taken into account in the calculation given below.

We assume that the collision takes place in the single mode regime of the transversal
confinement. This means that excitations to higher modes of the harmonic oscillator
will not occur. Hence, the ground state of the transversal confinement with azimuthal
angular momentum mz = 0 will be regarded as the only “open channel”. Therefore,
the total energy of the pair collision is limited between the ground and the first excited
axially symmetric transversal state

En=0,mz=0 6 E < En=2,mz=0. (2.45)

Furthermore, the above-mentioned independence of the angle φ results in the fol-
lowing simplified Schrödinger equation:

[
− ~2

2µ

(
∂2

∂z2
+

∂2

∂ρ2
+

1

ρ

∂

∂ρ

)
+

1

2
µω2
⊥ρ

2 + Vps,`(r)

]
Ψ(z, ρ) = EΨ(z, ρ), (2.46)
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where E = E‖ + En=0,mz=0 is the total colliding energy, which is defined as the sum

of the longitudinal kinetic energy E‖ =
~2

2µ
k2 and the energy of the transverse ground

state En=0,mz=0 = ~ω⊥. Due to the constraint of Eq.(2.45) the momentum k is limited

according to the relation k <

√
2µ

~2
(En=2,mz=0 − En=0,mz=0). Here, Ψ(z, ρ) denotes the

full 2D axially symmetric solution, which can be expanded in the Φ̃n,0(ρ, φ) ≡ Φn(ρ)
basis

Ψ(z, ρ) =

∞∑

n=0

Cn(z)Φn(ρ) (2.47)

where we sum over all even n due to the bosonic symmetry.

Substituting Eq.(2.47) into Eq.(2.46), multiplying by 2πρΦ∗n(ρ), integrating and
using Eq.(2.2) yields the following equation for the functions Cn(z):

[
− ~2

2µ

∂2

∂z2
+ En,mz=0 − E

]
Cn(z) = −

∫ ∞

0
Φ∗n(ρ)Vps,`(r) Ψ(z, ρ) 2πρdρ. (2.48)

By solving Eq.(2.48) for n = 0 we obtain the scattering wave function C0(z) in the
open channel which has the following asymptotic form:

C0(z) = cos(kz) + fe,`e
ik|z|, for |z| → ∞, (2.49)

where fe,` is the one-dimensional scattering amplitude of the `-wave interaction which
describe the even scattered waves.

For n > 0, Eq.(2.48) provides us with the solution for the virtual excitations asso-
ciated with the closed channels, which decay exponentially according to the relation

Cn(z) = An,`e
−

√

n
2
−
(

ka⊥
2

)2
2|z|
a⊥ , (2.50)

where the coefficients An,` refer to the `-wave interaction and denote the transition
amplitudes from the transverse ground state to the n-th excited state.

In the case of the d-wave pseudopotential we substitute Eq.(2.49) into Eq.(2.48)
for n = 0 and Eq.(2.50) into Eq.(2.48) for n > 0 and integrate over the z variable ,
respectively, in the interval [−ε, ε] with ε→ 0. Finally, we obtain the following relations
for the d-wave scattering and transition amplitudes:

fe,d = i
a5d(k)

√
π

24ka3⊥
ηd ; An,d =

a5d(k)
√
π

48a3⊥
ηd

2n+ 1√
n
2 −

(
ka⊥
2

)2 , (2.51)

where ηd is the regularized part of the wave function Ψ in the limit r → 0,
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ηd =
∂5

∂z5

{
z5

[
(∂2x + ∂2y)Ψ(z, ρ)

∣∣∣
x→0

y→0

− 2∂2zΨ(z, ρ)
∣∣∣
x→0

y→0

]}∣∣∣∣∣
z→0+

, (2.52)

with ρ given by the relation ρ =
√
x2 + y2.

Then the expression for the wave function reads

Ψ(z, ρ) =

[
cos(kz) + i

a5d(k)
√
π

24ka3⊥
ηde

ik|z|

]
Φ0(ρ) +

a5d(k)
√
π

48a2⊥
ηdΛ1(z, ρ), (2.53)

where Λ1(z, ρ) is defined as follows:

Λ1(z, ρ) =

∞∑

n=2

2n+ 1√
n
2 −

(
ka⊥
2

)2 e
−

√

n
2
−
(

ka⊥
2

)2
2|z|
a⊥ Φn(ρ). (2.54)

Let us now to proceed with the explicit definition of the regular part ηd of the wave
function, being a solution of Eq.(2.52). The action of the operator

(
∂2x + ∂2y

)
on Ψ(r)

for x, y → 0 results in the following relation:

(
∂2x + ∂2y

)
Ψ(z, ρ)

∣∣∣
x→0

y→0

= − 2

a3⊥
√
π

[
cos(kz) + i

a5d(k)
√
π

24ka3⊥
ηde

ik|z|

]
− a5d(k)

24a5⊥
ηdΛ2(z, ρ = 0),

(2.55)
where Λ2(z, ρ = 0) reads:

Λ2(z, ρ = 0) =
∞∑

n=2

(2n+ 1)2√
n
2 −

(
ka⊥
2

)2 e
−

√

n
2
−
(

ka⊥
2

)2
2|z|
a⊥ . (2.56)

Here, we should note that the Λ-series at ρ = 0 are not converging uniformly as
z → 0. The latter means that the partial derivative with respect to z-coordinate
cannot be interchanged with the sum over all even n. Thus, firstly one has to perform
the summation and then differentiate with respect to the z coordinate. However, with
the help of Euler’s summation formula [96] one can express the Λ-series as an expansion
with respect to the z variable, where the singular part of the Λ-series will be written
in closed form yielding the following expressions:

Λ1(z, ρ = 0) =
2a3⊥
|z|3 +

a⊥
|z| + q1 + q2

2|z|
a⊥

+ q3

(
2|z|
a⊥

)2

+ · · · , (2.57)

Λ2(z, ρ = 0) =
24a5⊥
|z|5 +

4a3⊥
|z|3 +

a⊥
|z| + b1 + · · · , (2.58)
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where q1 ≈ −2.29225, q2 = 0.83333, q3 ≈ −0.154912 and b1 ≈ −3.5336 are constants
calculated via Euler’s summation formula.

Consequently, by substituting Eqs.(2.53)-(2.58) into Eq.(2.52) we obtain ηd, which
is now free of divergences. This in turn yields the following expression for the one-
dimensional scattering amplitude:

fe,d = − 1

1 + ika⊥

(
− a5⊥

10a5
d
(k)

+ b2

) , (2.59)

where the constant b2 ≈ 2.386445 is defined by the relation b2 = − b1
2 − 4q3. The

resonance condition for fe,d then reads

a⊥
ad(k)

= 5
√

10b2. (2.60)

Eq.(2.59) shows that the d-wave scattering in the presence of the waveguide be-
comes resonant at an off-resonant value of the free space ad(k) scattering length, due
to the significant contributions of the virtual excitations. The latter holds equally for
the case of the s-wave CIR. Therefore, one can conclude that in general the appear-
ance of resonances in systems with transversal confinement is generated by the virtual
excitations in the transverse modes.

2.4.3 Results and discussion

In this section we compare the analytical results of the previous subsection for the s-
and d-wave pseudopotentials with the corresponding numerical simulations. First we
evaluate the d- and s-wave energy dependent scattering lengths by solving numerically
a model of Cs atoms in free space interacting via a Lennard-Jones potential, V (r) =
C12

r12 − C6

r6 . Note that Cs atoms are ideal candidate for studying scattering phenomena,
since they provide a rich spectrum of resonances [97, 98].

The dispersion coefficient C6 has been taken from [80, 81] and C12 is a free param-
eter, which controls the values for the s- and d-wave scattering lengths. This yields a
parametrization of the one-dimensional s- and d-wave scattering amplitudes, Eqs.(2.15)
and (2.59), respectively, in terms of C12.

In order to numerically solve the Cs-Cs collisions in the harmonic waveguide we
employ the units mCs/2 = ~ = ω0 = 1, where mCs is the mass of the Cs atom and
ω0 = 2π× 10 MHz. The longitudinal energy is set to ε‖ = 2× 10−6 and the transversal
energy is varied within the interval 10−5 ≤ ε⊥ ≤ 8 × 10−4, corresponding to a range
0.2π kHz ≤ ω⊥ ≤ 16π kHz for the waveguide confinement frequency. We thereby focus
on the low energy regime, characterized by ka⊥ � 1. In the following we calculate the
transmission coefficient given by:

T` = |1 + fe,`|2, (2.61)

where fe,` is the one-dimensional scattering amplitude for the `-wave.
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(b)
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Figure 2.12: (a) Numerically calculated transmission coefficient Tn,which shows the
d-wave CIR on the l.h.s and the s-wave CIR on the right hand side. The analyti-
cally calculated (b) s-wave transmission coefficient, Ts, and (c) d-wave transmission
coefficient, Td. The transversal confinement frequency is ω⊥ = 10−5.

In Fig. 2.12 we present the transmission coefficient as a function of C12 at a transver-
sal frequency ω⊥ = 10−5. Tn in Fig. 2.12(a) denotes the numerically calculated trans-
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mission coefficient, as it was shown in [34, 131].6 We observe the appearance of two
minima (Tn = 0) due to resonances. The minimum on the right hand side of Fig. 2.12(a)
refers to the s-wave CIR and the minimum on the left hand side to the d-wave CIR.
Due to the centrifugal barrier the width of the d-wave CIR is much narrower than that
of the s-wave CIR. Additionally, we observe that both resonances yield a Lorentzian-
like lineshape in the transmission spectrum. This occurs due to the fact that the weak
confinement suppresses the interference effects between the s-wave and d-wave interac-
tions.

In Fig. 2.12(b) the analytically calculated transmission coefficient Ts, as given by
Eqs.(2.15) and (2.61), is shown which refers to s-wave interactions only. Ts describes
very accurately the s-wave CIR (see Fig. 2.12(a)-(b)), whereas there is no trace of
the d-wave CIR, since contributions from higher partial waves are not included in
Eq.(2.15). In Fig. 2.12(c) the analytic expression of the transmission coefficient Td
is depicted according to Eqs.(2.59) and (2.61). We observe that the d-wave CIR is
described qualitatively accurate enough (see also insets of Figs.2.13(a)-(b)), despite the
fact that in the analytical calculations we have neglected the contributions of s-wave
scattering, since the transversal confinement is very weak. We note that the results
shown in Figs. 2.12(b) and 2.12(c) being obtained analytically for the pure s- and d-
wave scattering cases lead to an accurate description of the scattering processes in the
presence of a weak external harmonic potential.

Let us now determine the regime of validity of the approximative analytical results
for the d-wave pseudopotential scattering by comparing it with the corresponding nu-
merical simulations. In Fig. 2.13 we show the transmission coefficient T calculated
numerically (Fig. 2.13(a)) and analytically (Fig. 2.13(b)) for several transversal con-
finement frequencies ω⊥. In Fig. 2.13(a) for a strong confinement, e.g. ω⊥ = 8× 10−4,
we first observe that the numerically calculated position of the resonance deviates sub-
stantially from the analytical one. However, as ω⊥ decreases the numerical results for
the position of the d-wave CIR converges to the corresponding analytical one. The
origin of this behavior is the fact that we considered only d-wave interactions in the
analytical calculations and neglected contributions from the s-wave interactions. This
approximation is eligible in the regime of a weak confinement, e.g. ω⊥ 6 4 × 10−5,
where the s- and d-wave free space resonances are weakly coupled, and in the vicinity
of the d-wave CIR the d-wave interactions are dominant over the s-wave. In the regime
of strong confinement the transmission spectrum T , in the vicinity of the d-wave CIR,
exhibits a strong asymmetric Fano-lineshape, with Tn changing abruptly from zero to
one. The latter is an interference effect of the strong s- and d-wave interactions in the
confinement and cannot be described by this analytical pure d-wave model. However,
this asymmetric profile gets suppressed with decreasing ω⊥ yielding a Lorentzian-like
lineshape.

The right panels of Fig. 2.13 show a high-resolution graph of the d-wave CIR calcu-
lated analytically and numerically for ω⊥ = 10−5, where the dashed vertical line in both
plots indicates the position of the minimum of the numerically calculated transmission

6For more details on the numerical techniques which we employ see appendix A.
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Figure 2.13: (a)(left panel) The numerically calculated transmission coefficient Tn ver-
sus C12 parameter for several confinement frequencies ω⊥, (right panel) high-resolution
figure of the d-wave CIR for ω⊥ = 10−5 where the inwards-pointing arrows denote the
width of the resonance. (b)(left panel) The analytically calculated transmission coeffi-
cient Td as a function of the C12 parameter calculated with the d-wave pseudopotential
for the corresponding values of ω⊥, (right panel) high-resolution graph of the d-wave
CIR for ω⊥ = 10−5. The yellow dashed line in the right panels indicates the minimum
of the numerical calculated transmission coefficient (Tn = 0) in comparison with the
corresponding analytical result.

coefficient Tn. We observe that the d-wave pseudopotential approximation qualitatively
describes the numerical simulations in the regime of weak confinement. However, in this
small scale of the C12 values the analytical results show that the width of the d-wave
CIR is by two orders wider than the numerical predictions, as well as there is a slight
difference in the position of the d-wave CIR. These quantitative deviations again occur

55



2. ULTRACOLD COLLISIONS IN QUASI-ONE-DIMENSIONAL

GEOMETRIES

due to s-wave interactions, which act as corrections in the transmission coefficient Tn
despite the weak coupling of the s-wave and d-wave interactions.

2.4.4 Concluding remarks

We have derived and analyzed analytical expressions for resonant d-wave scattering in
a harmonic waveguide in the framework of pseudopotential theory. The interatomic
interaction has been modeled by a pure d-wave pseudopotential introduced in [28, 87],
which enable us to analytically derive the resonance condition for the d-wave CIRs.
Despite its simplicity, we observe that the analytical pseudopotential approach provides
results which are in qualitative agreement with the corresponding numerical results in
the regime of weak confinement, due to the very small interference effects of s- and
d-wave interactions. The appearance of the d-wave CIR in a waveguide is strongly
affected by the virtual excitations over all the closed excited modes of the transversal
confinement, which occur during the collision process. However, for a strong transversal
confinement the analytically and numerically calculated lineshapes of the transmission
coefficient T , as well as the respective positions of the d-wave CIR, deviate from each
other. This is attributed to the strong interference effect of the s- and d- partial waves
in the confinement, which yields an asymmetric Fano profile. Such an interference
effect can not be predicted within the single partial wave model which we employed.
Nevertheless, our analytical result given by Eq.(2.59) can be used for weak confinement
for the analysis of resonant scattering processes in confined geometries beyond s-wave
physics.

Finally, we remark that our work clearly demonstrates the necessity of a scatter-
ing theory describing systems which possess mixed symmetries, capturing interference
effects between different partial waves. One can note that the system which we have
examined in this subsection has two specific symmetries imposed by the interatomic
and confining potentials. In particular, the interatomic potential possesses a spherical
symmetry, whereas the external harmonic confining potential has a cylindrical one.
This mixing of symmetries leads to two regimes in the configuration space where only
one symmetry prevails and consequently the good quantum numbers can differ from
one region to the other. On the other hand, the pseudopotentials that exist so far
in the literature are constructed in such a way that they only capture the spherical
symmetry of the two-body interactions and the corresponding good quantum numbers.
Hence, the need for extended pseudopotential theories encapsulating mixed symmetries
is apparent.
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2.5 Brief summary

In this chapter we have examined the modifications which the two-body scattering
undergoes in the low-dimensional gases. In particular, we have shown that the s-wave
collisions of an atomic pair in the presence of a harmonic waveguide demonstrate a new
class of resonant phenomena: the so-called confinement-induced resonances. We have
shown that the CIR effect fulfills a Fano-Feshbach scenario or it can be thought as the
result of the virtual excitations spanned over all the energetically closed channels of the
transversal confinement. These two interpretations at first glance do not complement
each other, though as we will see in chapter 3 they can be unified providing a more
insightful physical picture.

From an experimental point of view the CIR effect permits to control the interac-
tions of the atomic ensembles in the low-dimensional systems introducing extra handling
parameters such as the confinement frequency. In the direction of strongly correlated
gases the utility of the CIR effect played a pivotal role providing the necessary means for
the experimental realization of the effectively one-dimensional bosonic gases interacting
either strongly repulsive or attractive, the so-called Tonks-Girardeau and super-Tonks-
Girardeau phases, respectively. These successes of the CIR effect have triggered the
interest of the scientific community, leading to a deeper theoretical and experimental
investigation of other types of confinement-induced processes which emerge in various
low-dimensional systems.

In particular, we have focused in this chapter on confinement-induced processes
beyond the s-wave physics, investigating the impact of the confinement on the atomic
ensembles which collide with higher partial wave interactions. Such systems possibly
provide the means to study high-temperature superconductivity and superfluidity with
higher partial wave interactions. Investigating a system of s- and d-wave interacting
bosonic atoms in a harmonic waveguide we have observed an additional structure in
the resonant spectrum yielding d-wave CIRs. The positions of the d-wave CIRs possess
some universal characteristics since they do not depend on the short-range physics.
Contrary to the s-wave CIRs, we have observed that the positions of d-wave CIRs
depend on the long-range tail of the interatomic potential. Analyzing further the d-wave
CIRs within the pseudopotential framework we analytically derived their resonance
condition and showed that this effect arises from the virtual excitations over all the
closed eigenmodes of the transversal confinement. Although this analysis is valid in the
regime of weak confinement and provides a good qualitative agreement with the exact
numerical calculations, in the limit of strong confining trapping frequencies our model
did not capture the interference effects of s- and d-partial waves.

Concluding, a thorough theoretical treatment is still needed, extending the CIR
physics in quasi-one-dimensional geometries beyond s-wave interactions. Therefore, in
chapter 3 we will present the development of a nonperturbative theoretical framework
for multichannel scattering based on first principles in order to highlight the underlying
collisional physics of these systems. Moreover, in chapter 4 we will show that the
robustness of this theoretical treatment plays a crucial role in systems which do not
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conserve the angular momentum, i.e. dipoles or quandrupoles, providing deeper insights
on the corresponding collisional physics. The theoretical understanding of the physics
of the corresponding scattering properties will help us to manipulate or design new
many-body phases of ultracold gases which interact with anisotropic forces.
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Chapter 3

K-matrix theory for atomic

collisions in harmonic waveguides

In the previous chapter we already presented the theoretical limitations of the pseu-
dopotential theory to tackle systems where different higher partial wave interactions
yield strong interfering phenomena in two-body collisional events.

In order to deepen our understanding on the collisional properties of such systems
the necessity of a multichannel scattering treatment is apparent. Thereby, in this
chapter we will present a nonperturbative theoretical framework to treat atom-atom
collisions within a harmonic waveguide, where all the higher partial waves are properly
taken into account either for bosons or fermions [36]. This method is based on the
K-matrix theory generalising the ideas which were presented in [33]. Furthermore,
converting the “physical“ quasi-one-dimensional K-matrix into a Dyson-like form of
equations allows us to classify, in terms of specific transition diagrams, all possible
processes which the two atoms undergo during the collision. This detailed analysis
permits us to illustrate the connection of the transitions in the manifold of the closed
channels of the transverse confinement with the Fano-Feshbach scenario for resonant
scattering.

In contrast to free-space scattering, collisions in waveguides never approach the
zero-energy limit since the total colliding energy of the atoms is bounded from below.
This bound from below is equal to the energy of the transversal ground state of the
confining potential, which is definitely nonzero. As a result the atoms perform collisions
with a finite nonzero energy and therefore it is logical to assume that in such scattering
process more than one partial waves either in the case of bosons or fermions may get
involved. Hence, the inclusion of all higher partial waves during the collision processes
in the presence of a confining potential yield non-trivial corrections to the position of
the s- or p-wave CIRs in the case of bosons or fermions, respectively. Even further,
the higher partial waves yield a rich resonant structure of mutually coupled `-wave
confinement-induced resonances where their positions can be described analytically.
Another aspect of this method is that it captures fully the strong interference effects
among different partial waves and the corresponding asymmetric Fano lineshapes in
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the transmission spectra.

The `-wave CIRs may play a crucial role in strongly correlated many-body systems
rendering new properties. For example in the bosonic case being close to a particular
`-wave CIR means that in the atomic ensemble the corresponding `-wave interactions
are enhanced. Thus, the intrinsically different nature of these interactions are expected
to alter the phase diagram of the transition from a non-interacting gas to the fermion-
ization limit, namely the Tonks-Girardeau gas phase. Similar changes in the phase
diagrams are expected also in the case of the super-Tonks-Girardeau phase.

3.1 An introduction to K-matrix representation

In general the K-matrix representation constitutes an essential mathematical technique
for the theoretical study of scattering processes. As we have already mentioned in
chapter 1 the scattering processes can be well described by the S-matrix which is a
unitary matrix.

The K-matrix is defined as a Cayley transformation of the S-matrix given by the
following relation [49]:

S =
1 + iK

1− iK
. (3.1)

where the simplicity of the K-matrix, according to Eq. (3.1), is based on the fact that
one has only to ensure its hermiticity and immediately the unitarity of the S-matrix is
fulfilled. From a mathematical point of view the construction of a hermitian matrix is
not that elaborate as the case of unitary matrices.

One important feature of the K-matrix formalism is that it constitutes a mero-
morphic function yielding a simple pole structure, and its analyticity is a crucial key
allowing for the theoretical investigation in a wide range of the parametric space, es-
pecially in cases where the poles overlap. The latter is permitted due to the fact that
unitarity is fulfilled automatically [99].

Assuming free space collisions, where the atoms interact via a short-range potential
Vsh(r), we already now from chapter 1 that the S-matrix in the angular-momentum rep-
resentation is diagonal with dimensions `× `, where ` refers to the angular momentum
quantum number. For the S-matrix we then have the following relation:

S =




. . . 0
e2iδ`

0
. . .


 , (3.2)

where δ` denotes the phase shift of a particular `-wave.

Hence, with the help of Eqs. (3.1) and (3.3) one finds that the K-matrix is also a
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diagonal matrix of dimensions `× ` and has the following form:

K =




. . . 0
tan δ`

0
. . .


 , (3.3)

where one might note that the K-matrix is not only hermitian but is also symmetric,
and hence real. This holds in the case of two spinless atoms where the S-matrix is
symmetric, provided that the corresponding interactions are invariant under rotations.
Note that the K-matrix can be intuitively understood as a measure of the deformation
of the wave function from the form it has when the scattering potential Vsh(r) is zero
[53].

In addition, the K-matrix can be related also to other scattering observables such
as the scattering amplitude, with the matrix elements given by the following expression
[49]:

f``′ =
1

k

K``′

1− iK``′
. (3.4)

3.2 K-matrix approach for quasi-one dimensional systems

3.2.1 Hamiltonian and symmetries

Hamiltonian

We consider collisions of two atoms in the presence of an external potential, which
confines the transversal degrees of freedoms. The transversal confinement is induced
by a harmonic potential, which permits a separation of center of mass and relative
degrees of freedom. Thus the two-body scattering problem can be reduced to a problem
of a single particle (relative particle) scattered by a potential (interatomic potential)
placed at the origin. The Hamiltonian of the relative degrees of freedom contains all
the relevant physics and, expressed in cylindrical coordinates, reads:

H = − ~2

2µ
∇2 +

1

2
µω2
⊥ρ

2 + Vsh(r), (3.5)

where µ is the reduced mass of the two colliding atoms, ω⊥ is the transversal con-
finement frequency and Vsh(r) is a short-range interatomic potential. We assume that
the interatomic and the transversal confinement potential do not depend on the az-
imuthal angle φ. Consequently, the corresponding quantum number m is conserved
and throughout this chapter we will focus on m = 0. We remark that the Hamiltonian
in Eq. (3.5) describes either bosons or fermions.

Symmetries

We observe that the relative Hamiltonian possesses two characteristic length scales,
which are defined by the corresponding potential terms. Hence, we have one length
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Figure 3.1: A schematic illustration of the symmetries of the potential terms in Hamil-
tonian Eq. (3.5). The cylindrical symmetry refers to the waveguide geometry and the
spherical symmetry is imposed by the two-body interaction potential.

scale which is the range r0 of the interatomic interactions Vsh(r) while the second length
scale refers the length of the transversal confinement, namely a⊥ =

√
µ/~ω⊥. Con-

sequently, in an experimental environment the range of the two-body interactions is
orders of magnitude smaller than the experimental achievable confining trapping fre-
quencies, r0 � a⊥. Therefore, the length scale separation imposes that the relative
Hamiltonian possesses two approximate symmetries in different regions of the config-
uration space as it is illustrated in Fig. 3.1: the spherical symmetry of the two-body
interaction potential and the cylindrical symmetry of the harmonic waveguide poten-
tial. This remarkable property allows us to partition the configuration space into three
regions and approximate the corresponding wave functions which encapsulate the rele-
vant scattering information avoiding to calculate the total wave function in the whole
configuration space.

More specifically, we observe that near the origin, r < r0, the interatomic potential
Vsh(r) of range r0 dominates and therefore the collision process obeys spherical sym-
metry. Thus in this regime, for r ≈ r0, the relative particle experiences a free-space
collision off the interatomic potential with the total colliding energy E = ~2k2/2µ. This
process can be described by the following wave function:

Ψ`′(r) =
∑

`

F`(r, θ)δ``′ −G`(r, θ)K
3D
``′ , (3.6)

where `′ labels the linearly independent solutions, F`(r, θ) (G`(r, θ)) is the regular
(irregular) solution, i.e. spherical Bessel j`(r) (spherical von Neumann n`(r)) functions
multiplied by the Legendre polynomials P`(θ). The summation runs over all the even
(odd) ` for the case of bosons (fermions). K3D

``′ are the elements of theK-matrix K3D in
three-dimensions encapsulating all the scattering information related to the interatomic
potential Vsh(r). Due to the short-range character of the interatomic interactions K3D
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is diagonal and its elements are equal to tan δ`, with δ` being the phase shift of the `-th
partial wave [see Eq.3.3)].

Additionally, in the asymptotic limit, |r| → ∞, the transversal confinement term in
Eq. (3.5) dominates implying its cylindrical symmetry. The total colliding energy E can
be written as a sum of the transversal energy being determined by the harmonic confine-
ment and the longitudinal energy, which involves the z-component of the momentum of
the relative particle, according to the relation E = ~2k2/2µ = ~ω⊥(2n+ 1) + ~2q2n/2µ.
In this region the wave functions are axially symmetric and can be written as:

Ψn′(r) =
∑

n

fn(z, ρ)δnn′ − gn(z, ρ)K
1D
nn′ , (3.7)

where n′ labels the linearly independent solutions, K1D
nn′ are the elements of the K-

matrix K1D in quasi-one dimension and fn(z, ρ) (gn(z, ρ)) is the regular (irregular)
solution in the presence of the trap with no interactions. The specific form of the
regular and irregular solutions are as follows:

(
fn(z, ρ)
gn(z, ρ)

)
= Φn(ρ)





(
cos qn|z|
sin qn|z|

)
for bosons

z
|z|

(
sin qn|z|
− cos qn|z|

)
for fermions

(3.8)

where Φn(ρ) are the eigenfunctions of the two-dimensional harmonic oscillator for m =
0 and the functions in the curly bracket refer to the longitudinal degree of freedom
including the symmetrization (antisymmetrization) for the case of bosons (fermions).

So far it is clear that the scattering process of atomic collisions in the presence
of a harmonic waveguide is characterized by two distinct regions in the configuration
space which possess different symmetries. Thus, the key idea is to perform a frame
transformation which will permit the matching of Eqs. (3.6) and (3.7) yielding an
expression of K1D in terms of K3D, allowing in this manner the information of the
collision events which occurred close to the origin to be “propagated” outwards to
the asymptotic regime. Obviously, a unitary frame transformation in this case does
not exist since Eqs. (3.6) and (3.7) do not fulfill the same Schrödinger equation in
complete configuration space. However, since the length scales of the interatomic po-
tential r0 and the harmonic oscillator a⊥ are well separated we have that between
the two distinct regions of spherical and cylindrical symmetry there is an intermediate
region where Vsh(r) ≈ 1

2µω
2
⊥ρ

2 ≈ 0. Consequently, for this configuration subspace
Eqs. (3.6) and (3.7) fulfill approximately the same Schrödinger equation which is sim-
plified to a Helmholtz equation. Therefore, in this region one can perform a local and
non-orthogonal frame transformation. The idea of local frame transformations was
introduced by Harmin and Fano [100, 101, 102] and extended later on by Greene [103].

3.2.2 Local frame transformation

As it was shown in [103] a frame transformation can not be derived by projecting
directly Eq. (3.6) onto Eq. (3.7) and vice versa, since these two sets of solutions refer
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to two different Schrödinger equations. Hence, a different approach is needed.

Initially, we consider the Hamiltonian Eq. (3.5) with no external trapping potential.
At interparticle distances larger than the range of the two-body interactions the corre-
sponding Schödinger equation trivially becomes a Helmholtz equation. Therefore, one
can interrelate the scattering solutions expressed in spherical representation to those
which are expressed in cylindrical coordinates. This interrelation renders an orthogonal
frame transformation matrix, which can be derived by projecting the energy normalized
regular spherical solutions onto the regular cylindrical ones.

The regular energy normalized scattering solutions in spherical representation are
given by

F`m(r) =

√
(2`+ 1)(l −m)!

4π(l +m)!
eimφPm

` (cos θ)(2k/π)1/2j`(kr), (3.9)

where Pm
` (cos θ) are the associated Legendre polynomials and j`(kr) are the spherical

Bessel functions with the wave vector k being defined by the total colliding energy
E = ~2k2/µ.

In addition, the energy normalized regular scattering solution in cylindrical coordi-
nates is given by

fqm(r) = (2π)−1/2eimφJm(
√
k2 − q2ρ)(πq)−1/2

{
cos q|z| for bosons
z
|z| sin q|z| for fermions

(3.10)

where the wave vector q refers to the z-component of the wave function Fqm ranging

from 0 to k and Jm(
√
k2 − q2ρ) are the Bessel functions and the functions in curly

bracket refer to different particle symmetries.

The two solutions are matched according to the following relation:

fqm(r) =
∑

`

F`m(r)Ũ`q(m), (3.11)

where the summation runs over all the even (odd) ` for particles of bosonic (fermionic)
symmetry. The quantity Ũ`q(m) refers to the elements of the frame transformation
matrix. These matrix elements can be derived analytically (see Ref.[104]) by projecting
Eq. (3.9) onto Eq. (3.10), yielding

Ũ`q(m) =

√
(2`+ 1)(`−m)!

kq(`+m)!
(−1)[

`−m−1

2
]Pm

` (q/k), (3.12)

where in the quantity (−1)[
`−m−1

2
], the term [ `−m−12 ] denotes the smallest integer greater

than or equal to `−m−1
2 . The frame transformation Ũ is orthogonal within an energy

shell defined by the total colliding energy E. Namely, we have that

F`m(r) =

∫ k2/2

0
d(
q2

2
)Ũ`q(m)fqm(r). (3.13)
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Note that the integration arises from the fact that the wave vector q is a continuous
variable. Consequently, the frame transformation obeys the following relations:

∫ k2/2

0
d(
q2

2
)Ũ`′q(m)Ũq`(m) = δ`′` and (3.14)

∑

`

Ũq′`(m)Ũ`q(m) = δ(q′ − q). (3.15)

As it was proposed in Ref.[103] this frame transformation can be generalized for
the case of Hamiltonian Eq. (3.5) including the external harmonic potential. The exact
regular cylindrical solutions in the presence of a harmonic potential at large separation
distances are given by

fnm(r) = Nnme
imφe

− ρ2

2a2⊥ (
ρ

a⊥
)|m|L|m|n (

ρ2

a2⊥
)(πqn)

−1/2

{
cos qn|z| for bosons
z
|z| sin qn|z| for fermions

(3.16)

where Nnm =
√

n!
πa2⊥(n+|m|)!

is the normalization constant and L
|m|
n (·) are the associ-

ated Laguerre polynomials. The momentum qn refers to the z-component of the wave
function and it is quantized according to the following energy relation:

k2

2
= (1/a⊥)(2n + |m|+ 1) +

q2n
2
, (3.17)

where the term (1/a⊥)(2n + |m| + 1) refers to the discretized energy levels of the 2D
harmonic oscillator.

The crucial observation here is that, at distances r smaller than the characteristic
length scale a⊥ and simultaneously larger than the range of interatomic potential,
namely r0 < r < a⊥, the potential terms in Eq. (3.5) are negligible and the solutions in
Eq. (3.16) become proportional to those of Eq. (3.10). Hence, multiplying Eq. (3.10)
by this proportionality factor and converting the integral of Eq. (3.13) into sums over
n with

∫
−d(q2/2) → (2/a⊥)

∑
n, we obtain

F`m(r) =

nmax∑

n=0

U`n(m)fnm(r)

(3.18)

where U`n(m) = (2/a⊥)
1/2
√

n!
(n+|m|)! [(2n+ |m|+1)/2]1/2Ũ`qn(m) are the coefficients of

the transformation U .
We remark that we are interested in the case of m = 0, for which the transformation

U becomes U`n ≡ U`n(0) = (2/a⊥)
1/2Ũ`qn(0). Then, by using the identity UTU = I in

Eq. (3.18) the corresponding solutions fn(r) with F`(r) are connected according to the
relation

fn(r) =
∑

`

F`(r)U`n. (3.19)
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A key point is that the transformation U is not orthogonal as Ũ , since fn(r) and
F`(r) do not fulfill the same Schrödinger equation everywhere in the configuration
space. However, this set of solutions fulfills the same Schrödinger equation at a partic-
ular subregion of the configuration space where the external harmonic and interatomic
potential are assumed to be approximately zero. Therefore, the frame transformation
U is valid only in this local part of the configuration space, where one can interrelate
fn(r) and F`(r).

So far we have managed to match only the regular parts of Eqs. (3.6) and (3.7).
The irregular parts of Eqs. (3.6) and (3.7) can be connected by the same local frame
transformation U . As Fano pointed out in Ref.[102] at r > r0 we can construct the
Green function, Gs(r, r

′), from the solutions of Eq. (3.6) to a good approximation.
In addition, from the solutions in Eq. (3.7) we can compose the corresponding Green
function Gc(r, r

′) which refers to distances r > a⊥. Hence, at distances r0 < r < a⊥
the two Green functions become equal, since the corresponding Schrödinger equation
is turned into a Helmholtz equation. Then for r0 < r, r′ < a⊥ we have that

Gs(r, r
′) = Gc(r, r

′) ⇒ π
∑

`

G`(r)F`(r
′) = π

∑

n

gn(r)fn(r
′). (3.20)

Multiplying with F ∗` (r
′) and integrating over d3r′ Eq. (3.20) takes the following

form:

G`(r) =

nmax∑

n

gn(r)Un`. (3.21)

With the help of Eqs. (3.19) and (3.21) we can now express the K1D matrix in
Eq. (3.7) in terms of the K3D of Eq. (3.6). Namely, we have that:

∑

`′
Ψ`′(r)U`′n′ =

∑

`′
F`′(r)U`′n′ −

∑

`,`′
G`(r)K

3D
``′ U`′n′

= fn′(r)−
∑

`,`′,n

gn(r)Un`K
3D
``′ U`′n′ ⇒

Ψn′(r) = fn′(r)−
∑

n

gn(r)

(∑

`,`′
Un`K

3D
``′ U`′n′

)

︸ ︷︷ ︸
K1D

nn′

(3.22)

Hence, the K1D has the following compact matrix form:

K1D = UTK3DU, (3.23)

where we recall that the matrix elements of the local frame transformation U have the
following explicit form:

U`n =

√
2(−1)d0

a⊥

√
2`+ 1

kqn
P`

(
qn
k

)
. (3.24)
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In Eq. (3.24), P`(
qn
k ) is the `-th Legendre polynomial and the term d0 is `/2 or (`−

1)/2 for the case of bosons or fermions, respectively. Note that the local transformation
U connects the partial waves ` with the modes n of the transversal confining potential.

In Eq. (3.23) the matrix K1D thus involves an admixture of all partial waves of the
interatomic potential with all energetically open channels of the transversal confine-
ment for all energies. However, as was shown in Ref.[33], one can perform an analytic
continuation in Eq. (3.24) by setting qn → iqn. Then, in this case one can include in
the local frame transformation U also the energetically closed channels of the transver-
sal confinement. We remark that the corresponding K1D has the same structure as
in Eq. (3.23). Though, the drawback of this analytic continuation is that the K1D is
not anymore a physical one, in the sense that it corresponds to a wave function which
asymptotically, at |r| → ∞, does not possess the physically accepted behavior. This
can be understood from Eq. (3.7) where for the energetically open channels the wave
function shows the correct oscillatory behavior. Now, in order to describe the closed
channels we substitute qn with iqn, therefore the wave function contains exponentially
growing subterms as |r| → ∞ instead of decaying. The latter is the correct boundary
behavior of the wave function in the closed channels. In the following subsection we will
discuss how such discrepancies can be removed with the help of multichannel quantum
defect theory (MQDT)[105] yielding a physical K1D matrix which will correspond to a
wave function with the correct asymptotic behavior.

3.2.3 Boundary conditions and physical one-dimensional K-matrix

In our study we focus on the single-mode regime, where the collision takes place in
the ground state of the transversal confinement. Thus, the total colliding energy is
E = ~2k2/2µ = ~ω⊥ + ~2q20/2µ yielding one energetically open channel (n = 0) and n
energetically closed channels, where E < ~ω⊥(2n + 1) for n 6= 0. Note that the total
amount of the open and the closed channels is N and it is related to the principal
quantum number according to the relation N = n+ 1 (N → ∞). However, the above-
mentioned consideration results in an unphysical asymptotic wave function Ψn′(z, ρ).
Equation (3.7) is given in terms of fn(z, ρ) and gn(z, ρ), where the motion in the z-
direction is described by cos qn|z| and sin qn|z| (see Eq. (3.8)). Now, the quantity qn|z|
becomes imaginary for n 6= 0 (closed channels), and consequently the z-dependent
terms in Eq. (3.8) contain exponentially diverging subterms for z → ∞. In order to
restore the correct boundary conditions of the asymptotic wave function one has to
“renormalize“ these divergences. This can be done within the framework of MQDT
by partitioning the wave function in open and closed channel subspaces [105, 53]. In
general the wave function can be written as follows:

(
Ψoo Ψoc

Ψco Ψcc

)(
Y oo

Y co

)
=

[(
f
o

0

0 f
c

)
−
(
g
o

0

0 g
c

)(
K1D

oo K1D
oc

K1D
co K1D

cc

)](
Y oo

Y co

)
, (3.25)

where “o” (“c”) indicates the open (closed) subspace referring to n = 0 (n 6= 0),
respectively and Ψ, Y , f , g, K are partitioned submatrices dictated by the channel
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decomposition of the considered problem. We choose a linear combination of Eq. (3.25)
in order to eliminate the diverging terms in the closed channels1 . Hence, by setting the
coefficients Y oo = I then the coefficients Y co are determined by the following relation:

ΨcoY oo +ΨccY co = 0 ⇒ Y co =

(
f
c

g
c

−K1D
cc

)−1
K1D

co , (3.25)

where the term f
c
/g

c

|z|→∞−−−−→ −iI.
Then Eq. (3.25) takes the form:

Ψphys ≡ ΨooY oo +Ψoc(−K1D
cc − iI)−1K1D

co

= f
o
− g

o
[K1D

oo + iK1D
oc (I− iK1D

cc )−1K1D
co ], (3.26)

where Ψphys is the physical wave function, which involves only the open channels since
the diverging parts of the closed channels, namely f

c
and g

c
, are removed. Moreover,

the contribution of the closed channels during the collision process is imprinted in the
corresponding physical K-matrix, which has the following form:

K1D, phys
oo ≡ K1D

oo + iK1D
oc (I− iK1D

cc )−1K1D
co . (3.27)

We remark that the resonances appear as poles of the K1D, phys
oo matrix. This is

achieved when the matrix (I− iK1D
cc ) becomes singular or otherwise when its determi-

nant becomes zero. Namely, we have that:

det(I − iK1D
cc ) = 0 (3.28)

Hence, the roots of Eq. (3.28) provide the location of the bound states of the closed
channels in the parameter space, which energetically lie in the continuum of the open
channel or in other words, the condition given in Eq. (3.28) describes resonances which
fulfill a Fano-Feshbach scenario.

We remark that the physical K-matrix is not restricted only to the single mode
regime which we examine in this chapter. Due to its general form it can be easily
expended in to the multi-mode regime, namely more than one open channels, permitting
thus the study of multichannel effects and their impact on scattering processes in the
presence of external potentials.

3.3 Results and discussion

3.3.1 Dyson form of physical K-matrix for multiple partial waves

Physical K1D matrix for a single partial wave

As it was shown in [33], for collisions which involve a single partial wave, the matrix ele-
ments of theK1D ≡ K1D

` are given by the simple relation {K1D
` }nn′ = (UT )n` tan δ`U`n′ ,

1The terms f
c
and g

c
contain the cos qn|z| and sin qn|z| [see Eq. (3.8)]. In the closed channels

(n 6= 0) the quantity qn becomes imaginary [see Eq. (3.17)]. Hence the cosine and sine functions
become exponential functions which diverge for |z| → ∞.

68



where after the diagonalization and the inversion of (I−iK1D
cc,`) one can obtain K1D, phys

oo,`

in closed form. However, one should note that K1D
` in this case is a rank one matrix.

Interestingly, one can rewrite K1D, phys
oo,` in a much simpler form by exploiting this prop-

erty with the help of an identity for matrix inversions, which involve rank one matrices
[106]. More specifically, if the matrices I − iK1D

cc and I are nonsingular with −iK1D
cc

being a rank one matrix then the I − iK1D
cc can be inverted according to the following

relation:

(I − iK1D
cc )−1 = I+

i

1− iγ
K1D

cc,`, (3.29)

where γ = Tr(K1D
cc,`). Then K

1D, phys
oo,` reads

K1D, phys
oo,` = K1D

oo,` + iK1D
oc,`

(
I+

i

1− iγ
K1D

cc,`

)
K1D

co,`. (3.30)

Transition diagrams: virtual excitations and Fano-Feshbach resonances

A remarkable feature of Eq. (3.30) is that it provides us with all the transitions which the
two atoms undergo during the collision. Fig. 3.2 illustrates Eq. (3.30) as a transition
diagram, where the transitions are not direct, but through the `-th partial wave, which
participates as an intermediate process. Thus, the first term, both in Fig. 3.2 and
in Eq. (3.30) indicates a direct “open-open” (oo) channel transition and contains, in
particular, the description of potential resonances. The second term of Eq. (3.30) is
related with transitions into closed channels, which can be split into two processes.
As it is shown in Fig. 3.2 the second term of Eq. (3.30) consists of two transition
processes, the first describes an “open-closed-open” (oco) channel transition, while the
second describes an “open-closed” (oc) channel transition, followed by transitions from
all closed channels to all closed channels (cc) and finally a “closed-open” (co) channel
transition. Note that a similar idea has been discussed in [108].

The contribution of the transitions into the closed channels during the two-body
collision is significantly affected by the factor 1/(1−iγ), where the parameter γ includes
all the closed channel transitions through an effective bound state which is supported
by all the closed channels and for γ → −i the bound state coincides with the threshold
yielding a resonant collision process. Indeed, according to MQDT this can be justified
since the parameter γ = Tr(K1D

cc,`) → −i is a root of the relation det(I − iK1D
cc,`) =

1 − iT r(K1D
cc,`) = 0 and as we have mentioned above these roots describe the closed

channel bound states at given energy E. Thus, we observe that the K-matrix approach
provides us with an important insight of CIR physics by linking in a transparent way
the physical picture of virtual excitations [9] and the Fano-Feshbach-like scheme [10].
Additionally, an important aspect of the transition diagram (see Fig. 3.2) is that it
illustrates in a clear manner the Fano-Feshbach mechanism: the first term represents
the continuum (either interacting or non-interacting) and the second term exhibits all
the cc transitions, which collectively result in an effective closed-channel bound state
and its coupling to the continuum. By applying γ = −i for each single ` partial wave
one obtains the condition for resonant scattering of bosons or spin-polarized fermions
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+ +

Figure 3.2: A schematic illustration of the transitions into N channels which contribute
in the scattering process, corresponding to the K-matrix K1D, phys

oo,` . The empty (filled)
circles indicate the open (closed) channels, the arrows depict the transitions through
the `-th partial wave, and the dots denote the N − 3 channels and their corresponding
transitions. Note that N − 3 indicates the number of the closed channels.

under strong transverse confinement. Thus for ` = 0, 1, 2 one will obtain the same
resonance condition as in [9, 107, 35], being in agreement with pseudopotential theory.

The conclusion that all the closed channels collectively support only one bound state
unifies the two physical pictures of the virtual excitations with the Fano-Feshbach reso-
nant scenario. This behavior can be understood according to the K-matrix framework
by inverting Eq. (3.19):

F`(r) =
∑

n

fn(r)(U
−1)n` (3.31)

where the matrix elements (U−1)n` can be interpreted as the transition amplitudes of
the states fn(r). Evidently, we observe that all these processes collectively result in
a single state, F`(r)j̃`(kr)P`(cos θ) which asymptotically vanishes. Thus, indeed it is
reasonable to assume that all the virtual excitations support one bound state where
its wave function has the form of F`(r). A strong supportive evidence of this behavior
is also manifested in the numerical simulations shown in the chapter 2. In Fig. (2.7)
of chapter 2 we showed that for a particular `-wave CIR the probability density of the
wave function possesses a unique profile. This is approximately similar to the profile
of a wave function of the form ψ(r, θ) = j`(kr)P`(cos θ) for each particular ` quantum
number.

3.3.2 The physical K-matrix for multiple partial waves

ExtendingK-matrix and the position of coupled `-wave confinement-induced

CIRs

Up to now we have been focusing on the case of a single partial wave. By extending
the K-matrix K3D into an ` × ` diagonal matrix, we take into account all the partial
waves compatible with the atomic species, i.e. even (odd) ` for bosononic (fermionic)
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collisions. In this direction, in the corresponding K1D,phys
oo we partition the matrices

K1D
oo ,K1D

oc ,K1D
co and K1D

cc into sums of their ` components. Namely, we have that

K1D, phys
oo ≡

∑

`

K1D
oo,` + i

(
∑

`

K1D
oc,`

)(
I− i

∑

`

K1D
cc,`

)−1(∑

`

K1D
co,`

)
. (3.32)

We remark that each matrix K1D
cc,` is a rank one matrix. Hence, the matrix I −

i
∑

`K
1D
cc,` can be inverted by applying recursively the matrix inversion identity that we

used in Eq. (3.29) for each K1D
cc,` according to the following relation:

(
I− i

∑

` 6=`0

K1D
cc,`

︸ ︷︷ ︸
R

−1

`−1

−iK1D
cc,`0

)−1
= R

−1
`−1 +

i

1− iT r[K1D
cc,`0

R
−1
`−1]

R
−1
`−1K

1D
cc,`0R

−1
`−1, (3.33)

where this recursive procedure allows us to eliminate one K1D
cc,` matrix at each iteration.

Eqs. (3.32) and (3.33) provides us with an extended physical K-matrix, namely
K1D

oo,phys which includes contributions from all the higher partial waves. Consequently,

as in the case of the single partial wave by finding the roots of det
(
I − iK1D

cc

)
, we

obtain an approximate expression which provides us with the positions of all the `-
wave confinement-induced resonances coupled to each other.

1− i

∞∑

`=s0

Tr[K1D
cc,`]−

1

2

∞∑

`=s0+2

`−2∑

`′=s0

t``′ ∼= 0, (3.34)

with t``′ = tan δ` tan δ`′
∞∑

i,j=1

(
Ui`Uj`′ − Uj`Ui`′

)2

and Tr[K1D
cc,`] = tan δ`

∞∑

n=1

U2
n` (3.35)

Note that for Eqs. (3.34) and (3.35) the summation with respect to ` runs over all
the even (odd) ` with s0 = 0 (s0 = 1) for the case of bosons (fermions). Furthermore,
Eqs. (3.34) and (3.35) are exact for the case of two partial waves. Though, for an amount
of partial waves greater than two, this set of equations becomes a good approximation
since we have omitted higher-order coupling terms. This is justified since in all the
higher-order terms are multiplied with combinations of the phase shifts from higher
partial waves, which tend to zero with increasing `.

Transition diagrams: virtual excitations and Fano-Feshbach resonances

In order to give some quantitative results in the following we will focus on low energy
bosonic collisions (q0a⊥ � 1) considering s- and d-partial waves. Note that a similar
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Figure 3.3: A schematic illustration of the transitions into N channels which contribute
in the scattering process, for the case of s- and d-wave. The empty (filled) circles
indicate the open (closed) channels, the solid-black (dashed-dotted) arrows depict the
transitions through the s- (d-) partial wave, while the dots denote the N − 3 channels
and their corresponding transitions.

analysis, as it is presented below, can be done also for the case of spin-polarized fermions
which involve p- and f - partial waves.

For the scattering of two bosons the matrix K1D, phys
oo can be written in terms of s-

and d-wave K-matrices in a similar way as in Eq. (3.30) yielding the following relation:

K 1D, phys
oo = (K1D

oo,s +K1D
oo,d)

+ i(K1D
oc,s +K1D

oc,d)(I+ g1K
1D
cc,s)(K

1D
co,s +K1D

co,d)

+ ig2(K
1D
oc,s +K1D

oc,d)K
1D
cc,d(K

1D
co,s +K1D

co,d)

+ ig1g2(K
1D
oc,s +K1D

oc,d)(K
1D
cc,sK

1D
cc,d

+ K1D
cc,dK

1D
cc,s)(K

1D
co,s +K1D

co,d)

+ ig21g2(K
1D
oc,s +K1D

oc,d)K
1D
cc,sK

1D
cc,d ×

× K1D
cc,s(K

1D
co,s +K1D

co,d), (3.36)
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where g1 and g2 are defined as follows:

g1 =
i

1− iT r[K1D
cc,s]

, (3.37)

and

g2 = i
(
1− iT r[K1D

cc,s]
)
/
(
1− iT r[K1D

cc,s]− iT r[K1D
cc,d]

− Tr[K1D
cc,s]Tr[K

1D
cc,d] + Tr[K1D

cc,dK
1D
cc,s]
)
. (3.38)

Equation (3.36) is illustrated by the transition diagram in Fig. 3.3 which depicts all
the possible transitions that can occur during the collision. In this case there are two
intermediate transition processes involved, which are related to the s- and d-partial
wave indicated by solid and dash-dotted arrows, respectively. Additionally, one can
observe in Fig. 3.3 that the first and second simple terms describe direct oo transitions
via s- and d-partial waves respectively. The third (fourth) term describes cc transitions
via s- (d-) partial waves which are directly coupled to the continuum. The last two
terms of the diagram in Fig. 3.3 describe processes combining cc transitions of both
types (s- and d-partial waves-mediated) coupled to the continuum. Moreover, in the
resonant scattering the factors g1 and g2 control the contribution of the cc transitions
via s- and d-partial waves, respectively. One can observe that for g1 → ±∞ and g2 → 0
the resonant scattering is caused by a s-wave CIR, since the cc transitions through s-
partial wave become the main resonant mechanism. Additionally, for g2 → ±∞ the
resonant scattering is caused by a d-wave CIR, since the cc transitions through the
d-partial wave become dominant, i.e. are much larger than the contributions of the
transitions mediated by the s-partial wave.

According to Eq. (3.34) the relation which predicts the positions of s- and d-wave
CIR reads

1 + c1(k)
as(k)

a⊥
+ c2(k)

(
ad(k)

a⊥

)5

+ c3(k)
as(k)

a⊥

(
ad(k)

a⊥

)5

= 0, (3.39)

where as(k) = − tan δ`=0(k)/k, a
5
d(k) = − tan δ`=2(k)/k

5 are the energy dependent
s- and d-wave scattering lengths and c1(k), c2(k), c3(k) are constants related to the
Hurwitz zeta functions [109], which depend on the total colliding energy according to
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the following relations:

c1(k) = ζ

[
1

2
,
3

2
−
(
ka⊥
2

)2]

c2(k) = 180ζ

[
− 3

2
,
3

2
−
(
ka⊥
2

)2]

+ 30(ka⊥)
2ζ

[
− 1

2
,
3

2
−
(
ka⊥
2

)2]

+
5

4
(ka⊥)

4ζ

[
1

2
,
3

2
−
(
ka⊥
2

)2]
(3.40)

c3(k) = 180

{
ζ

[
− 3

2
,
3

2
−
(
ka⊥
2

)2]
×

× ζ

[
1

2
,
3

2
−
(
ka⊥
2

)2]
− ζ

[
− 1

2
,
3

2
−
(
ka⊥
2

)2]2}
.

For q0a⊥ � 1 ⇒ ka⊥ u
√
2 the values of these constants are c1 = −1.46035, c2 =

−24.3622 and c3 = −1.07986.
Moreover, the “physical“ K-matrix, K1D, phys

oo , in the open channels reads

K1D, phys
oo = − 1

q0a⊥

1

1 + as(k)
a⊥

c1(k)

[
2
as(k)

a⊥
+ 10

a5d(k)

a5⊥
×

×
[1 + (c1(k)− c4(k)

2 )as(k)a⊥
]2

1 + as(k)
a⊥

c1(k) +
a5
d
(k)

a5⊥
(c2(k) + c3(k)

as(k)
a⊥

)

]
, (3.41)

where the constant c4(k) is given by the relation:

c4(k) = 12ζ(−1/2, 3/2 − (ka⊥/2)
2)

+ (ka⊥)
2ζ(1/2, 3/2 − (ka⊥/2)

2). (3.42)

In the limit q0a⊥ � 1 the constant c4 takes the value c4 = −5.41533.
Equation (3.41) encapsulates all the information of two bosons in a harmonic waveg-

uide involving s- and d-partial wave scattering. Note that K1D, phys
oo possesses two

singularities and their positions are given by the following relations:

as(k) = − a⊥
c1(k)

and ad(k) =
5

√√√√−
1 + c1(k)

as(k)
a⊥

c2(k) + c3(k)
as(k)
a⊥

a⊥. (3.43)

Singularities occur when the s- and d-wave scattering length are approximately half
of the length of the harmonic oscillator a⊥ corresponding to the s-wave and d-wave
CIR, respectively. Furthermore, one observes that the position of the d-wave CIR
directly depends on the ratio as(k)/a⊥. Interestingly, the second term in the brackets
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of Eq. (3.41), which is related to the d-wave CIR, renders the Fano profile of the s-
and d- interfering partial waves, where the nominator describes the width of the d-wave
CIR depending strongly on the ratio as(k)/a⊥.

The effective 1D Hamiltonian and the transmission coefficient T

As it was shown in [9] the scattering of two bosons in the presence of a harmonic waveg-
uide can be mapped onto an effective 1D Hamiltonian of two bosons which interact via
a 1D delta potential, V1D(z) = g1Dδ(z), where g1D = −~2/µa1D, with the effective

one-dimensional scattering length being defined as a1D =
a2⊥
2as

(−1 + 1.4603 as
a⊥

). The
coupling strength g1D diverges when a1D → 0 at the position of the s-wave CIR.

This idea can be extended in such a way that the d-wave CIR is also included
in g1D. The latter will permit us to define the effective one dimensional length and
the transmission coefficient T . According to Eq. (3.26) the physical K-matrix and the
corresponding scattering wave function in the asymptotic regime, |r| → ∞, are related
as follows:

Ψphys(z, ρ) =
[
cos(q0|z|)−K1D

oo sin(q0|z|)
]
Φ0(ρ) (3.44)

where Ψphys is the physical wave function and Φ0(ρ) is the eigenfunction of the two-
dimensional harmonic oscillator for n = 0, i.e. the lowest transversal channel. Note that
Ψphys consists only of the real part of the total wave function in the asymptotic regime.
Thus, in order to relate the coupling constant g1D to the K1D,phys

oo matrix we map
the relative Hamiltonian H of the two bosons in the waveguide onto an effective one-
dimensional (1D) Hamiltonian where they interact via a 1D δ function, as mentioned
above. This is permitted since the relative Hamiltonian H asymptotically is fully
separable, and all the relevant scattering information is imprinted in the z-component
of the wave function. Consequently, by imposing the boundary condition of the δ
function we determine the prefactor g1D such that the real part of the wave function of
the effective 1D Hamiltonian is the same as the z-dependent part of Ψphys. Thus the

effective coupling constant g1D becomes g1D = −~2q0
µ K1D, phys

oo where the effective 1D
scattering length a1D given by the following expression:

1

a1D
= − 1

1 + as
a⊥
c1

[
2
as(k)

a2⊥

+ 10
a5d(k)

a6⊥

[1 + (c1 − c4
2 )

as(k)
a⊥

]2

1 + as(k)
a⊥

c1 +
a5
d
(k)

a5⊥
(c2 + c3

as(k)
a⊥

)

]
. (3.45)

In addition, the corresponding transmission coefficient T of the effective 1D Hamil-
tonian reads

T =
1

1 +
µ2g2

1D

~4q2
0

=
1

1 + (K1D,phys
oo )2

. (3.46)
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Figure 3.4: The numerical (red circles) and analytical (solid black line) calculated
transmission coefficient T as a function of C12 parameter with transversal confinement
ω⊥ = 2 ∗ 10−4.

3.3.3 The validity of the treatment: analytics vs exact numerical cal-

culations

In this section we compare the analytical results of the previous subsection with the
corresponding numerical data. This comparison is based on Cs atom collisions repre-
senting an ideal system for such a study with a rich spectrum of resonances [97, 98].

First we evaluate the s- and d-wave energy-dependent scattering lengths by solving
numerically the free space scattering of two Cs atoms interacting via a Lennard-Jones
potential, Vsh(r) =

C12

r12 − C6

r6 . The dispersion coefficient C6 has been taken from [97],

where the van der Waals length is `vdW = (2µC6/~
2)1/4 = 202 a0 (a0 is the Bohr radius)

and C12 is a free parameter, which controls the values of the s- and d-wave scattering
lengths. Then we use the scattering lengths as an input in Eq. (3.41), leading to a
parametrization of the K-matrix K1D, phys

oo in terms of C12.

Moreover, the numerical simulations of Cs-Cs collisions in the harmonic waveguide
are based on [14, 34, 110], where we employ the units mCs/2 = ~ = ω0 = 1, with mCs

being the mass of the Cs atom and ω0 = 2π×10 MHz. The longitudinal energy is set to
ε‖ = 2× 10−6 and the transversal energy is varied within the interval 2× 10−4 ≤ ε⊥ ≤
8×10−4, corresponding to the experimentally accessible range 4π kHz ≤ ω⊥ ≤ 16π kHz
for the waveguide confinement frequency. Additionally, the corresponding range of
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(a)

(b)

Figure 3.5: A comparison plot for (a) analytically calculated transmission coefficient
T and (b) numerically calculated transmission coefficient Tn of d-wave CIR for several
confinement frequencies ω⊥.

harmonic oscillator length is 5176 a0 ≤ a⊥ ≤ 2588 a0, fulfilling thus the criterion of
the harmonic oscillator length being much larger than the range of the interatomic
potential, a⊥ � `vdW .

In Fig. 3.4 the transmission coefficient T is illustrated as function of the C12 pa-
rameter for a relatively weak confinement frequency, namely ω⊥ = 2 ∗ 10−4. The Fig.
3.4 depicts the s- and d-wave CIR, where their position is indicated by the zeros of the
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(a)

(b)

Figure 3.6: A high resolution comparison of analytical results (solid line) with numerical
data (red squares) for the d-wave CIR for two different confinement frequencies, ω⊥ =
4× 10−4, 8× 10−4 in (a),(b) respectively.

transmission coefficient T = 0. We observe that the analytical results, indicated by
the black solid line, predict the effect of s- and d-wave CIR. Comparing these results
with the exact numerical calculation being indicated by the red circles we observe an
excellent agreement at this particular confinement frequency. More specifically, the
analytical calculations capture exactly the position and the width of s-wave CIR. Due
to the narrow width of the d-wave CIR a more detailed analysis is needed in much
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smaller scales than this of Fig. 3.4.

In Fig. 3.5 (a,b) we present the analytically and numerically calculated transmission
coefficients, T and Tn respectively, for several confinement frequencies in the vicinity
of the d-wave CIR. Notably, the agreement of the numerical with the analytical cal-
culations is excellent for all confinement frequencies. Moreover, the analytical results
capture the shift of the d-wave CIR with increasing confinement frequency and the
effect of the strong asymmetric Fano-lineshape of the transmission spectrum T . The
latter occurs, due to the interference of s- and d-wave CIRs, where, as it is indicated in
Eq. (3.41), the broad s-wave CIR serves as a background and the narrow d-wave CIR
couples to it. One should note that this difference in the widths of the two resonances
is attributed to the centrifugal term, which is absent in the case of s-wave CIR. Fur-
thermore, we present in Fig. 3.6 a high resolution plot for two confinement frequencies
again comparing the analytical with the numerical results. Even in this fine scale of the
C12 parameter the analytical calculations follow the numerical ones both qualitatively
and quantitatively. The small deviations can be explained by the fact that the criterion
a⊥ � `vdW is not strictly fulfilled for large confinement frequencies and consequently
the analytical results become less accurate. Indeed, one can observe that these small
deviations in Fig. 3.6 (b), which refer to the case of strong confinement, become less
pronounced in the case of intermediate confinement addressed in Fig. 3.6 (a).

Fig. 3.7 demonstrates the origin of s- and d-wave CIR. For that purpose we compare
the transmission coefficient T (see Figs. 3.7 (a) and (c)) with the contourplot of the
expression |det(I − iK1D

cc )| (see Fig. 3.7(b)). The transmission coefficient T and the
relation |det(I− iK1D

cc )| both depend on the total energy E = ~2k2/2µ and the ratios
as/a⊥, (ad/a⊥)

5. More specific, in Fig. 3.7 (b) for a given energy equal to the total
colliding energy E the quantity |det(I−iK1D

cc )| has two zeros whose position is indicated
in the contourplot by the dark shaded areas (dashed circles), where the positions of the
zeros correspond to two different pairs of ratios (as/a⊥, (ad/a⊥)

5). The latter means
that the closed channels possess two distinct bound states with energy equal to the
total energy E at the corresponding values of the pairs (as/a⊥, (ad/a⊥)

5), where one
bound state is related to the s-wave ((ad/a⊥)

5 ≈ 0) and the other one is related to
the d-wave. On the other hand, in Figs. 3.7(a) and (c) the transmission coefficient
T of the open channel at the same energy E possesses two zeros which correspond to
resonant scattering. The position of the d-wave CIR is in Fig. 3.7(a) at the point
as/a⊥ = 0.02 and in Fig. 3.7(c) at the point (ad/a⊥)

5 = 0.04. Respectively, the
position of the s-wave CIR is in Fig. 3.7(a) (see also the inset plot on a logarithmic
scale) at the point as/a⊥ = 0.68 and in Fig. 3.7(c) at the point (ad/a⊥)

5 ≈ 0. Thus,
we observe an exact matching of the pairs (as/a⊥, (ad/a⊥)

5) at T = 0, denoted by the
dotted vertical and horizontal lines in Fig. 3.7(b), with the pairs of (as/a⊥, (ad/a⊥)

5)
obtained from the zeros of the relation |det(I − iK1D

cc )|. The latter means that the
s- and d-wave confinement-induced resonances occur due to the corresponding s- and
d-wave bound states of the closed channels, which couple to the continuum of the open
channel. Furthermore, due to the harmonic confinement, s- and d-wave CIR are coupled
together rendering interference effects, i.e. a strong asymmetric Fano-lineshape of the
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Figure 3.7: (a) Transmission coefficient T as a function of the as/a⊥ parameter, (b)
contourplot of the quantity |det(I− iK1D

cc )| versus the parameters as/a⊥ and (ad/a⊥)
5

and (c) transmission coefficient T as a function of the (ad/a⊥)
5. In (b) the black

dotted lines indicate the position of the resonance with respect to the subfigures (a)
and (c), the black dotted circles indicate the positions of the zeros of |det(I−iK1D

cc )| and
the red dashed line shows the positions of the resonances for an arbitrary short-range
interatomic potential. The inset of (a) refers to the dashed boxed area and depicts on
a logarithmic scale the second zero of the transmission coefficient (s-wave CIR).

transmission coefficient T , as it is depicted in Fig. 3.7(a) and (c). Finally, in Fig.
3.7(b) the red dashed line indicates the position of the d-wave CIR for any short-range
interatomic potential according to Eq. (3.39).
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3.4 Brief Summary and Conclusions

In this chapter we developed a non-perturbative theoretical framework which permits
us to explore two-body scattering within a harmonic waveguide taking into account
all possible partial wave excitations. Our analysis is based on the assumption that
the range of the interatomic interactions is smaller than the length scale of the har-
monic confinement, imposing thus two regimes of distinct symmetries, i.e. spherical
for |r| → 0 and cylindrical for |r| → ∞. This length scale separation yields two ap-
proximate symmetries in configuration space: a spherical symmetry close to the origin
of the scattering event and a cylindrical one in the asymptotic regime. Furthermore,
the well separated length scales leads to the existence of an nonorthogonal local frame
transformation. The local frame transformation permits us to interrelate the spherical
symmetric solutions with the cylindrical ones. Therefore, by means of this transforma-
tion we are able to ”propagate“ the scattering information which is encapsulated in the
K3D matrix outwards to the asymptotic regime.

In addition, we demonstrated that the K-matrix approach can be generalized in
order to include contributions from the higher partial waves in the presence of the
harmonic confinement. The expansion over `-partial waves leads to an extension of
CIR physics, where more ` 6= 0-wave CIRs emerge being coupled to the broad s-wave
CIR predicted in [9]. Furthermore, we obtain analytically the positions of all `-wave
confinement-induced resonances (Eqs. (3.34, 3.35)). This general result refers both to
fermionic and bosonic collisions. Note that it can be easily extended for more than
one open channel taking into account inelastic processes as well. Additionally, we
have demonstrated that the K-matrix approach can provide us with a unique insight
into the underling physics of scattering in confined geometries (Eqs. (3.30, 3.36)). More

specifically, we show that the ”physical” 1D K-matrix, K1D, phys
oo , can be expanded in a

Dyson-like form of equations, where each term describes all possible transitions which
occur during the collision process. The latter permits us to classify and thoroughly
analyze all couplings which are induced by the presence of higher `-partial waves.
Moreover, this scheme allows to unravel the connection of the two interpretations for
the CIR effect introduced in [9, 10]: All the possible transitions through each `-partial
wave into the closed channels act in a collective way yielding an effective `-wave bound
state supported by all closed channels being coupled to the continuum of the open
channel. The latter yields an asymmetric Fano-lineshape in the transmission coefficient
T . Additionally, we implement the extended analytical model in the case of two-
body bosonic collisions in the presence of a harmonic waveguide with the scattering
process involving only s- and d-partial waves, where we observe an excellent agreement
between the analytical and numerical results. Furthermore, we analyze the d-wave
CIR being coupled to the s-wave CIR, where both resonances depict an asymmetric
Fano-lineshape in the transmission spectrum. A similar behavior is expected also for
the case of spin-polarized fermionic collisions involving p- and f -partial waves and their
couplings. Nevertheless, we should mention that for higher partial waves (` ≥ 4) the
widths of the corresponding `-wave CIRs become very narrow, due to the pronounced
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centrifugal barrier which the atoms have to tunnel through in order to perform a `-
partial wave collision. Finally, within the framework of the K-matrix approach the
origin of the narrow `-wave resonances in the presence of confinement has shown to be
of Fano-Feshbach type.
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Chapter 4

Dipolar scattering in confined

geometries

Recent experimental advances allowed the realization of dense ultracold polar molecule
gases [45, 46, 47]. This was achieved using traps of reduced dimensionality, where the
extra handling parameters of the confinement yield the control of external and internal
degrees of freedom of the polar molecules. This controllability results in the suppression
of the chemical reactions which can be induced during collisional events, going a step
towards the Bose-Einstein condensation of ground-state polar molecules. In contrast
to the case of atomic collisions, polar molecules interact via dipole-dipole interaction
(DDI), which are intrinsically different than those of neutral atoms, since they posses a
long-range character and are anisotropic. The extensive theoretical study of free-space
dipolar collisions [111, 112, 113, 114, 115, 116, 117, 119] combined with the effects
of the reduced dimensionality has opened new avenues of dipolar many-body phases
[120, 121], such as dipolar crystals [122]. In view of the substantial theoretical effort
made on confined dipolar scattering [123, 124, 38, 125, 126, 39], the need for a rigorous
understanding of the role of anisotropic forces in CIRs becomes evident.

In this chapter, we present a nonperturbative theoretical framework which incorpo-
rates generic anisotropic interactions that allows us to study dipolar collisions in the
presence of a harmonic transversal confinement. The approach we employ here mainly
consists of a generalization of the K-matrix theory presented in chapter 3, where are
consistently taken into account higher angular momentum states and their couplings as
well. These `-wave states are firstly coupled due to the anisotropic nature of the DDI
and secondly by the harmonic confinement, which leads to a rich resonance structure
of `-wave dipolar confinement-induced resonances (DCIRs). These resonances appear
in the vicinity of shape resonances which are properly taken into account within the
K-matrix approach going beyond the effective one-dimensional pseudopotential theory
[38]. Interestingly, this interplay between the confinement and the DDI leads to an in-
tricate dependence of the s-wave DCIRs positions on the dipolar interaction strength.
The derived resonance condition reveals in detail the impact of the DDI anisotropy on
the CIR effect and provides the necessary tool for the experimental control of the dipo-
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4. DIPOLAR SCATTERING IN CONFINED GEOMETRIES

lar collisions in quasi-one-dimensional (Q1D) traps. We remark that this sensitivity of
the s-wave DCIRs on the strength of dipolar interactions has been observed, so far,
numerically [38, 39]. The exact knowledge of the positions of DCIRs can be utilized for
the realization of a dipolar version of the (super-) Tonks-Girardeau gas [11, 12], pro-
viding different dynamics in the collective oscillations of the many-body phase [127].
Notably, the present theoretical treatment can equally be applied to other collisional
systems either of bosonic or fermionic symmetry where anisotropic forces dominate,
such as metastable alkaline-earth-metal atoms in magnetic fields which interact with
quadrupole-quadrupole interactions [128], or rare-earth atoms, e.g. Dy, Er [129, 130].

4.1 K-matrix approach for dipolar collisions

4.1.1 Hamiltonian and the partitioning of the configuration space

In the following, we consider a system of two bosonic, nonreactive polar molecules
which collide in a Q1D waveguide. They are treated as perfect dipoles fully polarized
by an external electric field along the waveguide axis ẑ. The transversal confinement is
induced by a two-dimensional (2D) harmonic potential which still permits a separation
of the center of mass and relative degrees of freedom. The physics of the collisional pro-
cesses is then completely described by the relative Hamiltonian expressed in cylindrical
coordinates r = (ρ, φ, z)

H = − ~2

2µ
∇2 +

µ

2
ω2
⊥ρ

2 + Vint(r), (4.1)

where µ denotes the reduced mass and ω⊥ is the confinement frequency.
The interaction potential is given by the following relation:

Vint(r) = Vsh(r) +
d2

r3
[1− 3(ẑ · r̂)2], (4.2)

where the short-range term Vsh is modeled by a Lennard-Jones (LJ) 12-6 potential,
Vsh(r) =

C12

r12
− C6

r6
. The second term describes the DDI where d is the induced dipole

moment.
The justification of the LJ-potential for the short-range behavior of the two non-

reactive molecules lies in the separation of the energy scales for elastic ultracold colli-
sions and inelastic chemical processes [39]. The ranges of the LJ and DDI potentials

are lvdW = (2µC6/~
2)

1

4 and ld = µd2/~2, respectively. As in Refs.[33, 35], we con-
sider the confining oscillator length a⊥ ≡

√
~/µω⊥ to be the larger length scale, i.e.

a⊥ � lvdW, ld.
This condition separates the configuration space into three domains with respect to

the relative distance r:
(I) ld, lvdW < r � a⊥: At small separation distances the interactions Vint(r) dom-

inate, so that the dipoles effectively experience a free-space collision of total energy
E = ~2k2/2µ, with the according symmetry imposed. In this region, the correspond-
ing wave function can thus be efficiently expanded in the `-wave angular momentum
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eigenstates. Note that, due to the azimuthal rotational symmetry of H, the quantum
number m is conserved, and will here be fixed to m = 0. On the contrary, the angular
momentum ` is not conserved due to the anisotropy of the DDI, which couples states
with ∆` = ` − `′ = 2. The scattering information of Vint is then imprinted in a free-
space K-matrix of tridiagonal and symmetric form in `-representation, with entries for
even ` due to bosonic symmetry; considering up to g-wave contributions, namely ` = 4,
it reads

K3D =



Kss Ksd 0
Kds Kdd Kdg

0 Kgd Kgg


 . (4.3)

Since the waveguide confinement is not experienced in this region, the entries of K3D

are a measure of the distortion of the wave function due to the presence of Vint.
(II) a⊥ � r → ∞: At large separations the cylindrical confinement prevails, such

that the wave function decomposes into the radial eigenmodes n of the transversal
2D harmonic oscillator. These are regarded as asymptotic channels of the scattering
process, which is described by the corresponding K-matrix in one dimension, K1D.

(III) ld, lvdW � r � a⊥: At intermediate separation distances there is, in gen-
eral, an admixture of `-wave states from Vint and n-mode states from the confinement.
However, in this particular domain, both the interaction and confining potentials essen-
tially vanish, so that the corresponding scattering solutions can be efficiently matched.
Therefore, a non-orthogonal local frame transformation U exists [103], which enables
the projection of the wave function of domain (I) onto that of domain (II). In particular,
U transforms the corresponding K-matrices into one another: K1D = UT K3D U with
its elements being (K1D)nn′ =

∑
``′ U

T
n`(K

3D)``′U`′n′ . Note that both K3D and K1D

depend on the total energy E. We recall that the matrix elements of the local frame
transformation U with the azimuthal quantum number being m = 0 have the following
explicit form:

U`n =

√
2(−1)d0

a⊥

√
2`+ 1

kqn
P`

(
qn
k

)
, (4.4)

where qn refers to the momentum along the longitudinal axis, the quantity d0 is `/2
((` − 1)/2) for bosons (fermions). qn is defined by the following relation of the total
colliding energy E:

E

~ω⊥
=

(ka⊥)
2

2
= 2n + 1 +

(qna⊥)
2

2
. (4.5)

4.1.2 Single mode regime and the physical K-matrix

In the following, we consider low-energy scattering in the asymptotic transversal ground
state n = 0, following the criterion q0a⊥ � 1 for the relative longitudinal wave vector
q0 which is considered to be small and finite. The total collision energy, in domain II,
is E = ~2k2/2µ = ~ω⊥+~2q20/2µ, so that only the first channel (n = 0) is energetically
open (o), while higher channels (n > 0) remain closed (c), since E < ~ω⊥(2n + 1).
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4. DIPOLAR SCATTERING IN CONFINED GEOMETRIES

The asymptotic components of the wave function in the c-channels, however, contains
exponential divergences, rendering the scattering unphysical. This behavior is remedied
in the framework of multichannel quantum defect theory (MQDT) by imposing the
physically acceptable boundary conditions in c-channels [105], yielding a physical K-
matrix given by

K1D, phys
oo = K1D

oo + iK1D
oc (I − iK1D

cc )−1K1D
co , (4.6)

where I is the identity matrix. The roots of det(I − iK1D
cc ) = 0 provide the bound

states in the c-channels which energetically lie in the continuum of the o-channels.

By expressing Eq. (4.6) in terms of (`, `′)-pairs of the angular momentum states we
get the following relation:

K1D, phys
oo =

∑

``′
K1D,``′

oo + i
∑

``′
K1D,``′

oc

(
I − i

∑

``′
K1D,``′

cc

)−1∑

``′
K1D,``′

co , (4.7)

where K1D,``′
oo refers to the open-open channel transitions, where its matrix element

is defined as (K1D,``′
oo )00 = (UT )0`K

3D
``′ U`′0 with K3D

``′ being the corresponding matrix

element of K3D. K1D,``′
oc (K1D,``′

co ) refers to open-closed (closed-open) transitions and
each one is a single row- (column-) matrix, where its entries are defined as (K1D,``′

oc )0n =
(UT )0`K

3D
``′ U`′n

(
(K1D,``′

co )n0 = (UT )n`K
3D
``′ U`′0

)
. K1D,``′

cc refers to closed-closed tran-

sitions, and the matrix elements of K1D,``′
cc are given by (K1D,``′

cc )nn′ = (UT )n`K
3D
``′ U`′n′ .

We remark that each matrix K1D,``′
cc is a rank one matrix. The matrix I−i

∑
``′ K

1D,``′
cc

is inverted analytically where for each K1D,``′
cc rank one matrix we use recursively the in-

version identity for rank one matrices of Ref. [106]. Note that the K1D, phys
oo in Eq. (4.7)

constitutes the Dyson-like form of the physical K matrix.

After performing all the corresponding matrix multiplications Eq. (4.7) then reads

K1D, phys
oo = − α · ξ

q0a⊥(1 +α · R)
, (4.8)

where the scalar products are short-hand for summed coefficients of the α, ξ and R.
ξ and R contain traces

∑
n U

T
n`U`′n over the c-channels n, yielding combinations of

the Hurwitz ζ-function for each (`, `′)-pair. α consists of single-term combinations
of ā``′ ≡ a``′/a⊥, where a``′ = −K``′/k are generalized, energy dependent scattering
lengths for dipolar collisions in free-space [115]. Due to Eq. (4.9) we remark that α

contains up to g-wave ā``′-terms. Eq. (4.8) therefore encapsulates directly the impact
of the anisotropy of the DDI on the confined scattering: K1D, phys

oo is determined by
the dipole-induced ā``′ -terms contained in α, which are simultaneously weighted by the
coupling due to the confinement via ξ and R.

The explicit form of α · ξ and α · R

Here for reasons of completeness we provide the explicit form of Eq. (4.8). Namely, the
scalar product α · R has the following form:
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α · R = āssR1 + āddR2 + āggR3 + āsdR4 + ādgR5 + ā2sdR6 + ā2dgR7 + āssāggR8

+ āssādgR9 + āssāddR10 + āggāsdR11 + āddāggR12 + āsdādgR13

+ (āssā
2
dg + āggā

2
sd − āssāddāgg)R14, (4.9)

with ā``′ ≡ a``′/a⊥ with a``′ = −K``
′/k being generalized, energy dependent scattering

lengths for dipolar collisions in free-space [115] encapsulating the scattering information
of the short-range and the dipole-dipole interactions. The coefficients Ri, i = 1, . . . , 14,
are the components of the vector R and are defined by the following:

R1 = b1; R2 =
b2

(ka⊥)4
; R3 =

b6
(ka⊥)8

; R4 =
2b3

(ka⊥)2
; R5 =

2b4
(ka⊥)6

;

R6 =
b23 − b1b2
(ka⊥)4

; R7 =
b24 − b6b2
(ka⊥)12

; R8 =
b1b6 − b25
(ka⊥)8

; R9 =
2(b1b4 − b3b5)

(ka⊥)6
;

R10 = −b
2
3 − b1b2
(ka⊥)4

; R11 =
2(b3b6 − b4b5)

(ka⊥)10
; R12 = −b

2
4 − b6b2
(ka⊥)12

; (4.10)

R13 =
2(b3b4 − b2b5)

(ka⊥)8
; R14 =

b1(b
2
4 − b6b2) + b3(b3b6 − b4b5)− b5(b3b4 − b2b5)

(ka⊥)12
;

where the bi’s, with i = 1, . . . , 6, are constants, given by

b1 = ζ

(
1

2
, ε

)
; b2 = 180ζ

(
− 3

2
, ε

)
+ 30(ka⊥)

2ζ

(
− 1

2
, ε

)
+

5

4
(ka⊥)

4ζ

(
1

2
, ε

)

b3 = 2
√
5

[
3ζ

(
− 1

2
, ε

)
+

(ka⊥)
2

4
ζ

(
1

2
, ε

)]

b4 = 6
√
5

[
210ζ

(
− 5

2
, ε

)
+

125(ka⊥)
2

2
ζ

(
− 3

2
, ε

)
+

39(ka⊥)
4

8
ζ

(
− 1

2
, ε

)

+
3(ka⊥)

6

24
ζ

(
1

2
, ε

)]

b5 = 210ζ

(
− 3

2
, ε

)
+ 45(ka⊥)

2ζ

(
− 1

2
, ε

)
+

3(ka⊥)
4

8
ζ

(
1

2
, ε

)

b6 = 90

[
490ζ

(
− 7

2
, ε

)
+ 210(ka⊥)

2ζ

(
− 5

2
, ε

)
+

555(ka⊥)
4

20
ζ

(
− 3

2
, ε

)

+
45(ka⊥)

6

40
ζ

(
− 1

2
, ε

)
+

9(ka⊥)
8

640
ζ

(
1

2
, ε

)]
, (4.11)

here ζ(·, ·) denotes the Hurwitz zeta function and ε = 3/2− (ka⊥/2)
2.

Similarly, the scalar product α · ξ results in the following expression:

α · ξ = āssξ1 + āddξ2 + āggξ3 + āsdξ4 + ādgξ5 + ā2sdξ6 + ā2dgξ7 + āssāggξ8

+ āssādgξ9 + āssāddξ10 + āggāsdξ11 + āddāggξ12 + āsdādgξ13

+ (āssā
2
dg + āggā

2
sd − āssāddāgg)ξ14, (4.12)

87



4. DIPOLAR SCATTERING IN CONFINED GEOMETRIES

with ξi, i = 1, . . . , 14, being the components of the vector ξ and are defined as follows:

ξ1 = 2; ξ2 =
10

(ka⊥)4
; ξ3 =

81

2(ka⊥)8
; ξ4 =

4
√
5

(ka⊥)2
; ξ5 =

18
√
5

(ka⊥)6
;

ξ6 =
−2b2 + 4

√
5b3 − 10b1

(ka⊥)4
; ξ7 =

18
√
5b4 − 10b6 − 81

2 b2

(ka⊥)12
; ξ8 =

81
2 b1 − 18b5 + 2b6

(ka⊥)8

ξ9 =
18
√
5b1 − 18b3 + 4b4 − 4

√
5b5

(ka⊥)6
; ξ10 =

10b1 + b2 − 4
√
5b3

(ka⊥)4
;

ξ11 =
81b3 − 18b4 − 18

√
5b5 + 4

√
5b6

(ka⊥)10
; ξ12 =

81
2 b2 − 18

√
5b4 + 10b6

(ka⊥)12
;

ξ13 =
−18b2 + 18

√
5b3 + 4

√
5b4 − 20b5

(ka⊥)8
;

ξ14 =

[
81

2
(b23 − b1b2) + 18(b2b5 − b3b4) + 2(b24 − b2b6) + 4

√
5(b3b6 − b4b5)

+ 10(b25 − b1b6) + 18
√
5(b1b4 − b3b5)

]
/(ka⊥)

12, (4.13)

with the constants bi, i = 1, . . . , 6, given in Eq. (4.11).

Note that in the low-energy regime, q0a⊥ � 1, the dimensionless total energy

becomes (ka⊥)2

2 = 1 + (q0a⊥)2

2 ≈ 1.

4.2 Dipolar confinement-induced resonances

The resonant behavior arises in the form of poles of K1D, phys
oo , given by the roots of

the equation

1 +α · R = 0. (4.14)

These coincide with the zeros of det(I − iK1D
cc ) = 0 in Eq. (4.6), which demonstrates

that the origin of the resonance structure is a Fano-Feshbach mechanism. Note that
the resonance condition, Eq. (4.14), can be met in multiple ways by allowing either one
of the ā``′-terms to be dominant.

It is thus evident that due to the presence of the DDI within the waveguide, different
`-wave states from the domain (I) contribute to this resonance mechanism. The `-wave
labeling is still used in the sense that a particular partial wave dominates over the
others, although they are coupled together due to DDI, which leads to broad s-wave
and narrow (` > 0)-wave DCIRs with corresponding positions in the parameter space,
e.g. ld, lvdW, a⊥, determined by Eq. (4.14). Note that this difference of the widths
arises from the free-space dipolar scattering, where within the adiabatic approximation
of the two-body dynamics [117] the s-wave adiabatic channel possesses an effective
−1/r4 potential tail, while each ` > 0 state exhibits a repulsive barrier leading to
increasingly narrower resonances with increasing `-wave character.
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We will now focus on the s-wave DCIRs, which are of immediate experimental
relevance. Hence, we isolate the free-space ass dipolar scattering length on the left
hand side of Eq. (4.14), and obtain the corresponding resonance condition āss(ka⊥, d) =
F({ā``′(ka⊥, d)}, {Ri(ka⊥)}), where

F = −1+ādd(R2+āggR12)+āgg(R3+āsdR11)+āsd(R4+ādgR13)+ādg(R5+ādgR7)+ā2
sd
(R6+āggR14)

R1+āddR10+āggR8+ādgR9+(ā2
dg
−āddāgg)R14

,

(4.15)

with the Ri (i = 1 . . . 14) being the components of R. Originating from the poles
of K1D, phys

oo in Eq. (4.8), the quantity F now embodies the interplay between the DDI
anisotropy and the confinement. Note that in general āss(ka⊥, d) and F({ā``′(ka⊥, d)},
{Ri(ka⊥)}) depend differently on the dipole moment d; thus their equality provides a
transcendental equation being fulfilled for particular values of d in the parameter space.

The s-wave DCIRs appear in the vicinity of the free-space resonances which are
s-wave dominated, i.e. near the broad divergences of the ass dipolar scattering length,
where all the higher a``′ scattering lengths are non-resonant. Additionally, as was
shown in Ref.[115, 124] within the Born approximation (BA) the non-resonant a``′

terms, except for the ones with ` = `′ = 0, are proportional to the dipolar length ld.
Consequently, this universal, i.e. Vsh-independent, behavior of the higher a``′ terms
leads to the following simplification of Eq. (4.15):

FBA = −1 + η1l̄d + η2 l̄
2
d + η3 l̄

3
d

σ0 + σ1l̄d + σ2l̄2d
, (4.16)

where l̄d ≡ ld/a⊥ and the ηj and σj consist of combinations of Ri’s. In the considered
low-energy limit q0a⊥ � 1, they acquire the values η1 ≈ 1.844, η2 ≈ −1.119, η3 ≈ 0.013,
σ0 ≈ −1.46, σ1 ≈ 2.008 and σ2 ≈ 0.046. For ld = 0, the resonance condition, āss = FBA,
reduces to ās = −1/σ0 = 0.68, as expected for the s-wave CIR [9].

The explicit form of the η- and σ-constants expressed in terms of the components
of R take the following form:

η1 = −2R2

21
− 2R3

77
−

√
5

105
(7R4 +R5)

η2 =
2
√
5R11

1155
+

4R12

1617
+

1

2205
(7R13 + 49R6 +R7)

η3 = −2R14

3465
σ0 = R1

σ1 = −2R10

21
− 2R8

77
−

√
5

105
R9

σ2 = −R14

495
(4.17)
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Figure 4.1: F versus l̄d ≡ ld/a⊥. The black line refers to FBA (Eq. (4.16)), whereas Fw

(red line) and Fs (blue line) refer to Eq. (4.15) where the terms a``′ are numerically
calculated for a LJ potential that possesses for d = 0 a weakly or a strongly s-wave
bound state, respectively.

4.3 Discussion

The validity of the Born approximation

The analytical results from the BA, Eq. (4.16), are compared in Fig.4.1 to those of
Eq. (4.15), in which the a``′ are calculated numerically from the dipolar free-space
problem [131]. We see that, whereas the BA breaks down close to free-space resonances
(a``′ → ∞, `, `′ ≥ 0) as expected [49], FBA is in good agreement with the non-resonant
parts of F ; these are also the regimes of interest here, since the s-wave DCIRs occur
away from a``′ , `, `

′ ≥ 0 free-space resonances.

To study the universal aspects of F , we consider for d = 0 the two limiting cases
of a weakly and a strongly s-wave bound state in the LJ potential, yielding as �
lvdW and as � lvdW, respectively. We observe in Fig. 4.1 that Fs (strongly bound-
blue line) and Fw (weakly bound-red line) practically coincide everywhere apart from
the positions of the narrow resonant features. The non-universality of these resonant
features mainly arises from the coupling term asd, which is strongly affected by the
non-universal and strongly resonant behavior of ass. However, the distance between
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(a)

(c)

(b)

(d)

Figure 4.2: The transmission T : analytical results (solid line) and numerical calcu-
lations for (a) as � lvdW (− # −), (b) as � lvdW (−�−). (c) and (d) show the
corresponding quantity |det(I − iK1D

cc )|, for the parameter values of (a) and (b), re-
spectively.

the corresponding divergences in Fs and Fw decreases as l̄d increases. This is because, as
the DDI becomes stronger, it dominates the short-range LJ interaction and eventually
shields it completely, thereby restoring the universal behavior of ass.

Analytics-numerics

We now investigate the resonant structure of the transmission coefficient T for confined
dipolar scattering, which we derive analytically in terms of the physical K-matrix as
T = 1/[1+(K1D, phys

oo )2]1 . Note that the numerically calculated α from the unconfined
problem is used as an input in Eq. (4.8), as before. The transmission is shown in Fig.4.2

1For further details on the derivation and the construction of an effective one-dimensional Hamilto-
nian see the corresponding part in subsection 3.3.2.
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4. DIPOLAR SCATTERING IN CONFINED GEOMETRIES

(a)

(b)

(c)

(d)

Figure 4.3: (a) āss depicted for as � lvdW (− # −) and as � lvdW (−2−), whereas the
black line shows the quantity FBA, (b) the analytically calculated transmission T for
as � lvdW (red line) and as � lvdW (blue line). (c) and (d) represent magnifications
of the gray shaded areas of (a) and (b), respectively.

as a function of l̄d, again for the cases of (a) a weakly and (b) a strongly bound s-wave
state in the LJ potential at d = 0, each featuring sequences of s- and higher partial
waves (` > 0) DCIRs. As mentioned previously, the latter are much narrower due to
the presence of the repulsive barrier. These results are compared to exact numerical
calculations of T (red circles and blue squares in Fig.4.2 (a) and (b), respectively) based
on a scheme presented in Ref. [110]. An excellent agreement is observed. Moreover,
Fig.4.2 (c) and (d) show the corresponding expression |det(I−iK1D

cc )|, which is observed
to tend to zero exactly at the positions of T ≈ 0. This indeed illustrates that the `-wave
DCIRs fulfill a Fano-Feshbach scenario.

s-wave dipolar confinement-induced resonances

Fig.4.3 (a) shows a graphical solution of the resonance condition for the positions
of the s-wave DCIRs. There the dipolar scattering within the waveguide becomes
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resonant for the values of l̄d where āss = F ' FBA > 0. We focus on the broad
divergences of āss related to s-wave dominated dipolar free-space resonances, whose
width increases with l̄d, since the DDI becomes more attractive. The intersections
of FBA and āss in Fig.4.3 (a) are seen to occur exactly at the zeros T (l̄d) = 0 of the
transmission in Fig.4.3 (b), as clearly demonstrated for the magnified grey shaded areas
in Fig.4.3 (c) and (d). This striking coincidence demonstrates the high accuracy of the
derived resonance condition for s-wave DCIRs, for both limiting cases as � lvdW and
as � lvdW.

This accurate prediction of the s-wave DCIRs is retained over the whole range of
the DDI strengths, from the non-universal to the universal regime (l̄d > 0.11) of the s-
wave dominated dipolar free-space resonances. In the universal regime the short-range
physics represented by Vsh indeed becomes irrelevant, in the sense that the positions
of the s-wave DCIRs (intersections of āss and FBA(l̄d)) for different strengths of Vsh to
a good approximation coincide in the (āss, l̄d)-plane.

Fig.4.3 (a) comprises the most intriguing difference of DCIRs compared to well-
established CIRs with isotropic interactions: In contrast to the case of CIRs, the po-
sitions of s-wave DCIRs, measured in values of āss, increases for increasing interaction
strength of the DDI potential, or, equivalently, for an increasing number of s-wave dom-
inated dipolar free-space resonances which have become bound within Vint(r). There-
fore, in the presence of a DDI the confinement-induced shift of free-space resonances
is no longer constant, but increases for successive resonances passing the open channel
threshold. This behavior arises from the anisotropic nature of the DDI, which mixes
higher partial `-waves more strongly for larger ld, and is enhanced via their recoupling
by the confinement, yielding substantial contributions to the positions of the s-wave
DCIRs.
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4.4 Concluding remarks

In conclusion, we have extended the K-matrix formalism to treat dipolar collisions and
include higher partial waves in the presence of a harmonic Q1D confinement leading to
the prediction of `-wave DCIRs. In particular, we analyzed in detail the case of s-wave
DCIRs and derive analytically the corresponding resonance condition in the form āss =
FBA, containing explicitly the dependence on the DDI strength. Apart from providing
an essential ingredient for the resonant control of nonreactive polar molecule gases in
Q1D, this result sheds light on the physics underlying the DCIR effect: We demonstrate
how the DDI couples the `-wave states of the short-range potential, which are in turn
mixed by the confinement. As a result of this interplay between DDI and confinement,
the positions of the s-wave DCIRs, measured in values of āss, were shown to shift
for increasing strength of the interaction potential, in contrast to the case of mere s-
wave CIRs. We remark that in the case of fermionic dipolar collisions we expect the
appearance of corresponding DCIRs, which may exhibit universal characteristics even
for weak dipole moments as BA indicates [115]. In addition, for non-polarized dipoles
including the azimuthal φ dependence in our framework may emerge `-wave DCIRs
which split into components of the azimuthal quantum numberm [132]. The theoretical
advance presented here, combined with MQDT theory [133], may pave the way for new
insights on reactive polar molecule collisions in quasi-2D [45]. Furthermore, we remark
that the s-wave dominated dipolar free-space resonances can be induced either by
strong dc-electric or laser fields [111, 112, 116]. This together with the tunability of
the confinement frequency provides us with excellent tools for probing s-wave DCIRs,
which experimentally can be identified by their shifts for successive free-space dipolar
resonances (see Fig.4.3(a)). Notably, the density of the s-wave DCIRs does not depend
on the changes of the short-range physics, though is strongly affected by the density
of the free-space resonances as Fig.4.3(a) indicates. Hence, for a spectrum of free-
space resonances of a certain density the corresponding DCIRs might be experimentally
resolvable, since their width increases as l̄d increases (see Fig.4.2(a)-(b)).
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Chapter 5

Conclusions and outlook

Conclusive remarks and perspectives have been included in each chapter of the present
thesis. In this chapter we will only summarize the very basic aspects and provide a
more general outlook.

The main purpose of this thesis is the development of a non-perturbative theoretical
framework for multichannel collisions in the presence of external confining potentials.
This theoretical treatment permits us to obtain a substantial physical insight on the
collisional properties of confinement-induced processes which either involve isotropic or
anisotropic interactions including contributions from higher angular momentum states.
Furthermore, this method avoids the limitations of pseudopotential theory as we have
discussed in chapter 2.4, allowing us to obtain quantitative results which describe the
corresponding resonant phenomena. These quantitative results, i.e. the resonance
conditions, may pave the way to design and manipulate new exotic many-body phases
of effective one-dimensional strongly correlated gases yielding new properties.

In particular, we have investigated the case of higher partial wave scattering of
neutral atoms within a harmonic waveguide. The contributions from all the higher
partial waves during the atom-atom collisions yield mutually coupled `-wave CIRs,
which fulfill a Fano-Feshbach scenario. This leads to an extension of the concept of CIR
physics beyond the previous studies [9, 33] showing a much richer resonance structure
in the transmission spectrum. The underlying physics of this particular collisional
system has been demonstrated in chapter 3 where the Dyson-like form of the physical
1D K-matrix, K1D, phys

oo , provided us with a classification of the virtual transitions
that the colliding atoms undergo. The corresponding transition diagrams permit us to
analyze thoroughly all the couplings induced by the presence of higher partial waves.
Moreover, this scheme allows us to unravel the connection of the two interpretations
for the CIR effect introduced in [9, 10], where all the possible transitions through each
`-partial wave into the closed channels act in a collective way yielding an effective `-
wave bound state supported by all closed channels. it is this effective `-wave bound
state supported by all closed channels that becomes coupled to the continuum of the
open channel leading to an `-wave CIR. Finally, we remark that the analytically derived
resonance conditions for the `-wave CIRs show how different `-wave interactions can
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be manipulated by tuning of the transversal confinement.
The robustness of the K-matrix approach allows us to include apart from higher

angular momentum states, the couplings between them as well. This extension es-
sentially enables us to study the collisional properties of systems which interact with
anisotropic forces. More specifically, in chapter 4 we considered a system of bosonic
dipoles which collide within a harmonic waveguide leading to the prediction of `-wave
DCIRs. Furthermore, we focused on the case of s-wave DCIRs and derive analytically
the corresponding resonance condition going beyond the previous studies [38]. The
extended K-matrix formalism permitted us to unravel the impact of the anisotropic
nature of the dipolar forces on CIR physics yielding DCIRs whose their positions are
sensitive on the strength of dipolar interactions, in contrast to the case of mere CIRs.
This sensitivity arises due the coupling of the `-wave states of the short-range potential
by the dipole-dipole interactions, which are in turn mixed by the confinement. We
remark that the resonance condition of the `-wave DCIRs shows explicitly how this
type of resonances can be manipulated. The latter is achieved either by adjusting
the transversal confinement frequency or by tuning the the strength of dipole-dipole
interactions via an external electric field.

The general scheme of the K-matrix formalism opens new research options in or-
der to study more complicated colliding systems in the presence of external potentials
providing new insights and a plethora of new effects. Such collisional systems are the
rare-earth atoms (e.g. Er, Dy) which have recently attracted a lot of scientific inter-
est or alkaline-earth-metal atoms in magnetic fields which interact with quadrapole-
quadrapole interactions. We have also (chapter 4.4) discussed that by including a φ
azimuthal dependence in the K-matrix approach collisions of non-polarized dipoles can
be investigated as well. This will allow for studying collisions of light (heavy) atoms
which interact with spin-spin (second order spin-orbit) interactions. In addition, this
method can be directly applied also in the case where the two particles, i.e. atoms
or dipoles, can occupy after the collision a transversally excited state of the confin-
ing potential. Such collisions will involve more than one open channel and therefore
inelastic processes could be investigated as well. Another research option constitutes
the extension of the concept of local frame transformation in other types of transverse
confining potentials such as the two-dimensional anisotropic harmonic oscillator. This
extension combined with MQDT theory [133], will allow us to investigate rigorously
collisions of reactive polar molecules in quasi-2D traps which is expected provide new
insights and complement the recent experimental observations [45].
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Appendix A

Computational methods

A.1 Two-body collisions with or without external confin-

ing potentials

A.1.1 Hamiltonians, Schrödinger equation and boundary conditions

Hereafter we will discuss the numerical methods which we have implemented in order
to treat the scattering problem either in free space or in the presence of a transverse
harmonic confinement1 . Throughout this appendix we assume that the corresponding
Hamiltonians possess azimuthal symmetry. This imposes that the dependence on the
angle φ can be neglected and consequently the corresponding Schrödinger equations
can be reduced into two-dimensional differential equations.

For the cases of two-body collisions either with or without external confinement, we
have the following generic Hamiltonian in the relative degree of freedom:

H = − ~2

2µ

{
d2

dr2
+

1

r2
d

dx
[(1 − x2)

d

dx
]

}
+ V (r), (A.1)

where x = cos θ, µ is the reduced mass and the potential term V (r) is given by the
relations

(I) For free-space collisions: V (r) =
C12

r12
− C6

r6
(A.2)

(II) For collisions in the waveguide: V (r) =
C12

r12
− C6

r6
+
µω⊥
2
r2(1− x2),

where in the case (II) the term ω⊥ is the transversal confinement frequency. Note
that Eqs. (A.1) and (A.2) are expressed in spherical coordinates. The corresponding
Schrödinger equation reads

− ~2

2µ

{
d2

dr2
+

1

r2
d

dx
[(1 − x2)

d

dx
]

}
Ψ(r, x) + V (r)Ψ(r, x) = EΨ(r, x), (A.3)

1For additional details on the numerical methods see Ref.[110].
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where E is the total colliding energy.

The wave function Ψ(r, x) close to the origin for both potentials of Eq. (A.2) has
to vanish, namely we have that

For |r| → 0 : Ψ(r, x) → 0 (A.4)

In the asymptotic region, |r| → ∞, the boundary conditions then read: (I) For
free-space collisions:

Ψ(r, x) = r(cos(krx) + f(θ)eikr), (A.5)

where k is the wave vector defined by k =
√

2µE/~2. (II) For collisions in the waveg-
uide:

Ψ(r, x) = r(cos(q0rx) + feiq0r|x|)φn=0,m=0(r
√

1− x2), (A.6)

where φn=0,m=0(r
√
1− x2) is the ground state of the two-dimensional harmonic oscil-

lator expressed in spherical coordinates, and n, m are the principal and the azimuthal
quantum number respectively. These quantum numbers define the eigenspectrum of
the two-dimensional harmonic oscillator, namely E⊥ = ~ω⊥(2n+ |m|+1). We consider
the case of one energetically open channel, namely n = 0, and the azimuthal quantum
number is set to zero. The quantity q0 is the wave vector in the z-direction and it is
defined by the relation E = ~ω⊥ + ~2q20/2µ, where E is the total colliding energy.

We remark that the wave functions of Eqs. (A.5) and (A.6) possess bosonic sym-
metry. In order to describe fermionic collisions one has to substitute the first terms of
Eqs. (A.5) and (A.6) with sin(krx) and sin(q0rx) respectively.

In the following we will present the discretization of the angular and the radial part
of the wave function, as well as the solution of the two-dimensional Schrödinger equation
with the help of an implicit LU decomposition. These steps are equally applicable to
the case of collisions with or without external confining potential.

A.1.2 Discretization of the angular part of the wave function

We discretize the angular variable x = cos θ → xj = cos θj, j = 1, . . . , Nθ, where Nθ

is the total amount of angular grid points. These Nθ angular grid points are defined by
the nodes of the Legendre polynomial PNθ

(x) of Nθ-oder. Then with the help of the
Gaussian integration, the integrals over the angle θ take the following form:

∫
F (cos θ)dθ ≈

Nθ∑

j=1

F (cos θj)wj , (A.7)

where the quantity wj is the weight of the Gauss quadrature.
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The completeness and the orthogonality relations of the normalized Legendre poly-
nomials on the angular grid read

Completeness:

Nθ−1∑

`=0

P`(xj)P`(xj′)
√
wjwj′ = δj,j′, j, j′ = 1, 2, . . . Nθ (A.8)

Orthogonality:

Nθ∑

j=1

P`(xj)P`′(xj)wj = δ`,`′ , `, `′ = 0, 2, . . . Nθ − 1

We are thus able to project the wave function Ψ on the angular grid according to
the following Anstice:

Ψ(r, xj) =

Nθ−1∑

`=0

Nθ∑

j′=1

P`(xj)P`(xj′)
√
wjuj′(r) (A.9)

A.1.3 Discretization of the radial part of the wave function

In scattering problems the wave function at small separation distances r possesses
a rapid oscillatory behavior, especially for interatomic potentials which have a large
amount of bound states close to threshold. On the other hand, at large distances the
wave function oscillates with large period ∼ 2π/k, where k is the wave vector of the
total colliding energy. This behavior of the wave function at small and large separation
distances means that in order to describe it accurate enough on a radial grid we need
more grid points at small r than in the asymptotic region. Therefore, in order to assure
fast convergence we have to use a quasi-uniform grid for the radial part of the wave
function. This is achieved by the following relation:

r = rmax
ersξ − 1

ers − 1
, (A.10)

where ξ ∈ [0, 1], r ∈ [0, rmax], and rs is a parameter that controls the density of grid
points at small r. rmax is the maximum value of distance r, where we assume that the
asymptotic region starts.

Then, Eq. (A.3) in the quasi-uniform representation takes the following form:

− ~2

2µ

{
f21 (ξ)

d2

dξ2
+ 2f2(ξ)

d

dξ
+

1

r2(ξ)

d

dx
[(1− x2)

d

dx
]

}
Ψ(ξ, x) + V (ξ)Ψ(ξ, x) = EΨ(ξ, x),

(A.11)
where the functions f1(ξ) and f2(ξ) are defined by the relations

f1(ξ) =
ers − 1

rs[rmax + r(ξ)(ers − 1)]
and f2(ξ) = −rsf21 (ξ) (A.12)

Since we have introduced the quasi-uniform radial representation, we can now pro-
ceed to its discretization. This is done by discretizing equidistantly the ξ variable,
namely we take

ξ → ξi, where ξi − ξi−1 = 1/Nr, (A.13)
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where Nr + 1 is the total amount of radial grid points.
With the help of Eq. (A.13), Eq. (A.10) the radial variable r becomes discretized

as well, r → ri, providing a quasi-uniform radial grid.

A.1.4 B-splines basis

One might observe that in this discrete representation the potential term in Eq. (A.11)
simply becomes V (r) → V (ri). However, in order to approximate the derivatives
d2/dξ2, d/dξ we have to expand the radial part of the wave function Ψ(ξ, x) on a
B-splines basis set [78]. From Eq. (A.9) we have that the radial part is described by
uj(ri) ≡ uj(ξi), and by using a 5th-order B-splines we obtain

uj(ξi) =

i+4∑

k=i

Bk(ξi)Ck,j, (A.14)

where the coefficients Ck,j are the unknowns and Bk(ξi) are piecewise polynomials of
ξi.

Then according to Eq. (A.14) the derivatives with respect to ξi obtain the following
form:

duj(ξ)

dξ

∣∣∣∣
ξ=ξi

=

i+4∑

k=i

dBk(ξ)

dξ

∣∣∣∣
ξ=ξi

Ck,j and
d2uj(ξ)

dξ2

∣∣∣∣
ξ=ξi

=

i+4∑

k=i

d2Bk(ξ)

dξ2

∣∣∣∣
ξ=ξi

Ck,j, (A.15)

where the terms dBk(ξ)
dξ and d2Bk(ξ)

dξ2
are well known functions.

Having projected the radial part of the wave function on the quasi-uniform radial
grid the total wave function is given by the relation

Ψ(ξi, xj) =

Nθ−1∑

`=0

Nθ∑

j′=1

P`(xj)P`(xj′)
√
wj′

i+4∑

k=i

Bk(ξi)Ck,j′. (A.16)

A.1.5 Projecting the Schrödinger equation on a mathematical grid

In the following we substitute the ansatz of the total wave function [Eq. (A.16)] in the
Schrödinger equation (Eq. A.11)). Then for each term of Eq. (A.11) we obtain

• − ~2

2µ

{
f21 (ξ)

d2

dξ2
+ 2f2(ξ)

d
dξ

}
Ψ(ξ, x)

∣∣∣∣
(ξ,x)=(ξi,xj)

=

= − ~2

2µ

i+4∑

k=i

Nθ∑

j′=1

{
f21 (ξi)

d2Bk(ξ)

dξ2

∣∣∣∣
ξ=ξi

+ 2f2(ξi)
dBk(ξ)

dξ

∣∣∣∣
ξ=ξi

}
Ck,j′δj,j′√

wj′
(A.17)

• − ~

2µr2(ξ)
d
dx [(1− x2) d

dx ]Ψ(ξ, x)

∣∣∣∣
(ξ,x)=(ξi,xj)

=

= − ~

2µr2(ξi)

i+4∑

k=i

Nθ−1∑

`=0

Nθ∑

j′=1

`(`+ 1)P`(xj)P`(xj′)
√
wjBk(xi)Ck,j′ (A.18)
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• [V (ξ)− E]Ψ(ξ, x)

∣∣∣∣
(ξ,x)=(ξi,xj)

=

= [V (ξi)− E]

i+4∑

k=i

Nθ∑

j′=1

Bk(xi)
Ck,j′δj,j′√

wj′
(A.19)

With the help of Eqs. (A.17), (A.18) and (A.19), the Schrödinger equation takes
the following form:

i+4∑

k=i

Nθ∑

j′=1

{
− ~2

2µ

[
f21 (ξi)

d2Bk(ξ)

dξ2

∣∣∣∣
ξ=ξi

+ 2f2(ξi)
dBk(ξ)

dξ

∣∣∣∣
ξ=ξi

]

+ [V (ξi)− E]Bk(xi)

}
[
√
wj′Ck,j′]δj,j′ −

~

2µr2(ξi)

i+4∑

k=i

Nθ∑

j′=1

[Nθ−1∑

`=0

`(`+ 1)

P`(xj)
√
wjP`(xj′)

√
wj′

]
Bk(xi)[

√
wj′Ck,j′] = 0. (A.20)

Hence, Eq. (A.20) can be rewritten in a matrix form as follows:

5∑

s=1

(H
(s)
i + L

(s)
i )

−→
D s+i−1 = 0 for i = 1, . . . , Nr + 1, (A.21)

where the matrix H
(s)
i is diagonal and the matrix L

(s)
i is a symmetric one. Both

matrices have dimensions Nθ×Nθ. The vector
−→
Dk contains the unknowns

√
wjCk,j for

j = 1, . . . , Nθ and k = 1, . . . , Nr + 5.
Eq. (A.21) implies that we have a system of Nr + 1 matrix equations with Nr + 5

unknown vectors. In order to be solvable such a system, we need 4 additional matrix
equations. These additional matrix equations can be constructed by the boundary
conditions of the wave function. For |r| → 0 we have

B1

−→
D1 +B2

−→
D2 +B3

−→
D3 +B4

−→
D4 +B5

−→
D5 = 0. (A.22)

R2

−→
D2 +R3

−→
D3 +R4

−→
R 4 +R5

−→
D5 +R6

−→
D6 = 0, (A.23)

where the matrices Bk (Rk) are given by the relations B
(i)
k = Bk(ξ1)I (R

(i)
k = Bk(ξ2)I),

with I the identity matrix. For |r| → ∞ we have

Nr+3∑

k=Nr−1

Bk(ξNr−1)
−→
Dk = −→g Nr−1 (A.24)

Nr+4∑

k=Nr

Bk(ξNr)
−→
Dk = −→g Nr (A.25)
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Nr+5∑

k=Nr+1

Bk(ξNr+1)
−→
Dk = −→g Nr+1 (A.26)

where the elements of the vector −→g i are given by the relations:

-For free-space collisions:

gi,j =
√
wjrNr−1(cos(krNr−1xj + fe−ikrnr−1|xj |). (A.27)

-For collisions within the waveguide:

gi,j =
√
wjrNr−1(cos(k0rNr−1xj + fe−ik0rnr−1|xj |)φn=0,m=0(rNr−1

√
1− x2j ). (A.28)

Eqs. (A.24)-(A.26) contain the scattering amplitude f which is unknown. Com-
bining Eq. (A.24) with (A.25) and Eq. (A.25) with (A.26) we eliminate the scattering
amplitude arriving at the following set of matrix equations:

Nr+4∑

k=Nr−1

T k

−→
Dk = −→p Nr (A.29)

Nr+5∑

k=Nr

T k

−→
Dk = −→p Nr+1 (A.30)

A.1.6 LU decomposition: An implicit algorithm

Eqs. (A.21), (A.22), (A.23), (A.29) and (A.30) form a set of Nr + 5 matrix equations

for the Nr + 5 unknown vectors
−→
Dq (q = 1, . . . , Nr + 5).

B1

−→
D1 +B2

−→
D2 +B3

−→
D3 +B4

−→
D4 +B5

−→
D5 = 0

R2

−→
D2 +R3

−→
D3 +R4

−→
R 4 +R5

−→
D5 +R6

−→
D6 = 0

5∑

s=1

(H
(s)
i + L

(s)
i )

−→
Ds+i−1 = 0 for i = 1, . . . , Nr + 1

Nr+4∑

k=Nr−1

T k

−→
Dk = −→p Nr

Nr+5∑

k=Nr

T k

−→
Dk = −→p Nr+1.

In order to solve this system, we have to transform it into a band structured set of
matrix equations. For this reason we have to eliminate the first two matrix equations
in the spirit of Gauss elimination yielding the following system of matrix equations:

102



α1

−→
D4 + α2

−→
D5 + α3

−→
D6 = 0 (A.31)

β
1

−→
D4 + β

2

−→
D5 + β

3

−→
D6 + β

4

−→
D7 = 0 (A.32)

5∑

s=1

(H
(s)
i + L

(s)
i )

−→
Ds+i−1 = 0 for i = 4, . . . , Nr + 1 (A.33)

Nr+4∑

k=Nr−1

T k

−→
Dk = −→p Nr (A.34)

Nr+5∑

k=Nr

T k

−→
Dk = −→p Nr+1. (A.35)

For this system we can apply the following ansatz for the unknown vectors
−→
D i (for

i = 1, . . . , Nr + 5): −→
D i = U i

−→
D i+1 + Y i

−→
D i+2, (A.36)

Substituting now Eq. (A.36) in the matrix equations of (A.33) we get recursive
relations for the matrices U i and Y i which read

U i = −
{[

O
(1)
i−2U i−2 +O

(2)
i−2

]
U i−1 +O

(1)
i−2Y i−2 +O

(3)
i−2

}−1
× (A.37)

×
{[

O
(1)
i−2U i−2 +O

(2)
i−2

]
Y i−1 +O

(4)
i−2

}
(A.38)

Y i =

{[
O

(1)
i−2U i−2 +O

(2)
i−2

]
U i−1 +O

(1)
i−2Y i−2 +O

(3)
i−2

}−1
O

(5)
i−2. (A.39)

From the matrix equations (A.31) and (A.32) we can define explicitly the matrices
U4 and Y 4. Then all the U i and Y i matrices can be calculated from the recursive
relations of Eqs. (A.38) and (A.39).

Applying now Eq. (A.36) in the matrix equations (A.34) and (A.35) we can calculate

the vectors
−→
DNr+4 and

−→
DNr+5. Hereafter, with the help of Eq. (A.36) we can calculate

all the vectors
−→
D i. This allows us to deduce the wave function according to Eq. (A.16).

Since the wave function is known over all the mathematical grid we can now calculate
the scattering amplitude f for collisions with or without external confinement. This is
done by dividing Eqs. (A.25) and (A.26) and solving with respect to the unknown f .
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