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Zusammenfassung

Bestehende Ansétze einen chemischen Raum nach Molekiilen mit
vordefinierten Strukturelementen zu durchsuchen, représentieren diesen
Raum als eine Menge von expliziten Molekiilen. Diese Molekiildatenbanken
werden sequenziell oder parallel durchsucht, wobei jedes Molekiil auf
die Anwesenheit der Teilstruktur getestet wird. Leider ist der so
durchsuchte chemische Raum begrenzt durch die Speicherkapazitéten
heutiger Datenbanken. Um diese, auch zukiinftig bestehende, Begrenzung zu
umgehen, wurden in den letzten Jahrzehnten alternative Speicherkonzepte
entwickelt, so genannte Fragmentrdume. Diese R&ume bestehen aus
molekularen Fragmenten und Regeln, wie diese Fragmente zu Produkten
oder Molekiilen verkniipft werden kénnen. Eine so geartete kombinatorische
Beschreibung erlaubt es grofie chemische Rdume mit wenigen Fragmenten
und Regeln darzustellen. Leider sind bestehende Methoden auf eine solche
Beschreibung in der Regel nicht anwendbar und miissen unter grofilem
Aufwand angepasst werden.

In dieser Arbeit wird ein Verfahren zur Suche nach Molekiilen mit
vordefinierten chemischen Mustern in Fragmentrdumen vorgestellt. Das
Verfahren basiert auf einem Teilen und Herrschen Ansatz, der Fragmente
und Verkniipfungsregeln direkt verarbeitet und somit die kostenintensive
Aufzidhlung von kompletten Molekiilen vermeidet. Das Ergebnis ist eine
vollsténdige, minimale Menge von Fragmenten, die nach Verkniipfung das
gesuchte Muster enthalten. Eine solche Suche nach Molekiilen ist von
zentralem Interesse in der frithen Phase des Medikamentenentwurfes.

Die hier préasentierte Methode hat sich in mehreren ausgewéhlten
Szenarien, die Prozessen aus dem Wirkstoffentwurf nachempfunden sind, als

hilfreich und zuverldssig erwiesen.



Abstract

Standard approaches to search molecules for user-defined chemical patterns
scan huge databases in which the chemical space is represented as a set of
explicitly stored molecular structures. Regardless of the employed search
algorithm, the storage capacities of modern database systems limit the
covered chemical space. Alternative storage concepts such as fragment
spaces emerged over the last decades to circumvent this limitation. These
spaces consist of molecular fragments and rules that describe their possible
connections. The combinatorial nature of fragment spaces allows the
description of large chemical spaces with only a few fragments and connection
rules. Unfortunately, existing methods need major modifications to work on
these spaces.

This thesis presents a novel method to search for chemical patterns in
fragment spaces. It is based on an algorithm that uses a divide and conquer
strategy to directly process fragments and connection rules to avoid the
costly enumeration of molecules encoded by the fragment space. As a result,
the method produces a complete, minimal set of fragments that includes the
user-defined pattern after their connection to molecules. The method is of
major interest during the early stage of drug discovery. This is demonstrated
by conducting multiple tests designed to mimic real world drug discovery

scenarios.
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1 Introduction

The search for new drugs constitutes one of the most challenging problems of the 21st century.
The enormous financial investments and the time span required for drug discovery campaigns
reflect their complexity and the high rate of failure [1]. One of the key reasons for this is
the complexity of biochemical processes. Drugs are usually small molecules that interact with
disease-associated macromolecules in the organism. The prediction of such interactions itself
entails a high level of uncertainty. Adding the plethora of influences that the human organism
exerts on the drug molecule on its way to the interaction site renders simplistic approaches

useless.

A detailed understanding of the interaction between substances and proteins is fundamental
for the drug discovery process. In the year 1894, Fischer postulated the central principle for
molecular interaction. His Lock-and-Key concept [2] states that an enzyme and its substrate
are complementary in their physico-chemical and steric properties. Based on that concept,
P. Ehrlich developed the notion of a drug selectively binding to a receptor [3] and Langley
postulated the idea that such an interaction can lead to a molecular activation or suppression
of the receptor’s function [4]. The Lock-and-Key principle was extended by the introduction of
Koshland’s induced fit model [5] which describes the change in protein structure upon binding
to a ligand. In accordance, the conformational selection paradigm describes the ligand selecting
a protein conformation that is compatible with binding and shifts the protein configuration
towards this state [6-8]. These and other advances in biology, chemistry and pharmacology
have lead to the introduction of rational drug design in which drugs are no longer discovered in
a trial-and-error process but from systematic exploration of available data sources on the basis

of well-founded biological models.

The evolution in drug design and the advances in computer hardware have led to the
development of computational methods to assist the experimental drug discovery process.
Computational and experimental methods are complementary in nature. Computational
methods allow the processing and management of large data sources and supply a mechanism
for large scale predictions of molecular processes. In contrast, experimental processes are more
exact in their results and therefore used to validate the virtual predictions in detail. Nowadays,
computational methods are established in pharmaceutical research and are mainly used during

the early stages of drug discovery.

1.1 The drug discovery pipeline

Modern drug discovery is a complex multi-stage process that can be divided into the gathering
of biological information, clinical testing and the final admission to the market followed by
long-term studies. The following section introduces the beginning of the drug discovery pipeline

which consists of the identification of macromolecular targets, the generation of biological active



1 INTRODUCTION

Early stage I - Clinical Admission Long-term
research Preclinical phase LILII to market studies
Target
. e Lead Lead
|dent|flf;at|9n generation optimization
and validation

Figure 1: The drug discovery pipeline. In early-stage research phase a protein target is identified
and validated. In addition, lead structures are generated and optimized. Preclinical studies
assess the general safety of the potential drug in animal models and clinical phases are conducted
on human probands. In clinical phase I, safety, dosage and side effects are evaluated. Studies
performed in clinical phase II test the effectiveness of the drug. In clinical phase I1I, effectiveness
is confirmed, side effects are monitored and the drug is compared to known treatments. After
an admission to the market, long term studies are conducted to evaluate treatment risk, benefits
and optimal usage.

structures and their optimization to preclinical drugs. In this stage, in-silico and in-vitro

technologies are applied side-by-side. Figure 1 shows an overview of the drug discovery pipeline.

e Target identification and validation
The first step is dedicated to the identification of a target protein associated with the
disease. When such a target is found and validated, the determination of the protein
structure, the substrates and interactions in the organism are beneficial for the following
lead generation process. Knowledge about the protein structure and substrates allow for
the prediction of the protein druggability and its interactions in the biological system.

Finally, the protein is either confirmed or rejected as a suitable target.

e Lead generation
After the identification of a target protein, the generation of lead structures begins. A
lead structure is a molecule that interacts with the target protein and allows structural
modifications without losing its activity. In screening campaigns, large sets of substances
are experimentally tested for their biological activity. This process is supported by in-silico
methods, e.g., for the selection of suitable screening compounds or the prediction of
preferred binding modes in order to identify key interactions. Generated lead structures
are validated in further screening experiments to assess their biological activity and reduce

possible side effects.

e Lead optimization The optimization of lead structures improves their binding affinity
and selectivity as well as their absorption, distribution, metabolism, excretion, and
toxicology (ADMET) properties. In order to achieve such a change in molecular properties,
lead compounds are structurally modified. The result of this stage is a set of potential

drugs for the following preclinical studies.
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1.2 Screening in drug discovery

Screening is an experimental technology to identify lead structures for a target protein. The
idea is to increase the probability of finding an active compound by testing a large number
of substances. This requires special hardware that guarantees a fully automated testing of
thousands of compounds in a short time. These compound libraries are acquired by collecting
previously tested substances in databases or through combinatorial chemistry that allows the
generation of large chemical libraries with simple chemical reactions that describe the alternative
linkage of reagents to products. The advances in automated hardware technologies and the
available compound libraries led to a systematic testing of millions of compounds, the high
throughput screening (HTS). Even though HTS is an established procedure in drug discovery, a
number of problems are known. The large amount of collected data and the low signal-to-noise
ratio make results difficult to interpret. In the end, only a limited number of compounds, usually
below a million, can be tested in an HTS run. Estimations of the chemical space range from

060

10'8 to 10?°° with a general agreement at 10% molecules [9-11]. Therefore, the selection of

compounds is critical.

Virtual screening (VS) is the application of computational models to select compounds by
evaluating their desirability as a lead structure [12]. It permits to evaluate millions of compounds
with respect to a target protein in a short period of time at almost no costs. In general, VS is
applied during the lead generation phase to select suitable compound libraries for experimental
testing or to directly screen compounds. In addition, VS is used to optimize generated lead

structures. The utilized technologies can be split into structure-based and ligand-based methods.

Structure-based virtual screening is applied when the protein structure and preferably the
binding site of a substrate or ligand are known. Advances in X-ray crystallography and nuclear
magnetic resonance (NMR) technologies have lead to reliable protein structure determination
techniques that often allow for a co-identification of the protein ligand’s structure [13]. The key
challenge of structure-based methods is the prediction of interactions between a ligand and a
protein. This molecular docking problem [14,15] can be separated into three sub-problems:
the generation of ligand conformations to account for ligand flexibility, the prediction of
a protein-ligand complex with regard to the protein flexibility and the estimation of the

corresponding binding affinity.

Ligand-based wvirtual screening is the search for potentially active compounds based on
known ligands when no structural information about the target protein is available. If
only information about the substrate or other active compounds is available, ligand-based
methods scan the chemical space for similar molecules. The comparison of molecules based on
their physico-chemical and steric properties lead to molecules with similar functional groups
and shape. Therefore, they are expected to show similar biological activity. One way to
compare molecules is to superimpose their structures. Since a superposition calculation is
computationally demanding, the method is only applicable to screen small sets of compounds.

In order to obtain a scalable comparison, molecular descriptors were established. A molecular
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descriptor [16-18] captures the molecular physico-chemical and steric profile and allows a
comparison without the need for a superposition. Substructure search is a method between
a two dimensional superpositioning and a molecular similarity search. The hypothesis is that
molecules that share a molecular core with known ligands have similar biological activities
[19]. Two other similarity techniques are pharmacophor modeling [20] which obtains the
key interactions between ligand and protein from known active molecules and quantitative
structure activity/property relation (QSAR/QSPR) calculations [21] that correlate the biological

activity /property of a compound with the experimentally measured biological activities.

1.3 Research goal and organization

The aim of this thesis is to present a novel algorithm named SubSubSearch that searches
fragment spaces (FSs) for chemical patterns that describe molecular substructures. A fragment
space describes a possibly large chemical space with molecular fragments and connection rules
that specify the alternative linkage of fragments to products. Today, almost every major
software used in drug discovery supports the search for patterns in molecules. Several decades
of research regarding the corresponding mathematical problem [22,23] have led to a number of
subgraph isomorphism algorithms [24-34]. Unfortunately, little effort was spent on evaluating
the different algorithms regarding their applicability to molecular data or to further develop
those methods to work on fragment spaces. The first publication of this thesis [Al] evaluates
two commonly used subgraph isomorphism algorithms on a large set of chemical patterns and
molecules. On the basis of the obtained results, a subgraph isomorphism algorithm was chosen
as basic component of SubSubSearch. The second publication of this thesis [A2] describes
and evaluates the basic functionality of searching fragment spaces for molecules including a
user-defined chemical pattern. The chemical pattern language used in SubSubSearch allows
a generic description of patterns including the specification of the chemical surrounding of
an atom, a feature commonly used by chemists. The third publication of this thesis [A3]
explains the algorithmic advances needed to process such atomic environments. In addition, two
cooperations are presented that led to the development of a visualization concept for chemical

patterns [A4] and the analysis of conformational spaces regarding small molecules [A5].

The application field of SubSubSearch in the drug discovery pipeline lies in the lead
generation and optimization phase. When structural knowledge about the substrate or known
active compounds is accessible, the method allows to search combinatorial chemical spaces for
new lead structures. Possible positions and variations for lead optimization are annotated
on found compounds. Therefore, the method can be used to generate possible structural
modifications during the lead optimization stage. The search in fragment spaces is especially
attractive since the covered chemical space often includes substances that are not present in

common compound databases.

In the following course of this thesis, Section 2 introduces the preliminaries on graph

theory, molecular representation, chemical pattern language and chemical fragment spaces.
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Section 3 reviews the algorithms for subgraph isomorphism and their use in molecular database
systems. This section also includes an overview of the concept of Markush structures and their
representation in database systems. Section 4 presents the published work and describes a
method to optimize fragment spaces regarding the physico-chemical properties of their covered
molecules. Section 5 summarizes the work of this thesis and provides an outlook of the future

work.
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2 Preliminaries

The following section supplies the graph theoretical background and its application to molecular
data. In addition, chemical pattern languages and the concept of fragment spaces are
introduced. Readers with a strong background in cheminformatics are recommended to continue

with the literature review of chemical pattern search methods and applications in Section 3.

2.1 Graph theoretical background

A graph G = (V, E) is a pair of nodes V and edges F in which each edge e € E connects two
adjacent nodes v1,vo € V. A graph is connected if every node is reachable by a path of adjacent
nodes from every other node. A labeled graph holds arbitrary labels for the nodes and/or edges.
A graph is simple if the edges are unweighted and undirected. In an unweighted, undirected
graph, the edges are uniformly weighted and have no orientation between their adjacent nodes.
A general graph is not restricted in the graph’s structure. In the following, all graphs are

connected, labeled, simple and general, except when stated otherwise.

Two graphs G; = (V4,E;) and Gy = (Va, E3) are isomorphic if a one-to-one mapping
between their nodes V; and V5 exists and nodes vi,ve € Vi are connected if and only if their
images w1, wy € Vo are connected. If graphs GG; and G4 are labeled, the label of mapped nodes
v; € V; and edges (v1,v2) € E1 must agree on an arbitrary compatibility criteria to the labels
of the corresponding images wy € Vo and (wq,ws) € Ea, respectively. An induced subgraph of
G = (V,E) is a graph G’ = (V', E’) in which the nodes V' C V and edges E' C F are a subset
of the original graph. An edge e = (v1,v2) € E connecting two nodes v1, v, € V are in E’ if and
only if v1,v9 € V'. An induced subgraph isomorphism between a query graph G and a target

graph G exists if G is isomorphic to an induced subgraph of G, i.e., 1 is contained in Gs.

The problem of detecting a subgraph isomorphism between two general graphs is known
to be NP-complete [22,23]. Yet, the problem on restricted graphs, e.g., planar graphs, can be

computed in polynomial time [35, 36].

A closely related problem is the detection of a mazimal common subgraph (MCS) between
two graphs. A common subgraph of two graphs GG; and Gs is a graph Go that is isomorphic
to a subgraph of G; and a subgraph of G3. Hence, the MCS of two graphs is the largest
of the common subgraphs. The term MCS is mostly used to refer to the Maximal Common
Induced Subgraph (MCIS) which is the largest common subgraph with regard to the number of
common nodes. Closely related to the MCIS is the Maximal Common Edge Subgraph (MCES).
A MCES is the largest common subgraph with respect to the number of edges both graphs
have in common. The differences between MCIS and MCES, the algorithms that solve the
problem and the applications in drug discovery are reviewed in [A6]. Even though the concept
of MCS detection between molecular structures was reviewed at the beginning of my research,
the development of a search routine in fragment spaces was focused on the detection of subgraph

isomorphisms.
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2.2 Molecular representation and comparison

A molecule is a group of atoms held together by covalent chemical bonds. Modeling molecules
as graphs results in a molecular graph in which nodes represent atoms and edges donate bonds.
A molecular graph is labeled to account for atom and bond properties. The degree, that is the
number of edges attached to a node, is limited by the number of bonds an atom can form. The
number of edges in a molecule linearly depends on the number of atoms. Therefore, a molecular
graph is a graph of bounded degree. In order to account for the spatial arrangement of atoms,
additional information can be annotated to a molecular graph. However, the graphs considered

in the following only refer to the two dimensional molecular topology.

Two molecules are equal if and only if a one-to-one mapping of their atoms and bonds exists,
i.e., the two molecular graphs are isomorphic. In order to map two nodes or edges, they must
be identically labeled. If no unique mapping exists, a molecule can be a substructure of another

molecule. In that case, a subgraph isomorphism between the two molecules exists.

In a graph-based comparison of molecules, some problems arise. Mesomeric structures
have different bond localizations, e.g, aromatic systems. Therefore, their molecular graphs are
not isomorphic, even though they represent the same molecules. In stereoisomeric structures,
additional information regarding the relative arrangement of bonds around an atom must
be annotated and compared to differentiate between them. Furthermore, molecules exist in
different tautomeric forms that result from the migration of hydrogen atoms accomplished by
a switch of adjacent single and double bonds. Mesomeric and tautomeric structures enforce a

standardized construction of the molecular graphs for a correct comparison.

2.3 Chemical pattern languages

A chemical pattern generically defines a substructure of a molecule. A chemical pattern
language defines a pattern using a formal language like SMiles Arbitrary Target Specification
(SMARTS) [37], Molecular Query Language (MQL) [38], or Sybyl Line Notation (SLN) [39].
These languages specify a pattern in a textual line notation similar to the chemical formula of
a molecule. The textual string defines the topology of the pattern and the properties of atoms
and bonds, e.g., element symbol, charge or bond order. In addition, the SMARTS language
allows an alternative logical description of atoms and bonds and the specification of an atomic
environment that defines the chemical surrounding of an atom. The interpretation of a pattern
description results in a pattern graph in which the nodes and edges hold a generic description
of atoms and bonds, respectively. In SMARTS, an atomic environment is a node property that
is modeled as an addition pattern graph. In the following, the SMARTS language is used to

define chemical patterns and their visualizations are generated using the SMARTSviewer [A4].
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Figure 2: The construction of a product from a fragment space. a) A methyl-sulfone and
a propanamine fragment. b) The connection rules allow the construction of sulfonamides by
joining linkers L2 and L12. c¢) A sulfonamide product allowing the attachment of further
fragments at linker L2. d) A sulfonamide molecule obtained by saturating L2 with hydrogen.

2.4 Chemical fragment spaces

A fragment space (FS) is a compact, combinatorial description of a possibly large chemical
space. It consists of fragments that are molecules with open valences and a set of rules defining
their alternative linkage to products. The concept of fragment spaces was introduced by Lewell
et al. [40] with the REtro-synthetical Combination Analysis Procedure (RECAP). The RECAP
describes chemical motifs that are easily formed by combinatorial chemistry. These rules define
how molecules can be retro-synthetically cleaved to obtain fragments and, at the same time,
how fragments can be combined to form products. The combinatorial nature of FSs allows the
construction of novel products that were not present prior to the retro-synthetical cleavage.

Figure 2 shows an example of the construction of an sulfonamide product.

Fragment spaces can be classified according to their source and application. Generic FSs
are designed to cover the diversity of the chemical universe suitable for drug discovery [41,42].
They are obtained from retro-synthetical cleavage of molecular libraries. Their coverage of
novel molecules has shown to be a valuable source of information during lead generation and
optimization [43-47]. Often, these molecules must be further modified to be synthetically
accessible or new synthesis routes need to be established. In combinatorial FS, the fragments
and connection rules directly follow chemical synthesis steps [48,49]. Usually, a central core
fragment can be decorated with different terminal groups to obtain products. A combinatorial
FS is preferably used during lead generation and optimization. The application of generic and
combinatorial FSs has shown that an unspecific coverage of chemical space can lead to the
generation of molecules with undesired physico-chemical properties that are not suited as lead
structures [50]. A focused FS tries to circumvent these problems [51-53]. It is constructed
by a retro-synthetical cleavage of known bioactive molecules. The cleavage rules are designed
to conserve bioactivity. Products obtained from such a space are likely to show comparable
bioactivity with higher selectivity and optimized ADMET properties. A focused FS is a valuable

source of novel molecules in lead optimization.

In the following, the developed FS methods are tested and validated on generic FSs, e.g.,
Breaking of Retro-synthetically Interesting Chemical Substructures (BRICS) [42]. The results
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obtained from a search utilizing SubSubSearch are used in [A2] and [A3] to generate focused
FSs.
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Figure 3: Chemical pattern search example. A pattern describing sulfonamides (left-top) is
searched in a set of molecules (left-bottom). Sulfonamide pattern matches (right).

3 Chemical pattern search

This section gives an introduction to the algorithmic concepts of searching for chemical patterns
in molecules and their application in molecular database systems. After a review of the search
algorithms the concept of Markush structures which is a molecular description similar to
fragment spaces is introduced. This introduction includes an overview of the development

of Markush database systems and the algorithms to search these databases.

3.1 Chemical pattern search algorithms

The identification of patterns in molecules is used in virtually every field of cheminformatics.
The applications include the filtering of compound sets in High Throughput Screening (HTS)
[54], the detection of functional [55] or reactive groups [56] in molecules, the identification
of unspecific binding molecules in protein-protein interaction assays [57], the prediction of
molecular ADMET properties [58-60], and the profiling of biological activity [61]. Merlot et
al. [62] and Villar et al. [63] give a detailed review of the applications for substructure search
in drug discovery. Most algorithms detecting chemical patterns in molecules work on a graph
representation of patterns and molecules. Therefore, the problem of searching for patterns can
be solved by detecting subgraph isomorphisms between a pattern graph and a molecule graph.
The following section summarizes the exact subgraph isomorphism algorithms with regard to
chemical pattern recognition. Since the subgraph isomorphism problem is NP-complete, a
number of heuristic approaches approximate the solution [64-68] and retrieve many molecules
that include a substructure similar to the query pattern. Since SubSubSearch is designed to find
an exact solution, approximative algorithms are not further considered in this section. Attias
and Dubois [69], Barnard [70] and Willett [71] reviewed the algorithmic concept and the field

of application for pattern searching in molecules and molecular databases. In the following,
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the terms nodes and edges are used for chemical patterns and atoms and bonds to describe

molecules.

3.1.1 Backtracking

Backtracking is a strategy applied to detect a subgraph isomorphism between a query pattern
and a target molecule. It is used to iteratively generate a one-to-one mapping between a query
Q@ and a target 7. The starting point is an arbitrary node-atom pair (q,t) with ¢ € @ and
t € T which are compatible according to an arbitrary criteria, e.g., equal element symbols.
A backtracking procedure subsequently extends a current partial assignment M by adding
compatible node-atom pairs that are adjacent to nodes and atoms in M. During this extension,
the procedure assures the same connectivity between nodes from ) and atoms from 7', i.e.,
nodes that are connected in () must be assigned to atoms that are also connected in T'. If all
query nodes are assigned to the target structure, a subgraph isomorphism between @) and 7' is
found. If, at any point, no extension for M can be found, the procedure back-tracks to return
to a previous partial assignment. Thereby, the last extension (g, t) is discarded and the process
continues with an alternative assignment (q,t'). If all alternatives have been explored, the
algorithm backtracks again. If the backtracking reaches the starting atom pair, no alternative
starting positions are left and no subgraph isomorphism was found, the algorithm stops and the

query pattern is reported to be not present in the molecule.

The first and most simple backtracking algorithm to calculate subgraph isomorphisms was
described in 1957 by Ray and Kirsch [24]. Although it is extremely slow, it was the fundamental
basis for modern pattern search systems that allow chemists to access millions of molecules
stored in databases in retrieval times of a few seconds. Early advancements have been made
by Jun et al. [28], Dengler et al. [29] and Xu [30]. They examined the number of connections
present at query nodes and target atoms. If query node ¢ has a higher degree than target
atom ¢, the extension (g,t) is not explored because ¢t has an insufficient number of neighbors
to map all adjacent nodes of q. This leads to a pruning of the search tree and reduces the
number of search paths that need to be explored. The most recent advancement in the field of
backtracking-based subgraph isomorphism algorithms was made by Cordella et al. [31, 32, 34]
in 2004. Their algorithm named VF and the optimized version VF2 are designed to work on
directed graphs and employ a number of pruning strategies during the search. Publication [A1]
describes a modified VF2 algorithm for undirected graphs including the pruning techniques in
detail.

Furthermore, additional optimization can be achieved by more informative node or atom
labeling, e.g., including information about an atom’s neighborhood, and by rearranging the
order in which pattern nodes are processed. For instance, starting or continuing with an unusual
heteroatom with many bonds reduces the number of possible starting positions or increases the
chances for an early backtracking, respectively. In both cases, the number of overall partial

assignments is reduced and consequently the search time decreases [Al]. A clear advantage of
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procedures employing backtracking strategies is the direct exploration of the structure topology.
In case a small structure is assigned to a large one, the algorithm does not need to examine

target atoms that are topologically too far away from the arbitrary start atom.

3.1.2 Partition and relaxation

An addition to backtracking procedures for determining the presence of a subgraph isomorphism
is the technique of partition and relazation. The nodes of a pattern and atoms of a molecule are
arbitrarily partitioned into potentially compatible subsets and then the subsets are iteratively
refined. The purpose of partitioning is the reduction of the number of possible mappings which
have to be investigated during the search. In each iteration, a partition and relaxation algorithm
reduces the possible assignments of query nodes to target atoms until a one-to-one mapping
is established. If the algorithm encounters a stage in which at least one query node has no
possible mapping left, it backtracks to the last stage. If backtracking is impossible it stops and
no subgraph isomorphism between the two graphs exists. The refinement step uses a relazation
technique in which the node and atom descriptions are modified to include information about
their direct neighbors. Thereby, information regarding further distant neighbors is iteratively
collected in each node and atom description. A prominent example of such a strategy is the
Morgan algorithm [72] for unique labeling of a molecular structure. Uniquely labeled molecules
are easily compared for equality since the one-to-one correspondence is directly present by their

atom labels.

In 1965, Sussenguth [25] presented the first partitioning algorithm for subgraph isomorphism
and many followed during the 1960s and 1970s [73-76]. Sussenguth’s algorithm encodes the bond
type information as property of the attached atoms. This can lead to the false identification
of isomorphisms. In 1972, Figueras [26] presented an advancement of Sussenguth’s partition
procedure that explicitly addresses bond types. Nodes and atoms of the query and target
are characterized by a coding scheme retrieved from atom properties. For each query node, the
algorithm generates two characteristic bit vectors: One from the comparison of node descriptions
to possible mappings of target atoms. The other one by inspecting query nodes and target
atom neighborhoods with respect to the edge and bond types. Both vectors are combined
by logical multiplication to reduce the set of possible assignments. If an empty vector is
encountered, no subgraph isomorphism is present. Also, if the set of query nodes is larger
than the set of target atoms, the algorithm stops, since, at that point, a one-to-one mapping
is impossible. The method uses 'higher order’ connectivity to avoid false identification of
isomorphic structures. The information about further distant nodes is included in the generation
of the second characteristic set. In rare cases, the algorithm still finds false isomorphisms. A
backtracking step would suffice to detect those cases but the author consciously chose to avoid
the backtracking in order to reduce the search time and point out that false identifications only

occur in rare cases [26].
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Even though Ullmann [27] published his depth-first matrix-based partition algorithm in
1976, it is still one of the most extensively used subgraph isomorphism algorithms for molecular
structure comparison [77,78]. Studies by Willet et al. conducted prior to the development of
the VF2 algorithm suggest that it is the best suited algorithm for chemical structures [70]. The
Ullman algorithm works on the adjacency matrices of the query pattern and target molecule.
In addition, it uses a n X m compatibility matrix M of bit values where n is the number of
query nodes and m the number of target atoms. A non-zero entry at (i,j) € M indicates
the correspondence of query node ¢ with target atom j according to an arbitrary compatibility
criteria. The procedure processes the matrix top-down. In each iteration, it choses a non-zero
entry (i1,71) in a row and sets all other row entries (i1, x) with z = (1,2, 3,...,n),z # j; to zero.
A refinement step relaxes the rest of the matrix by iteratively removing all mappings that became
invalid. The algorithm inspects the immediate neighborhood of a possible correspondence
between node x and atom y to determine if the mapping (z,y) became impossible by the
assignment (i1, j1). For each node 2’ adjacent to x, a correspondence to an atom 3’ adjacent to
atom y must exist, i.e, the matrix must have a non-zero entry at (z’,y’). If not, the mapping
(z,y) is invalid and the corresponding matrix entry is set to zero. If the algorithm encounters
a row of all zero entries indicating a query atom that has no corresponding target atom to be
assigned to, the algorithm backtracks and explores an alternative assignment. If no alternative
exists, the algorithm backtracks again. If no backtracking is possible, the algorithm stops and
no subgraph isomorphism exists. If the process reaches the nth row, a matrix is produced
with only one non-zero entry in every row and column. Therefore, a subgraph isomorphism
is detected and the one-to-one correspondence is given by the current matrix. The Ullman
algorithm is well suited for internal parallelization of the partition step and external data
parallelization when more than one target structure is searched. Wiepke and Rogers [79] first
explored the parallelization of pattern search. Willet et al. [80] studied an internal and external
parallelization of the Ullman algorithm on a AMT Distributed Array Processor (DAP). A DAP is
a single-instruction-multiple-data-architecture. Experiments showed a small overall superiority
of the internal over the external approach with regards to advantages for either of the two
approaches depending on the input data. It was suggested to use a mixed approach for an overall
good performance. Other hardware solution include an Ullmann algorithm implementation on
field programmable gate arrays (FPGAs) [81-85]. A FPGA is an integrated circuit that can be
custom-configured using a hardware description language. The program description is loaded
prior to program execution to 'wire’ the FPGA. Experiments indicated that the search speed is
dominated by the program transfer overhead up to a query size of 16 atoms. For larger queries,

the FPGA approach is faster than a comparable desktop computer.

In general, partition and relaxation algorithms are particularly well suited for internal
parallelization over the partitions and external parallelization when more than one target
structure is processed. An additional advantage is the ability to process nodes and atoms
in an arbitrary order. This advantage is at the same time a major drawback since in the case

of a small query and a large target, e.g., searching a functional group in a protein, many target
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atoms have to be examined that are topologically too far apart. Nevertheless, optimization
strategies exploring the rearrangement of nodes and atoms are not restricted in any way. A

detailed evaluation of the rearrangement and an external parallelization is given in [A1].

The above backtracking and partition and relaxation algorithms solve the problem of
assigning one query pattern to one target structure. Both must be explicit in their description
and topology. However, a generic node description, leaving the topology explicit, can be
processed with appropriate compatibility criteria allowing the assignment of generic nodes to
explicit atoms, e.g., a generic query node describing all halogens is allowed to be assigned to a

chlorine atom.

SubSubSearch is based on a backtracking procedure, since a one-to-one subgraph
isomorphism step is utilized during the search for chemical patterns in fragment spaces. To
be more specific, SubSubSearch uses a modified VF2 algorithm [A1] to detect parts of a pattern

in fragments of a fragment space.

3.2 Molecule database systems

The number of chemical structures either purchasable or synthetically accessible has been
constantly growing over the past decades [86,87]. These structures must be organized such
that an easy and fast retrieval of molecules with specific properties is possible. Database
technologies offer such an advanced organization of molecular data even though the structural
representations are manifold and a standard format is missing [88]. Detailed reviews regarding
molecular databases are given by Stobaugh [89], Wagener [90], Hicks [91, 92], Bardor and
Lardy, [93], Barnard [70], Paris [94] and Miller [95]. The following gives a general overview
of the main concepts and reviews the most recent developments as well as some historical and

quite successful systems.

A database usually stores explicit chemical structures in the form of connection tables and
annotated additional information, e.g., molecular properties, coordinates, solvent, counter ions,
or synthesis protocols. The underlying mechanisms to search a database are far from trivial.
The most simple search query from a users perspective is an exact match, in which the search
probes the database for the presence of a fully specified structure. A closely related scenario
is a substructure or pattern search in that a query explicitly or generically specifies a part
of a structure, e.g., a functional group, and the system retrieves molecules that contain the
query. Today’s molecular databases provide many different queries such as similarity searches,
physico-chemical range searches or chemical name searches. Nevertheless, probing a database
for the presence of a substructure or chemical pattern is one of the most challenging tasks
since it usually requires a subgraph isomorphism calculation between the query structure and
database molecules. Since the graph isomorphism comparison is a time consuming process, most
database systems perform a screening step [96-99] prior to the actual isomorphism calculation.

Screening is a technique to quickly identify structures that can not match the query. Most
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screening steps use molecular descriptors [18] that encode features or fragments of the chemical
structures and allow a fast comparison, e.g., via bit-operations. Often, the database entries are
pre-processed such that the full screening information for each entry is annotated and thereby

the screening performance is enhanced.

In the 1970s, two systems emerged that use a hierarchical tree structure for fragment-based
screening. The Chemical Information System (CIS) developed at the National Institute of
Health (NIH) [100,101] supports an atom-centered fragment as well as a ring perception screen.
The fragment search processes a hierarchical tree description starting at a central atom and
evaluating directly adjacent neighbor atoms with respect to the atom types and bond orders.
Once all fragments are processed, the method retrieves the database structures incorporating the
atom centered fragments. As a second screening, CIS searches for the presence of ring structures
based on ring properties such as a ring hash code, ring size, atom types, hetero atom position and
ring substitution pattern. The actual substructure search is a simple backtracking procedure to
determine an atom-by-atom correspondence between the query structure and database molecule.
The system does not allow generic queries and requests a manual invocation of the two screening
steps prior to the substructure search. CIS also offers to search the database for molecular
properties, e.g., molecular weight, atom and ring count and frequency. In 1984, CIS was stopped
as a government service and it is unclear to what extend the service is still offered as part of

commercial products.

The Description, Acquisition, Retrieval and Correlation (DARC) system [102-105] uses the
Fragments Reduced to an Environment which is Limited (FRELs) descriptor that describes
two concentric atom layers around a central atom. DARC stores the database molecule in a
hierarchical tree structure with a generalized form called fuzzy FRELs at each level of the tree.
Fuzzy FRELs incorporate generic bond partners and are annotated to allow a fast comparison
to fuzzy FRELs generated from a query. The use of fuzzy FRELs is essential since the query
pattern only specifies a part of the structure in which not all bonding partners are known.
During the search, the FREL screen is followed by a bit screen match focused at ring systems
and a backtracking atom-by-atom search. The DARC system supports the specification of
generic queries by allowing the specification of alternative atom and bond types, number of
adjacent atoms, atoms in rings, and disconnected structures. Today, the DARC system, at

least the Markush version, is offered by Questel as a commercial product.

The same year in which CIS was transfered to the private sector, von Scholley [106]
introduced a system using reduced graphs and hyper structures to represent database molecules.
In reduced graphs, multiple atoms are collapsed to single nodes resulting in smaller graphs.
Nodes may represent cyclic or acyclic pieces of the molecule or repetitive groups of carbon and
heteroatoms. A method utilizing reduced graphs must account for the loss of information as a
result of the reduction. Hyper structures represent more than one molecule in a single structure
and are constructed by joining structures based on their common parts. Often, the origin
of hyper structures is unknown after their construction and therefore hyper structures may

include ’ghost’ structures that were not present in the original sources. Both, reduced graphs
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and hyper structures, are less demanding on the storage requirements and due to their reduced
description allow a faster search. Generic queries must be formulated in a system-specific
language that directly describes reduced graphs since the language offers such constructs as
'C(n)’ describing a chain of n carbon atoms. The search, preceded by a limited-environment
fragment bit string screen, is a partition and relaxation backtracking procedure without an
atom-by-atom assignment. Since an explicit subgraph isomorphism step is missing and the
information problems in reduced graphs and the ghost structures in hyper structures are not
explicitly addressed, the method generates false-positive isomorphism matches [70]. Therefore,

it can only be used as a screening step.

The S4 system [91,92] was developed in 1990 by Softron GmbH in cooperation with the
Beilstein institute and is used in-house by Beilstein and in the DIALOG online system [107]
provided by ProQuest. Unfortunately, not much information about the detailed function of the
system is available. As can be surely obtained from Hicks’ system evaluation [92], S4 stores all
permutation of a connection table for a database molecule in one hierarchical tree. Most likely,
they account for a common labeling between query and database molecules and accomplish a
structure search by traversing the tree. Substructure matches are presumably retrieved by a
partial tree traversal starting inside the tree and returning results when the complete query
was found, though not necessarily reaching the leafs of the trees. Storing all permutation of
a connection table is similar to the approach by Messmer and Bunke described later in this

section.

Another hyper structure model was developed at the University of Sheffield by Brown et
al. [108-110]. In a database pre-processing step, the molecules are superimposed to generate
hyper structures which are stored in an hierarchical tree structure. The superpositioning of
molecules is based on the Maximal Overlapping Set which is a technique similar to the Maximal
Common Subgraph. A screening step using a subset of the Chemical Abstract Service (CAS)
[111] structure dictionary obtains structures from the query and compares them to dictionary
structures present in hyper structures. The screening procedure accounts for ghost structures
and therefore detects structures not present prior to the hyper structure construction. Hyper
structures passing the screen are submitted to a parallel subgraph isomorphism calculation

based on the Ullmann algorithm.

In 1993, Christine et al. [112] presented a system using database long bit strings for a
screening step. Predefined structural features are encoded by bit strings in which each bit
represents the presence of a feature in a database molecule. The method retrieves all relevant
structural features from a query and screens the database by combining all corresponding feature
bit strings by logical multiplication. The resulting bit string holds a non-zero entry for all
molecules that pass the screen. An atom-by-atom search verifies the presence of the query
in each remaining molecule. Unfortunately, the subgraph isomorphism algorithm used for the
atom-by-atom assignment is not specified in detail and experiments showing the capabilities of

the method are missing.
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In the late 1990s, Messmer and Bunke [113-115] presented a direct lookup method based
an a decision tree approach. The system allows a polynomial search time when discarding the
time needed to construct the database. Database molecules are represented as connectivity
matrices and preprocessed such that all permutations of a connectivity matrix are obtained.
The database stores permuted matrices in one decision tree structure for all molecules. Queries
are found by traversing the tree without the need for a backtracking step. If a tree leaf is
reached, the query structure is present in the database. Substructure queries are performed
by traversing the tree until the complete substructure is processed, not necessarily starting at
the root or reaching a leaf. Even though such a traversal is possible in polynomial time, the
decision tree itself and its construction is exponential in size and, of course, the listing of all
present substructures is also exponential. The authors report different strategies for pruning
the search tree that either restrict the search to graph isomorphism in which only structures
equal to the query can be detected or will lead to an exponential search time, though reducing

the memory demands to a fraction.

In 1997, a substructure search system [116] based on circular fragment codes emerged that
supposably circumvents the need for an atom-by-atom search. Database molecules are encoded
by their atom-centered circular fragments. These fragments encode the atomic environments
present in circular layers around a center atom. A search request compares the fragments present
in a query with those fragments present in database molecules. The system reports a match if a
molecule contains the exact set of circular fragments present in the query. Since a substructure
only encodes a part of a molecule, a circular fragment obtained from a substructure might miss
bonding partners that are present in corresponding molecules. Therefore, a direct comparison
of substructure and molecule fragment codes is problematic. The authors describe that missing
substructure parts are indicated by dummy atoms but it remains unclear how these dummy
atoms are generated during the computation of fragment codes. In addition, a description of
the comparison between generic and explicit fragment codes is missing. The authors state that
there is no prove that the correct subgraph isomorphism is obtained and if an atom-by-atom

search for further verification is necessary.

OrChem [117], presented in 2009, is an open-source chemistry front-end for Oracle databases.
In addition to other functionalities, OrChem allows to search molecules for the presence of
substructures in a two-step procedure. Fingerprint screening uses a modified subset of PubChem
fingerprints [118] and is accomplished by a parallel subgraph isomorphism search using the VF2
algorithm. The VF2 search was enhanced by employing a primary sorting step based on the
frequency of atoms present in the database and a secondary sorting step ordering the atoms by
their bond degree. Therefore, the VF2 processes unusual atoms first, which reduces the search

space and consequently the search time.

At the same time, Golvin and Hendrick [119] developed a database design which allows a
substructure search to be conducted as a single SQL query. The system stores molecules in
a relational database with a database scheme directly encoding atoms and bonds. An SQL
query of the form "SELECT ... FROM ... WHERE ...” is suited to select molecules with
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compatibility constraints specified in the WHERE clause. A substructure search is a two-step
procedure: the method generates an SQL query from an input substructure and retrieves the
molecules performing the query. The SQL generation is accomplished by building a spanning
tree over the query and filling the FROM and WHERE clauses by traversing the tree from the

root to the leaves.

WebCSD [120], presented in 2010, is an online portal to the Cambridge Structural Database
(CSD) [121] of the Cambridge Crystallographic Data Center (CCDC). The portal supports
two-dimensional queries on the three-dimensional structures. The system employs simple
screens working on chemical information obtained from the query, e.g., elements and bond
types. An early version of the system used the Ullmann algorithm for subgraph isomorphism
comparison and was recently replaced by a custom breadth-first search backtracking procedure.
In general, the system supports explicit substructure queries. The only generic property allowed

to be specified is the size of the smallest ring that an atom or bond is contained in.

The ABCD Chemical Cartridge [122-124] was developed at Johnson & Johnson
Pharmaceutical Research & Development, L.L.C., starting in 2007. The system supports
fully generic pattern queries using the SMARTS language. In order to employ an effective
screening step database, molecules are indexed using structural keys developed in-house that
encode atom and bond properties, rings of up to eight atoms, paths with a length of up to four
atoms, and clusters that are atoms with more than three bonds. Additionally, the index scheme
captures combinations of atomic properties which frequently occur in SMARTS queries, e.g.,
'[cH]” represents an aromatic carbon with exactly one hydrogen attached. An enhanced version
of the Ullmann algorithm performs the atom-by-atom verification between SMARTS queries
and database molecules. Optimizations include the ordering of query atoms based on their
frequency in the database and the optional restriction to retrieve only one mapping opposed to

all possible atom-by-atom mappings.

AMBIT-SMARTS [125] is a recent development and represents and extension of the open
source Chemical Development Kit (CDK) [126]. The CDK supports the SMART'S language with
various extensions. A SMARTS pattern search follows the conventional two step procedure of a
screening step followed by an atom-by-atom verification. The screening phase uses a dictionary
of circular-fragment keys that are pretested to occur in approximately 50% of the database
molecule. The threshold is motivated from the fact that structural keys included in too many
molecules result in a poor screening performance and keys that are too rare are also rare in
queries. A second screen utilizes hashed keys (Daylight fingerprint approach [37]) that encode
paths of up to 7 atoms. Since SMARTS queries can include generic atom and bond descriptions
which interfere with the calculation of explicit keys and hash codes, the method trims all
generic parts and calculates the screening information from the resulting query description.
In addition, the method compares ’skeleton’ keys retrieved from a query to keys precalculated
from molecules. A skeleton key only captures topological information by discarding all atom and
bond descriptions. The system performs a final verification on molecules passing the screening

using the backtracking algorithm of Ray and Kirsch [24].
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Today, database systems are one of the major components in storing and organizing large
data sources for biological, chemical and pharmaceutical research. They all use concepts
of preprocessing, screening and searching to allow chemists to browse through millions of
molecules with response times in the order of seconds. These techniques are designed to process
explicit molecules and require major modifications to be applied to combinatorial descriptions
of chemical spaces such as fragment spaces. In SubSubSearch, a search for molecules including
user-defined chemical patterns was realized to scan alternative molecule storage concepts such

as fragment spaces.
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R2 R1: any halogen
R2: alkyl of 3-6 carbons, or aryl
R3: OH, any thioalkyl, or 2-pyridyl

R1 R3

Figure 4: An example of a Markush structure. R-groups indicate variable attachment points.
At R1, any halogen atom can be attached. A variable chain of three to five carbons or an
aryl-group which is any aromatic ring can be attached at R2. Valid substituents for R3 are OH,
any thioalkyl and 2-pyridyl.

3.3 Markush database systems

Markush structures define a series of homologous molecules by a molecular core that describes
the essential central structure with attached R-groups for which series of alternative substituents
are specified. Figure 4 shows an example. Markush structures are used in combinatorial
chemistry, for the description of QSAR/QSPR analysis and to protect intellectual property
in the form of chemical patent claims. The techniques to store, retrieve, search and compare
Markush structures are the same in all three areas of application. In contrast, the Markush
descriptions differ substantially. In combinatorial chemistry and QSAR/QSPR analyses the
Markush structures are well defined and mostly follow general conventions. On the other
hand, a patent text offers a compact and generic description by a mix of textual and graphical
elements. In general, a drawn structure depicts one or more molecular cores. A textual and
graphical description further characterizes the substituents. A patent text usually includes
a definition of variations on substituents, indicates multiple positions for their attachment,
describes repetitions of structural parts, and formulates generic expressions to represent a class
of substituents. Additionally, the text covers logical relations or restrictions between attachment
points, i.e., the substitution at one point enforces or reduces the possible substitutions at another
point. Unfortunately, the patent literature language is not standardized and patent claims
show a broad variation in terminology, grammar and style. Therefore, the concepts of Markush
database systems to store chemical patent information are the most advanced in the application
fields. Even though the following is focused on patent information, the described concepts are
also applicable when handling Markush structures in combinatorial chemistry or QSAR/QSPR

analysis.

The early Markush systems used fragment codes for indexing and searching a database.
These codes are small groups of connected atoms and bonds that characterize the different
chemical structures. The lack of overall structural information and the problem of different
structures sharing the same fragment codes resulted in an overall poor precision of retrieval.
Topological systems emerged that cover the structural relation by explicitly modeling atoms and
connecting bonds. Today, Markush databases often use reduced graphs to describe the covered

molecules. A reduced graph stores single atoms, explicit structures or generic descriptions in its
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nodes and incorporates the overall topological information in its edges. The concept of fragment
codes is still used as a screening step prior to the actual search. In the following, three major

Markush database systems for chemical patent information are introduced.

Downs and Barnard [127] recently reviewed chemical information systems including the
automated text analysis of chemical patents. Simmons [128] gives a historical overview of
Markush systems. More details on the problems of Markush structures and the difficulties
encountered in searching a Markush database for structural components are discussed by Leland
et al. [129] and Welford et al. [130], respectively.

The GENeric Structure LAnguage (GENSAL) project [131-145] conducted from 1979 to
1995 at Sheffield University was concerned with the substantial problems of representing,
storing and searching the information present in chemical patents. Reviews of the project
are given by Lynch and Holliday [146], Downs and Barnard [147] and Bishop et al. [148].
The GENSAL pattern language [149] formalizes the textual, visual and descriptive information
typically found in patents. A GENSAL query is converted into a logic tree structure [150] that
describes the relation between common and variable parts as present in Markush structures.
The database holds Markush information in a reduced graph description and annotates the
alternative connections between these components. In the system, a reduced graph holds cyclic
structures in single nodes and, therefore, allows Markush components to be represented as trees.
Neither the query nor the database description allow repetitions of structural parts even though
they are present in most patents. A three stage search system first uses a dictionary-based
fingerprint screen, in which fingerprint fragments can span over multiple Markush components,
followed by a reduced graph screen that matches graph nodes to query nodes. The second step
is considered a screen since reduced graph nodes might have more than one correspondence. A
one-to-many correspondence occurs for cyclic parts because their reduced graph representation
is a single node with additional parameters, e.g., a six-membered ring containing five carbons
and one hetero atom. The final refined search based on an adapted Ullman algorithm resolves

ambiguities and accomplishes an atom-by-atom or group-by-group assignment.

MARPAT [151,152] was developed by the Chemical Abstract Service (CAS) and launched in
1988. The system is still offered online by STN international. In MARPAT, a Markush structure
description is modeled as a multiple connectivity node (SnMCN) representation which is a
graph that connects all Markush components. The SnMCN representation includes a logical
description of connectivity conditions at multiple-used attachment points that includes the
constraints textually described in a patent. From the SnMCN representation a generic MCN
(GnMCN) representation is derived and both are overlayed to form a composite MCN (CpMCN)
representation that allows a switch between explicit and generic description of Markush
components. The GnMCN description incorporates a predefined hierarchical description of
abstraction for generic nodes, e.g., a pyridine is labeled as 6-membered N-heterocycle which
itself is a heterocycle and so on. The order allows a shift between the levels of abstraction
which is essential for the assignment between generic components. In addition, generic nodes

are attributed with group properties, e.g., charge, element counts, ring size, which would provide
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a more discriminant matching but is reported to be discarded during the search [153,154]. Even
though Fisanick [152] explicitly states that repetitions of structural parts variations are handled
by a comparison of range attributes stored in GnMCNs, it seems that at that time, the system
supported the storage of attributes, representing a base for a following attribute comparison
but that comparison was never implemented as part of the search. In a search, the system
generates a CpMCN for the query which is compared to the CpMCN of the database. In
order to reduce the retrieval time, a screening step is conducted based on explicit fragments
that are generated from SnMCNs. A backtracking procedure accomplishes an atom-by-atom or
group-by-group assignment. The assignment procedure compares (more) explicit and generic
nodes on the abstraction level of the more generic structure. For that final comparison, the
system allows to define a Match LEvel (MLE) to control the assignment between generic query
nodes (GnMCNs) and explicit (SnMCNs) or generic (GnMCNs) Markush components. If the
MLE is set to ’class’ as opposed to ’atom’, explicit query nodes are ’changed’ into their more
generic representation and compared to generic nodes in the database. The feature allows the

retrieval of approximate matches to the query.

Markush DARC [155,156] is a commercial system based on the DARC software originally
developed by Dubious [103]. Part of the DARC project was a collaboration with Telesystems to
develop Generic DARC that allowed generic queries on explicit database structures. A further
development of Generic DARC conducted by Telesystems, Derwent Publications Ltd. and the
French Patent Office (INPI) resulted in Markush DARC, a system to place generic queries on
Markush databases and the Merged Markush Service (MMS) now offered by Thomson Reuters,
which is a unification of the Markush Pharmasearch [157] database started in 1986 by INPI and
the WPI Markush database developed by Derwent Publications Ltd.. Markush DARC stores
the Markush components as reduced graphs in which nodes can hold complete substructures
or generic group expressions (or homologous series), e.g., CHK identifies an alkyl. The system
requires a graphic query specification that allows the same degree of abstraction as present in
the Markush components, i.e., allows to define super nodes that specify substructures or generic
groups. The input is converted to an internal graph representation and matched against the
database as present in the DARC system. The fundamental screening step in DARC is based on
FRELs and reused as generic FRELs [104] in Markush DARC. A bit screen based on molecular
attributes, e.g, element symbol, bonds or ring systems, complete the screening procedure which
is followed by an atom-by-atom assignment. For such an assignment generic parts are translated
based on a structure dictionary to explicit structures and matched atom-by-atom. The early
version of the system was limited to only a subset of generic expression used in patents and
lacked transparency on the translation between generic and explicit nodes. Therefore, the user
had either to deal with missing matches, e.g., ethyl would not match an alkyl, or had to manually
define the translation between nodes. The majority of these limitation were later resolved [156]
to allow full transparency on the node translation process. Today, Markush DARC is still offered
by Questel and is part of the MMS database.
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The three systems were reviewed and compared from an end-user perspective [158,159] and
with regard to the database content [160] as well as technical concepts [153]. The most recent
publications are a detailed comparison between Markush DARC and MARPAT [154] and a

historic overview concerning all three systems [161].

Many chemical software packages allow the management of Markush structures using
databases. Domine and Merlot [162] give an overview of the different systems. ChemAxon in
cooperation with Thomson Reuters supports Markush database searches based on a screening
step using two-dimensional structural keys followed by an atom-by-atom matching of the query
against all enumerated products that pass the screen. MDL Central Library allows the storage
of Markush description and offers a Markush space search that is a conventional molecule
search on the full set of enumerated products. The RS3 database system by Accelrys stores and
searches Markush structures and returns a result as a generic description of virtual matches
and, unfortunately, does not offer the enumeration of complete products. Daylight supports
virtual libraries in their Monomer Toolkit. Libraries are described in the Daylight CHUCKLES
and CHORTLES notations and generic searches are formulated in the CHARTS language. A
non-enumerated search is sometimes impossible, e.g., when the query is a branching structure
and the stored structures are made of monomers. In that case, the search procedure works on

enumerated products.

Markush database systems, regardless of the field of application, allow to search generic
combinatorial descriptions of chemical spaces. They are directed at handling the generic
information present in Markush structures. In fragment spaces, structural building-blocks are
explicit and constrained repetitive descriptions are not allowed. Therefore, the algorithmic
concepts, especially the central concept of comparing reduced graphs with varying degrees of
abstraction, can not directly be transfered to fragment spaces. In addition, the search facilities
provided by the different database systems seem to not support an explicit substructure or

chemical pattern query. At least, the found molecules are not guaranteed to include the exact

query.
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3.4 Substructure search in fragment spaces

Over the last 15 years, very little academic attention was spent on searching fragment spaces.
In 2007, Domine and Merlot submitted the Patent Application US 2007/0260583 A1 [162] for
fast substructure searching in non-enumerated chemical libraries. The method searches an
explicit query substructure in a combinatorial chemical space description similar to a fragment
space. In order to retrieve combinations of fragments including a user-defined substructure, the
method uses a modified Ullmann algorithm that allows many-to-one correspondences between
query substructure nodes and target fragment atoms. The algorithm assigns the query to
each fragment such that fragment link atoms are assigned to multiple query nodes. Therefore,
the query is partially assigned to a fragment with missing query parts assigned to fragment
linkers. The assignment to fragment linkers indicates that the missing substructure part must
be part of a fragment that can be connected at the used link atom. After partially assigning
the query to each fragment, the method explores link compatibilities to construct combinations
of fragments that lead to products including the query substructure. Therefore, the algorithm
finds substructures that span over multiple fragments. Unfortunately, the patent lacks a detailed
description of the modified Ullmann search and the product reconstruction. According to

personal communication, the method was only used as part of an in-house system at Serono.
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In this section, the published work on pattern search algorithms and fragment spaces is
summarized. First, an empirical study is presented that characterizes the algorithmic behavior
of two subgraph isomorphism algorithms when applied to search for chemical patterns in
molecular data. As a conclusion, one algorithm was incorporated in SubSubSearch as basic
pattern search component. Further on, the section describes the search strategy employed by
SubSubSearch to detect recursively defined chemical patterns in fragment spaces. In addition to
the published work, the section includes a method to automatically optimize fragment spaces to
exclude the formation of chemical patterns in the encoded products. The methods developed to
realize a search in fragment spaces were also applied in the fields of structure visualization and
molecular space analysis. The end of the section covers cooperations that led to a visualization

concept for SMARTS patterns and an analysis of the conformational space of small molecules.

4.1 Chemical pattern search in molecules

A first step towards the development of a pattern search method for fragment spaces was to
obtain a deep understanding of subgraph isomorphism algorithms and their behavior when
applied to molecular data. In drug development, such algorithms are frequently applied
to browse molecular databases. These databases store millions of compounds [86, 87] and
allow chemists to retrieve molecules that obey predefined structural and physico-chemical
properties. One of the central requirements of these databases is the retrieval of compounds
with user-defined functional groups or molecular cores. Provided that query pattern and target
molecules are donated as graphs, a comparison can be realized via subgraph isomorphism
techniques. Ullman introduced one of the oldest, yet frequently applied algorithm. A number
of other methods followed with the most recent being the VF2 algorithm. These algorithms
are applicable on general graphs and, therefore, do not pose restrictions on the graph structure
in any way. Some comparisons between these algorithms have been conducted on general
graphs of medium to large size [33, 34, 163, 164]. However, molecular graphs are small and
by no means general. They usually comprise less than 100 atoms and are restricted in their
degree by the linear number of bonds an atom can form. In addition, nodes and edges are
always labeled to describe atom and bond properties which must be addressed during graph
comparison. Therefore, the conducted tests give little insights into the algorithms’ behavior
when applied to molecular data. One of the main reasons why such a comparison was not
performed in the past was the lack of suitable benchmark data sets. The focus of my work
was, therefore, set on the introduction of various such benchmark sets and the discussion of the

differences between the Ullmann and the VF2 subgraph isomorphism algorithm.

The major difference between the Ullmann and the VF2 algorithm is the way they process
the topology of the pattern. The Ulmann algorithm constructs a compatibility matrix which

represents all possible mappings of pattern nodes to molecule atoms. It processes the matrix
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top-down and in every step fixes one node-atom mapping and checks all other entries for validity.
Therefore, it processes pattern nodes in an arbitrary, non-topological order. The VF2 algorithm
starts at an arbitrary node-atom assignment and iteratively adds node-atom pairs until all
pattern nodes have a correspondence in the molecule. Therefore, it directly explores the topology

of the pattern and molecule.

The benchmark sets are designed to obtain insights into the algorithms’ behavior with regard
to the pattern and molecule size, the type of the pattern, the order in which pattern nodes are
processed, and the symmetry often present in molecules. The sets comprise various SMARTS
patterns collected from literature [42,54-56,165-169] and molecules selected from the public
ZINC database [86].

The results show that both algorithms are applicable to molecular data with an average
pair-matching time below 1 millisecond. In direct comparison, the topological exploration of
the VF2 algorithm is orders of magnitudes faster in all cases and more robust against outliers.
The impact of pattern and molecule size on the runtime of both algorithms was found to be
exponential and linear, respectively. This result is in accordance with a theoretical analysis of
the subgraph isomorphism problem [30,170]. The SMARTS language allows the definition of
atomic environments which require an additional subgraph isomorphism step during the actual
comparison. As can be expected, the inclusion of such a definition in a pattern description
leads to an exponential increase in the runtime. The Ullmann algorithm was much more
sensitive to the inclusion of atomic environments. An overall analysis of data-separation-based
parallelization showed good scaling behavior for both algorithms. A similar result was obtained
in an evaluation of the Ullman algorithm conducted by Willett et al [80]. An interesting finding
of the study was the sensitivity of the VF2 algorithm concerning the order in which it processes
the nodes of the pattern. The development of a re-arrangement scheme that conserves the
topology of the pattern and places 'unusual’ pattern nodes first led to a reduction in runtime
of up to 13-fold compared to the original order. A detailed description of the benchmark data

sets and the summarized experiments can be found in [A1].

As a conclusion of this study, a modified version of the VF2 algorithm [A1] was incorporated

in SubSubSearch for subgraph isomorphism search.

4.2 Chemical pattern search in fragment spaces

Although conventional databases cover large numbers of molecules, their storage capacity is
limited. Estimations of the chemical space relevant for drug discovery average around 1090
molecules. Since the largest present databases cover up to a billion compounds [171], they
obviously miss many relevant structures. Provided that a chemical space is represented by a
fragment space, current algorithms support similarity search procedures [44,172], exploration of
novel molecules by de-novo design [47,173-175] and the creation of focused libraries [48,176,177].

The central algorithmic problem any fragment space processing method must address is the
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Figure 5: An example of the SubSubSearch processing a sulfonamide pattern with three
alternative atomic environments in three main steps: the global search scans the fragment space
for the global pattern that is the query pattern without the atomic environment information.
The obtained global result is subsequently modified by the atomic environment search to obey
the atomic environment information. From each recombination tree of the global result, the
atomic environment search creates a modified fragment space. A local search scans this modified
space for the presence of one atomic environment. Each obtained local recombination tree
is combined with the current global recombination tree. The atomic environment search is
repeated until all three environments are processed. From the final result, the enumeration
procedure generates products containing the query pattern and the atomic environments.

combinatorial nature of such spaces. A search that only considers fragments and neglects their
possible connections will almost always fail. For example, a pattern that spans over multiple
fragments can only be found when the complete product space is scanned. Since a search for
molecules containing a user-defined pattern is essential in drug development and a method to
perform such a search in fragment spaces was missing at the time, the focus of this thesis was
the development of an algorithm to search non-enumerated fragment spaces under structural

constraints.
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Figure 6: An example of the generic search. The procedure processes a sulfonamide pattern
in three main steps: the search separates a pattern into all possible sub-patterns (SPs) and
searches these SPs in fragments of the fragment space. The procedure reconstructs the pattern
to obtain a set of recombination trees that describe sulfonamide products.

A search has to find the combination of fragments leading to products that include the query
pattern. Since the SMARTS language allows the definition of recursive atomic environments,
SubSubSearch is split in three parts: a global search, an atomic environment search and an

enumeration of products as illustrated in Figure 5. Both searches use a generic search procedure.

The generic search shown in Figure 6 and explained in detail in [A2] is used by the global and
the atomic environment search. It scans for patterns without recursive atomic environments.
In order to avoid a costly enumeration during the search, the method separates the initial query
into sub-patterns (SPs). An SP is a connected part of the initial pattern in which cyclic parts
are fully contained. For that purpose, the algorithm identifies cyclic and non-cyclic parts using a
bi-connected component algorithm summarized in Appendix C.1.2 and assigns cut-positions to
all non-cyclic connections. Sub-patterns are generated by enumerating all possible combinations
of cut-positions as described in Appendix C.1.3. Missing pieces are indicated with dummy link
nodes allowing a reconnection of SPs into the initial pattern. Figure 7 shows an example of
the separation process. The SPs are searched inside fragments using a modified VF2 subgraph
isomorphism algorithm [A1]. During the search, dummy nodes are assigned to fragment linkers
to avoid an exploration of fragment connections. The algorithm records a list of matching
fragments for each SP. For the construction of products containing the complete query pattern,
these lists are used as nodes to build recombination trees. In such a tree, two nodes are connected
if and only if their SPs can be connected and the fragment link atoms are compatible with regard

to the connection rules of the fragment space. The lists are split prior to the tree construction
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Figure 7: A sulfonamide query pattern is separated into sub-patterns (SPs). In a first
step, the algorithm identifies cyclic and non-cyclic parts and assigns cut-positions to all
non-cyclic connections. Sub-patterns are generated by enumerating all possible combinations of
cut-positions and attaching dummy link nodes that indicate missing parts of the pattern. Note
that only a subset of the enumerated SPs is shown.

such that each list only stores fragments with the same linker assigned to a dummy node.
Therefore, the tree construction process must only compare the link compatibility once for
every node connection. This comparison is independent of the number of fragments stored
in each node and, therefore, the number of link compatibility comparisons is reduced. The
resulting recombination trees describe different separations of the initial pattern and allow the
enumeration of products containing this pattern of interest. Figure 8 illustrates an example of

a recombination tree.

The atomic environment search subsequently extents recombination trees to include atomic
environment definitions. An atomic environment is a pattern that defines the chemical
neighborhood of an atom and can again contain atomic environments. When searching molecule
databases, such an environment is either present in a molecule and can be detected, or the
molecule does not contain the environment. In fragment spaces, an environment is either present
in fragments itself and can be directly found, or it can be indirectly detected by attaching
additional fragments, or the space does not contain products including the environment. In
order to differentiate between these cases, SubSubSearch starts with a global search utilizing
the generic search to detect combinations of fragments that include the global pattern which
is the query pattern neglecting the atomic environment information. This global result is
a collection of recombination trees. The result is iteratively refined to include the initially
neglected environment information. For each modification of a tree, the atomic environment
search constructs a modified fragment space. The space contains the fragments and connection
rules of the initial space and is enriched with modified fragments from the global tree under
consideration. For each fragment, the link atoms are renamed and connection rules are added
that only allow the connection of these fragments to form products described by the global

tree. Unmatched link atoms are also renamed and rules are added that prohibit connections
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Figure 8: A recombination tree of a sulfonamide search. The sulfonamide pattern was separated
into three parts shown as three nodes (top). Each node contains the sub-pattern (SPs) (box-top)
and the corresponding matching fragments (box-bottom). The original pattern is reconstructed
by joining the SPs at dummy link nodes R1 and R2, respectively. The enumeration procedure
creates two sulfonamide products (bottom), by connecting one fragment from each node of the
recombination tree at link atoms L1 and L2, respectively.

LEGEND

of matched fragments that do not form the global pattern. In addition, these rules allow the
attachment of unmatched fragments with regard to the original link atom. Figure 9 shows an

example of a modified fragment space creation.

The local search using the generic search scans the modified space for the presence of atomic
environments. Since an environment defines the surrounding of an atom, the local search is
restricted to start at the corresponding atom in fragments added from the global recombination
tree. The result of the local search is a set of recombination trees describing combinations
of fragments that include the atomic environment. The atomic environment is not present if
the set of local recombination trees is empty. In that case, the global recombination tree is not
modified. Otherwise, each of these trees either describes the environment present in a connection
of fragments only using previously matched linkers, in which the environment is directly present
in the global tree or the local tree connects fragments using previously unmatched linkers.
In that case, the additional fragments need to be attached to the global tree to also match
the atomic environment. If an atomic environment includes other atomic environments, the
procedure recursively modifies the current local tree to include the additional environments
before the global tree is modified. SubSubSearch repeats the atomic environment search with

the modified global recombination tree until all atomic environments are included in the result.
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Figure 9: The procedure creates a modified fragment space from a single recombination tree
obtained from a sulfonamide search. The modified space contains the complete initial space and
is enriched with three fragments from the recombination tree. The matched linkers L; and Lo
are renamed to L) and L/, and connection rules are added that only allow an assembly of these
fragments to a sulfonamide product. Unmatched linker Lo is renamed to L} such that a linkage
with matched fragments is prohibited and an attachment of new fragments is still allowed, e.g.,
if Lo is compatible to Ly, the new linker L’Q’ allows a connection to L but not L’l.

The final result of the search is a collection of recombination trees describing the assembly
of fragments that incorporate the initial pattern including the complete atomic environment
information. A detailed description of the procedure, especially the combination process of the

global and local trees and the logical combination of atomic environments, are given in [A3].

For enumeration purposes as shown in Figure 8, the algorithm processes each recombination
tree from the search result. For each tree, it selects one fragment from each node and connects
the fragments as dictated by the tree. During this process, the same products can be created by
connecting different fragments, e.g., from different recombination trees. SubSubSearch utilizes
a database in which products are stored using a unique string representation of the product as
primary keys. Therefore, equal products are neglected. A product describes a minimal set of
connected fragments that include the pattern of interest. It might still contain open valences
that allow the attachment of further fragments or can be saturated with hydrogens to obtain a
complete molecule. In lead optimization, these attachment points can be directly explored to

alter the physico-chemical properties of the obtained products.

The general applicability and usefulness of the method has been demonstrated in various
use-case scenarios that mimic the search for analogues compounds, the optimization of fragment
spaces to reduce their coverage of toxic substances and the extraction of large macromolecules

under structural constraints. A critical factor to decide whether such a method is applicable
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in a drug discovery process is the runtime required to obtain results from a search. A large
scale evaluation with 738 SMARTS patterns [Al] and three fragment spaces [42,178] revealed
reasonable and robust search times. An explicit description of the experiments is given in [A2]
and [A3].

Some limitations restrict the current search options. The algorithm enforces a tree-like
connection of fragments into products and therefore prohibits a search for macromolecular
cycles. This restriction is in agreement with most fragment space processing methods and
currently available spaces. Nevertheless, in special scenarios, such a search might be interesting
but would require major modification to SubSubSearch. Mesomeric, stereoisomeric and
tautomeric structures place an exceptional challenge on any fragment space processing method.
Mesomeric and tautomeric structures allow a different bond or hydrogen localization to describe
the same molecule. The SMARTS language with its support for recursive atomic environments
is well suited to formalize alternative mesomeric and tautomeric structures. Provided that the
query definition includes at least one form present in the fragment space, SubSubSearch finds
the desired products. The assignment of stereo centers in fragment spaces is difficult because
a potential center assigned in a single fragment might vanish when fragments are connected
to form symmetric products. Even if complete products are obtained by a search, they often
contain open valences prohibiting an assignment of stereo centers. Therefore, a final assessment
of the stereoisomeric nature can only be done on complete molecules. Since SubSubSearch

primarily provides products, such an assignment must be part of a post-processing step.

A problem of the current implementation of fragment spaces is the handling of hydrogen
atoms. As mentioned earlier, a product retrieved from a space may contain open valences
that can be saturated with hydrogens to obtain a valid molecule. This termination process
is currently separated from the fragments and connection rules of the fragment space, i.e.,
the hydrogen groups used to terminate the linkers are not in the set of fragments. Since
SubSubSearch only processes fragments and linking rules, some products that correspond to
the query after termination to molecules might be missed. This problem can be addressed by
modeling the terminal hydrogen fragments as part of the fragment space. In addition, hydrogens
are problematic in the SMARTS language. SMARTS allows the expression of explicit hydrogen
atoms and the definition of implicit hydrogen bonding partners as a node property. When
hydrogens are defined as a property, the search procedure might incorrectly identify or discard
matches because the saturation of linkers with hydrogen atoms is not addressed. A solution
to this problem is to enrich the fragment space with partially terminated fragments, i.e., a

fragment with one linker would be present with and without an attached hydrogen.

In conclusion, SubSubSearch is to my knowledge the first method that allows to efficiently
search fragments spaces for user-defined chemical patterns. The method finds products
containing a desired pattern even if these span over multiple fragments. The search is not
limited in the size of the query or in the number of fragments contained in a product. The ability
to process atomic environments enable chemists to precisely define chemical patterns including

local alternatives such as mesomeric and tautomeric forms. The conducted experiments show



4.3 Chemical pattern exclusion from fragment spaces 35

that the procedure is able to quickly identify novel molecules which can be a valuable source in

today’s drug discovery processes.

4.3 Chemical pattern exclusion from fragment spaces

The application of SubSubSearch to optimize the properties of products contained in fragment
spaces was pursued in parallel to the development of the recursive search procedure. The
analyses in [A3] has shown that fragment spaces can contain products with reactive groups
that are not suited for drug development process. The modification of fragment spaces to
exclude such products is a tedious task when done manually. Therefore, a prototypical tool was
developed [B1] that generates new fragment spaces in which formation of products containing
a user-defined pattern is prohibited. A major requirement was that these fragment spaces are
usable by any fragment space processing method, i.e., such a modification must be done on the

basis of fragments, linkers and connection rules only.

The algorithm to exclude patterns from fragment spaces, here named SubSubEzclusion,
works in a four step procedure as depicted in Figure 10. It utilizes SubSubSearch to obtain a
set of recombination trees that describe the products to be excluded from the space. The trees
are subsequently processed in the following order: trees that consist of one node, trees that
contain two nodes and trees that incorporate more than two nodes. Fragment removal: Trees
consisting of a single node store fragments that fully include the pattern. These fragments are
removed from the new space. Ezclusion over one linker: The recombination trees that contain
two nodes represent products that are composed of two fragments. The formation of these
products is excluded by renaming the linkers of th<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>