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The underlying physical laws necessary
for the mathematical theory of a large
part of physics and the whole of
chemistry are thus completely known,
and the difficulty is only that the exact
application of these laws leads to
equations much too complicated to be
soluble. It therefore becomes desirable
that approximate practical methods of
applying quantum mechanics should be
developed, which can lead to an
explanation of the main features of
complex atomic systems without too
much computation.

P.A.M Dirac
Proc. R. Soc. Lond. A , Volume 123,

1929
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Summary

The Born-Oppenheimer (BO) approximation represents one of the milestones achieved in the
development of molecular physics. The resulting concept of an adiabatic potential energy sur-
face (PES) is fundamental to our understanding of photoprocesses and reaction dynamics. The
dynamics of the nuclei on a single BO potential-energy surface is a good rationalization of dy-
namics occurring in chemical processes.

In many situations, the motion of nuclei on the PES of a single adiabatic state provides a
realistic description of molecular dynamics. However, under certain conditions, the BO ap-
proximation breaks down, and picture of a single PES is not valid any longer. This typically
happens in the course of photoinduced reactions, charge transfer processes, and molecular col-
lision and fragmentation processes. The time-evolution of the system must then be described
in terms of a number of PESs which are nonadiabatically coupled to one another. Nonadiabatic
processes usually involve nuclear dynamics on at least two coupled PESs and thus cannot be
rationalized within the BO approximation.

Radiationless relaxation in electronic excited states is mediated by either an internal conver-
sion (IC) or an inter-system crossing (ISC) process. Conical Intersections (CI) are the central
requirement to understand the radiationless relaxation process and have been an important tool
to model IC and ISC in polyatomic systems. The understanding, as well as the optimization of
CIs in molecular systems, requires computational tools that can describe the dynamical corre-
lation and configurations interaction of the system in electronically excited states.

An established tool for elucidating mechanisms of chemical reactions that occur in the elec-
tronic excited state is Ab Initio molecular dynamics (AIMD). However, to describe photo
processes by AIMD, an underlying electronic-structure method that can treat excited states
is necessary. Time-dependent density functional theory (TDDFT) provides a in principle ex-
act description of electronically excited states. Compared to wavefunction-based methods,
TDDFT is computationally less demanding and is relatively straightforward and easy to use.
To model radiationless relaxation in systems, a state-to-state modelling procedure is required.
This is facilitated by Mixed quantum-classical (MQC) scheme in particular, surface hopping
(SH) method.

In this thesis, a TDDFT based MQC method, that can account for non-adiabatic effects in
photo processes is implemented. The non-adiabatic scheme is based on the fewest switches
trajectory surface hopping (FSSH) method introduced by John Tully.

The method is applied to describe chemical processes, such as isomerization and intravibra-
tional relaxation, that occur upon photoexcitation of the photochromic systems like Spiron-
apthopyran (SNP). In the case of SNP, the results of the TDDFT-MQC method are in good
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agreement with PES simulations based on the state-averaged complete active space (SA-CASSCF)
method, both concerning the observed reaction mechanisms and the excited state lifetimes
which are obtained from experiments conducted in-house.

Parallel to this work, we applied second order algebraic diagrammatic construction (ADC(2))
for the possible refinement of the postulated reaction mechanism and energies in the case of
N-methylmorpholine. The ADC(2)-based MQC simulations confirm the main experimental
trends, energetics and provide an accurate description of the reaction mechanism.

Additionally, a critical assessment is made for the accuracy of the ab-initio methods employed
throughout this work and possible extension to modeling reactions in solid-state.

Key words: TDDFT, ADC(2), mixed quantum-classical dynamics, surface hopping, photo-
electron spectra, spironapthopyran, aliphatic amines, photoisomerization, reaction modes.
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Zusammenfassung

Die Born-Oppenheimer Näherung (BOA) ist ein Meilenstein in der Entwicklung der Mo-
lekülphysik. Das daraus resultierende Konzept einer adiabatischen Potenzialfläche (PES) ist
grundlegend für unser Verständnis von Photonenprozessen und Reaktionsdynamiken. Die Dy-
namik der Kerne auf einer einzelnen PES ist eine gute Erklärung für die Dynamik von chemi-
schen Prozessen.

In vielen möglichen Situationen liefert die Bewegung von Kernen auf der PES eines einzel-
nen adiabatischen Zustands eine realistische Beschreibung der Molekulardynamik. In einigen
Fällen jedoch bricht die BOA jedoch zusammen und das Bild einer einzelnen PES ist nicht
mehr anwendbar. Dies geschieht typischerweise im Verlauf von photoinduzierten Reaktionen,
Ladungstransferprozessen sowie molekularen Kollisions- und Fragmentierungsprozessen. Un-
ter diesen Bedingungen muss die zeitliche Entwicklung des Systems unter Betrachtung meh-
rerer PES beschrieben werden, die nichtadiabatisch miteinander gekoppelt sind. Nichtadiaba-
tische Prozesse beinhalten normalerweise Kerndynamik auf mindestens zwei gekoppelten PES
und können daher nicht innerhalb der BOA beschrieben werden. Typische Phänomene, die mit
einer Verletzung der Born-Oppenheimer-Näherung einhergehen, sind die strahlungslose Rela-
xation angeregter elektronischer Zustände, Ladungstransferprozesse, photoinduzierter moleku-
larer Zerfall und Isomerisierungsprozesse mehratomiger Moleküle.

Die strahlungslose Relaxation in elektronisch angeregten Zustäden entweder über einen in-
ternen Umwandlungsprozess (IC) oder einen Inter-System-Crossing-Prozess (ISC) geschient.
Konische Durchschneidungen (CI) sind die zentrale Voraussetzung für das Verständnis des
strahlungslosen Relaxationsprozesses und ein wichtiges Instrument zur Modellierung von IC
und ISC in mehratomigen Systemen. Das Verständnis sowie die Optimierung von CIs in mole-
kularen Systemen erfordern Rechenwerkzeuge, die die dynamische Korrelation und Konfigu-
rationswechselwirkung des Systems in elektronisch angeregten Zuständen beschreiben können.

Ein etabliertes Werkzeug zur Aufklärung der Mechanismen chemischer Reaktionen, die in
elektronisch angeregten Zuständen ablaufen, ist die Ab Initio Moleküldynamik (AIMD). Zur
Beschreibung von Photonenprozessen durch AIMD ist jedoch eine zugrunde liegende elektro-
nische Strukturmethode erforderlich, mit der angeregte Zustände behandelt werden können.
Die zeitabhängige Dichtefunktionaltheorie (TDDFT) liefert eine im Prinzip genaue Beschrei-
bung elektronisch angeregter Zustände. Im Vergleich zu Wellenfunktions methoden ist TDDFT
weniger rechenintensiv und benutzerfreundlich. Um die strahlungslose Relaxation in Systemen
modellieren zu können, ist ein Zustands-Modellierungsverfahren erforderlich, welches durch
das Mixed quantum-classical (MQC)-schema, insbesondere die Surface Hopping-Methode, ge-
geben ist.

In dieser Arbeit wird eine TDDFT-basierte MQC-Methode implementiert, die nicht-adiabatische
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Effekte in Photoprozessen berücksichtigen kann. Das nicht-adiabatische Schema basiert auf der
von John Tully eingeführten minimalen FSSH-Methode (Trajectory Surface Hopping).

Die Methode wird angewendet, um chemische Prozesse wie Isomerisierung und IC zu be-
schreiben, die bei Photoanregung von photochromen Systemen wie Spironapthopyran (SNP)
auftreten. Im Falle von SNP stimmen die Ergebnisse der TDDFT-MQC-Methode gut mit PES-
Simulationen überein, die auf der Methode des zustandsgemittelten vollständigen aktiven Raums
(SA-CASSCF) basieren. Dies gilt sowohl hinsichtlich der beobachteten Reaktionsmechanis-
men als auch der angeregten Zustandslebensdauern, wie kürzlich selbst durchgeführte Experi-
mente zeigen.

Durch die Verwendung von MQC innerhalb von Second Order Algebraic Digrammatic Con-
struction (ADC(2)) wird die Verfeinerung des postulierten Reaktionsmechanismus und der
Energiezustände ermöglicht. Im Falle von N -methylmorpholin bestätigen die ADC(2)-Simulationen
die generellen experimentellen Trends, die Energielevel sowie eine genaue Beschreibung des
Reaktionsmechanismus.

Zusätzlich wird eine kritische Bewertung der Genauigkeit der in dieser Arbeit verwendeten
ab-initio-methoden und einer möglichen Ausweitung auf Modellierung von Reaktionen in
Festkörpern vorgenommen.

Schlüsselwörter: TDDFT, ADC(2), gemischte quantenklassische Dynamik, nichtadiabatische
Dynamik, Photoelektronenspektren, Spironapthopyran, aliphatische Amine, Photoisomerisie-
rung, Reaktionsmodi.
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• TRPES : Time-resolved photoeletron spectroscopy

• RFS : Rydberg fingerprint spectroscopy

• BE : Binding energy
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• CI : Conical intersections

• MQC : Mixed quantum-classical
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• MD : Molecular dynamics
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• BIPS : Benzo-indolino-spiropyran

15



16



Contents

1 Thematic outline 19
1.1 Time-Resolved Spectroscopic Techniques . . . . . . . . . . . . . . . . 20

1.2 Born-Oppenheimer approximation . . . . . . . . . . . . . . . . . . . . 24

1.3 Mixed quantum-classical dynamics methodology . . . . . . . . . . . . 26

1.4 Surface hopping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.4.1 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.5 Outline of Simulation Scheme . . . . . . . . . . . . . . . . . . . . . . 32

1.6 Excited-State Electronic Structure Methods . . . . . . . . . . . . . . . 34

1.6.1 Time-dependent density functional theory . . . . . . . . . . . . 34

1.6.2 Second-order algebraic diagrammatic construction method . . . 36

2 Publications 39
2.1 Summary : Article 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.2 Summary : Article 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

3 Outlook 67

Bibliography 69

17



18



Chapter 1

Thematic outline

In this chapter, a summary of the research areas covered in this dissertation will be elabo-
rated. An introduction to time-resolved techniques will be outlined along with the experi-
ments to which the simulation was addressed. Then, a treatise into the Born Oppenheimer
approximation is provided and it’s subtleties enlisted. The ‘Mixed quantum classical dy-
namics’ methodology will be introduced and it’s variant ‘Surface hopping’ will be dis-
cussed and derived. A flowchart into the implementation is also provided. Finally, the
relevant electronic structure techniques used in this thesis work will be summarized.
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1.1 Time-Resolved Spectroscopic Techniques

In this section, a summary of the methods of time-resolved laser spectroscopy and their
significance is discussed.

Time-resolved spectroscopy provides a tool to monitor the time evolution of molecu-
lar processes like emission, absorption or scattering that are used to obtain information
about the dynamics of physical systems. These methods provide kinetics of reactions
occurring on relevant time scales of physical, chemical and biological processes. The
actual atomic motions involved in chemical reactions were found to be extremely fast
and presumed to occur on the picosecond and femtosecond time scale. To study these
relevant fast motions, one needed a tool which provides a proper time resolution. Ultra-
fast pulsed lasers have made direct exploration of this temporal realm a reality [1].

Molecular motions that are relevant (key modes) in chemical reactions dynamics of the
chemical bond at the atomic level such as the breaking and formation of bonds, ultrafast
transformations leading to transition states, the redistribution of energy over different de-
grees of freedom can now be monitored in real-time. Time-resolved laser spectroscopy
methods provide information about the dynamics of various processes, such as:

– dynamics of reaction coordinates, e.g., isomerization; excited-state proton/electron
transfer, etc.

– rotational/orientational relaxation;

– vibrational dephasing (T2)

– vibrational relaxation (T1)

Some of the common configurations of time-resolved spectroscopy used nowadays are :

– fluorescence decay

– pump-probe methods

– non-linear stimulated Raman scattering based methods

– photon echoes.

Pump-probe Spectroscopy

The concept of the pump-probe method is presented in Fig.1.1. The beam-splitter divides
the pulsed laser beam into two beams : the pump and the probe beam. These beams travel
along different optical path lengths before they are joined together again. The delay of
the probe beam with respect to the pump beam is ∆t = ∆x

c , where ∆x is the optical path
difference (Fig. 1.1). The signal in the detector now depends only on the delay of the
probe beam to the pump beam, ∆t. Recording this signal for the different time delays, we
are now able to monitor the dynamics of the relevant phenomena. The time resolution of
this method does not depend on the time response of the detector but rather on the pulse
duration.

In the configuration presented in Fig.1.1, the pump beam and the probe beam have the
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Figure 1.1: Scheme illustrating the principle of pump-probe method

Figure 1.2: Scheme illustrating the principle of the pump-probe method when the pump and
the probe beams have different frequencies

21



Figure 1.3: Schematic illustration of the steps involved in obtaining photo-electron spectra .
At time t = t1, the pump pulse with photon energy E1 excites the system to state n′, following
which it is allowed to relax until t = t2 . By t = t2 , the system exists in electronic state n ,
which may in general be a different adiabatic state than n′ . At t = t2 , the system is subjected
to the probe pulse of photon energy E2 , which detaches a photoelectron with kinetic energy
Ekin , leaving behind a ionized species in electronic state k. The approximation that the probe
pulse does not alter the kinetic energy of the nuclei leads to the result that the electronic binding
energy Eb = E2−Ekin is equal to the vertical energy difference between states k and n

same wavelength, which considerably limits the number of possible applications in which
this method can be used. In most experimental configurations, the setup is manipulated
such that these beams have different frequencies (Fig.1.2). However, one can also tune
the frequency of the pump or/and the probe beams over a broad spectral range by employ-
ing tunable light sources, such as parametric generators (OPG), parametric oscillators
(OPO), parametric amplifiers (OPA) or using white continuum sources (WC) emitting
radiation in a broad spectral range. The origin of the WC generation is well described
elsewhere [2]. The WC process is mainly governed by SPM (self-phase modulation) and
stimulated Raman emission. The most popular substances used to generate WC are wa-
ter, deuterium-enriched water, quartz glass, and sapphire.

In the studies reported in this thesis, the experiments involved two approaches to pump-
probe setup. In the first transient absorption setup, the system is excited with the pump
pulse of high intensity and frequency such that some fraction of molecules will be pro-
moted from the lower to the upper state. Consider a two-level system with energies E1
and E2. The second pulse (probe) delayed with respect to the pump pulse by ∆t, monitors
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the transient absorption A(E1→ E2) that is smaller than the absorption A0 recorded for
the same probing pulse without employing the pumping pulse. When the time delay, ∆t,
of the probe beam increases and exceeds the lifetime of the excited level T1(∆t > T1),
one observes the return of the excited molecules to the lower level and recovery of the
initial absorption value observed before the action of the pump pulse. The changes in the
absorption spectrum may involve the spectral shifts and/or the optical density changes
for a given wavelength. Analysis of the spectral changes provides information about new
species or transitions created by the pump excitation, while the temporal analysis for a
given wavelength provides information about the population dynamics.

In the study of photo-isomerization of spironapthopyran (SNP), a pump pulse in the
ultra-violet range was used to initiate the dynamics and a WC source was used to probe
the formulation of the product state merocyanine (MC). Since the reactant SNP has no
absorption coefficient in the visible range, this configuration of pump-probe is only sen-
sitive to monitor the dynamics of MC formation.

Time-resolved photoelectron spectroscopy (TRPES) is a pump-probe technique in which
the pump pulse prepares the system and, after a time delay, the probe pulse ionizes it.
Information on the time-evolution of the system is extracted from the analysis of the
photoelectron current, resolved with respect to time and the kinetic energy of the photo-
electrons. The second of the two studies that provide the basis for this thesis revolved
around the TRPES signature of the aliphatic amine N-methylmorpholine (NMM). The
TRPES spectrum of NMM was recorded experimentally by Zhang et al [3]. Its photo-
electron signal arises from ionization from the Rydberg states. This particular variant of
TRPES is often referred to as time-resolved Rydberg fingerprint spectroscopy (TR-RFS).
It takes advantage of the fact that a Rydberg electrons’ binding energy (BE) is extremely
sensitive to both the underlying structure and the charge distribution of the molecular ion
core. Because the Rydberg orbital is diffused (electron is sufficiently far from the core),
the electronic and nuclear configuration of the molecular ion core are unaffected by it.
Therefore, the PES of the Rydberg state is almost identical to that of the ion state. This
makes RFS insensitive to the vibrational excitation and the photoelectron spectra free of
vibrational congestion [4].

TR-RFS particularly combines the pump-probe methodology with RFS. In a typical
pump-probe experiment using RFS, the molecule is resonantly excited to a Rydberg state
with an ultra-short pump pulse. After a time delay, the time-evolution of the Rydberg-
excited molecule are then ionized by the probe pulse. The structural dynamics is then
followed by measuring the ejected photoelectrons as a function of time delay. The photo-
electrons are collected and analyzed by a time-of-flight (TOF) spectrometer. The electron
flight time is converted to kinetic energy (KE). Since the wavelength of the probe pulse
is known, the BE of the photoelectron can be obtained by subtracting the KE from the
total energy of the probe photon. A schematic energy diagram of the processes involved
in calculating the photoelectron spectrum corresponding to a TR-RFS measurement is
shown in Fig 1.3. Because the ejection of a photoelectron is fast compared to nuclear
motions, the photoelectron spectra reflect the molecular structure at the time the electron
is ejected.
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1.2 Born-Oppenheimer approximation

This section aims to introduce the basic concepts of theoretical suppositions and approx-
imations. When required one will find illustrations with examples from recent research
and critical points mentioned which indicate current trends.

The Born-Oppenheimer (BO) approximation and the underlying ideas have been a mile-
stone in the theory of molecules. The large mass of a nucleus compared to that of an elec-
tron permits an approximate separation of the electronic and nuclear motion. Molecules
are many-body systems and this separation greatly simplifies their quantum mechanical
treatment. Also, it allows us to visualize the dynamics of molecules and provides the
essential link between quantum mechanics and chemistry.

In diatomic molecules, there is only a single degree of freedom (DoF) and the BO ap-
proximation provides an accurate description of the PES and dynamics. In polyatomic
molecules, however, the electronic ground state is typically well separated from other
electronic states energetically, and this allows for a priori application of the BO approx-
imation. Historically, the picture has emerged that this approximation is generally accu-
rate except for exotic cases. In the last few decades, however, there have been consider-
able strides in the development of experimental and theoretical techniques and a growing
number of polyatomic systems in their excited electronic states have been investigated.
A particularly impressive failure in BO approximation is encountered in situations where
the so-called conical intersection (CI) of the electronic energies exists. For such an inter-
section to appear, at least two nuclear coordinates are necessary. Since polyatomic have
dense electronic states and many nuclear degrees of freedom, conical intersections of the
electronic energies are generic features and their absence is rather unusual [5].

The remarkable advances achieved in femtosecond laser technology and time-resolved
spectroscopy have revealed that the radiationless decay of excited electronic states may
take place much faster than previously anticipated. Hence, it is nowadays well-known
that in large organic molecules internal conversion from upper to lower excited states
occurs on a subpicosecond scale. The initial versions of the theory of internal conver-
sion seemed to work fine for the weak coupling cases in which this process was relatively
slow and competed with fluorescence or with intersystem crossing to a triplet state. How-
ever, this theory did not cast light on the nature of the ultrafast process. Although early
works [6–9] indicated that there seemed to be no doubt that ultrafast internal conversion
proceeded by passage through CIs, there was no attempt to provide any mechanistic in-
sight into the nature of molecular configurations involved. Finally, in the reformulation
of the Woodward-Hoffman rules by Zimmerman [10], the first clue in this direction was
provided. It pointed out that in the Huckel approximation, the ground and excited poten-
tial energy surfaces touch at a point located on a symmetry-forbidden path of a pericyclic
reaction, explaining the opposite nature of the rules for thermal and photochemical re-
actions of this type. Experiments conducted by Michl led him to conclude that both are
important: with a barrier along the way, the pericyclic minimum will not be reached even
if it is present, and the product will not form unless extra energy is provided (e.g. by a
second photon) to pass above the barrier [11]. Later on, he summarized the state of un-
derstanding of the physical nature of processes involved in organic photochemistry at the
time and the qualitative MO arguments that can be used for the rationalization of specific
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reaction paths [12].

In recent years, Robb, Bernardi and Olivucci [13] have been particularly prolific in iden-
tifying conical intersections along the paths of a vast number of organic reactions and
refining the detailed understanding of organic reaction paths. It is now increasingly rec-
ognized that CIs play a key mechanistic role in molecular spectroscopy and chemical
reaction dynamics.

One requires procedures for the calculation of molecular dynamics on excited-state sur-
faces of polyatomic organic molecules, which needs a knowledge of nonadiabatic cou-
pling matrix elements (in regions of CI). Without this information, we cannot even tell
whether all the computational effort that has gone into identifying the lowest energy
points in the conical intersection subspace is meaningful.

Although much progress has been made in recent years with electronic-structure the-
ory and the efficient interpolation of multidimensional potential functions, the selection
of the relevant coordinates and the construction of a diabatic representation for poly-
atomic molecules represent major bottlenecks in the theoretical treatment of the excited
state dynamics. To avoid these bottlenecks, one can try another method which evaluates
the potentials and the derivative couplings at every point. Several attempts combining
this “on-the-fly” approach with classical surface-hopping trajectory calculations or sim-
ilar trajectory-based methods for conical intersections have been reported in the recent
literature [14–16].

“Mixed quantum-classical dynamics” methods are one of the few promising strategies
to explore excited-state PESs of the multidimensional system in an unbiased manner.
Serious obstacles encountered in this type of approach are the immense cost of these
calculations if reasonably accurate ab initio methods are to be employed, the phase prob-
lem of electronic wave functions in the presence of intersections, and the development of
quantitatively accurate surface-hopping prescriptions. Nevertheless, the development of
full-dimensional on-the-fly methods for the dynamics at conical intersections will con-
tinue to be an active area of research in the future.
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1.3 Mixed quantum-classical dynamics methodology

In this section, we now begin to consider the characterization of chemically reactive dy-
namics.

During the last few decades, the mixed quantum-classical (MQC) formulation has been
used for the description of quantum-mechanical processes. As the numerical effort for
quantum-mechanical basis-set calculation increases exponentially with the number of
degrees of freedom (DoF), straightforward quantum computation is restricted to only a
few vibrational DoF for a polyatomic system. Classical mechanics, on the other hand,
scales linearly with the number of DoF, but it only represents a reasonable description of
microscopic dynamics. Hence the strategy of MQC models is to combine the advantages
of both methods, thus describing the dynamics of the “classical DoF” (e.g. the motion
of heavy nuclei) in a classical framework and invoke quantum mechanics only for the
description of the dynamics of the “quantum DoF” (e.g. the motion of electrons and pro-
tons). In this thesis, the application of this principle (using MQC methods) to describe
non-Born-Oppenheimer dynamics mediated by a conical intersection is exemplified.

The MQC description can be derived by starting with a quantum-mechanically exact for-
mulation for the complete system and performing a partial classical limit for the heavy-
particle DoF. This procedure is not unique, however, since it depends on the particular
quantum formulation chosen as well as on the specific way to achieve the classical limit.
In the mean-field trajectory method, the wave-function formulation of quantum mechan-
ics is adopted and the Ehrenfest classical limit is performed for the heavy-particle DoF.
Alternatively, one may consider the Liouville equation of the density operator and per-
form a classical limit within the Wigner representation for the heavy-particle DoF. This
leads to the quantum-classical Liouville description which has recently received consid-
erable attention [17–19]. Also, the hydrodynamic or Bohmian formulation of quantum
mechanics has been used recently as a starting point for a MQC description [20, 21] It
should be made clear at the outset that the MQC formulations differ greatly, depending
on whether the problem is approached via the wave-function, density-operator or hydro-
dynamic formulation of quantum mechanics.

Since the validity of an approximate description depends to a large extent on the spe-
cific physical application under consideration, one may ask whether a MQC strategy
appears promising to describe the dynamics at conical intersections. The electronic and
vibrational relaxation dynamics associated with conical intersections exhibit several char-
acteristic features, which represent a hard challenge for an approximate theoretical de-
scription:

– the dynamics are caused by strong intramolecular interactions that cannot be ac-
counted for in a perturbative manner

– due to the large anharmonicity of the adiabatic potential-energy surfaces, the vibra-
tional motion is highly correlated, thus hampering the application of simple self-
consistent-field schemes.

Within the limits of the underlying classical approximation, these requirements are ful-
filled by an MQC formulation which is a nonperturbative description and also fully in-
cludes the correlation between the individual DoF. An MQC description appears to be
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one of the few approximations that may be expected to work. Furthermore, it should
be stressed that a classical (and therefore local) description is readily combined with an
“on-the-fly” ab initio evaluation of the potential-energy [16, 22, 23]. Nonadiabatic ab
initio molecular dynamics methods are one of the few promising strategies to explore the
excited-state potential-energy surfaces of the multidimensional system in an unbiased
manner.

We review the MQC methods that have been applied to the dynamics at conical intersec-
tions. Here the surface-hopping method has been the most popular approach, [24–26],
in particular in combination with an on-the-fly ab initio evaluation of the potential-
energy [22, 27]. Various self-consistent-field methods have been employed to describe
internal-conversion dynamics associated with a conical intersection, including the mean-
field trajectory method, the classical electron analog model, and the quasi classical map-
ping formulation [28, 29]. Since there is no sampling problem due to oscillating phases,
all these methods are readily implemented and typically converge for a moderate number
of trajectories.

1.4 Surface hopping

In this section, we focus on the semiclassical (i.e, one part of the system (the electrons)
is treated quantum-mechanically, while the other (the nuclei) is treated essentially classi-
cally) model of Surface hopping (SH) methodology, which has turned out to be the most
popular approach to describe non-adiabatic dynamics at conical intersections.

The semiclassical SH model employs the simple picture in which a molecular system
always evolves on a single adiabatic potential-energy surface (PES). When the trajec-
tory reaches an intersection point of the PESs {n}, the transition probability pn→n′ to the
other PES is calculated according to a defined hopping criterion and, depending on the
comparison of pn→n′ with a random number, the trajectory “hops” to the other adiabatic
surface. To conserve the energy of the classical system during an electronic transition,
the momenta of the nuclei have to be adjusted after every hop. The SH simulations are
performed in the adiabatic representation, because

– the picture of instantaneous hops only appears plausible for highly localized inter-
actions between the PESs such as the nonadiabatic kinetic-energy couplings

– a single adiabatic PES is expected to represent the coupled-surfaces problem better
than a single diabatic one.

– adiabatic electronic states are readily obtained directly from electronic structure
calculations. On the other hand, the diabatic states are not defined unambiguously,
and must be obtained from the adiabatic states via an adiabatic-to-diabatic transfor-
mation. This procedure introduces additional complexity into the simulation.

The key problem of the SH approach is to establish a dynamically consistent hopping
criterion and momentum adjustment because the hopping procedure accounts for the
coupling of electronic and nuclear degrees of freedom. Here the most popular formula-
tion is the fewest switches surface hopping algorithm proposed by Tully [30]. A detailed
description can be found in many papers (see, e.g. Refs. [30], [31], [32] and [15]).
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1.4.1 Derivation

The molecular Hamiltonian (non-relativistic) of N atoms with coordinates {R} and n
electrons with coordinates {r} is given by

Hmol(r,R) = T (R)+T (r)+V (R)+V (r)+V (r,R) (1.1)

where the individuals operators are given as
kinetic energy of the nuclei

T (R) =− h̄2

2

N

∑
J=1

∇2
J

MJ
(1.2)

kinetic energy of the electrons

T (r) =− h̄2

2me

n

∑
j=1

∇2
j (1.3)

nuclei-nuclei repulsion

V (R) =
e2

4πε0

N−1

∑
J=1

N

∑
I>J

ZIZJ

|RJ−RI|
(1.4)

electron-nuclear interaction

V (r,R) =− e2

4πε0

N

∑
J=1

n

∑
j=1

ZJ

|r j−RJ|
(1.5)

and electron-electron repulsion

V (r) =
e2

4πε0

n−1

∑
j=1

n

∑
i> j

1
|r j− ri|

(1.6)

where me is the mass of the electron, MJ and ZJ are the mass and charge of the Jth nuclei,
ε0 is the permittivity of vacuum, h̄ is Planck’s constant.
The time-evolution of the molecular wavefunction Ψ(r,R; t) is given by the solution of
the Time-dependent Schrödinger equation

HmolΨ(r,R; t) = ih̄
∂
∂ t

Ψ(r,R; t) (1.7)

We now perform what is known as clamped - nuclei approximation (i.e., setting T (R) =
0). With this we obtain the electronic Hamiltonian as

Hel = T (r)+V (R)+V (r,R)+ v(r) (1.8)

Let us now suppose we could solve this Hamiltonian to obtain eigenvalues and eigen-
functions.

Helψ j(r;R) = E j(R)ψ j(r;R) (1.9)

The spectrum of Hel is assumed to be discrete and the eigenfunctions orthonormalized :
∫ ∞

−∞
ψ∗i (r,R)ψ j(r,R)dr = δi j (1.10)
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Now we make an ansatz that the total molecular wavefunction Ψ(r,R; t) can be expanded
in the complete set of eigenfunctions of Hel as

Ψ(r,R; t) = ∑
j

ψ j(r,R)χ(R, t) (1.11)

where χ(R, t) is the nuclear wavefunction. Inserting this ansatz into Equation 1.7 and
multiplying from the left by ψ∗i (r,R) and integrating over the electronic coordinates {ri}
one obtains [

T (R)+Ei(R)
]

χi(R, t)+∑
j

Ci jχ j(R, t) = ih̄
∂
∂ t

χ(R, t) (1.12)

where Ci j is called the electron-nuclear coupling operator which has the explicit form

Ci j = 〈ψi|T (R)
∣∣ψ j
〉
−∑

J

h̄2

MJ
〈ψi|∇J

∣∣ψ j
〉

∇J (1.13)

We are now in a position to make the adiabatic approximation (i.e., setting Ci j = 0) we
obtain [

T (R)+Ei(R)
]

χi(R, t) = ih̄
∂
∂ t

χi(R, t) (1.14)

The coupled differential equations in Eq. 1.12 are now uncoupled and we obtain an
equation of motion for the nuclei which evolve on a single PES i. That is, the nuclear
evolution doesn’t change the quantum state of the electron cloud. This means that the
total wavefunction has only a single term

Ψ(r,R; t)≈ ψi(r,R)χ(R, t) (1.15)

This equation can be applied to a variety of phenomena in chemistry. Albeit, there are
many important phenomena like charge transfer and photoisomerization which involve
the inseparability of electronic and nuclear motion. We now proceed to formulate the
semi-classical approach of Mixed-quantum classical dynamics.

The assumption here is that the nuclear evolution follows some classical path (called
trajectory) R(t) while the electronic degrees of freedom are handled quantum mechani-
cally. That is, the nuclei follow some classical equation of motion (Eg: Newton’s) and
the electronic motion is characterized by a time-dependent wavefunction Φ(r; t) which
satisfies the electronic Schrödinger equation

Hel(R,R(t))Φ(r; t) = ih̄
∂
∂ t

Φ(r; t) (1.16)

This wavefunction can be expressed by a linear-combination of solutions ψ(r; t) of adia-
batic Schrödinger equation Eq 1.9

Φ(r; t) = ∑
k

ak(t)φk(r;R)e−
i
h̄
∫

Ek(R)dt (1.17)

In order to obtain an expression for the expansion coefficients ak we multiply Eq 1.17 by
the left by φ∗j (r,R) to obtain a set of coupled differential equations

ȧk =−∑
j

Ck je−
i
h̄
∫
(E j−Ek)dt (1.18)
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Figure 1.4: Illustrative diagram of surface hopping scheme

where

Ck j = 〈φk|
∂
∂ t

∣∣φ j
〉

(1.19)

are the nonadiabatic coupling matrix elements between the quantum states j and k of the
electron cloud. In order to make the connection to Mixed-quantum classical technique
we will derive the surface hopping technique which involves the idea of an ensemble
of nuclear trajectories {R(t)} (See Fig 1.4). We will discuss here the formulation by
Tully [15], called the “fewest-switches” algorithm. Basically, this procedure ensures the
minimum number of state switches in an area of nonadibatic coupling while also ensur-
ing the correct ensemble averaged state populations at all times.

Out of the total M trajectories (nuclear configurations), consider Ms will be in state k
and time t,

Mk(t) = ρkk(t)M (1.20)

here we use the density matrix notation for it’s simplicity in connecting to ideas of pop-
ulation and coherence.

ρkk(t) = a∗k(t)ak(t) (1.21)

At some later point in time t ′, the new occupation would be

Mk(t ′) = ρkk(t ′)M (1.22)

where t ′ = t + δ t. Now suppose that Mk(t ′) < Mk(t) or δM = Mk(t)−Mk(t ′) > 0, then
the minimum number of state jumps k → k′ required from Mk(t) to Mk(t ′) is δM. The
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probability Pk(t,δ t) for a transition out of state k to other states {k} during the interval
t, t +δ t is given by

Pk(t,δ t) =
δM
M

=
ρkk(t)−ρkk(t ′)

ρkk
≈− ρ̇kkδ t

ρkk
(1.23)

where

ρ̇kk ≈
ρkk(t ′)−ρkk(t)

δ t
(1.24)

The derivative of the population term ρkk is given as

d
dt
(a∗kak) = ȧ∗kak +a∗k ȧk = (a∗k ȧk)

∗+a∗k ȧk = 2Re(a∗k ȧk) (1.25)

Inserting Equation 1.18 into the Equation 1.25, we get

ρ̇kk =−2Re

(
∑

l
ρklCkle−

i
h̄
∫
(El−Ek)dt

)
(1.26)

Substituting 1.26 into 1.23 we get

Pk′(t,δ t) =
2Re

(
∑l ρklCkle−

i
h̄
∫
(El−Ek)dt

)
δ t

ρkk
(1.27)

Since Pk must be the sum over all the probabilities Pkk′ , for a state jump from k to k′ we
get

Pk′(t,δ t) = ∑
k

Pkk′(t,δ t) (1.28)

it also follows from Equation 1.27 that

Pkk′(t,δ t) =
2Re

(
∑l ρkk′Ckk′e−

i
h̄
∫
(Ek′−Ek)dt

)
δ t

ρkk′
(1.29)

A state transition k → k′ is only allowed if

P(k′)
k < ξ < P(k′+1)

k (1.30)

where ξ (0 ≤ ξ ≤ 1) and P(k′)
k is the sum of the transition probabilities for the first k′

states

P(k′)
k =

k′+1

∑
k

Pk k′+1 (1.31)
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1.5 Outline of Simulation Scheme

– The starting nuclear configuration was optimized at second order Møller-Plesset
perturbation theory (MP2) and density-functional theory. The optimized configura-
tions are compared to check for any deviations in structure parameters (equilibrium
bond lengths, dihedrals, etc.).

– Vertical excitation energies (corresponding to Franck Condon excitation) are com-
puted using TDDFT/ADC(2) with a fairly large basis (if experimental data is avail-
able, these energies are compared).

– A relaxed potential energy scan along the reaction coordinate is computed. When-
ever available, a method that includes electron correlation/dynamical configurations
interaction at a higher level of theory is used to recalculate and compare.

– The corresponding hessian calculated for the optimized configuration is used to
obtain a phase-space distribution (i.e., sets of atomic coordinates and velocities) are
computed using the Wigner formula for quantum harmonic oscillator.

– For each set of phase space points, a single-point excitation energy calculation is
performed. All these values are used to characterize the absorption spectra using
the nuclear ensemble method.

– Using the calculated absorption spectra, an energy bandwidth criteria is used to pick
phase-space points as initial phase-space distribution for dynamics simulations. The
criteria here are the energy and corresponding oscillator strength of the transition.

– The selected phase-space points are assigned to have population at the state which
is sampled and the electronic plus nuclear degrees of freedom are propagated.

– A hopping-criteria is checked at every time-step to simulate the internal conversion
process.

– At every few steps of the simulation, the observable quantities are written as output
files. The electronic average is performed to obtain the electronic populations.
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Figure 1.5: Flowchart illustrating the implementation of the fewest switches surface hopping
algorithm
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1.6 Excited-State Electronic Structure Methods

In this section, we review some of the current state-of-the-art excited-state electronic
structure methods. More extensive in-depth derivations of these method can be found in
the following references.

The wavefunction based approaches beginning from Hartree-Fock to Configuration inter-
action (CI), including Multi-configurational self-consistent field (MCSCF), and the Cou-
pled cluster (CC) method are described in detail in the book of Szabo and Ostlund [33]
and the recent book of Helgaker, Jørgensen and Olsen [34] also covers these aspects.
In addition, approximate CC methods and linear response Coupled cluster (LR-CC)
theory is reviewed by Christiansen [35] and the detailed description is present in the
original literature [36]. Density functional theory (DFT) is a subject of several text-
books [37–39]. Reviews on time-dependent density functional theory (TDDFT) have
been published [40, 41]. There is also a good textbook on TDDFT [42]. A comparison
between single-reference excited-states based on HF and DFT can be found in a review
of Dreuw and Head-Gordon [43].

1.6.1 Time-dependent density functional theory

TDDFT allows one to describe the electronic structure of systems that are in the excited
state. The foundations of TDDFT is rooted in two fundamental theorems

– Runge-Gross Theorem [44]
It states that there is a unique, one-to-one correspondence between the time-dependent
one-electron density n(r, t) and an external potential vext(r, t) for a many body sys-
ten with wavefunction Ψ

– van Leeuwen Theorem [45]
It states that the time-dependent one-electron density n(r, t) for a many-body system
evolving from Ψ(t = 0) under the influence of an external potential vext(r, t) can
always be reproduced by a different initial state Ψ′(t = 0) with a different external
potential v′ext(r, t)

If vext is the perturbation applied to the system, the linear-response TDDFT (LR-TDDFT)
consists of calculation the first order change in density δn(r), which is related to the
linear response kernel δP of the reference ground state (Kohn-Sham) system as

δn(r) =
all orbitals

∑
kl

ψk(r)δPklψl(r) (1.32)

Using the response function theory, we can calculate the corresponding susceptibility as

χkl =
fk− fl

ω− (εk− εl)
(1.33)

where εk are the energies of the orbitals and fk their occupation numbers. The generalized
susceptibility connects the first order change of the effective potential δve f f (ω) with the
first order change of the response function

δPkl(ω) =
fk− fl

ω− (εk− εl)
δve f f (ω) (1.34)
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where ve f f (ω) contains the frequency dependent term. Assuming that the perturbation
takes the form of an oscillating time-dependent electric field, δP(ω) can be used to
compute the tensor components of the frequency dependent dynamic polarizability. Ex-
citation energies are obtained as the poles of the dynamic polarizability. Determination
of these poles and the excitation energies can be done by solving the following matrix
equations, also known as the Casida equations [46].

During the last two decades, a great effort has been made to develop and improve LR-
TDDFT [44,47,48]. LR-TDDFT allows for an accurate calculation of absorption spectra
of large molecules for a low computational cost. However using TDDFT, the vertical
excitation energies are known to be sensitive to the choice of exchange-correlation (xc)
functional. Good accuracy in ground-state DFT calculations does not automatically guar-
antee the same for excited-state calculations. For example, the B3LYP functional, which
has been used widely in ground-state calculations, is known to be inaccurate for the cal-
culation of excited-state properties [49]. In particular, it’s time-dependent formulation it
is found to be unsuccessful in describing the following processes :

– the polarizability of long chain conjugated systems [50]

– excitation of Rydberg type among excited electronic states [51, 52]

– charge-transfer excitation [53, 54]

The reason for this failure is that at long-range, the exchange potential as implemented
in B3LYP behaves as−0.2r−1, instead of r−1. To correct this inadequacy, an Ewald split
of r−1

12 was proposed [55] as follows.

1
r12

=
1− er f (µr12)

r12
+

er f (µr12)

r12
(1.35)

The first term here accounts for short-range type of interaction while the second term
accounts for long-range interaction. The long-range corrected (LC) exchange functional
scheme requires a balanced description involving the short-range term which is the DFT
exchange and the long-range term which is included in the Hartree-Fock (HF) exchange
integral. The equation 1.35 is generalized with two parameters α and β as

1
r12

=
1− [α +β er f (µr12)]

r12
+

α +β er f (µr12)

r12
(1.36)

where 0≤ α +β ≤ 1, 0≤ α ≤ 1 and 0≤ β ≤ 1 should be satisfied. This is regarded as
the Coulomb attenuated method (CAM). The α parameter enables one to incorporate HF
exchange over it’s whole range and β allows for DFT counter part for the whole range
by a factor of (1− (α +β ).

So B3LYP is implemented with a CAM split of α = 0.2 and β = 0.0,

EB3
x = (1−α) Eslater

x +α EHF
x +CB88 ∆EB88

x (1.37)

where ∆EB88
x is Becke’s 1998 gradient correction for exchange with semi-empirical pa-

rameter CB88 = 0.72. CAM-B3LYP has seen to have a significant improvement in the
calculation of its excitation bands over other functionals. In particular, the spuriously
low charge-transfer states found previously do not appear for CAM-B3LYP [56].
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1.6.2 Second-order algebraic diagrammatic construction method

Despite the large number of available exchange-correlation functionals in DFT/TDDFT
and their levels of sophistication, these methods are not systematically improvable. Quite
recently, methods based on Coupled Cluster (CC) approches like the equations-of-motion
coupled-cluster methods (EOM-CC) have been useful in calculating excited states [57].
These methods are an extension of the coupled-cluster approach for excited electronic
states, and they form a well-defined hierarchy of approximations (EOM-CC2, EOM-
CCSD, EOM-CC3, etc.). Using these methods, the calculated vertical excitation energies
are believed to be accurate to within around 0.1 eV [58] - but are very expensive in terms
of computing time.

On the other end of the “ladder” of approximations, the approximate coupled-cluster
singles-and-doubles model (CC2) is cost-efficient and can be applied to large systems
[36]. At the same time, propagator-based approaches have gained considerable attention,
especially the second-order polarization propagator approximation (SOPPA) and the al-
gebraic diagrammatic construction (ADC) scheme of the polarization in the second and
third order of perturbation theory [ADC(2) and ADC(3)]. [59–63]. The ADC(2) method
is closely related to the CC2 method [64], which is the lowest-level coupled-cluster ap-
proximation for excited states, and provides a similar level of accuracy .

The interest in applying these methods arose by the recent efficient implementation of
the second-order scheme ADC(2) into popular quantum chemistry programs like Turbo-
mole [65], QChem [66] and Psi4 [67].

Starting from a correlated ground state wavefunction ψ0, a correlated excited-state basis
{Ψ0

J} can be generated by operating with excitation operators {ĈJ} = { ĉ†
aĉk, ĉ†

aĉ†
bĉkĉl .. }

representing single, doubles .... etc., excitation. The diagonal compact representation of
the polarization propagator can be written as (matrix representation) [68, 69]

Π(ω) = x†(ω−Ω)−1x (1.38)

where Ω is the diagonal matrix of vertical excitation energies ωn and x is the matrix of
transition spectroscopic amplitudes. In order to derive the ADC approximation scheme,
Equation 1.38 is rewritten in a non-diagonal representation as

Π(ω) = f†(ω−M)−1f (1.39)

where M is the non-diagonal representative of an effective Hamiltonian and f is the ma-
trix of effective transition moments.

These quantities are now expressed in the intermediate state representation (ISR) as fol-
low

〈M〉IJ = 〈ψ̃I| Ĥ− ÊN
0 |ψ̃J〉 (1.40)

〈 f 〉Jpq
= 〈ψ̃J| ĉ†

pĉq| |ψ0〉 (1.41)

Choosing now the nth order Møller-Plesset (MP) ground state as a starting point for the
derivation of the ISR basis, one arrives at the nth order ADC(n) scheme for excitation
energies. ADC(n) converges to full CI with increasing n.
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The ISR is particularly convenient, since every operator Ô can be represented in IS anal-
ogous to 1.40 and 1.41,

〈OIJ〉= 〈ψ̃I| Ô |ψ̃J〉 (1.42)

The excited state wave functions can now be constructed explicitly as Ψn = ∑J ynJψ̃J
where y are ADC eigenvectors. This aids in constructing quantities like one-electron
densities, transition densities, etc for interpreting electronic structure.

In contrast to CC methods, the ADC(n) schemes are hermitian and fully size consis-
tent for the calculation of excited-state properties [70, 71]. Needless to say, ADC only
yields reasonable results for molecules whose electronic ground state are described well
by MP(n) which does not include ground states with multi-reference character. The ac-
curacy of the ADC schemes has recently been thoroughly evaluated by comparison to a
benchmark set of medium-sized molecules [72–74]. The accuracy and limits of different
ADC schemes and TDDFT are critically examined elsewhere [69, 75].
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Chapter 2

Publications

2.1 Summary : Article 1

The first enclosed manuscript entitled :
Ultrafast ring-opening and solvent dependent product relaxation of photochromic spiron-
aphthopyran
was published as an article in Physical Chemistry Chemical Physics (PCCP).

Spiropyran and its derivatives are one of the archetypal families of photochromic com-
pounds. Despite extensive studies, their operating mechanism is, as yet, not fully un-
derstood [76]. In recent literature [77], there are discrepancies regarding even the most
basic aspects of the excited-state dynamics of these compounds, such as the timescale
of the formation of the merocyanine photoproduct. In this manuscript, we study the
spironaphthopyran molecule to resolve the issue of the timescale and modes involved
in the reaction. To this end, using pump-probe absorption spectroscopy we monitored
sub-picosecond changes at respective wavelengths of reactant and product absorption
and applied extensive dynamical spectral and global fitting analyses. Also to add high-
level quantum chemical simulations were performed. In the simulations, we used time-
dependent density functional theory (TDDFT) with state-of-the-art nonadiabatic dynam-
ics to reveal the molecules static and dynamical properties treating the entire system at
the quantum level and incorporated techniques to simulate internal conversion and vibra-
tional relaxation mechanisms.

In doing so, our work has revealed two main channels of photo-induced dynamics. The
reactive channel proceeds to form the merocyanine photoproduct via an excited-state
intermediate in about one picosecond (good agreement with dynamics simulation). Fur-
thermore, our work allows us to understand the role of the solvent during the reaction
(a much-discussed aspect). The non-reactive channel (rapid internal conversion to the
ground state) is mediated by a conical intersection between the S1 and S0 state of the re-
actant. Our work has the potential to open up further exploration of dynamical properties
of photochromic compounds, especially spiro-systems which have long been researched
for their scope as ultrafast photoswitches and can, in turn, impact the synthetic efforts of
such systems towards more robust designs.

This work not only offers a new understanding of the molecules dynamics but also out-
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lines an effective strategic approach to tackle outstanding questions regarding the dynam-
ics of photochemical reactions via combined experiment and theory.

– 2019 Ultrafast ring-opening and solvent dependent product relaxation of pho-
tochromic spironaphthopyran.

Simon F. Bittmann, Raison Dsouza, Khalid M. Siddiqui, Stuart A. Hayes , An-
dreas Rossos, Gastón Corthey, Michał Kochman, Valentyn I. Prokhorenko, R. Scott
Murphy, Heinrich Schwoerer and R. J. Dwayne Miller

Physical Chemistry Chemical Physics, 2019, DOI: 10.1039/C9CP02950H.

Raison Dsouza Theory Lead Author and Equal Contributor
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Ultrafast ring-opening and solvent-dependent product
relaxation of photochromic spironaphthopyran

Simon F. Bittmanna‡, Raison Dsouzaa, f ‡, Khalid M. Siddiquia‡, Stuart A. Hayes a, An-
dreas Rossosa, Gastón Cortheya,b, Michał Kochmana,e, Valentyn I. Prokhorenkoa, R.
Scott Murphyc, Heinrich Schwoerera and R. J. Dwayne Miller∗a,d

The ultrafast dynamics of unsubstituted spironaphthopyran (SNP) were investigated using fem-
tosecond transient UV and visible absorption spectroscopy in three different solvents and by
semi-classical nuclear dynamics simulations. The primary ring-opening of the pyran unit was
found to occur within 300 fs yielding a non-planar intermediate in the first singlet excited state
(S1). Subsequent planarisation and relaxation to the product ground state proceed through bar-
rier crossing on the S1 potential energy surface (PES) and take place within 1.1 ps after excitation.
Simulations show that more than 90 % of the trajectories involving C-O bond elongation lead to
the planar, open-ring product, while relaxation back to the S0 of the closed-ring form is accom-
panied by C-N elongation. All ensuing spectral dynamics are ascribed to vibrational relaxation
and thermalisation of the product with a time constant of 13 ps. The latter shows dependency on
characteristics of the solvent with solvent relaxation kinetics playing a role.

1 Introduction
Photochromic compounds exhibit dramatic changes in their struc-
tural, chemical and physical properties upon absorption of light
which are generally reversible1. This makes them suitable for
promising applications, for instance as photoswitches2–4, mem-
ory devices5,6 and as tools in biological imaging7, motivating re-
search on their synthesis and characterisation8,9. An important
class of photochromics is that of spiropyrans10, which are com-
posed of nearly orthogonal indoline and pyran subunits related
by a common sp3-hybridised spiro-carbon atom, but can differ in
their substituents (see Fig 1). A common view of the photophysi-
cal properties of spiropyrans is that the two subunits are electron-

a Max Planck Institute for the Structure and Dynamics of Matter, Center for Free
Electron Laser Science, Luruper Chaussee 149, 22761, Hamburg, Germany; E-mail:
dwayne.miller@mpsd.mpg.de
b Instituto de Nanosistemas, Universidad Nacional de San Martin, San Martin, Buenos
Aires, Argentina
c Department of Chemistry and Biochemistry, Research and Innovation Centre, Univer-
sity of Regina, 3737 Wascana Parkway, Regina, SK S4S 0A2, Canada
d Departments of Chemistry and Physics, University of Toronto, 80 St. George Street,
Toronto, ON M5S3H6, Canada
e Department of Physics, Chemistry and Biology (IFM), Linköping University,
Linköping, Sweden
f Department of Physics, University of Hamburg, Jungiusstrasse 9, 20355 Hamburg,
Germany
† Electronic Supplementary Information (ESI) available: [details of any
supplementary information available should be included here]. See DOI:
10.1039/cXCP00000x/
‡ S. F. Bittmann, R. Dsouza and K. M. Siddiqui contributed equally to this work.

ically uncoupled in the closed (spiro-)form and thus, its absorp-
tion spectrum lies in the ultraviolet (UV) region of the electro-
magnetic spectrum (λ < 400 nm). When a UV photon is absorbed
by the molecule, the bond between the spiro-carbon and the oxy-
gen in the pyran ring undergoes cleavage leading to a cascade of
processes, including opening of the pyran ring, hybridisation of
the spiro-carbon and conformational isomerisation. These struc-
tural changes yield a planar isomer called merocyanine (MC), in
which the two moieties are linked by a methine bridge and be-
come electronically coupled. The improved wave function over-
lap and delocalisation causes a reduction of the energy difference
between the highest occupied and the lowest unoccupied molec-
ular orbital giving rise to an intense absorption of the MC in the
visible range. Consequently, the MC form appears coloured in so-
lution. Eight different conformers are in principle possible due to
an additional degree of freedom brought upon by the formation
of the methine bridge. In Fig 1, one such conformer is shown as
an example. Which conformers are most stable depends on the re-
spective spiropyran derivative11 and the solvent environment12.

Understanding the fundamental photophysical processes of
spiropyrans has been a matter of great interest for the photochem-
istry community. In 1952, Fischer and Hirshberg were the first to
synthesise spiropyrans and also to characterise the role of temper-
ature and the wavelength of light on the behaviour of this class of
compounds13. Since then, several studies have been carried out
investigating different aspects, such as structural changes during
the reaction, their time scales and the quantum yields of possible
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Fig. 1 Photochemical reaction scheme of spiropyran conversion to me-
rocyanine shown for indolinobenzospiropyran (BIPS, a) and indolinon-
aphthospiropyran (SNP, b). Due to rotation about the three bonds in the
methine bridge (dihedral angles α,β and γ) , up to 8 isomers are pos-
sible out of which the trans-trans-cis (TTC) configuration is shown. The
reverse reaction can be achieved thermally or triggered with visible light.

MC isomers14,15.
The most studied spiropyrans have been indolinobenzospiropy-

ran (BIPS, see Fig 1 a) and its 6-nitro (−NO2) substituted ana-
logue. However, the time scale for the ring-opening reaction re-
mains a debated point. In the early 90’s, Ernsting and co-workers
reported the results of optical pump-probe experiments in the vis-
ible range carried out on BIPS solutions in n-pentane16,17 as well
as ethanol18 and observed the formation of merocyanine species
upon excitation at 308 nm with a rise time of ∼ 0.9 ps. They
found that the spectrum in the 450-600 nm range at 30 ps resem-
bled that of one recorded in the microsecond timescales suggest-
ing that the product is well-established within this time frame.
From a sterics argument they predicted the observed species to be
either in a trans-trans-cis (TTC) or cis-trans-cis (CTC) conforma-
tion or both. A transient mid-infrared study in 2003 from Rini et
al. cast doubt on the time scale of this photochemical reaction19.
Based on their measurements, they concluded that a rapid S1→ S0

internal conversion was the dominant relaxation channel with a
quantum yield of ∼ 90 %, while the remaining 10 % goes into
forming the product via an unknown intermediate with a time
constant of 28 ps. On the other hand, a water soluble, pyridinium
substituted BIPS, which can be expected to exhibit dynamics sim-
ilar to BIPS, was investigated by Kohl-Landgraf et al. and the MC
formation following 350 nm excitation was found to occur within
a picosecond20.

Spironaphthopyran (SNP), which is closely related to BIPS (see
Fig 1 b), has been reported to display transient photochromism
even in the crystalline state21. This renders it a promising target
for time-resolved crystallographic studies, which have the capa-
bility to unambiguously resolve the question of the MC formation
time scale and to provide insight into the structural isomerisation
dynamics with atomic resolution22, motivating our interest in this
system.

For SNP, a rise time of 1.4 ps for the MC absorption band in
solution has been reported16,17. However, detailed transient ab-
sorption data with sub-ps resolution has only been measured up

to 8 ps after UV excitation and only for the non-polar solvent n-
pentane. As mentioned, the solvent environment is known to
influence the equilibrium between different MC conformers de-
pending on the solvent polarity and capability of forming hy-
drogen bonds12. What role this plays towards the MC forma-
tion dynamics however warrants further investigation. Moreover,
studies of unsubstituted spiropyrans have mainly been carried out
with excitation directly to the S1 state (E ∼ 4 eV). Excitation into
higher lying electronic states than S1 can lead to larger excess
energies being deposited into the system which can potentially
influence the outcome of a photochemical reaction23–26. In this
context, the solvent can play a determining role on the time scales
of vibrational relaxation, as has been reported for instance in the
case of 9-methyladenine27.

A number of theoretical studies concerning the ring-opening
mechanism of spiropyran have been carried out more re-
cently, treating smaller model systems at a high level of theory
(CASPT2//CASSCF)28. These studies have provided useful in-
sight into the relevant modes and reaction channels leading to
either the closed or the open form, but give no direct information
about the respective time scales. The latter can be obtained by
carrying out excited state dynamics simulations, which has so far
only been reported for BIPS29.

In this work, we investigated the photochemical dynamics of
spironaphthopyran up to extended time scales (one nanosecond)
using 266 nm femtosecond excitation (4.6 eV) and comparing be-
tween a non-polar (n-hexane), a polar aprotic (acetonitrile) and
a polar protic (ethanol) solvent environment. We performed fem-
tosecond transient absorption spectroscopy covering the visible
(380-700 nm) as well as the ultraviolet spectral range (250-350
nm), where electronic changes associated with the ground state
of the spiro-species can be observed. Furthermore, we carried
out semi-classical excited state dynamics simulations treating the
complete molecule with time-dependent density functional the-
ory and simulating a sufficient number of trajectories to be able to
compare the time scales between simulations and experiments. In
addition to gaining insight into the ring-opening mechanism and
the involved electronic states from theory, this makes it possible
to differentiate between chemical reaction dynamics and product
relaxation in the analysis of the spectroscopic data.

2 Methods

2.1 Computational methods

The modified-surface hopping dynamics are calculated using the
adiabatic electronic energies and gradients calculated on the fly
at time-dependent density functional theory (TDDFT) level of
theory using the ab initio electronic structure package Gaus-
sian 0930. We treated the electronic structure of the SNP
molecule with the use of density functional theory (DFT) for
the ground electronic state in combination with (linear response)
time-dependent DFT (TDDFT) for the relevant excited states. The
reactant geometry of the ground state was optimized using DFT
using CAM-B3LYP31 functional with a def2SVP32 basis set. CAM-
B3LYP is a long range-corrected functional, owing to which its
accuracy for excited-state potential energy surfaces is superior
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to conventional hybrid functionals. Subsequently, the first sin-
glet excited state (S1) was optimised using the same functional
and basis set using TDDFT within Tamn-Damncoff Approxima-
tion. These calculations were also performed using Gaussian 09.

The simulations assumed that the vertical excitation was in-
stantaneous, with an initial phase space distribution generated
by using a vibrational Wigner distribution for the ground state
minimum. The phase space coordinates were generated from the
total distribution using Monte Carlo sampling. As a by-product
of this sampling, the absorption spectra was also calculated from
500 configurations. A spectral window based on experimental ex-
citation energy was used to pick the initial conditions. A total of
30 trajectories were chosen from a larger randomly selected set
on the basis of the computed S0-S2 and S0-S3 transition probabil-
ities. (See Supplementary Information). These trajectories were
propagated for 1.1 ps with time steps of 0.5 fs in singlet excited
states S2 and S3.

2.2 Experimental details

1,3,3-Trimethylindolino-β -naphthopyrylospiran (SNP) powder
was purchased from TCI Chemicals, Japan and used without fur-
ther purification. Spectroscopic grade n-hexane, ethanol and ace-
tonitrile were used to prepare SNP solutions with a concentration
of 1.5 mM. To obtain the respective spectra of merocyanine, the
solutions were irradiated continuously with 266 nm laser light
until reaching a photostationary state.

Transient absorption experiments were performed using a Ti-
tanium:Sapphire (Ti:Sa) femtosecond laser system (800 nm cen-
tral wavelength, 1 kHz). In all measurements, the samples were
excited at 266 nm with a fluence of 4 mJ·cm−2 (490 nJ pulse en-
ergy with a beam diameter of 120 µm FWHM) and a repetition
rate of 500 Hz. The visible probe light (380-700 nm) was gener-
ated by focusing 800 nm pulses in water (200 µm cuvette), with
the magic angle (54.7◦)33 between the pump and probe polarisa-
tions. For the UV supercontinuum (250-350 nm), 400 nm pulses
passing through a quarter-wave plate to create circular polarised
light were focused in a rotating [001] calcium fluoride crystal.34

The polarisation of the resulting UV continuum was not modi-
fied and assumed to be circular. Sample solutions were flowed
through an in-line UV-quartz cuvette with a 200 µm thin window.
The transient absorption signal was calculated as:

∆A(λ ,∆t) =− log
(

ION(λ ,∆t)
IOFF (λ )

)
(1)

where IOFF (λ ) and ION(λ ,∆t) are the background-corrected probe
spectra transmitted through the unexcited and the excited sam-
ple, respectively, ∆t is the time delay between pump and probe
and λ is the probe wavelength. Keeping the probe repetition rate
at 1 kHz, the IOFF (λ ) and ION(λ ,∆t) spectra were recorded al-
ternately. For the UV/UV measurements, every third and fourth
probe pulse was blocked using a mechanical chopper to enable
the subtraction of the pump scattering background at 266 nm (see
supplementary)35. The temporal resolution was determined from
a cross-correlation measurement in the neat solvent as 170±10 fs
and the sensitivity of the measurement was 10−4 OD.

Fig. 2 Steady-state absorption spectra of 1.5 mM SNP solutions in the
UV and visible range. The inset shows the merocyanine spectra in the
steady state under UV irradiation (photostationary state), scaled for com-
parison.

3 Results and Discussions
3.1 Steady-state spectra
The UV/Vis absorption spectra of 1.5 mM solutions of SNP in
hexane, ethanol and acetonitrile are shown in Fig 2. At ther-
mal equilibrium, the molecules exist mainly in the closed form
(SNP) which only absorbs below 380 nm. From this spectrum,
three main bands can be seen, which show no significant solvent
dependence.

The inset of Fig 2 shows the respective absorption spectra of
the merocyanine form in the photostationary state. Immediately
obvious are their different shapes and/or positions. The MC spec-
trum in hexane displays a maximum at ∼ 520 nm and an addi-
tional spectral feature on either side of it. For acetonitrile and
ethanol, once more at least three peaks can be deciphered. Two
are intense peaks with the longest wavelength peak being the
most intense and one smaller shoulder at the lower wavelength
tail. The MC spectra in ethanol and acetonitrile have similar
shapes and are red-shifted with respect to the corresponding spec-
trum in hexane. The bathochromic shift is most pronounced for
ethanol showing a 17 nm shift of the lower absorption edge with
respect to hexane and 5 nm with respect to acetonitrile. Notably,
the overall absorption under the same excitation conditions fol-
lows the same trend with hexane showing the least and ethanol
the highest absorption (see the scaling factors in Fig 2). This hints
at the solvent acting to stabilise the merocyanine form, which is
discussed further in the supplementary information.

3.2 Transient absorption experiments
3.2.1 UV-Visible

Measured transient absorption spectra of SNP dissolved in the
three respective solvents are shown in Fig 3 a-c for the first 14 ps
after 266 nm excitation. Spectral cuts at chosen time delays from
scans covering the range up to 100 ps after excitation are pre-
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Fig. 3 Transient absorption spectra of SNP in hexane (a,d,g), ethanol (b,e,h) and acetonitrile (c,f,i), probing in the visible. Depicted are TA maps for
the first 14 ps (upper panel), spectral traces for selected delay times within 100 ps after excitation (middle panel), and decay associated spectra from
global fitting (lower panel) for all three solvents.

sented in the middle panel of the figure. Measurements up to
one nanosecond show that there is no significant spectral evo-
lution beyond 100 ps (see supplementary). The signal observed
at time zero is due to the cross-phase modulation (CPM) of the
pump and the probe pulse in the solvent. Around 0.3 ps, a broad
spectrum appears peaking at 450 nm with an extended tail reach-
ing 650 nm. This signal decays within 1-2 picoseconds accompa-
nied by the emergence of a band in the visible region (450-650
nm). Closer inspection of the first two picoseconds reveals that
between 0.3 and 1.2 ps, the maximum continuously shifts from
the initial band to the spectrum centered around 550 nm (see in-
sets of Figs 3 a-c). From two picoseconds onwards, the initially
structureless spectrum evolves over time towards the steady-state
spectrum in the respective solvent becoming narrower and more
intense. In the ethanol solution, an additional red-shift in wave-
length most prominently within 2-7 ps can be observed, which is

absent in case of the other solvents.
To analyse the data in more detail, we have applied two meth-

ods, a global fit routine36 on the one hand and a dynamic Gaus-
sian line shape analysis on the other hand. The decay-associated
spectra (DAS) from global fitting using four exponential compo-
nents for the time window between 0.3 and 14 ps are shown in
the lowest panel of Fig 3. A single component with a lifetime
of ∼1.0 ps (DAS2, blue line) describes both the decay of the ini-
tially broad spectrum (positive sign of DAS2) and the rise of the
band between 450 and 600 nm (negative sign of DAS2) in all sol-
vents. The decay-associated spectrum with the shortest lifetime
of around 0.3 ps (DAS1, orange line) has a positive amplitude be-
tween 450 and 600 nm, mirroring the negative region of DAS2,
thus describing a delayed onset of the latter. The intermediate
component (DAS3, grey line) describes the spectral development
from the initial band towards the long-lived component (DAS4,
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Table 1 Time constants from fits of the evolution of position (τpos for over-
all peak position and τspac for the peak spacing) and FWHMs (τFWHM) of
the Gaussian peaks (Key: r - rise; d - decay).

τpos [ps] τspac [ps] τFWHM [ps]
Acetonitrile 13 ± 0.2 (r) 21 ± 3 (r) 13 ± 0.3 (d)
Hexane 13 ± 0.5 (r) 16 ± 1 (r) 13 ± 0.8 (d)
Ethanol 50 ± 5 (d) 33 ± 8 (d) 14 ± 0.4 (d)

red line), which represents the spectrum at 14 ps. Although
the global fitting represents the data well, interpreting the time-
dependent spectral shift is not straightforward. Therefore, we
treat the intermediate time constant in a separate analysis involv-
ing decomposition of the spectra into Gaussian functions, which
is described in the following.

Such a dynamic Gaussian line shape analysis is able to describe
spectral shifts and provides information about the temporal evo-
lution of the peaks constituting the spectra. For this purpose, the
spectra (converted to wavenumbers) for each time point were fit
with a sum of four Gaussian functions (three in case of ethanol)
tracking their respective spectral positions, widths and areas from
100 ps down to 9 ps after excitation. A detailed description of the
fitting procedure and a model comparison can be found in the
supplementary information. After careful evaluation of different
constraints to the parameters it was found that the data in this
time window could be described properly by a simplified model,
which ascribes the spectral fine structure to a vibrational progres-
sion with equal spacings between the peaks and a linear increase
in peak width from lowest transition energy to highest. It was
thus possible to fit all peak widths wi with a single parameter w1

by using the relation wi = i ·w1 with i being the peak number.
The peak positions were characterised by one parameter for the
absolute position b1 and one for the peak spacing δ related by
bi = b1 +(i− 1) · δ . All three parameters exhibited a monoexpo-
nential behaviour over time and the respective time constants are
shown in Table 1.

Notably, both in acetonitrile and hexane, a time constant of
13 ps was found for the relative changes in peak positions, which
blue-shift, and for the peak widths, which decay over time. While
in ethanol a similar decay constant (14 ps) was obtained for the
FWHM values, the aforementioned red-shift is reflected in the
peak position changes with a time constant of 50 ps. Further-
more, in the former two solvents the peak spacing increases over
time, while decreasing with a time constant of 35 ps in case of
ethanol.

3.2.2 UV-UV

The transient UV absorption map of SNP in n-hexane from
is shown in Fig 5. Measurements were also carried out in
ethanol but exhibited no qualitative difference (see supplemen-
tary). Around time zero, following the CPM signal, an intense
absorption covering the entire measured range is observed. As
the initial absorption decays within 2 ps, a negative feature be-
tween 270 and 305 nm and a positive feature between 305 and
340 nm start to dominate. After this time, the spectra do not
change significantly either in their intensities or profiles within
the measured time window up to one nanosecond (see Fig 5 d).

The data were fitted using two decay associated spectra, one of
which gave a time constant of 0.6-0.7 ps representing the broad
absorption near time zero, whereas the second time constant ex-
ceeded the measurement time window (>> 1 ns).

3.3 Excited-state dynamics simulations

The populations of the first four electronic states over time
obtained from semi-classical excited state dynamics simulations
and averaged over all 30 trajectories are depicted in Fig 6.
Starting with an initial population of 0.5 in both the S2 and the
S3 state, the dynamics proceed via internal conversion processes
into S1. Subsequently, the molecules relax to the ground state of
either the merocyanine or the closed-ring form. The populations
were fitted with a unidirectional, sequential kinetic model to
obtain the transfer rates between states. To enable an accurate
fitting of the S1 population dynamics, the decay of the initially
occupied superposition state between S3 and S2 was described
with a single rate constant. The resulting time constant for the
transfer to S1 was 90 fs, while transfer from S1 to S0 occurred
with a time constant of 1.3 ps. This rate constant represents a
combination of all relaxation pathways to the ground states of
either the SNP or the MC form.

In 14 of the 30 simulated trajectories, C-O bond breaking
occurred along the S1 vibrational relaxation coordinate and the
carbon hybridisation changed from sp3 to sp2. As a result of
this, the two orthogonal moieties rotated with respect to each
other along the methine bridge. This bridge can be described
by using the three dihedral angles α, β and γ along it (see Fig
1). The various orientations of these angles determine the final
conformer to be formed. Notably, only one of these trajectories
led back to the spiro form, once the bond had been broken.

Plots of the C-O bond distances during the first 700 fs for both
trajectories yielding the open-ring form and trajectories leading
back to the closed form are shown in Fig 7. The bond breaking
trajectories involve rapid elongation of the C-O bond from the
equilibrium distance of 1.5 Å to about 3.5 Å. Subsequently, the C-
O distances fluctuate around that value and any further changes
upon conversion towards the planar form occur on a longer time
scale. To characterise the ring-opening time, the formation of
open-ring isomers was obtained using a C-O bond elongation
threshold of 1 Å and fitted with an exponential function starting
at 90 fs. This yielded a ring-opening time constant of 350 fs (see
supplementary). Based on the geometry optimisation on the first
excited state, a minimum on the S1 potential energy surface was
found corresponding to an open-ring non-planar structure with a
C-O distance of 2.7 Å and dihedral angles of α =−132◦, β = 5.9◦

and γ = 43.8◦.
In case of the trajectories where the molecules did not undergo

C-O bond breaking, but relaxed to the ground state of SNP,
a temporary elongation of the bond between the indoline
nitrogen and the spiro-carbon of 1.1±0.1 Å for a duration of
100±30 fs occurred during the transfer from S1 to S0. The
temporal correlation between the elongation and relaxation to
S0 is demonstrated in Fig 8 and is in agreement with previously
reported CASPT2//CASSCF studies on BIPS28.
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Fig. 4 Line shape analysis of the transient UV/vis absorption data. The Gaussian components are labeled from 1 to 4, where Gaussian 1 refers to the
peak at the lowest energy and Gaussian 4 is the highest energy peak. The fit is shown for the spectra in hexane at 99 ps (a) and 9 ps (b) after excitation
representing the analysed time window. The changes in peak position and FWHM values of Gaussian 1 for all three solvents are shown in Figs (c) and
(d), respectively. Fig (e) shows the peak spacings and Fig (f) the areas of the first two Gaussians for each solvent (in all three cases, the larger area
belongs to the second peak).

3.4 Discussions

3.4.1 Ring-opening and isomerisation dynamics

A schematic energy diagram of the ring-opening dynamics of SNP
based on our interpretation of the experimental and theoretical
results is presented in Fig 9. Upon 266 nm excitation, the ground
state of SNP is depopulated and high-lying excited states are pop-
ulated. According to our simulations, internal conversion from S3

and S2 to the S1 state occurs rapidly with a time constant of 90 fs,
which is below our experimental time resolution. The instrument
response limited, positive signal observed in the TA experiments
(Fig 3) can thus be attributed to absorption from the S1 state, in
agreement with previously reported assignments16,17.

On the pathway leading to the MC product (see Fig 9 a), the
wave packet propagates on the S1 potential energy surface to-
wards an excited state minimum. During this propagation, the
bond between the spiro-carbon and the pyran oxygen is elongated
and eventually broken. This results in an open-ring intermediate
with nearly orthogonal arrangement of the two subunits accord-
ing to the S1 geometry optimisation. The formation of this inter-
mediate manifests as a delayed onset of the product band, which
is found to be around 300 fs (see section 3.2.1) and is in good
agreement with the bond breaking time of 350 fs obtained from
simulations. Importantly, our simulations show that the ring-
opening dynamics occur exclusively on the S1 surface regardless
of the excitation wavelength. Subsequent propagation in the next
0.8-0.9 ps involves crossing of an energy barrier on the S1 surface
and the passage through a conical intersection (CI) towards the
planar MC configuration in the electronic ground state. This in-
terpretation is consistent with the observed red-shift of ∼ 100 nm

(4000 cm−1) in the absorption spectrum occurring between 0.3
and 1.1 ps. The fact that all subsequently observed spectral shifts
are either towards shorter wavelengths or at least an order of
magnitude smaller supports the suggestion that no further pla-
narisation takes places.

As our simulations show that only one out of 14 trajectories in-
volving breaking of the C-O bond led back to the spiro form, we
conclude that the bifurcation into two main relaxation channels
occurs earlier than 300 fs post-excitation. The key driving mode
for internal conversion to the spiro form (see Fig 9 b) has been
proposed to involve C-N elongation in a theoretical study map-
ping the potential energy surfaces28, which is also corroborated
from our excited-state dynamics simulations.

Important insight regarding the time scales of both reaction
pathways can be gained from the transient UV absorption data
(see Fig 5). The long-lived differential absorption can be at-
tributed to depletion of the spiro-form and formation of MC and
both positive and negative signals in this range do not change
significantly after 1-2 ps, except for residual decay of the strong
excited state absorption. Besides further supporting our previous
assignment of the MC formation time, this observation suggests
that relaxation back to SNP also occurs within 1 ps or less.

3.4.2 Merocyanine ground-state dynamics and solvent ef-
fects

Based on the interpretations given in the previous section, we as-
sign the spectral dynamics observed after 2 ps in the visible range
mainly to relaxation of the planar open-ring isomer in the elec-
tronic ground state. This is discussed in the following based on
the outcome of our line shape analysis (Fig 4).

In all cases, a narrowing of the bands was found with a
time constant of 13 ps for acetonitrile and hexane and 14 ps for

6 | 1–10Journal Name, [year], [vol.],

Page 6 of 11Physical Chemistry Chemical Physics

P
hy

si
ca

lC
he

m
is

tr
y

C
he

m
ic

al
P

hy
si

cs
A

cc
ep

te
d

M
an

us
cr

ip
t

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
A

ug
us

t 2
01

9.
 D

ow
nl

oa
de

d 
on

 8
/8

/2
01

9 
3:

50
:5

8 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
DOI: 10.1039/C9CP02950H



Fig. 5 UV transient absorption of SNP in hexane, excited at 266 nm. An
intense broad absorption around time zero decays within 1 ps revealing
a long-lived difference spectrum with decreased absorption between 270
and 305 nm and increased absorption between 305 and 340 nm with
respect to the closed-ring form.

ethanol. The reason for narrowing can be that the product con-
figuration space is converging towards the most stable structural
conformer37 or dissipation of vibrational energy to the environ-
ment38,39. The observed overall blue-shift of the product band in
hexane and acetonitrile can be explained analogously in the con-
text of change in occupation number of vibrational states from
higher to lower due to intramolecular vibrational relaxation in
the electronic ground state and vibrational cooling via collisions
with surrounding solvent molecules. The excellent match of the
time scales between the blue-shift and the narrowing in these two
solvents supports this assignment.

The latter effect is masked in case of ethanol by a dynamic de-
crease in transition energies resulting in a red-shift of 50 cm−1

within 10 and 100 ps. Furthermore, the energy difference be-
tween the vibrational levels decreases over time in ethanol in
contrast to the other two solvents. We note that out of the three
solvents used in this study, ethanol is the only one capable of
forming hydrogen bonds with merocyanine. In addition, its vis-
cosity is higher by a factor of 3 compared to the other two solvents
(1.1·10−3 Pa·s for ethanol and ∼ 0.3 · 10−3 Pa·s for both acetoni-
trile and n-hexane). These characteristics could account for the
observed differences, but an unambiguous assignment exceeds
the scope of this work. However, the particularity of solvation
in ethanol has been reported previously and it has been shown
by Horng et al., using time-resolved emission of coumarin 153
as solute, that ethanol exhibits significantly more complex relax-
ation dynamics than the other two solvents, with a long-lived
component of ∼30 ps.40 In contrast, solvation times in acetoni-
trile (∼0.6 ps) and non-polar solvents (∼0.3 ps) were found to be
in the sub-ps regime.40,41 This suggests that in case of ethanol,
the solvent relaxation causing a red-shift of the bands dominates
the ps-dynamics whereas the effect would be invisible in cases of

Fig. 6 Populations of the first four electronic states of SNP after UV
excitation according to the excited state dynamics simulation. The data
were averaged over 30 trajectories and fit with a kinetic model.

Fig. 7 Bond distance dCO between the spiro-carbon and the pyran oxy-
gen for the excited state dynamics trajectories leading to MC (coloured
lines, left ordinate) and trajectories leading back to the SNP ground state
(grey lines, right ordinate). In the MC trajectories, Cspiro-O bond breaking
occurs via rapid elongation of the bond of about 1.5 Å taking less than
100 fs and no return to a closed-ring isomer was found. In contrast, no
significant changes in Cspiro-O bond length were present in the trajecto-
ries leading back to the ground state of SNP.
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Fig. 8 Temporal correlation between the transfer from S1 to S0 and the
Cspiro-N elongation of 1.1±0.1 Å in the trajectories that did not undergo
Cspiro-O bond breaking. The values on the abscissa for each trajectory
were obtained by taking the mean of the time points during which the
Cspiro-N bond was elongated above the half-maximum value. The black
line (y= x) is shown as reference for a perfect correlation.

acetonitrile and hexane since the relaxation time scales coincide
with those of the reaction itself. Thus, our observations and anal-
yses reflect the distinctive solvent relaxation dynamics in ethanol.

An unambiguous interpretation of the peak area dynamics is
not possible without additional information about the excited
state PES and the corresponding vibrational wavefunctions and
Franck-Condon factors. The possibility of interconversion be-
tween different MC conformers further complicates the interpre-
tation. The fact that the spectra could be adequately described
by a simple vibrational progression model implies that the peaks
in the final spectrum correspond to a vibrational fine structure
originating from a single conformer. The energy difference be-
tween the peaks is found to be on the order of 1000 cm−1, which
falls well within the stretching frequency of C-C bonds in organic
molecules. It should be stressed however that the identity of the
conformer that is formed cannot be revealed with certainty by
means of electronic spectroscopy, since the merocyanine isomers
are geometrically close and likely to have similar electronic struc-
tures. This has recently been demonstrated by Xiong et al. for the
closely related spironaphthoxazine7.

The key insight from this analysis of the spectral dynamics be-
tween 9 and 100 ps is thus, that they can be ascribed purely to
thermalisation (13 ps) of the product and in case of ethanol sol-
vation equilibration (∼50 ps). This confirms that the chemical
reaction itself takes place on a faster time scale.

4 Conclusion
Combining semi-classical nuclear dynamics simulations and tran-
sient absorption spectroscopy in both the visible and the UV, the
present study provides deeper insight into the mechanism and fol-
lowing product equilibration of the photochemical reaction of un-
substituted spiropyrans. Thorough analysis of the spectral data up
to 100 ps after excitation allowed differentiating between the dy-
namics of the isomerisation reaction itself and product relaxation

and equilibration. Evidence was found for an open-ring reac-
tion intermediate being formed within 300 fs which subsequently
planarises yielding the merocyanine form in a vibrationally hot
ground state within 1.1 ps. Theoretical calculations confirm the
existence of such an intermediate with an open-ring, non-planar
geometry. According to the dynamics simulations, all trajectories
that showed C-O bond breaking led to the planar MC, whereas
trajectories returning to the SNP ground state did not exhibit any
significant C-O bond elongation, but were driven by a C-N stretch
mode in accordance with previously reported calculations. The
internal conversion back to the initial state was found to occur
within less than 1 ps.

The product relaxation dynamics could be described with a
simplified vibrational progression model suggesting that vibra-
tional relaxation takes places with a time constant of ∼13 ps.
While the chemical dynamics did not exhibit any considerable
solvent dependence, product equilibration in ethanol was influ-
enced by solvent relaxation dynamics. With the present study, we
have demonstrated that a dynamic line shape analysis is a useful
method to describe time-dependent spectral shifts and spectral
fine structure, complementing conventional global fit routines.
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2.2 Summary : Article 2

The second paper entitled:
The Oscillatory Photoelectron Signal of N-Methylmorpholine as a Test Case for
the Algebraic-Diagrammatic Construction Method of Second Order
was published as an article in The Journal of Physical Chemistry A (2018).

Therein, we were motivated by recent progress in the characterization of molecular
Rydberg states with the use of time-resolved photoelectron spectroscopy (TRPES)
and our work aimed to advance the state of the art in the computational modeling
of these systems, with the ultimate goal of enabling accurate prediction of TRPES
spectra.

To this end, we assessed the performance of the second-order algebraic diagram-
matic construction (ADC(2)) theory, in combination with a semi-classical method
for the propagation of nuclear dynamics, in the simulation of the TRPES spec-
trum of a representative molecule whose excited-state evolution occurs in Rydberg
states. As the model system for the present study, we selected the tertiary aliphatic
amine N-methyl morpholine, whose TRPES spectrum was recorded by Zhang and
coworkers [Zhang, Y.; Deb, S.; Jónsson, H.; Weber, P. M. J. Phys. Chem. Lett. 2017,
8, 3740-3744]. This particular compound is notable for the fact that the photoelec-
tron signal of its 3s state exhibits long-lived oscillations along the electron binding
energy axis. In the work cited above, these oscillations were attributed to the oscil-
latory motions of a coherent vibrational wavepacket along the umbrella inversion
coordinate of the amine group.

Our simulations reproduce the fine oscillatory structure of the photoelectron sig-
nal of the 3s state. This reflects positively on the accuracy of the ADC(2) method
for the relevant excited- and ionized-state potential energy surfaces. At the same
time, however, we find that these oscillations are best described as arising from vi-
brations along with the deformation modes of the six-membered ring, rather than
the umbrella inversion coordinate. The above observation points to the need for a
reinterpretation of the experimentally-observed TRPES spectrum.

We expect that our findings will be of particular interest to those computational
chemists whose work concerns the relaxation processes of photoexcited molecules,
as well as researchers in the field of time-resolved photoelectron spectroscopy.
Quite recently, an Ultra-fast X-ray molecular scattering study captured the vibra-
tional coherence to confirm the postulated mechanism in our study [78].

∗ 2018 Oscillatory Photoelectron Signal of N-Methylmorpholine as a Test Case
for the Algebraic-Diagrammatic Construction Method of Second Order.
Raison Dsouza,Xinxin Cheng, Zheng Li, R. J. Dwayne Miller, and Michał An-
drzej Kochman
The Journal of Physical Chemistry A 122.50 : 9688-9700.

Raison Dsouza First Author Contribution
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Oscillatory Photoelectron Signal of N‑Methylmorpholine as a Test
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§Department of Physics, Chemistry and Biology (IFM), Linköping University, 581 83 Linköping, Sweden

*S Supporting Information

ABSTRACT: Motivated by recent progress in the application
of time-resolved photoelectron spectroscopy (TRPES) to
molecular Rydberg states, we report herein a detailed
assessment of the performance of the second-order algebraic
diagrammatic construction (ADC(2)) method in the
simulation of their TRPES spectra. As the test case, we
employ the tertiary aliphatic amine N-methylmorpholine
(NMM), which is notable for the fact that the signal of its
3s state exhibits long-lived oscillations along the electron
binding energy axis. The relaxation process of photoexcited NMM is simulated via the Born−Oppenheimer molecular dynamics
method, and the resulting TRPES spectrum is generated on the basis of ionization energies and approximate Dyson orbital
norms calculated with the continuum orbital technique. On the whole, the simulated TRPES spectrum achieves satisfactory
agreement with experiment, which suggests that the ADC(2) method provides a realistic description of the potential energy
surfaces of the relevant excited and ionized states. In particular, the simulations reproduce the fine oscillatory structure of the
signal of the 3s state, and provide evidence to the effect that it results from a coherent vibrational wavepacket evolving along the
deformation modes of the six-membered ring. However, it is found that ADC(2) underestimates electron binding energies by
up to a few tenths of an electronvolt. The case of NMM demonstrates the usefulness of ADC(2) as a tool to aid the
interpretation of the TRPES spectra of large organic molecules.

1. INTRODUCTION

Although not usually thought of as standalone chromophores,
aliphatic amine groups under gas-phase conditions give rise to
transitions to a manifold of spatially diffuse Rydberg-type
states, leading to a rich and complex photophysics that has
been the subject of longstanding research.1−25 Over the past
decade, a leading role in the spectroscopic study of aliphatic
amines has been played by time-resolved photoelectron
spectroscopy4,26−32 (TRPES), a pump−probe technique in
which the pump pulse prepares the system and, after a time
delay, the probe pulse ionizes it. Information on the time
evolution of the system is extracted from the analysis of the
photoelectron current, resolved with respect to time and
electron binding energy.
The subpicosecond time resolution achieved by TRPES

enables the monitoring of nonradiative transitions such as
internal conversion and intersystem crossing. What is more,
photoelectron spectroscopy has certain special advantages
when it comes to Rydberg states. Namely, during photo-
ionization from a Rydberg state, the kinetic energy of the
nuclei remains largely unchanged and, consequently, the

spectral signals arising from these states are relatively narrow.33

This is in contrast to the case of photoionization from valence
excited states, which typically leads to broad spectral features.
Furthermore, the binding energy of the Rydberg electron is
sensitive to the structure and instantaneous conformation of
the cationic core.11,33−35 In several cases, this latter property
has enabled the observation of the TRPES signatures of
conformational transitions and coherent molecular vibra-
tions,6,13,15,16,18,21,22,24,25 and aliphatic amines are increasingly
drawing attention as accessible model systems for the
spectroscopic study of these phenomena. In recognition of
these strengths, the term “Rydberg fingerprint spectroscopy”
has been coined to describe applications of photoelectron
spectroscopy to molecular Rydberg states.11,33−35

In parallel to the experimental work, considerable theoretical
efforts have been devoted to the interpretation of TRPES
spectra of aliphatic amines and related compounds whose
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Published: November 27, 2018
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excited-state relaxation occurs in Rydberg states. Notably,
Gudmundsdot́tir and co-workers36 developed a procedure for
the treatment of the electronic structures of such states within
the framework of the Δ self-consistent field (ΔSCF) method
employing density functional theory with the imposition of
self-interaction corrections37 (DFT-SIC). The method of
Gudmundsdot́tir et al. has subsequently been applied to
calculate the electronic excitation spectra and electron binding
energies of a number of aliphatic amines and their
clusters.16−18,21,22,24,25 What is more, several studies have
reported coupled cluster calculations of excited and ionized
states of compounds of this class.19−23

A common limitation of previous studies of aliphatic amines
is that electron binding energies were calculated only at a small
number of fixed molecular geometries, or at most along a
predefined relaxation path in the course of a potential energy
surface scan. Because TRPES is, by definition, a temporally
resolved technique, it is desirable to improve on this static
picture by conducting dynamical (i.e., time-resolved) simu-
lations of the relaxation dynamics and the resulting TRPES
spectrum. Aside from testing the predictive power of the
underlying theory, the motivation for such an undertaking is
that TRPES provides only an indirect insight into the motions
of nuclei. Computer simulations, on the other hand, are
capable of drawing a direct connection between the observed
spectral features and the dynamics of the molecule.
As a first step in the exploration of the TRPES spectroscopy

of aliphatic amines with the use of dynamical simulations, the
present paper investigates the accuracy of the second-order
algebraic diagrammatic construction (ADC(2)) method38,39

when applied to these systems. Among the excited-state
electronic structure methods that could potentially be used in
dynamical simulations, ADC(2) stands out for its combination
of reasonable accuracy with good numerical stability and low
computational cost. It should be pointed out here the idea of
employing ADC(2) for the purpose of simulating photo-
electron spectra is not new. Previously, Neville et al.40

simulated the relaxation of photoexcited ethylene with the
use of the ab initio multiple spawning (AIMS) method, treating
its electronic structure at the multireference first-order
configuration interaction (MR-FOCI) level, and subsequently
used ADC(2) in order to calculate the resulting TRPES
spectrum. In the present study, however, the ADC(2) method
takes center stage, and it is used both in the calculation of the
TRPES spectrum and in the simulation of the underlying
relaxation dynamics. Because the TRPES spectrum is sensitive
to the topographies of both the excited- and ionized-state
potential energy surfaces, its calculation represents a very
stringent test of the method.
The test case for the purposes of the present study is the

tertiary aliphatic amine N-methylmorpholine (NMM; see
Figure 1 for molecular structure). The relaxation dynamics of
NMM was recently investigated with the use of TRPES by
Zhang and co-workers24,25 in the course of a systematic
research program on aliphatic amines by the Weber group.
This particular compound is noteworthy for the fact that the
TRPES signal arising from its 3s state (which corresponds to
the S1 adiabatic state) exhibits long-lived oscillations along the
binding energy axis with a period of 650 fs24,25 (see Figure 8c
later in the present paper). On the basis of static calculations at
the level of ΔSCF, Zhang et al. attributed these oscillations to a
coherent vibrational wavepacket evolving along the nitrogen
umbrella inversion mode.24,25 What is more, Zhang et al.24

modeled the relaxation process of photoexcited NMM by
means of molecular dynamics simulations. However, in those
simulations, the nuclear dynamics was actually propagated on
the potential energy surface of the ground electronic state (D0)
of the NMM·+ radical cation, rather than that of the S1 (3s)
state of the neutral molecule, which seems an overly severe
approximation. What is more, no attempt was made to
calculate the time evolution of the spectrum on the basis of the
simulated dynamics.
From the standpoint of the present study, the challenge is to

see whether dynamical simulations based on the ADC(2)
method can reproduce, and thereby explain, the fine oscillatory
structure of the signal of the S1 (3s) state. As we shall see later
in this paper, that is indeed the case. However, according to
our simulations, the oscillations are actually caused by a
coherent wavepacket moving along the deformation modes of
the six-membered ring.
The rest of this paper is organized as follows. First, we

outline the simulation methodology that was employed to
simulate the TRPES spectrum of NMM. We then review the
results of the static calculations, including equilibrium
molecular geometries and the topographies of the relevant
potential energy surfaces. We then move on to discuss the
relaxation dynamics of photoexcited NMM. Finally, we present
the resulting TRPES spectrum and tie in the emergent
oscillations with the vibrational modes of the molecule.

2. COMPUTATIONAL DETAILS
The present simulations aimed to model the experiments
reported by Zhang and co-workers,24 whereby NMM was
excited at a wavelength of 226 nm, populating the S1 (3s) state.
The subsequent relaxation dynamics was simulated with the
use of Born−Oppenheimer molecular dynamics (BOMD).
Finally, the resulting trajectories were utilized as the basis for
the calculation of the TRPES.

2.1. Electronic Structure Methods. The electronic
structure of NMM was treated with the use of the Møller−
Plesset perturbation method (MP2) for the singlet ground
state in combination with ADC(2) for the excited states. In
what follows, we will collectively refer to this combination of
methods as MP2/ADC(2). For the sake of brevity, the
discussion of the level of accuracy achieved by MP2/ADC(2)
for the relevant excited and ionized states of NMM, as well as
the analysis of basis set size effects, are relegated to the
Supporting Information.
In all calculations, a custom basis set was applied that was

generated from the standard aug-cc-pVDZ basis set41 by
deleting the diffuse d subshell on the heavy atoms, as well as

Figure 1. Molecular structure of NMM.
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the diffuse p subshell on the hydrogens. Thus, the diffuse
functions retained in the basis set were the diffuse s and p
functions on the heavy atoms, and the diffuse s functions on
the hydrogens. In what follows, this basis set will be referred to
as the r-aug-cc-pVDZ (“reduced aug-cc-pVDZ”) basis set. This
reduction of basis set size allows substantial savings of CPU
time relative to the full aug-cc-pVDZ basis.
On the subject of basis set construction, it is worth

referencing the work of Papajak and co-workers,42 who
generated and tested a series of so-called calendar basis sets
derived via the reduction of the standard aug-cc-pVnZ basis
sets. In these calendar basis sets, no diffuse functions are placed
on hydrogen atoms. We believe that for an accurate description
of the Rydberg states of a hydrogen-rich molecule such as
NMM, at least the diffuse s functions should be retained on
hydrogens. For this reason, we did not attempt to use the
calendar basis sets in the present study. However, there is no
reason to question the applicability of the calendar basis sets in
many other contexts.
The calculation of the TRPES spectrum requires a means to

calculate the target ionized states, as well as Dyson orbitals for
ionization. To this end, we employed again the MP2/ADC(2)
method, but now in combination with the continuum orbital
technique of Stanton and Gauss.43 The continuum orbital
technique takes advantage of the fact that ionization can be
viewed as a vertical excitation process in which an electron is
promoted from an occupied orbital localized on the molecule
into a virtual continuum orbital. In practice, the continuum
orbital is represented by an extremely diffuse (low-exponent) s-
type orbital. Then, the vertical ionization energy (VIP) is
simply equal to the calculated vertical excitation energy.
We note here that the continuum orbital method has some

advantages and disadvantages relative to the standard
approach, in which the electronic states of the ionized species
are described with the use of (N−1)-electron wave functions,
N being the number of electrons of the neutral molecule.
When the continuum orbital technique is applied in
combination with the MP2/ADC(2) method, qualitatively
accurate results can be expected only for ionized states
dominated by single excitations from the reference determi-
nant of the neutral molecule. In this regard, the standard
approach, based on the reference determinant of the ionized
species, is more general.
Fortunately, the coupled cluster calculations reported in the

Supporting Information indicate that the two relevant ionized
states of NMM (namely, D0 and D1) are dominated by single
excitations from the reference determinant of the neutral
molecule. As such, they fall into the category of states that can
be described with the use of the continuum orbital method in
combination with MP2/ADC(2).
An advantage of the continuum orbital method over the

standard approach is that in the former, all ionized states are
treated on an equal footing. In the standard approach,
however, the ground electronic state of the ionized species is
typically treated on a different footing to its excited electronic
states. For example, in the standard approach, the ground state
of the ionized species might be treated with the use of MP2 in
combination with an unrestricted Hartree−Fock reference
determinant, whereas its excited states would be treated with
ADC(2). As a consequence, the standard approach is expected
to be problematic when the ground state of the ionized species
is degenerate, or near-degenerate with another ionized state.
Such a situation does not arise in the case of the NMM·+

radical cation, whose D0 state is well separated in energy from
the D1 state and all higher ionized states. However, in aliphatic
amines that possess two or more nitrogen atoms, such as
N,N,N′,N′-tetramethylethylenediamine16,18 (TMEDA) and
N,N′-dimethylpiperazine15,22 (DMP), the lowest few ionized
states are expected to be narrowly spaced. Therefore, with a
view to possible future work on these systems, we elected to
use the continuum orbital method.
The MP2/ADC(2) calculations were performed within the

computational chemistry software package Turbomole, version
6.3.1,44 taking advantage of the frozen core and resolution of
the identity45−48 approximations. The default auxiliary basis set
for aug-cc-pVDZ49 was used as the auxiliary basis set for the r-
aug-cc-pVDZ basis set. Due to the extremely diffuse nature of
the continuum orbital, the calculated VIPs are not sensitive to
the choice of its central point. In the present implementation,
it was arbitrarily placed on the nitrogen atom. Integrals
between the Gaussian primitive making up the continuum
orbital, and the other basis functions, were neglected as per
program defaults.

2.2. Born−Oppenheimer Molecular Dynamics. The
relaxation dynamics of NMM was simulated by propagating
BOMD trajectories on the potential energy surface of the S1
adiabatic state. In this approach, the nuclear wavepacket of the
system is represented by a so-called “swarm”, or ensemble, of
mutually independent semiclassical trajectories. In each
trajectory, the nuclei are described using classical mechanics,
while the electrons are treated quantum-mechanically. The
above model of nuclear dynamics is expected to qualitatively
capture the coherent vibrational motions triggered by photo-
excitation of NMM. The restriction that the system is confined
to the S1 state is justified by the fact that the experimentally
observed TRPES spectrum reported by Zhang and co-
workers24 exhibits only a single band that originates from the
3s state, which corresponds to the S1 adiabatic state.
The initial conditions for the BOMD simulations were

generated by sampling phase space points (which is to say, sets
of nuclear positions and velocities) from the ground-state
harmonic-oscillator Wigner distribution of the dominant
ground-state conformer of NMM (i.e., the chair-equatorial
conformer; see section 3.1.1). A total of 38 phase space points
were sampled in this manner, and each was used as the starting
point for the propagation of a single trajectory. Afterward, the
nuclear dynamics was propagated using the velocity Verlet
integrator with a time step of 0.5 fs, for a time period of 1.6 ps.
As pointed out in refs 50 and 51, semiclassical simulations of

hydrogen-rich molecules are susceptible to a physically
unrealistic leakage of zero-point energy from the stretching
modes of bonds between hydrogens and heavy atoms to other
vibrational modes. In order to alleviate this problem, the 11
highest vibrational modes, which correspond to C−H
stretching modes, were frozen when the Wigner distribution
was generated.
The equilibrium geometries on the ground- and excited-state

potential energy surfaces of NMM, as well as the BOMD
trajectories, were described in terms of a set of parameters
whose definitions we will now provide. As illustrated in Figure
2, in order to monitor the geometry of the nitrogen atom
(N4), we defined α as the angle formed by the bond N4−
C(Me), where C(Me) is the methyl group carbon atom, and
the plane containing atoms C3, N4, and C5.
The conformation of the six-membered ring was charac-

terized with the use of the puckering coordinates θ0, θ1, and θ2
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introduced by Hill and Reilly.52 Furthermore, during the
analysis of the BOMD trajectories, we found it useful to
monitor how much the geometry of the six-membered ring
deviates from a chair conformation. To this end, we defined Δ
as the distance between the current molecular geometry, and
an ideal 4C1 or 1C4 conformation, in the three-dimensional
space spanned by the parameters θ0, θ1, and θ2. For a more
detailed explanation, the reader is referred to the Supporting
Information.
2.3. Simulation of Time-Resolved Photoelectron

Spectrum. Having completed the BOMD simulations, we
proceeded to calculate the TRPES spectrum using the
algorithm formulated by Arbelo-Gonzaĺez and co-workers53

(see also literature cited therein). This method takes as input
the set of Ntrajs semiclassical trajectories, which will be denoted
{Ri(t)}. As shown schematically in Figure 3, the TRPES
spectrum is considered to arise from ionization from the
current state along a given trajectory, denoted as the n-th state,
into the electronic states of the cation, which are labeled by the

index k. Then, the photoelectron intensity resolved with
respect to time and electron binding energy is calculated as

∑ ∑ σΓ = Δ
=

E t
N

t w E E tR R( , )
1

( ( )) ( , ( ( )))
k i

N

nk i nk ib
trajs 1

s b

trajs

(1)

As per the usual convention, the electron binding energy Eb =
E2 − Ekin is defined as the difference between the photon
energy of the probe pulse (E2), and the kinetic energy of the
electron being ejected from the molecule (Ekin). Anticipating
the results of section 3.1.3, we note here that the TRPES
spectrum of NMM in the electron binding energy range of
interest arises predominantly from the S1 (3s) → D0
photoionization process. Thus, in the present case, the initially
excited state n′ as well as the current state n always correspond
to the S1 (3s) state, whereas the final state k is always the D0
state of the cation.
The quantity σnk(Ri(t)) which appears in eq 1 is the

photoionization cross section for the n → k ionization process.
Following an approximation suggested in ref 53, we assume
that σnk(Ri(t)) is proportional to the squared norm of the
Dyson orbital associated with the n → k ionization process
and, furthermore, that the constant of proportionality (C) is
independent of any other characteristics of this particular
process:

σ ϕ= ∥ ∥t C tR r R( ( )) ( ; ( ))nk i nk N i
D 2

(2)

Here, ϕnk
D(rN) is the Dyson orbital for the n → k ionization.

The calculation of the Dyson orbital with the use of the
ADC(2) method will be outlined later on.
ws, in turn, is best described as a signal shape function; its

purpose is to account for the dependence of the kinetic energy
of the ejected electron (Ekin) on the photon energy of the
probe pulse (E2). Unfortunately, no universally applicable
expression for ws exists and, in practice, it is necessary to
construct an approximation on the basis of assumptions of the
interaction of the probe pulse with the target molecule. In the
case of ionization from Rydberg states, the probe pulse does
not impart significant vibrational excitation on the target
molecule,33 and the resulting TRPES bands are fairly narrow,
usually not exceeding 0.2 eV in full width at half-maximum
(fwhm). This observation suggests that a sharp ws function
should be chosen for the purpose of modeling the TPRES
spectrum of NMM. Accordingly, we imposed the approx-
imation that the nuclear kinetic energy remains constant in the
course of photoionization. As can be seen from Figure 3, the
electron binding energy is then equal to the vertical energy
difference (ΔEnk) between the initial (n) and final (k) states in
the photoionization:

= − = ΔE E E Enkb 2 kin (3)

Furthermore, we note that a continuous line shape function
is desirable, as this simplifies the numerical analysis of the
resulting spectrum. For these reasons, we decided to take ws as
a Gaussian function of the difference between Eb and ΔEnk:

i

k
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The broadening parameter was set to η = 0.1 eV. It must be
emphasized that the above choice of the form of ws represents

Figure 2. Definition of the angle α.

Figure 3. Definition of the quantities used in the calculation of the
photoelectron spectrum. At time t = 0, the probe pulse with photon
energy E1 excites the system to state n′, following which it is allowed
to relax until t = t2. By t = t2, the system exists in electronic state n,
which may in general be a different adiabatic state than n′. At t = t2,
the system is subjected to the probe pulse of photon energy E2, which
detaches a photoelectron with kinetic energy Ekin, leaving behind a
ionized species in electronic state k. The approximation that the probe
pulse does not alter the kinetic energy of the nuclei leads to the result
that the electron binding energy Eb = E2 − Ekin is equal to the vertical
energy difference between states k and n.
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an ad hoc approximation tailored to the specific problem at
hand.
The Dyson orbital for ionization ϕD(r) is defined as the

overlap of the N-electron electronic wave function ΨN of the
original system, and the (N−1)-electron wave function ΨN−1

of the resulting ionized molecule:

∫ϕ = Ψ Ψ
···

−
−

−

Nr r r r r r

r

( ) ( ,... , ) ( ,... , ) d

d

N
N

N
N

N

N

D
1

1
1 1 1

1 (5)

In the present case, ΨN represents an excited state of the
neutral molecule and ΨN−1 is a ionized state. Either state is
calculated with the use of the MP2/ADC(2) method.
Within the formalism of the second quantization, ϕD(rN)

may be expressed in terms of a linear combination of the
canonical Hartree−Fock orbitals {ϕp} of the neutral molecule:

∑ϕ ϕ= ⟨Ψ | ̂|Ψ ⟩− p
p

N N
p

D 1

(6)

A complication arises because ionization is being modeled
via the continuum orbital technique, in which the electronic
wave functions of the original system and the ionized molecule
formally describe the same number of electrons. This problem
was circumvented by applying an approximation introduced by
Neville et al.40 Let Ψ̅N denote the N-electron ADC(2) wave
function describing the ionized molecule. The (N−1)-electron
wave function ΨN−1 is obtained from Ψ̅N by acting on the latter
with the operator k̂ annihilating an electron from the
continuum orbital:

|Ψ ⟩ = |̂Ψ̅ ⟩− kN N1
(7)

The above step can be justified by the fact that the ADC(2)
wave function |Ψ̅N⟩ is dominated by singly excited config-
urations in which an electron is promoted from an occupied
orbital localized on the molecule into the virtual continuum
orbital. Informally speaking, the role of the operator k̂ is to
empty the continuum orbital. Thus, the formula for the Dyson
orbital can be written out as

∑ ∑ϕ ϕ ρ ϕ= ⟨Ψ̅ | ̂ ̂|Ψ ⟩ =
≠

†

≠
k p

p k

N N
p

p k
p p

D
k
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where ρ is the transition density matrix (in molecular orbital
basis) between states Ψ̅N and ΨN.
For the purpose of calculating the transition density matrix,

the ADC(2) excited-state wave function ΨN is approximated as
a wave function of the configuration interaction singles (CIS)
type:

∑|Ψ ⟩ = |Φ ⟩ |Φ ⟩ = ̂ |̂Φ ⟩†R a iwhereN

i a
i
a

i
a

i
a

,
0

(9)

Here, Φ0 is the RHF reference determinant, and Ri
a are

elements of the Jacobian eigenvector corresponding to single
excitations. An analogous approximation is used for the
ADC(2) ionized-state wave function, Ψ̅N.
The singles excitations part of the Jacobian eigenvector for

each state was extracted from Turbomole output files with the
use of the program bin2matrix distributed as part of the
simulation package Newton-X.54−56 Subsequently, it was
rescaled so as to ensure that the resulting ΨN and Ψ̅N were
each normalized to unity.
At the postprocessing stage, the raw simulated spectrum

obtained from eq 1 was subjected to a Gaussian blur in the
time domain with a standard deviation of σ = 25 fs. The
motivation for applying the blur was to account for the various
effects that limit the time resolution of the experiment. For
comparison, the raw simulated spectrum with no blur is shown
in the Supporting Information.

3. RESULTS AND DISCUSSION

3.1. Static Calculations. 3.1.1. Ground-State Con-
formers. We begin the discussion of the simulation results
by examining the conformational preference of NMM in its
electronic ground state (S0). A conformation search reveals the
existence of four minima on the potential energy surface of the
S0 state. As set out in Table 1, the four conformers differ from
one another mainly in terms of the geometry of the six-
membered ring (chair- or twisted boat-like), and the
orientation of the methyl group (axial or equatorial). In
order of increasing energy, these are the chair equatorial, chair
axial, twisted boat equatorial, and twisted boat axial con-
formers. A common feature of all four conformers is the
pyramidalization of the nitrogen atom N4. Out of the four, the
first three have been reported previously by Zhang et al.24 The
molecular geometry of the chair-equatorial conformer is
illustrated in Figure 4a, whereas the geometries of the
higher-energy conformers are given in the Supporting
Information.
In agreement with the findings of Zhang et al.,24 we identify

the chair equatorial conformation as the global minimum on
the S0 state. The second-lowest conformer, the chair axial, lies
0.208 eV higher in energy (energy difference corrected for
zero-point vibrational energies). As a consequence, at normal
temperatures the chair equatorial conformer is by far the
predominant form of NMM in the gas phase. Accordingly, in
what follows, we restrict ourselves to considering the relaxation
process of the chair equatorial conformer and its contribution

Table 1. Characterization of the Equilibrium Geometries of NMM on the S0 and S1 Adiabatic States: Relative Energies (E),
Hill−Reilly Conformational Parameters (θ0, θ1, and θ2), and Values of the Methyl Wagging Angle (α)a

electronic state equilibrium geometry E, eV ring conformation θ0, deg θ1, deg θ2, deg α, deg

S0 chair equatorial 0 4C1 34.4 34.7 34.4 127.7

chair axial 0.208 4C1 34.6 26.9 34.6 227.7

twisted boat equatorial 0.366 1S5 −60.6 61.2 1.2 129.9

twisted boat axial 0.448 1S5 −60.2 55.7 −2.5 228.6

S1 (3s) chair 4.269 4C1 35.8 33.9 35.8 195.4

twisted boat 4.458 1S5 −65.4 40.0 9.1 178.7
aThe energies are stated relative to the chair-equatorial conformer on the S0 state, and include zero-point vibrational corrections. The ring
conformation is described using the IUPAC notation.57.
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to the TRPES spectrum. The contributions of the minority
conformers are neglected as insignificant.
3.1.2. Excited Electronic States. The vertical excitation

spectrum of the chair-equatorial conformer is summarized in
the upper part of Table 2. The lowest vertical transition is into

the 3s state, which is dominated by the excitation of an
electron from the occupied orbital corresponding to the
nitrogen lone electron pair into a spatially diffuse 3s-type
virtual orbital which envelops the molecule. At somewhat
higher energies, a trio of closely spaced 3p states is detected,
each of which arises from the excitation of an electron from the
nitrogen lone electron pair orbital into a diffuse 3p-type virtual
orbital.
Further diffuse states are found above the 3p states. We

forego a discussion of their properties, as at least some of these
states are, presumably, poorly described by a basis set including
only a single layer of diffuse functions, such as the r-aug-cc-
pVDZ basis set. In any case, these higher states are not
involved in the photophysics of NMM excited initially into the
S1 (3s) state.
3.1.3. Ionized States. The ionized states of NMM are

characterized in the lower part of Table 2. Note that the values
of the vertical ionization potential (VIP) listed therein refer to
ionization from the ground electronic state (S0), even though
the TRPES spectrum of NMM arises from ionization from the
S1 (3s) state.
The ADC(2) calculation places the lowest vertical ionization

potential (VIP) of NMM at 7.494 eV. The resulting electronic
state D0 of the cation can be described as arising from the
removal of an electron from the nitrogen lone pair orbital
(denoted nN) of the neutral molecule. As such, the
predominant electronic configuration may be written out in

terms of the orbitals of the neutral molecule as [closed
shells]nN

1 . It differs by exactly one orbital, namely, the 3s
orbital, from the predominant electronic configuration of the
S1 (3s) state, which is [closed shells]nN

1 3s1. On the basis of the
first ionization rule formulated in ref 53, it follows that the S1
(3s) → D0 photoionization process is allowed, and the
corresponding Dyson orbital consists mainly of the 3s-like
LUMO of the neutral molecule. In agreement with the above
qualitative picture, the Dyson orbital obtained from eq 8 turns
out to resemble the 3s orbital (see Figure 5). Its norm takes a
value of 0.995, very close to the maximum possible value of 1,
which confirms that the S1 (3s) → D0 photoionization process
is allowed.

In turn, the second-lowest VIP of NMM takes a value of
8.272 eV and corresponds to ionization into the D1 state. The
inspection of the right Jacobian eigenvector for that state
indicates that it arises from the removal of an electron from an
oxygen lone pair orbital of the neutral molecule. The fact that
D1 and all higher electronic states of the NMM·+ radical cation
are well separated in energy from the D0 state energy means
that photoionization into these states does not contribute to
the TRPES spectrum of NMM in the electron binding energy
range of interest. Therefore, when simulating the TRPES
spectrum, we take into account only the S1 (3s) → D0
photoionization process. As a side note, the S1 (3s) → D1
ionization process is only very weakly allowed, as the norm of
the corresponding Dyson orbital takes a low value of 0.081.
This observation provides an additional justification for
neglecting ionization into the D1 state.

3.1.4. Excited-State Conformers. Following photoexcitation
at 226 nm, NMM persists in the S1 (3s) state for at least
several picoseconds,24 which implies the existence of a
minimum on the potential energy surface of that state. As a
matter of fact, two such minima are found, and their
geometries are characterized in the lower part of Table 1.
The first, illustrated in Figure 4b, features a chair conformation
of the six-membered ring, and a near-planar geometry of the
nitrogen atom. At the second minimum, shown in Figure 4c,
the six-membered ring adopts a twisted boat geometry, and the
nitrogen atom is, again, near-planar. The roles of the two
minima on the S1 (3s) state will be discussed in the following
section, which deals with the simulated relaxation dynamics of
NMM.

Figure 4. Key equilibrium geometries on the S0 and S1 (3s) potential
energy surfaces of NMM. Selected bond lengths are indicated in units
of Å.

Table 2. (Top) Vertical Excitation Spectrum of the Chair-
Equatorial Conformer of NMM As Calculated at the MP2/
ADC(2)/r-aug-cc-pVDZ Level of Theory (Vertical
Excitation Energies (ΔE) and Associated Oscillator
Strengths ( f)); (Bottom) Vertical Ionization Spectrum
(Vertical Ionization Potentials (VIPs))

Excited States

state ΔE, eV f

S1 (3s) 5.261 0.0145
S2 (3pz) 5.703 0.0877
S3 (3px) 5.729 0.0051
S4 (3py) 5.900 0.0074

Ionized States

state VIP, eV

D0 7.494
D1 8.272

Figure 5. Dyson orbital for ionization from the S1 (3s) state into the
D0 state, at the ground-state equilibrium geometry of the former (S0-
min), plotted in the form of isosurfaces with isovalues of ±0.005
a0

−3/2.
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3.1.5. Relationship between Electron Binding Energy and
Molecular Geometry. Although the simulation of the TRPES
spectrum of NMM requires the propagation of nuclear
dynamics, already static calculations are able to identify the
nuclear motions capable of modulating the electron binding
energy. As noted in section 2.3, in the present study the
electron binding energy was approximated as the vertical
energy difference between the initial adiabatic state of the
neutral molecule, and the final adiabatic state of the cation.
Subsequently, in section 3.1.3, it was demonstrated that the
only significant contribution to the TRPES spectrum in the
energy range of interest is from the S1 (3s) → D0
photoionization process. It follows that the electron binding
energy along a nuclear trajectory R(t) is given by

= [ ] − [ ]E t E t E tR R R( ( )) D ( ( )) S ( ( ))b 0 1 (10)

where E[D0](R(t)) and E[S1](R(t)) are the energies of the
respective adiabatic states. By using the chain rule, we may
express the time-derivative of Eb as

= [ ] − [ ]
= ∇ [ ] − ∇ [ ] · ̇
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b 0 1

0 1 (11)

In other words, changes in the electron binding energy along a
simulated trajectory are caused by nuclear motions parallel, or
antiparallel, to the gradient difference vector between the states
D0 and S1.
The gradient difference vector itself depends on the

molecular geometry. While it would be impracticable to
evaluate this vector for all nuclear geometries accessed during
the relaxation dynamics, a useful qualitative picture may
nevertheless be obtained by calculating it at a number of
representative molecular geometries. We chose for this purpose
the chair-equatorial equilibrium geometry on the S0 state, and
the two equilibrium geometries that exist on the S1 (3s) state.
The gradient difference vector at the chair-equatorial
equilibrium geometry on the S0 state will indicate the motions
that affect in the binding energy at the earliest stage of the
simulated dynamics, when the molecule relaxes away from the
Franck−Condon geometry. Subsequently, the molecule will
undergo vibrations in the potential energy basin around a
minimum on the S1 (3s) state. The gradient difference vector
at the minimum on the S1 (3s) state will show the motions that
influence the binding energy at that later stage.
The resulting gradient difference vectors are shown in Figure

6. We note, first, that the electron binding energy turns out to
be quite sensitive to the geometry of the six-membered ring.
This point is evidenced by the fact that at each of the
geometries considered here, the gradient difference vector has
fairly large components on oxygen atom O1 and the carbon
atoms belonging to the six-membered ring. (Presumably, the

same holds true throughout most of the volume of
configuration space accessed by the NMM molecule during
its relaxation dynamics.) In qualitative terms, the vector
corresponds to a combination of the compression of
elongation of the bonds forming part of the six-membered
ring, and the deformation modes (bending, torsion) of that
ring. As a consequence of the above, the ring modes of the
equilibrium geometries on the S1 (3s) state are capable of
modulating the electron binding energy, and we will return to
this point when discussing the simulated TRPES spectrum in
section 3.2.2.
However, of the three geometries considered here, only at

the chair-equatorial geometry on S0 is there an appreciably
large component of the gradient difference vector on the
nitrogen atom. At either of the equilibrium geometries on the
S1 (3s) state, the gradient difference vector has only a very
small component on the nitrogen atom. These observations
suggest that during the earliest stage of the relaxation dynamics
following the initial photoexcitation, the planarization of the
nitrogen atom N4 will lead to an increase the electron binding
energy. However, once the molecule has reached the vicinity of
a minimum on the S1 (3s) state, continuing vibrations along
the nitrogen umbrella mode are not expected to be able to
affect the electron-binding energy to a significant extent. This
is because the gradient difference at either equilibrium
geometry on the S1 (3s) state has only a small component
on atom N4.
As a digression, we note that in the continuum orbital

technique, the evaluation of the gradient of an ionized state
(such as D0) is considerably more expensive in terms of
computing time than the evaluation of the gradient of a low-
lying excited state (such as the S1 (3s) state). This is because
the ionized state is obtained as a high-energy excited state of
the neutral system. The evaluation of the gradient of D0
involves three steps. First, a single-point MP2/ADC(2)
calculation is performed in which a large number (typically,
20 to 30) excited states are computed. Then, the Jacobian
eigenvector of each state is analyzed, and the ionized state, or
states, are identified as those states that are dominated by
single excitations into the continuum orbital. Finally, another
single-point MP2/ADC(2) calculation must be performed,
again with the inclusion of a large number of states, in order to
calculate the gradient of the ionized state.

3.2. Relaxation Dynamics. 3.2.1. Evolution of Molecular
Geometry. Having characterized the underlying electronic
states, we are now prepared to discuss the simulated relaxation
dynamics of NMM photoexcited into the S1 (3s) state, and the
resulting TRPES spectrum. In this section, we will concern
ourselves with the motions of the nuclei. The time evolution of
the angle α, which is the angle formed by the N4−C(Me)
bond and the plane defined by atoms C3, N4, and C5, along
the ensemble of simulated trajectories is plotted in Figure 7a.
Likewise, Figure 7b shows the deviation of the ring geometry
from an ideal chair geometry as measured by the parameter Δ.
For either quantity, we additionally show the mean and the
median from among the ensemble of simulated trajectories.
At the time of the initial photoexcitation (t = 0), the

ensemble of trajectories which represents the nuclear wave-
packet is localized in a small region of configuration space near
the equilibrium geometry of the chair equatorial conformer on
the S0 state. As a consequence of the topography of the
potential energy surface of the S1 (3s) state, immediately
following photoexcitation, nitrogen atom N4 becomes subject

Figure 6. Visual representation of the vector ∇RE[D0] − ∇RE[S1] at
selected equilibrium geometries of NMM.
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to a strong force that acts to propel it toward a planar
geometry. During the earliest stage of the ensuing relaxation
process, atom N4 first planarizes and then goes on to undergo
umbrella inversion; this is reflected by the mean value of α,
which initially increases rapidly, reaching a maximum of 211°
at t = 45 fs. At that point, the nitrogen atom is reflected back,
and the mean value of α begins to decrease again. Afterward,
atom N4 settles into an oscillatory umbrella motion
characterized by a period of around 90 fs. What is more,
inspection of Figure 7a reveals another, slower component of
the oscillations along the angle α, with a period of roughly 500
fs. This low-frequency component arises from the wagging of
the methyl group with atom N4 acting as the pivot.
During the first few hundreds of femtoseconds following the

initial photoexcitation, oscillations along the angle α in the
individual trajectories exhibit a high degree of phase coherence,
which manifests itself in the form of periodic oscillations in the
mean and the median values of α from among the ensemble of
simulated trajectories. Gradually, however, the phase coher-
ence is lost, until by around t = 1000 fs the oscillations along α
appear to have dephased completely. From then on, the mean
and the median values of α undergo only minor fluctuations
around 180°.
Simultaneously with the planarization and umbrella

inversion of atom N4 during the initial 45 fs long time period
following photoexcitation, the six-membered ring undergoes a
deformation from a chairlike geometry (4C1) to an envelope-

like geometry (E1). The departure from a chairlike geometry is
reflected by a rapid increase of mean and median values of
parameter Δ. At roughly t = 45 fs, the mean and median values
of Δ reach their respective maxima and then decrease again as
the molecule begins to vibrate between chairlike and envelope-
like geometries.
At later times, especially from around t = 500 fs, some from

among the simulated trajectories seemingly escape the
potential energy well around the chair minimum on the S1
(3s) state and adopt twisted boat-like geometries similar to the
other minimum on the S1 (3s) state, or other, deformed, ring
geometries. The affected trajectories adopt high values of
parameter Δ (over 60°), which is clearly seen in Figure 7b.
The propensity of simulated trajectories to deviate from
chairlike geometries may be in part due to an artificial leakage
of zero-point energy from high-frequency vibrational modes,
such as bond stretching and bending, to the low-frequency
torsional modes that are associated with change of ring
conformation. Though, as mentioned in section 2.2, we have
attempted to mitigate this effect by freezing all C−H stretching
modes when generating the Wigner distribution, it is possible
that doing so did not completely eliminate the problem.
The escape of simulated trajectories from the potential

energy well around the chair minimum on the S1 (3s) state
manifests itself as a gradual increase with time in the mean
value of the parameter Δ. The median value of Δ is less
susceptible to this possibly artificial phenomenon (as a rule,

Figure 7. Time evolution of the angle α and the parameter Δ during the simulated relaxation dynamics of NMM.
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the median is less sensitive to outliers than the mean). Hence,
in subsequent analysis, we will mainly focus on the median.
Oscillations in the mean and median value of Δ continue for

the remainder of the simulated dynamics. Notably, a slow
component of the oscillations, with a period of roughly 500 fs,
appears to maintain phase coherence for the entire simulation
time. This is especially apparent in the median value of Δ.
Accompanying this narrative, as part of the Supporting

Information we provide animations of three representative
simulated trajectories. Each animation shows the time
evolution of the molecular geometry and the position of the
system in the space spanned by the ring puckering coordinates
of Hill and Reilly.52

During the simulation period of 1.6 ps, there were no
instances of simulated trajectories approaching an S1 (3s)/S0
crossing seam, which could potentially mediate internal
conversion into the electronic ground state. The energy gap
between the S1 (3s) and S0 states remained above 2.5 eV at all
times and along all trajectories. This is consistent with the fact

that NMM photoexcited at 226 nm persists in the S1 (3s) state
for at least several picoseconds.24

3.2.2. Time-Resolved Photoelectron Spectrum. We are
now prepared to discuss the simulated TRPES spectrum of
NMM, which is plotted in Figure 8a. For comparison, the
experimentally observed spectrum of NMM reported in ref 24
is presented in Figure 8c. The observed spectrum takes the
form of a single band that spans an energy range of roughly
2.80−3.05 eV. Outside of that range, the photoelectron
intensity is nonzero, but negligible.
The simulated spectrum likewise consists of a single band,

but it is shifted relative to the observed band by a few tenths of
an electronvolt in the direction of lower electron binding
energies. Its maximum (indicated with white circles in Figure
8a) remains in the binding energy range 2.20−2.40 eV. NB in
what follows, the term “intensity maximum” will always refer to
the position of the photoelectron intensity maximum along the
binding energy axis.
On the basis of the benchmark calculations reported in the

Supporting Information, we attribute the downward shift of the

Figure 8. (a) Simulated TRPES spectrum of NMM following photoexcitation into the S1 (3s) state. Photoelectron intensity, in arbitrary units, is
indicated with the use of color. The white circles indicate the signal maximum. The panel on the right-hand side shows the magnitude of the
discrete Fourier transform of the signal maximum. (b) Oscillatory component of simulated TRPES spectrum. (c) Experimentally observed TRPES
spectrum of NMM. Adapted with permission from ref 24. Photoelectron intensity, in arbitrary units, is indicated with the use of color. Note that the
binding energy axis covers a different range than in (a) and (b).
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band in the simulated spectrum to a systematic error of the
ADC(2) method for diffuse excited states, which leads to an
underestimation of the electron binding energy associated with
the S1(3s) → D0 ionization process. The possibility can be
ruled out that this shift results from a more serious problem,
such as, for example, the calculations converging on a wrong
electronic state.
Already on visual inspection, it becomes apparent that the

simulated TRPES signal exhibits a periodic, oscillatory
component with a period of roughly 500 fs, which modulates
the intensity maximum. Superimposed on this “slow”, low-
frequency oscillation is one or more higher-frequency
oscillations with periods of the order of 100 fs.
The periodic, oscillatory nature of the changes in the

intensity maximum becomes especially evident if we subtract
from the simulated spectrum its time-averaged value. More
formally, the oscillatory component of the spectrum was
defined as the difference between the spectrum and the average
value of the spectrum over the time interval from 0 to 1500 fs:

∫
Γ

= Γ − Γ ′ ′
E t

E t E t t

oscillatory component of ( , )

( , )
1

1500 fs
( , ) d

b

b
0

1500fs

b (12)

The resulting plot of the oscillatory component of the
TRPES spectrum is presented in Figure 8b. The low-frequency
oscillations of the intensity maximum manifest themselves
clearly in the positive and negative regions of the oscillatory
component.
In order to unambiguously determine the frequencies of the

oscillations in the TRPES spectrum, the intensity maximum in
the time interval from 0 to 1500 fs was subjected to the
discrete Fourier transform (DFT). As seen from the plot of the
DFT in the panel on the right-hand side of Figure 8a, the
intensity maximum exhibits a “slow” component at 2.0 ± 0.3
THz (i.e., a period of 500 ± 75 fs). (The uncertainty in the
stated frequency value originates from the finite frequency
resolution of the DFT.) This “slow” component may be
identified with the oscillation with a period of 650 fs seen in
the experimentally observed TRPES spectrum.24 We have no

definite explanation for the fact that the simulations predict a
somewhat shorter oscillation period than is seen in experiment.
In any case, the difference between the simulated and observed
oscillation period is small in relative terms.
Also visible are some “fast” components in the range from 8

to 14 THz (with periods in the range from 70 to 125 fs). No
oscillations in this frequency range are seen in the observed
TRPES spectrum, possibly because the experimental time
resolution was not sufficient.24

Finally, we return to the issue of the mechanistic origin of
the “slow” component of the oscillations in the simulated
spectrum. As already noted in section 3.1.5, static calculations
indicate that these oscillations are more likely to result from
nuclear motions along the deformation modes of the six-
membered ring than along the umbrella mode of the nitrogen
atom. In order to verify whether the dynamical calculations
support this view, we examined the relationship between the
intensity maximum on one hand and the median values of the
structural parameters α and Δ on the other. To this end,
Figure 9 presents scatter diagrams between these pairs of
variables.
As can be seen from Figure 9a, there is no evidence for a

statistically significant relationship, linear or otherwise,
between the intensity maximum and the median value of α.
This observation is reflected by the value of the sample
Pearson correlation coefficient between the signal maximum
and the median value of α, which takes a near-zero value of
−0.121, indicating weak negative correlation.
However, inspection of Figure 9b suggests a linear

relationship between the intensity maximum and the median
value of Δ. Indeed, the sample Pearson correlation coefficient
for this pair of variables takes a value of 0.762, which points to
a moderately strong positive correlation (high values of the
intensity maximum go with high values of Δ, and vice versa).
The above observations provide further support for our
contention that the fine oscillatory structure of the signal of the
3s state is caused by a coherent wavepacket evolving along the
ring modes.
In this regard, our findings stand in contrast to those of

Zhang et al.,24 who attributed the fine oscillatory structure of

Figure 9. Scatter diagrams between (a) intensity maximum and the median value of α and (b) intensity maximum and the median value of Δ. The
data points were sampled at intervals of 10 fs over the time period 0−1500 fs. r denotes the value of the sample Pearson correlation coefficient for a
given pair of variables.
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that signal to a coherent vibrational motion along the nitrogen
umbrella inversion coordinate. The main argument for this
assignment came from electronic structure calculations at the
ΔSCF level, according to which the electron binding energy
should be highly sensitive to the umbrella inversion angle.24

However, this latter result is not supported by the wave-
function-based calculations performed in the course of the
present study. Presumably, the strong sensitivity of the electron
binding energy to the umbrella inversion angle predicted by
ΔSCF is an artifact of that method. It must be remembered
that this latter method is only a heuristic scheme for the
calculation of excited states and is not necessarily able to
resolve fine details of their potential energy surfaces.

4. CONCLUSIONS
The present study represents a pilot application of dynamical
simulations based on the ADC(2) method in the interpretation
of the TRPES spectra of aliphatic amines. Taking, as a test
case, the compound NMM, the relaxation dynamics was
simulated with the use of the BOMD method. The simulated
trajectories subsequently formed the basis for the calculation of
the TRPES spectrum.
Rewardingly, the simulated spectrum achieves satisfactorily

good agreement with experiment, save for a systematic error
that causes the photoelectron signal to be shifted toward lower
binding energies. The signal of the S1 (3s) state exhibits
oscillations along the binding energy axis with a period of 500
± 75 fs, which can be identified with the oscillations with a
period of 650 fs that are seen in the experimentally observed
spectrum. Through an analysis of the motions of the nuclei, as
well as the gradient difference vector between the initial and
final states in the photoionization process, it is determined that
the oscillations arise from a coherent wavepacket evolving
along the deformation modes of the six-membered ring. The
fact that the oscillations emerge in the simulated spectrum
indicates that the ADC(2) method provides a realistic
description of the relevant excited- and ionized-state potential
energy surfaces.
The success of ADC(2) at simulating the relaxation

dynamics and resulting TRPES spectrum of NMM cements
its position as the electronic structure method of choice for the
modeling of large organic systems that are difficult to treat with
higher-level techniques.58−70 Nevertheless, care must be taken
to account for the relatively poor quantitative accuracy of
ADC(2) for excitation energies and ionization potentials. For
the purposes of the present study, this issue is less of a concern,
because the TRPES spectrum of NMM excited initially at 226
nm consists of only a single signal, and there is no ambiguity
over which photoionization process is responsible. What is
more, in the case of photoionization from a Rydberg-type state,
the error in the calculated electron binding energy is partially
kept in check by a fortuitous error cancellation between the
vertical excitation potential and the vertical excitation energy.
This issue is discussed at more length in the Supporting
Information. In the general case, however, the correspondence
between observed and simulated signals may be less obvious,
and the predictive power of ADC(2) will hinge on the
availability of high-level theoretical benchmarks.
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Chapter 3

Outlook

In this thesis, an MQC scheme implemented with ADC(2) provides now a new
platform for treating excited-states for large organic molecules. The accuracy
of ADC(2) is assessed by comparison with the results of EOM-CCSD-based
calculations for binding energies of electrons from Rydberg orbitals. This in-
vestigation focuses on the evaluation of the performance of several different
issues that are particularly important for the modeling of photo-processes using
ADC(2). These aspects include (1). the accuracy of calculated experimental
observables (2). the description of key reaction mode and (3). the description
of Rydberg’s electronic excited states.

This study will have an impact in the future exploration of using ADC(2) as
an accurate descriptor for nuclear dynamics in the Rydberg-electronic states of
large molecules.

The MQC scheme has also been implemented and then applied to the study of
the excited-state dynamics of photochromic systems. The method is based on
the fewest-switches trajectory surface hopping method and uses TDDFT as an
underlying electronic structure method. This developed TDDFT-MQC scheme
is tested by studying the photo-dynamical isomerization process of SNP. The
TDDFT-MQC method agrees in the predicted reaction mechanism as well as
concerning the predicted excited-state lifetimes.

This work will provide better insights when it will be applied to condensed
phase problems involving molecular crystal photo-chemistry. A hybrid QM/MM
approach where the photo excited molecule could be now treated within MQC
and the rest of the crystal environment is added via MM methodology.

It remains the hope that improvements in the development of xc-functionals
and kernels become available for a more accurate modeling of electronic states
of large polyatomic systems. This requires that nuclear gradients from the
improved xc-functionals can be obtained “on-the-fly”. The MQC method is
independent of the approximation used for the xc-functional and can directly
profit from any improvement of the xc-functionals that leads to more accurate
TDDFT potential energy surfaces.
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