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Abstract

Low-energy electron diffraction (LEED) is capable of determining the surface structure of matter with
few- to monolayer sensitivity and atomic spatial resolution. This surface-sensitive technique, with
appropriate introduction of femtosecond pump-probe protocols, is capable of imaging a surface
chemical reaction accompanying atomic and molecular structural changes at the surface on an ultrafast
timescale. In this thesis, a transmission-mode time-resolved LEED is demonstrated for the expressed
purpose by exploiting the state-of-the-art streak camera technology with the aim of the realization of
subpicosecond temporal resolution for a high density low-energy electron bunch (>10* number of
electrons per bunch). For a low density low-energy electron bunch (<10* number of electrons per
bunch), active control of the bunch duration is demonstrated by an optical fiber-based low-energy
electron gun, important to determine the observable time-window of dynamics in streaking
experiments. In addition, an on-chip double-gated nanotip field emitter is developed for the purpose of
making an ultrabright electron source that can generate a highly coherent and collimated electron
beam with large beam current. The time-resolved measurement data are analyzed separately for a
direct and diffracted beam in order to separate artificial kinetics caused by the transient electric field

effect from the structural change-driven one of prime interest.



Zusammenfassung

Niederenergetische Elektronenbeugung (,Low Energy Electron Diffraction, LEED) ist in der Lage,
die Oberflachenstruktur von Materie mit bis zu einschichtiger Empfindlichkeit und atomarer
rdumlicher Aufldsung zu bestimmen. Mit dieser oberflichensensitiven Technik kann bei
entsprechender Einfiihrung von Femtosekunden-Pump-Probe-Protokollen eine chemische Reaktion
der Oberfliche, die atomare und molekulare Strukturdnderungen an der Oberfldche begleitet, in einem
ultraschnellen ZeitmafBstab abgebildet werden. In dieser Arbeit wird eine zeitaufgeloste LEED Technik
fiir den angegebenen Zweck demonstriert, indem die neueste ,streak camera® Technologie mit dem
Ziel genutzt wird, eine zeitliche Auflosung von weniger als einer Pikosekunde fiir ein
Elektronenbiindel mit niedriger Energiedichte zu realisieren (Elektronenanzahl > 10* pro Puls). Fiir
einen energiearmen Elektronenpuls mit niedriger Dichte (<10 Elektronen pro Puls) wird die aktive
Steuerung der Pulsdauer durch eine auf Lichtwellenleitern basierende, niederenergetische
Elektronenquelle demonstriert. Eine solche Steuerung ist die fiir die Bestimmung des beobachtbaren
Zeitfensters der Dynamik in ,streak camera® Experimenten von Bedeutung. Dariiber hinaus wurde ein
On-Chip Nanospitzen Feldemitter mit zwei integrierten Elektroden entwickelt, um eine ultrahelle
Elektronenquelle herzustellen, die einen hochkohdrenten und gebiindelten Elektronenstrahl mit
groBBem Strahlstrom erzeugen kann. Die zeitaufgeldsten Messdaten werden getrennt fiir einen direkten
als auch einen gebeugten Strahl analysiert. Somit kdnnen Artefakte, die durch kurzlebige elektrische
Felder verursacht werden, von den eigentlich interessanten strukturverdnderungsgetriebenen

Phinomenen getrennt werden.
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1. Introduction

A surface and an interface define a boundary betwesondensed phadee(solid and liquid) and its
surrounding environmentl]. At the molecular level, atoms at the two-dimensil space possess
fewer nearest neighbors than those in the threestbional bulk phase. Whenever chemical and
physical interactions occur at this boundary, ttrecsurally broken symmetry induces drastically
different interaction mechanisms from those intihtk. This exotic aspect of surface science s
only attracted the curiosity of scientists from the damental point of viewbut also accelerated
interest from industries paying attention to thentendous economic impact made by the relevant
technologies. The fact thapproximately 35% of the world's GDP (Gross Dongeftroduct) is
directly and indirectly contributed by catalys,[a representative example of surface chemistry,

indeed reflects the importance of its role in caihydlives.

To understand surface interaction mechanisms,s iindispensable to investigate the
microscopic structure of a given surface at thenatdevel. Historically, this demand has resulted i
the development of in-situ surface-sensitive messent techniques, including GISAXS (Grazing-
Incidence Small-Angle X-ray Scattering), AFM (AtamiForce Microscopy), STM (Scanning
Tunneling Microscopy), LEED (Low-Energy Electronfibaction), and etc. These currently available
techniques provide few- to monolayer sensitivityd axcellent spatial resolution, enabling one to
grasp a static picture of surface atomic structuresm the Chemist’'s point of view, however, the
world is dynamic. Chemistry is essentially a “ra@gainst time” §], meaning that those static
measurement tools are not suitable for capturinfase atomic motions in real time - the very

essence of Chemistry.

The required temporal resolution to observe serfabemical reactions depends on the
reaction mechanisms. Nonetheless, an approxinmagedcale can be estimated by taking an example
of bond breaking: for a thermally fluctuating maléar system with the speed of sound*(frisec)
and a bond length of 1 A (= 1bm), the relevant time scale of the bond breakingri the order of
100 fs (= 10° sec). This femtosecond time window has been arfijeaable with the development of
ultrashort laser technology that opened the fidldascalled femtochemistry]. In this regard, one
can conceive a picture of combining the ultrashkasér technology with one of the above mentioned
surface-sensitive techniques for the realizatiomaking a surface molecular movie with the relevant

spatial and temporal resolution.

To attain this objective, LEED is selected in tthesis work as the low-energy electrons

possess unique properties suited for the timeweddtudy of surface reactions. First of all, thers



inelastic-mean-free-path of this structural prolbews few to sub-monolayer sensitivity. Second, the
extremely high elastic scattering cross-sectionowf-energy electrons makes this probe the most
sensitive possible one for studying surface reactiad interfacial dynamics. Third, low-energy

electron beams have a de-Broglie wavelength in rdregge of the angstrom to sub-angstrom,
depending on their kinetic energy, providing suéfit atomic spatial resolution. Fourth, compared to
atom-by-atom scanning techniques such as STM amd, AEED is more suitable in capturing long-

range molecular motions relevant to chemistry. hFitompared to X-ray techniques, table top

construction of the apparatus is possible, saving,tand cost.

Challenges also exist. The charged nature of relestleads to Coulombic repulsion in an
electron bunch such that, especially for a low-gnezlectron bunch with a high charge density,
leading to rapid temporal broadening, making sidfidy short electron bunch lengths and the
resultant high temporal resolution difficult to behieved. Although there are several demonstrated
methods €.g., rebunching §] by exploiting the linear chirpé]) to solve this space charge issue in
high-energy electron diffraction, implementing tekame technologies into a LEED apparatus is
challenging due to other constrains that will bescadided in the following Chapters. The other
challenge lies in the electron source brightness.tiee bunch length goes shorter, the number of
electrons in the bunch goes smaller, deterioréBN& (signal-to-noise-ratio) and spatial resolutén
arecorded image. For a given electron densitybanch, the way to obtain a higher brightness is t
increase the transverse spatial coherence of @, bdemanding the development of a new class of

electron sources. In this thesis, efforts to overedhese challenges are described.

The framework of this thesis consists of two mparts, namely the ultrabright electron
source development (Chapter 2 and 3) and the @®eived LEED setup development (Chapter 4, 5,
6, and 7). In Chapter 2, some essential propesfidee-electron bunchs are introduced, which will
help in understanding the contents of the follow@itapters. In Chapter 3, the development of two
types of novel electron sources and the charaateiz results are presented. Before moving to the
LEED setup development, a brief introduction aljmaiperties of low-energy electrons is provided in
Chapter 4. Subsequently, a detailed explanationtathe anatomy of the time-resolved LEED setup
and basic setup characterization results are giv€@mnapter 5. In Chapter 6, a potential artifates
to thermionic and photoemission from the sampke {ransient electric field effect) that may lead to
wrong interpretation of time-resolved diffractioratd is deeply discussed. In Chapter 7, a new
methodology to realize a single-shot LEEL.(streaking) and preliminary results are presentée.
thesis is completed with a short outlook and sdvieeas worthwhile to be tried in the future in
Chapter 8.

Seeing is believing. If one can watch reactionaiyits at the atomic level, chemistry and



physics governing the reaction mechanism can beerstabd. Once one can understand the
underlying principle, there is a chance to contralith new levels of precision - one of the Ubeats

of science.



2. Properties of Free-Electron Bunchs

2.1. Electron beam parameters

In Chapter 1, the required temporal resolutiontfe imaging of chemical reactions was discussed.
The canonical time window for watching the mole&ultomic motions such as bending, stretching,
and rotation, or formation and breaking of bondestimated approximately 100 fs. It is however
possible for faster reactions to be present evercdmplex biological systems][ Through the
advance of methods including electron bunch conspwas[g], temporal filtering 9] or use of
relativistic electron bunched(d] to mitigate space charge induced temporal bunchdening, sub-
100 fs time resolved UED experiments employing ligtharged electron bunches are now within
reach. With the additional constraint of singldew- electron pulses emitted from optically trigger
field emission sources, it is even possible to me#te attosecond time domainifi2]. This
remarkable progress means that the camera shpéted $or recording molecular movies is now truly
fast enough to capture atomic motions of the tamelecules. However, as in most of scientific
problems, while the ultrashort electron bunch sele temporal resolution issue on one hand,dt als
gives rise to another very fundamental issue orother hand. For a given molecular system, thé tota
number of electrons required to record a singleteda diffraction image with sufficient signal-to-
noise ratio (SNR) and image contrast is determimethe system itself and the spatial property (i.e.
transverse coherence) of the electron béatmot by its temporal property. As the electron bunch
length becomes shorter and shorter, the numbeideofrens that constitutes the bunch becomes
smaller and smaller, and as a result, the requiteaber of pump shots initiating chemical reactions
becomes larger and larger. If the characteristicth® system of interest is completely reversible,
which means the system can be reversed back tgrthend state from an excited state during
unlimited times of pumping cycles, the large regdinumber of pump shots would not be a problem;
unfortunately, scientists’ curiosity does not staythis sort of simple reversible systems but &so
heading toward more complex chemical systems thanat survive during such a multiple times of
pumping cycles. The solution lies in the electroarse. If the source can generate an electron beam
bright enough to light up the atomic structure igien ultrafast time frame in an ideally singleth
manner, the problem is solved at least in termghef pump-probe imaging scheme (the raster
scanning of the sample to exchange the exposedsaenanother technical challenge thouts)[
Conventional photocathodes used in time-resolvedtr@n diffraction does not meet the demand of
the high brightness beam, and therefore, developwfean ultrabright cathode is an indispensable
step not only to improve the spatial and tempagablution of the time-resolved electron diffraction

but also to expand the applicability of this teciud to a chemical species, which have important
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fundamental questions that have not been possibdeldress due to its structural complexity. Then,
the remaining task is to know what physical factfsct the beam brightness and make a strategy to
develop the ultrabright cathode by exploiting tim$ormation, which will be explained in the

following subsections of this chapter.

2.1.1. Beam brightness

BrightnessB of a particle beam is defined by the beam curdensity J per unit solid angleQ as
[14],

_J
B= (2.1)

From equation (2.1) it can be intuitively conceithdt the number of electrons is not only the nnatte
but also how the beam is propagating in space important factor in determining the brightness. A
more useful formula to investigate the beam brighsnis to write equation (2.1) in terms of the

emittance 15]:

B= (2.2)

J_
Q ree

x“y
Here,l is the beam current, agg ande are the root mean square (rms) transverse norrdalize
emittance in the x- and y-directions, respectielgre, the z-axis is defined by the beam propagatio
direction). Assuming a symmetric beam wheye £ , the brightness is inversely proportional to the
square of the transverse normalized emittanceyinglthat beam brightness increases rapidly with
decreasinge, or £, . B is the fundamental quantity determining the quadt the beam, and in

general, it is limited by space charge and enepggaxl of the cathode, which will be discussed in
Chapter 2.2.

2.1.2. Transverse emittance

Emittance is the property of a particle beam thdicates the spatial quality of the beats][ It is
defined as the volume occupied by the particled-ghimensional phase spacg, @, v, py, z p. ), the
latter fully describing the state of the particlesemble. Herep,, p,, andp, are defined by the particle
momentum in X-, y-, and z-direction. By solving tHamiltonian equation, the path of individual
particles as a function of time in the phase sjmdetermined, and the particle path does notsatdr

each other according to Liouville’s theorem¥][unless any external or focusing forces are adplie

5



This statement implies that the density of particle the phase space is constant, leading to an
invariant phase space volume, no matter how thiicfgadistribution evolves as the beam propagates,

except the case that nonlinear forces such ast@sations or space charge are involved.

Under the assumption of no coupling between thegitadinal ¢ p,) and transverse
componentsX py, Y, py), it is useful to separate the transverse anditotigal planes. Here, we
define the longitudinal axis as the beam propagaticection. Analogous to the 6-dimensional case,
the area in the 2-dimensional transverse phasesspaalso a conserved quantity, even though the
particle distribution changes as the beam propagdike transverse emittance is defined by the

conserved phase space area as illustrated in R2glre

ellipse area:
emittance

invariable

{Figure 2.1. lllustration of transverse emittanogbsition-momentum space}

The transverse rms normalized emittar&eis expressed by the following equatias]|

1
£, =——,/<0’><0l >-<00, >* (2.3)

X rT]OC

where, m,, C, g,, and o, are the electron mass, speed of light, transvenseelectron beam size,

and transverse rms momentum spread, respectivelg, ithe “normalized” means that the emittance
is scaled according to the beam energy to congbevenvariant property of the beam emittance. The
angle brackets<...> indicate an ensemble average of electrons in tnecH) which can be

mathematically expressed as tfiédder moments of a distribution Kfnumber of electrons

At a beam waist, it is assumed that no linearetation between the position and momentum

of electrons is present, yieldingo,o, > = 0 in equation (2.3). The emittance formula ienth
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simplified as follows:

& =——0.0 (2.4)

The &, of an electron beam is also a function of electtemperature, T . For the
nonrelativistic case, thQTp is described bym, <vf> where <Vx2 > indicates the mean squared

transverse velocity assumed to follow a MaxwelliBolann velocity distribution:

2
MhVx

J‘er 2kgT
2\ _ 0
<VX>_ w M2

J‘ e 2kgT dVX
0

kT
m,

(2.5)

where, kB refers to the Boltzmann constant. Thelnp can be expressed by a function f,

consequently giving rise to the following relatibipsbetweens, and T :

(2.6)

Due to the conservation of transverse normalizedt@amee, the brightness is determined by the
electron source. Thus, the transverse normalizedagrce in a beamline is determined exclusively by

the electron source, provided that only linear phasace transformations take place.

Which quantities determine the transverse emiétaicthe source? As shown in equations

(2.6) and (2.7, a smaller electron emission areg and lower temperaturd of the generated

electrons, results in a smalley,. These two parametersy, and T , are dictated by the geometry of

the electron source and emission mechanism, régplgcais will be discussed in Chapter 2.2.
2.1.3. Transverse coherence

The rms transverse spatial coherence lengthis related to the rms transverse normalized enuéta

£, and the transverse rms beam sizgthrough the following formulaif9]:



__h o

= —= (2.7)
mC &,

C

Combining equation (2.4) and (2.7) yields an inerproportional relationship betweesi.and o, :
g, =— (2.8)

Here, 7 is the reduced plank constant, defined lb277. The uncorrelated angular beam spread,

O, Is defined as the ratio between, and p,, where p, is the longitudinal component of the

electron beam momentum.
— pX
O,=—= (2.9)

Combining equation (2.9) and equation (2.8) gersrtte following equation:

g =" (2.10)

c
0-9 pz

Equation (2.10) indicates that, for a given elettb®am energy, the smaller,, the largero, .

The idea of the transverse spatial coherenceHeisgtonceived by the transverse distance
over which propagating wave maintains the sameetdference among each wavelet at any given
instant. The degree of the phase difference shbalctonserved as the beam propagates, unless
external energy is applied to change the phaseaoh evavelet. Therefore, along a beamline,
coherence is larger in regions where the beamisizege, and vice versa. This extensive propeirty o
the transverse coherence length can be understmodiie wave optics point of view as illustrated in

Figure 2.2.

In contrasto,, , the global coherenGeis a conserved quantity regardless of the electron
beam size and defined by the ratio @f daqQ 20, p1]. G is a useful quantity that enables one to

calculate o, for any given beam size. In coherentradifive imaging (CDI) applications for

example, which also requires highly coherent etectr X-ray beams, G is required to be more than
50 %. p2]



X-axis, transverse

<« transverse coherence length il '\ !
!
_/

+—— fransverse beam size

z-axis, longitudinal

{Figure 2.2. lllustration of transverse cohereneadth. As the wave consisting of many wavelets
propagate in the longitudinal direction from thenp@ource, the transverse distance from one end to
the other end of the wave (indicated by the blactvé) at a particular longitudinal location, incsea
because of the diverging property of the beam. Gmitantly, the distance maintaining the same
degree of phase difference among each waveleams\yerse direction (indicated by the green arrow)

increases, as the wave propagates.}

2.2. Electron emission mechanisms

2.2.1. Field emission

Unlike thermionic emission or photoemission proessshich require emitted electrons to have
energy greater than the work function of the cathmaterial, field emission allow for electron energ

that is lower than the potential barrier at thewan/metal interface. Field emission is governed by
the quantum mechanical tunneling effect, and theneéling probability becomes larger with

increasing applied electric field strength by redgcthe tunneling depth. This unique electron
emission mechanism allows for the field emittedceetns to have attractive physical properties,
compared to those generated from other emissiomanéms. In field emission, conduction band

electrons tunnel through the vacuum/metal interfaaiential barrier, and consequently the electron

9



temperature is significantly lower as comparedhermionic or photoemission, both of which are
characterized by the “over-the-barrier” conceptclassical mechanics. The Maxwell-Boltzmann

distribution describing the particle distributionopability as a function of electron kinetic energy

indicates that a distribution with lower mean tenapare has a narrower kinetic energy spreéte

[23. In this regards, the field emitted electrons éhavsmallerAE, compared to that of thermionic

electrons or photoelectrons. As pointed out in 8qog2.6), the transverse emittance of an electron
beam is proportional to the square root of thetedectemperature, indicating that the relativelydco

electron beam resulting from field emission hasreler transverse emittance as compared with
beams generated by the other two emission mechsnismddition, owing to the required high field

strength (>1 GV/m) to onset the field emission, fleédd emission cathode has the physical size
typically less than 1 micrometer whereas thermiazathode and photocathode have much larger
source size. This small source size of the filedttemprovides a small emission spot area that can

generate an electron beam with the small trans\eyam size, leading to small transverse emittance.

Table 2.1 [24]. shows a comparison of electronssion parameters for different commonly

used electron sources.

Parameters of Electron SourceThermionic Thermionic Schottl_<y Field CoId_F|eId
Emitter Emitter
Cathode Material w LaB ZrO/W (100) W (310)
Operating Temperature (K) 2800 1900 1800 300
Normalized Brightness,
(A cmi®- s k) 1X1d 1X10 1X 10 2X10
Cathode Radius (nm) 60,000 10,000 <1,000 <100
Effective Source Radius (nm) 15,000 5,000 15* 2.5*
Energy Spread (eV) 0.59 0.40 0.31 0.26
Total Current (A) 200 80 200 5
Operating Vacuum Conditions <1 X 10° <1 X 10° <1 X 10° <1 X 10%
(mbar)
Typical Cathode Life (h) 100 >1000 >5000 >2000
Cathode Regeneration Not required  Not required riiqaired Evirgu?s"to 8

{Table 2.1. Typical Electron Source Performance @arison}
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2.2.2. Fowler-Nordheim (FN) description of field emissiorand experimental data fitting

The quantitative description of the field emissimmocess is given by the Fowler-Nordheim (FN)
theory [24]. It is based on the following main asgtions [25]:

® The cathode metal has a free-electron band steuatbeying the Sommerfeld free

electron model with Fermi-Direct statics.
(i) The cathode metal has a uniform work functiggnindependent of the external field.

(iii) The calculation is considered only for a one-dinn@ms problem and performed for

metal surface at T = 0 K.

(iv) Outside the metal, the potential barrier is regarde entirely due to the image force (=
e?/16meyx), where,e, €,, andx denote elementary charge, vacuum dielectric cohsta

and the distance from the metal surface to thewacside.

Under these assumptions, the potential barrigiven by:
U (X) = ¢—eFx—¢€° / 167z X (2.11)

whereF is the applied electric field. The second termtloa right hand side of the above equation
indicates the Schottky lowering effect that berus vacuum/metal interface potential with applied
external field, and the third term is the imageeptial term makes a rounding effect of the lowered
potential owing to its hyperbolic curved naturecén be shown from the FN theory that the field

emission current is given bgg, 26, 27]

| = Aag'F?exp(-bg®? IF) (2.12)

where, a (= 1.541 434 x 107%4eVV~2) and b (= 6.830 890 eV ~3/2Vnm~1) are the so-called
first and second FN constants, and A denotes thgsem area. The above equation can be rewritten
as follows, reflecting the relationship between tahode biasing voltage/X and the applied
potential £), F = BV, wherep is the field factor:

_ ~1 2 2 _bﬁlz
| = (Rag™ B2V exp(TG\}) (2.13)

This relation provides a clear description of thstidct -V characteristic of field emission over
11



. o o . 1 . : .
thermionic emission or photoemission. P|Ott|h§(\7) versusln(v) results in a straight line on a

double logarithmic graph, which indicates that ekpentally measured-V data should follow a
linear behavior if it is due to field emission. pnactice, the experiment&lV data measured with a

field emitter-to-gate bias voltagé., is fitted to the following approximation:

— Vge 2 BFN
= Ay (G expe ) (2.14)

ge

where A, andB, are fitting parameters. These can be related tdi¢le emission areé and the

electric field at the tip apex,, = pVas follows pg]:

AD A, (2.15)
Fox =@ ?Bey 1V, (2.16)

Measured-V data is be fitted to equation (2.14), allowing theraction of B, . Then, Fapx can be

obtained from equation (2.16), and the field enkarent factorf can calculated. Overall, the fitting

parametersA., andB. provide qualitative and quantitative comparison agifield emitter devices.

| wlo external E field | (with external E field |
E E E
' r'y r'y
Evac " _‘\ e e ——— .
*y~ image potential | Schottky lowering
¢ . —e?fl6mex P, SR
./ Perr| | \
E; - E; | X, E, v |
1 [ potential by s < ! \ electrons
applied »
electric field —eFx
U(x) = ¢ — eFx?
[ —e/lbmeyx
» X > X > X
-— — - - —
metal vacuum metal vacuum metal vacuum

{Figure 2.3. Schematic illustration of field emissibased on the Fowler-Nordheim (FN) thedqy,
Evacs Pesrr ¢, €, andF denote Fermi energy of the emitter, vacuum paaénéffective work

function, work function, vacuum dielectric constaartd applied field strength, respectively.}
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2.2.3. Photoemission

Unlike the field emission mechanism, photoelecternission requires electrons with energy high

enough to escape the potential energy barrietlustrated in Figure 2.4. Before the photoexcitatio

happens, no electrons can be liberated from a roatabde because their energy is lower tiggn.

Once photons with photon enerdyw, where w denotes the light frequency, impinge on the metal,

the energy distribution of conduction electronsngjes such that conduction electrons gaining excess

energy aboveg,, can escape from the metal surface.

The photoemission process from a metal cathodessribed by the well-known Three-Step Model
proposed by W.E. Spicer [29]. According to this mipghhotoemission is composed of three distinct
processes: 1) photon absorption by the free eledtrside the cathode bulk, 2) electron transport to
the cathode surface, and 3) escape through theebf8]. The detailed theoretical description for
this model is beyond the scope of this thesis fabas here being a discussion of factors relevant t

the quality of the photoemitted electron.

Given the fact that electrons must travel throtighcathode surface according to the Three-

Step model, the longitudinal momenturp, of the electrons needs to satisfy the following

relationship:

p2
Bt (2.17)

p, is related to the total momentum,, , the intern@rey of the electrons (before excitatiok)

and g, , through equation (2.18).

pz = ptot COSJH = \ Zne E"'h&)) COWH (218)

Combining equations (2.17) and (2.18) yields

[E_+
coso, = EF+—;‘* (2.19)
w

Equation (2.19) clearly indicates that, for a giv@p , g, is inversely proportional to the photon

energy iiw , and therefore to the emittance as well.
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{Figure 2.4. Energy distribution (D) of electronsiside a metal cathode before and after

photoexcitation. FD denotes Fermi-Dirac distribnti@urve. The shaded area indicates the

photoelectrons emitted with finit&AE, .}

~metal vacuum

Ptotal
Pz

{Figure 2.5. Definition of agand. p,}

The quantum efficiency of a cathode material igndef as the number of electrons that are

generated for a given number of impinging photdementum phase space shown in Figure 2.6
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provides a graphical aid to understanding of thiatim between photon energy and quantum
efficiency. The blue circle defines the momentuntofduction electrons of a metal cathode before
photoexcitation, and horizontal dotted line indésathe longitudinal momentum cut. The red circle
indicates the momentum of the electrons after ggieixcess energy after photoexcitation. Because of
the large value ofw, the radius of the red circle for the higher plmoemergy case is larger. The
shaded gray area defined by the momentum cut amdeith circle indicates the number of the

electrons that can escape from the cathode. Thehtle central angle subtended by the arc of the

red circle and momentum cut represents ¢ghe From this Figure, it is clearly visible that bdtie

quantum efficiency and emittance increases as phowith higher photon energy impinge on the

cathode.

wq < W
Dz Pz

_______ o2 momentum cut .

ﬂO’g

.

» px,y px.y
J 2mo(Ep + hw,)

ﬂzmu(EF + Pesr)

{Figure 2.6. Two-dimensional momentum phase spacénsfo different photon energy case.]

2.3. Electron bunch length in time

In typical time-resolved ultrafast electron difftan (UED) experiments, electrons are generated by
irradiating a photocathode with ultrashort (in trder of few tens to hundreds of femtoseconds) lase
pulses. The generated electrons are acceleratedddie anode, and then traverse a drift spack unti
they reach the diffraction sample, as describeBigire 2.7. The temporal electron bunch length of
interest in UED experiments is the one at the sanptdne in that it is a limiting factor for the

temporal resolution in the pump-probe type UED expent.

The initial electron bunch length near the cathisdmmparable to that of the laser triggering

pulse length itself. As discussed in section 2.th8, photoemitted electrons have a finite kinetic

15



energy distributionAE . In contrast to photons propagating the free spdte the speed of light,

electrons travels the drift region with a differepeed, depending on their kinetic energy: vacwim i

dispersive for electrons\f =4/2E,, /m  for nonrelativistic electrons, where, is the electron

velocity, Myis the electron mass, anld,, is the electron kinetic energy). As a result,dasiectrons

with higher kinetic energy move towards the froftttee bunch, while the slower (lower energy)
electrons fall behind, leading to temporal broadgndf the electron bunch during its propagation
({Figure 2.).

drift
region

AW ——(2)

anode sample

{Figure 2.7. lllustration of acceleration and driégion in UED setup.}

The dispersive broadening, of an electron bunch with a disc-like bunch shiapgiven by

[69]:

= (\/Eano *AE/ 2~ [E,;, ,~AE [ 2)

T, =~2 =

acc

2.1)

where, B, , is the mean electron kinetic energy immediatetgraphotoemission and,_ is the

acceleration field applied between the cathodeaamudie. As implied from the above equation, for a
given electron kinetic energy, the way to reduae dispersive broadening is either by reducing the
energy spread or by increasing the acceleratidd. figiven the fact thafAEis determined by the

difference bewteen the work function of the cathodgerial and the triggering laser photon energy,
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optimization of these two variables will certairlgad to a small value of,. In contrast, the other

parameterE,_ . is limited by the vacuum breakdown issue. For adctron gun, typical threshold

before the breakdown is 15-20 MV/m while 100 MV/eamde achievable for RF gun case.

propagation
{Figure 2.8. Schematic illustration of the dispeesibroadening of the electron bunch. and 7,

indicate temporal bunch length at point 1 and p@intespectively. As the electron bunch at point 1

propagates toward to point 2, the bunch lengtmaadened due to the Coulomb repulsion.}

In addition to the electron kinetic energy spresphce charge effect also plays a decisive
role in the temporal bunch broadening. Becausehef dharged nature of electrons, individual
electrons inside the bunch repel each other, Coulomb repulsion), leading to temporal broadgni

of the bunch as it travels in vacuum.

Considering that temporal resolution in UED is thosletermined by the electron bunch
duration, it is important to calculate the expedbedch duration at the diffraction sample planegor
given setup design and electron beam parametersthizo calculation, ideally, one has to solve
equation of motion for every electron in the bumtha given electromagnetic field affected by the
self-field generated by the charge distributiorlftsSolving the closed-loop algorithm in which the
electron distribution changes the field and th&dfehanges the electron distribution, for the miljua
interacting 16— 10 electrons (typical number of electrons per bumcl/ED experiment), in a self-
consistent way, yields a high computational castl #herefore is intractable. Instead, the meaul fiel
approach where the particle-to-particle interactimrapproximated by an averaged effect provides
useful simulation results on the particle track[g In this way, the many-body problem can be

simplified into a one-body problem, reducing thenpoitation requirements.

Lastly, quantitative results regarding the elattbmnch broadening on its propagation are
shown in {Figure 2.. As a collective contributiohtbe kinetic energy spread and space charge geffect

it is clear that the bunch starts to broaden igtlerfequally in time) rapidly even in the 1(6h long
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propagation distance in the acceleration regiom.tk® high charge and low energy electron bunch
simulated in this case, the bunch broadening i®e®g to be more significant than low charge and
relativistic electrons. In the drift space (normalihe sample-to-anode distance), this bunch
broadening effect is more significant. Another impat feature of the electron bunch propagation
dynamics (nonrelativistic case) is that a linedoeigy chirp develops as it propagates, resultiragrf

the electron redistribution inside the bunch aswudised in the above. This highly linear chirp & th
electron bunch provides a valuable insight thaedmn dispersive elements can be exploited to
compress the electron bunch, analogues to the pnsmptics, and based on this knowledge,
rebunching technique using RF field compressiomrgpie has been used for nonrelativistic [5]

electron bunches to achieve temporal bunch lersyhart as less than 100 fs with*-10° electrons.

-3 propagation
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{Figure 2.9. ASTRA particle tracking simulation tdisfor 1 keV electrons. It is assumed that 2x10
electrons per bunch propagate in a static elefigid of 1 MV/m (in longitudinal z-axis direction)

after 100 fs laser triggering on a gold photoca#jod
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3. Electron Source Development and Characterization

3.1. Nanofabricated all-metal double-gate single nanotifield emitter

3.1.1. Motivation

As explained in Chapter 2, electron beam brightiesketermined by the electron source properties
and emission mechanism, unless cooling or heatinge$ are applied during the beam propagation.
Given that brightness is a function of beam currg@et number of electrons per unit time) and
transverse emittance, optimizing these two factmes the ultimate goal for the development of
ultrabright cathode. In other words, a cathode gemgy large beam current with small transverse

emittance can be targeted as an ideal electromesour

What quantities determine the transverse emittaiga@e the position-momentum space
area that defines the transverse emittance is \ariamt, this quantity is conserved on the beam
propagation, and therefore, it is determined frbm ¢lectron source. At the source where electrons
are generated at the very beginning, the lineaelaion between the position and momentum of the
electrons assumed to be zero, yielding proporticglationship between the transverse emittance and
the emission area or transverse momentum spreathghe atom cathode could provide ideally the
smallest emission area as demonstrate@dly however, it suffers from the low beam currentef@
less than one electrons per pulse), impractichketosed in the time-resolved electron diffraction f
irreversible systems requiring at least more th@hatcumulated electrons to record a good quality
single diffraction image. Metal nanotip cathodas-33 featuring few nanometer-sized tip apex can
produce larger beam current due to the relativalgdr emission area and high density of conduction
band electrons2f] of about 16° - 10*® cmi®. In addition, the nanometer sized tip apex enhance
electric field strengthi . field enhancement with the typical number oftie brder of 10) when DC
or AC (with optical field, antenna effect) electfield are applied, therefore possibly serving as a
point-like source with a well-defined very smaléetron emission geometry. These physical features
of the metal nanotip source consequently give tesesmall transverse emittance, leading to a

promising candidate in the development of an utigdib cathode.

It is very important to discuss about the transweaherence length in electron diffraction in
investigating atomic structures of large unit cellstems (for example, protein crystals). A
conventional method to attain a required largesvarse coherence length in electron microscopes
(for example, transmission electron microscope}oidimit the source size, by magnifying and

clipping the beam by an aperture, as depicteddnrgi3.1. In this way, a region composed of highly
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coherent wavelets is selected, achieving largeajjlivhnsverse coherence length (defined by the rati

of the local transverse coherence length to thentsze, see in section 2.1.3). However, this method
indispensably gives rise to the significant saceifof beam flux and the total number of electrons
comprising the electron beam or bunch, limitindpeitspatial or temporal resolution in time-resolved

electron diffraction. This fundamental challengetivaies the development of a new class of cathode
generating highly coherent electron beams fromsthece with sufficiently large beam curreng,

the development of ultrabright cathodes.

transverse
beam size
//
.l"l /
g
' /

electron
density

/
/
/
/

aperture

——» propagation direction
{Figure 3.1. lllustration of the conventional methdo attain large coherence beam in electron

microscopy}

Fabrication method of metal nanotip cathodes has lveell-established3f]. The simple
chemical etching technique is used to shape a Bevometer sized cathode geometry out of a bulk

metal structure. However, the beam current stittams in the order of nA even though the highest
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beam brightness has been reporj from this type of cathode. In addition, implemetidn of the
etched needle-shaped nanotip cathodes in electiorosoope or diffraction apparatus, requires
additional electron optical elements86] in that this type of sources should be under gh hi
acceleration electric field, on the order of 10-¥80@m, i.e., the maximum extraction field conditions
for minimum space charge broadening to conservedhen brightness with the highest bunch density
possible 2§]. In this regard, it is advantageous to come ufh \&i gated structure of nanotip cathode
that can shield the acceleration field, and theridaion method of such device has been well
establishedd7,3839] in a form of field emitter array, called Spingpe cathode40], following the

first inventor of this device.

The double-gated nanotip field emitter is a mateaaced device. Integrated with electron
extraction and collimation gate in a stacked marometop of the nanotip field emitter as shown in
Figure 3.2, this device can generate a field emisbeam in the on/off manner with the applicatiébn o
a gate potential on the order of 100V independentign the acceleration field. Moreover, owing to
the collimation gate, the generated electron beam loe highly collimated from the source,

eliminating the need to implement a lens systeelentron diffraction41].

(b) collimation
gate
extraction
gate emitter 1&“ IlI,

{Figure 3.2. (a) Schematic illustration of the @e®ctional view of the double-gate nanotip field
emitter. Vg and Ve, indicate the gate-emitter voltage and collimatgate voltage, respectively. (b)
perspective view of the scanning electron micros&EM) image of the double-gate emitter and (c)

zoomed view focusing on the nanotip apex}

Fabrication of double-gate metal nanotip arrayickss based has been developed by Dr.
Soichiro’s group at PSI with unique micro- and raboication methods. This method is replicated in

this thesis work to the single nanotip case.
3.1.2. Device fabrication

Fabrication of the double-gate single nanotip fielohitter device exploits various nano- and
microfabrication techniques well established in isemductor industries. The total number of steps
included in the entire fabrication process is @rwhich takes approximately 3-4 weeks to reaeh th
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final chip dicing step starting from a bare siliowafer, provided that there is minimal time losmfir
machine breakdown, overbooking, and a delay frathrtigians’ side. The single nanotip fabrication
steps are basically the same to those of the maaoty device except the point that some paraseter
in electron beam lithography and mask types in gfibography are different. The detailed
fabrication method for the array device is publasbg E. Kirket al. [42] and P. Helfensteigt al. [43].

In the present Chapter, key steps focusing on itigdesnanotip fabrication process are introduced.
Frequent checking of the fabricated structures Ipfical microscopy and scanning electron
microscopy (SEM) and measurement of the film quadihd thickness in every step can avoid a
possible defective that might be found in the kiep, resulting in a waste of the entire laborreffo

and time. Also, using a dummy wafer is a good ahtdiccalibrate etching or deposition rate.

The device fabrication steps are largely categdrin three parts: 1) preparation of the mold
by molding technique, 2) first gate (extractiongjatabrication by self-alignment process, and 3)

second gate (collimation gate) fabrication by et@tieam lithography.

TR ETeTS | | Ten ' it TIT e T | ST T .

-

{Figure 3.3. Pbtolithography mask design for patterning the mold}

22



To fabricate the single nanotip field emitter,-angh bare silicon wafer (100) with thickness
of 380 um is used. As the very first step, a 10Qtmick thermal oxide film is deposited on one sifle
the wafer, where spin-coating of photoresist arlidequent photolithography are conducted to pattern
the nanotip locations and alignment markers (Figu8) needed during gate fabrication steps. The
patterned wafer is dry-etched by a reactive-ioh@t¢RIE, Oxford RIE 100) such that the oxide layer
is removed only on the patterned and exposed &fear removal of the residual photoresist by
acetone and isopropanol, the dry-etched wafermsareed in a hot potassium hydroxide (KOH) bath.
In this step, the remained oxide layer plays a asla hard mask such that only the patterned région
etched away by the KOH solution. Because of thiemint etch rate along the [100] and [111] plane
of the silicon wafer for the KOH etchant, a V-shdggoove with a few tens of nm sized-joint is
formed at every nanotip location, Figure 3.4. Tize ®f the joint is further reduced by depositing a
second thermal silicon oxide layer after removihg first layer by buffer-oxide etching (BOE), as
seen in Figure 3.@). After then, the groove is entirely filled wiéhMo layer by magnetron sputtering
in an argon environment (Nordiko), as seen in g5 (b). The argon base pressure and the film
thickness deposited affect the stress of the rfietglwhich cracked sometimes, resulting from wrong
deposition conditions. The metalized silicon wasesubsequently back plated by electroplating of Ni
after depositing adhesion layers (Ti and Pd). Tdtematic illustration of the molding technique is

depicted in Figure 3.6.

[100]  [111]
A «
i 154.7%
E— TN — m—
v
Si

Crystallographic etch
>

(in 20 % KOH bath, 70 °C)

{Figure 3.4. Schematic illustration of the crystgjtaphic etch of the (100) silicon wafer}
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{Figure 3.5. Cross-sectional view of the SEM imdgethe mold at the nanotip location before (a)
and (b) after filling}

w— Thermal Si0s
{100) Si wafer
— Mo
Ti
— P

— )i

_ﬂ_ —ﬂ_ _#TQV#V$-

{Figure 3.6. Schematic illustration of the molditeghnique}

After the electroplating step, the silicon wafedahe thermal oxide layer are completely
removed by KOH etching. This step is called denm@diThe fabricated structure has a pyramidal
shaped emitter typically with 5-10 nm emitter tipe& size as shown in Figure 3(@). The Ni
substrate with Mo single nanotips (called “moldi¢ aiced into several chips to be used in the éurth

gate fabrication process.

+ + + + +
O, plasma

Vv

~4 um
photoresist reactive ion
spin coating * etching (RIE) *
— -

{Figure 3.7. Schematic illustration of the selfggiment process}
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The next fabrication process is the so-called “alffnment” process for extraction gate
fabrication. As a first step for this process, appmately 1.2 um thick plasma-enhanced chemical
vapor deposition (PECVD) silicon oxide and 500 niick sputtered Mo layer are deposited
sequentially on the diced chip (on the side whargotip emitters are located). The S#dd Mo layer
play a role as an insulating and extraction gaterlaespectively. After then, the chip is flattdrizy
spin-coating with a 4 um thick photoresist. Thensmiated photoresist is uniformly thinned down
from the top of the resist by RIE etching as iltattd in Figure 3.7. Once the RIE etching is stdppe
at a particular time point, only a small area @ $fructure can be exposed as shown in Figuré3}.8
The quasi-spherically exposed structure shown guréi 3.8(a) is the extraction gate layer, and the
others are remaining photoresist. Then, this exppasea is etched away by a metal etchant, resulting
in a “self-aligned” extraction gate aperture hotetbe nanotip emitter, shown in Figure 88. The
aperture hole size is controllable by changing RiE etching time so that from smaller to larger
aperture can be fabricated. The typical size ofetkteaction gate aperture is approximately 1.5 pm.
The extraction gate pad for electrical biasingastigrned on the fabricated chip by photolithography

The schematic illustration of the entire procesdlie extraction gate fabrication is depicted igure
3.9.
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{Figure 3.9. Schematic illustration of the extractigate fabrication process}

The collimation gate fabrication starts with thepdsition of a 1.2 um thick PECVD SiON
layer and a 500 nm thick sputtered Mo layer, setigign on the as-fabricated chip prepared from the
previous step. The SION and Mo layer play a roleaasinsulating and collimation gate layer,
respectively. Subsequently, 600 nm thick electreant resist is spin-coated on the collimation gate
layer, and then electron beam is exposed to the gperture position. In the electron beam
lithography step, topological markers simultanepdiabricated in the molding steps are exploited to
align the electron beam exposure position with @espo the gate aperture position, as shown in
Figure 3.10. After development, only the exposexhas opened and the resist remains on the rest of
the chip. Using the remained resist as a soft ntagkcollimation gate aperture is opened by either
wet-etching or dry-etching. The typical size of tw@limation gate aperture is approximately 6 pm
(Figure 3.11). The collimation gate pad for eleattibiasing and the biasing hole for the extraction
gate are patterned by photolithography. The schenilistration of the entire process for the

collimation gate fabrication is depicted in Fig®.é2.

mold design
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{Figure 3.10. Topographical alignment markers usetthe electron-beam lithography process}
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collimation nanotip
gate \
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—

{Figure 3.11.SEM image after etching of the collimation gaterape and the remained protected

layers (SiQ and SiON)}

Ebeam resist
- PECVD SIiON

L 4
L 4

[Figure 3.12. Schematic illustration of the collitoa gate fabrication process]

The fabricated chip is diced into 7 mm by 7 mm pi&avhere totally six double-gate single
nanotip emitters are located. Each diced piecédE Btched to remove the remaining S#d SiON
layers near the nanoips. Before measurement, thieedis wire-bonded with 200 um thin Al wires for

totally 12 electrical contact points including @raxction and 6 collimation gates (Figure 3.13).

2" gate E gate
SIrode  electrode

{Figure 3.13. The final diced chip mounted on gpdholder after wire-bonding}
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3.1.3. Device characterizatior

This section describes the first characterizatibfietd emission and beam collimation properties
of the double-gate single nanotip field emitterthis work, two nanotip emitters with different

geometrical features are compared in termd-¥f characteristic, beam current conservation
characteristics upon beam collimation, and spa@gehinduced-beam brightness degradation.

The main messages of this work are summarizedllasvi

1) Maximum 4.04 pA of field emission current generatesin the double-gate single nanotip
device is observed, a phenomenally high value fbut a 10 nm sized electron source.

2) A maximum collimation condition reduces the beane @aAbout a factor of 10, leading to the
enhancement of the beam current density approxiynaibeut one order of magnitude.

3) An optimized gate structure provides an excelleyanb current conservation property on the
beam collimation: about 70 % of the beam currembisserved by the electrostatic shielding
effect due to a tall collar structure surrounding éxtraction gate aperture.

4) Upon the maximum collimation condition, a spacerghadominated beam with microamp
beam current is observed, resulting in an obviaenbsize expansion compared to the case
of the nanoamp current beam. Higher acceleratildd {iL0-100 MV/m) could solve the issue
by quickly increasing longitudinal velocity of thedectron beam before the space charge

induced beam expansion occurs.

adapted from C. Lee et al., J. VAC. SCI. TECHNOL38B03C111 (2015)
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3.1.3.1. Abstract

Field-emission and beam collimation characteristicsingle metal nanotip devices with double-gate
electrodes are studied. Applying a previously deyet method to fabricate all-metal double-gate
nanotip arrays with a stacked on-chip extractig and collimationG,, gate electrodes with the

large Gy, apertures, we produced single double-gate nard#ipces and measured their beam
characteristics. Excellent beam collimation capigbitith minimal reduction of the emission current

and the enhancements of the current density upfactar of ~7 was observed. The results indicate
that these single nanotip devices are highly primgi$or electron beam applications that require

extremely high brilliance and coherence.

3.1.3.2. Introduction

Ultrabright cathodes are critical elements in aadreange of applications such as cathodes for X-ray
free electron lasers as well as time-resolved mlaahicroscopy and diffraction experiments that aim
at resolving the dynamics of materials and molecolethe atomic length and time scales. One of the
core requirements for such cathodes is the geparafi a low emittance electron beam with high
current to ensure the delivery of sufficient cutrenthe target. For such applications, metal nanot
field emitters [31-33,43-47] are attracting consadde interest recently as high brilliance cathodes
that may outperform state-of-the-art photocathoddss is because metal nanotips allow high
emission current with narrow energy sprega quantum tunnelling of electrons through the sw@fac
barrier at the nanometer scale emitter tip ape®e®& can also generate ultrafast electron pulses by
exciting the metal nanotips with ultrafast lasetspa. [31-33,44-47] So far, etched-wire needle-
shaped field emitters prepared by electrochemicéiirey and in-situ thermal treatment have been the
most widely studied. [31,32,44-46] However, fortigharge, high beam brilliance applications, the
cathode must be used under a high acceleratiotriel&eld, on the order of 10-100 MV/m, i.e., the
maximum extraction field conditions for minimum spacharge broadening to conserve the beam
brilliance with the highest bunch density possibldis makes the nanofabricated metal nanotip
emitters with on-chip gate electrodes attractivenfiany applications since the electron emission can
be switched with the application of a low gate ptitd on the order of 100 V independently from the
acceleration field. [9,10] In fact, integration tife single-gate field emission array (FEA) into a
combined diode-RF cavity electron gun and stablersnosecond pulsed field emission operation
under the acceleration field up to 30 MV/m has bregorted recently. [48]

Further, highly collimated electron beams can heegated from double-gate FEAs by adding
a collimation gate electrode on top of the electedraction gate electrode and individually

collimating the field emission beamlet [43,49]. Wete that this is crucial to generate the high
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intrinsic brilliance FEA beam. [17, 18] The intringransverse beam emittance of a single beamlet,
given by the rms radiug;, of the emitter tip apex and the angular divergesmgal to ~30°, is in the
order of 1¢ mm-mrad. This extremely small value is a conseqei@f the smalR;, in the nanometer
range. In the case of single-gate FEAs with thgeldarget current of several amperes, the transvers
beam emittance is in the order of 1 mm-mrad. Howetlee transverse emittance can be much
reduced with double-gate FEAs. By decreasing thgular beam divergence of the individual
beamlet by an order of magnitude, [43,49] the dengalte FEA beam can potentially achieve an
intrinsic emittance lower than that of state-of-gre high brilliance photocathode (equal to ~0.2-mm

mrad with the cathode radius of 0.5 mm).

The excellent beam collimation capability of doube FEAs with a large collimation gate
aperture was experimentally demonstrated recefly.An order of magnitude enhanced beam
intensity was observed from a 4%1p double-gate FEA at the maximally collimatechdiion.
Together with the compatibility with high acceléoat electric field extraction and the possibility t
generate ultrafast electron pulses using nearredraltrafast laser excitation, these FEAs areligh
promising as ultrabright electron sources that mpgn up new applications in femtosecond time

resolved applications. [47]

In this work, we study the field emission and beaotiimation properties of single nanotip
double-gate emitters to investigate the charatiesioof the individual nanotips that were only
inferred in the previous experiments on arraysh3noeestigation is important on one hand to further
improve the beam collimation properties and beaiformity for scaling to arrays, and on the other

hand, to explore the applicability of such metalatgps for high brilliance beam applications.

3.1.3.3.  Sample and Experiment

Two double-gate single nanotip devices (FE1 and)F&® Figure 3.14. and Table 3.1, studied in this
work were fabricated by adapting the fabricatiorthod for arrays of double-gate emitters. [43,50] It
starts with the preparation of molybdenum nanobpsthe molding method using the oxidized Si
wafer where pyramidal pits are patterned on it$aser [51] The emitters are pyramidal shape with
~1.5 pm base size and with the emitter tip apexsadf curvature in the range of 5-10 nm, see
Figure 3.14 (c) inset. On top of the emitter sudistrthe extraction gate electro@, and the
collimation gate electrodé., were fabricated. The gate electrodes were patiéroen 0.5 pm-thick
molybdenum layers. The emitter substrate @gdare separated by a ~1.2 um-thick Si&er, and
Gex and G, are separated by a ~1.2 um-thick SiON layer. Gheapertures were patterned by the
self-aligned process. A collar structure surroutidsGe,; aperture edge, which is height-controllable
by adjusting mask-etching and wet-etching duratibthe self-aligneds,, aperture patterning step.

The Gy, apertures with 3-5 times larger aperture diamizn that ofG., were patterned by electron
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beam lithography. On a 7 mm-square chip, 6 suclbldegate single nanotips were fabricated. For
the experiment, each chip was mounted on a sangbiet) wire-bonded for the gate contacts with
Al-wires with the diameter of 20 um, and loadedbit measurement chamber equipped with a
phosphor screen and a retractable Faraday cup#g)a back ground pressure of (0.5-1.5)%10

mbar.

Gcol

Insulator 2
Gext
Insulator 1

emitter

collar

{Figure 3.14. (a) Top-view and (b) cross-sectiovialw schematic diagram of the double-gate s
ingle nanotip emitter device. In (a), the dottedeliindicates thes, electrode buried underne
ath the insulator 2. The electrical contactGg, is provided through via hole through the ins
ulator 2. TheG, electrode is a 1.5 mm-diameter circular shape withectangular contact pa
d. In (b), the schematic trajectory (envelope) loé tmaximally collimated beam with;, equ

al to ~(-Vge) is shown. (c) and (d) show the SEM image of FEBHl &E?2, respectively. Inset
of (c) shows the high magnification SEM image ofitéan tip apex of FE1 observed with th

e viewing angle of 47°}
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FE1 FE2

Gex aperture diameter (um) 1.69 1.43
Gex collar thickness (um) 0.25 0.56

Geo aperture diameter (um) 5.97 6.85
Aperture diameter ratio 3.5 4.8
Emitter lateral offset (um) 0 0.8

{Table 3.1. Structural parameters of FE1 and FH® Tateral offset of the emitter is measured from

the center o5, aperture.}

The field emission beam was measured as a funofithe electron extraction potentidle
and the beam collimation potentM), under DC or pulsed conditions. When a negativénsation
potentialV,, is applied betwee,, andGe While generating the field emission beam by apgya
positive electron extraction potentid. betweenGe, and emitter, see Figure 3.14 (b), the angular
divergence of the beam is substantially reducedhdncase of the DC measurements, we connected
Gex to ground potential and applied/g to the emitter substrate amy, (<0) to G.y. The DC gate
potentials were applied using source-measure (Kéighley 2400) and scanning the voltages with 20
ms steps. For the pulse measurement, we conn&tetb ground and appliedVes, to Ge: and
(=VgetVeol) to the emitter substrate. The pulsed potentvith a typical duration of 200 ps, was
generated using a custom-built double-pulser. [B# field emission current was measured either
directly by inserting the FC in front of the deviegth a separation of 10 mm or from the integrated
beam intensity of the beam images observed on twsphor screen (calibrated by the current
measured with the FC). The beam image was measuitbdthe phosphor screen at the screen
potential of 2.5 kV when the device was placed %0 from the screen. For the beam measurements,
we captured the phosphor screen image generatgullbgd field emission using a synchronously
triggered CCD camera with an effective resolutibi@bit. Care was taken to avoid saturation of all
pixel values to be able to evaluate the relatie&femission current of the beam as well as thé roo
mean-square (rms) radius denoted by dashed whitke ¢h the images in Figure 3.16 and Figure

3.17. The emission current and beam image datemexs below were recorded after several hours of

32



conditioning that was done by scannMg between 0 V and 100 V until the field emissionrent-

voltage characteristics became stable.

3.1.3.4. Results and Discussion

Figure 3.15(a) shows the relation between the gahission current andV,e at zeroV,, for FE1 and
FE2. The observettVy characteristics of the devices above the noisel Ie¥0.5 nA for the FE1

measurement and ~0.2 nA for the FE2 measurement) described well by the equation,

I :A:N (\/ge/ BFN)2 eXp(_BFN Nge) (3.1)
as shown by the curves in Figure 3.15(a). Then§itparameterdgey andBgy were equal to 1.6x10A
and 1000 V for FE1, and 2.95 A and 997 V for FE&pectively. The sani®-y values of the two
emitters (within ~10% of the estimated uncertairtyglicate the stability of the tip fabrication pess
sinceBgy is largely determined by the tip apex radius afvatureR;p,; from the comparison of the
observedgy value and the calculated emission characterist& function oR;,, [42] we found that
the estimatedR;, are equal to ~10 nm for both devices that is cbest with the high-resolution SEM

image of the emitter tip apex (Figure 3.14. (ckths

In Figure 3.15(b), we show the field emission catr&t finite V. Vg was fixed at 130 V for
FE1 (open triangles). For FE2, two sets of measengsnwithV, of 90 V (open squares) and 110 V
(open circles) are displayed. In Figure 3.15(b) deaoteV,, by the ratid., defined as,

Ka =~V IV, (3.2)

In the case of FE1, the emission beam current wasidhed to 18 % of the uncollimated beam
current ko = 0) already whetk,, was equal to 0.3, implying that much of the eledield at the
emitter tip apex applied vi&ly is relaxed by,,. Increasingk,, to 0.94 resulted in the emission
current equal to 4.7 % of the uncollimated beamnerur Further increase &f, to 0.96 results in the
decrease of the emission current by several oafersagnitude. In contrast, in the case of FE2, more
than 70 % of the uncollimated beam current was tamed atk,, of 0.94. At the same value, the
peak current density was maximum as shown below Egure 3.18). We ascribe the improved
current conservation characteristic of FE2 to ttnactural features of gate apertures of the device;
compared to those of FE1, the ~400 nm-taller-cafldreight, surroundinG.. aperture, together with
the ~1 um-largefs., aperture diameter provide additional electro-statiielding of the emitter tip
apex by preventing direct line-of-sight from thg &ipex fromG, aperture, [43,49] and reducing the

influence ofV,, on the emission current.
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{Figure 3.15. Field emission characteristics of lletgate single nanotip emitters. (a) The relations
between the field emission current avid at zero collimation potential for FE1 (triangles)d FE2
(circles). Curves are the fitted result of the dabmve the noise level with the Fowler-Nordheim

function. (b) The relations between the field emissurrent and the collimation potential raltig.}

Figure 3.16 presents the selected field emissi@ambienages of FE1 fdk, between 0 and
0.98 whenV, was equal to 143 V. The uncollimated beam witlo kgf showed two separated spots
with different beam intensities. Interestingly, a®& increasedk,,, the two spots converged as
indicated by the shrinking beam envelopes denogetid broken circles toward point C, given by the
crossing of the horizontal and vertical broken din€his suggests that only a part of the emittexap
within the radius oRy, is active, buG,, can collimate the beam emitted from the whole ajéxen
k.o Was equal to 0.96, the two spots became indigshgble at point C and the peak beam intensity
was enhanced by a factor of ~7 from the uncollichdteam withk,, of 0. Further increase &f, to
0.98 substantially reduced the emission currentbaaan intensity. The comparison of the two beams
with ks equal to 0.96 and 0.98 suggests the over-focuditige beam dt., of 0.98.

Figure 3.17 shows the field emission beam of FERaatousk, for Vg equal to 90 V.
Differently from FE1, the zer&., field emission beam of FE2 spreads more uniforovgr the area
with the diameter of ~5 mm, thereby indicating timatch larger fraction of the emitter tip apex withi
Rip contributes to the field emission. When we incegidg, from O to 0.8, the beam size reduced
only gradually by ~25 %. Then further increasekgfto 0.94 resulted in the steep reduction of the
beam by a factor of 10 with the simultaneous ingeeaf the peak beam intensity by a factor of ~6,

see Figure 3.18. A similar beam collimation wa® abserved with the high current beanVat of
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110 V. These observations demonstrate the excditar collimation characteristic of these double-

gate single nanotip emittef&3]
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{Figure 3.16. Variation of the field emission beahF&1 with the increase &, from 0 to 0.98 for
Vg Of 143 V. The scale bar of the images is 5 mm. ifiset images are enlarged to highlight the

small beam spot (the scale bar is 1 mm.)}

In Figure 3.19, we summarized the relation betwitbenbeam radius arld,. From the rms
beam radiu®, we evaluated the rms transverse velogityith the assumption of free propagation of
the electrons in the transverse direction while uee accelerated along the beam axis, see Réf. [43
In short,u, is equal to ~R/T, whereT is the propagation time of the electron from tha&teer to the
screenT is approximately equal td g, wherelL is the emitter-screen distance equal to 50 mm and
Usr IS the velocity equal tq/2eV;../m,. (Vs iS the screen potential equal to 2.5 Vs the electron
charge, andn, is the electron rest mass). Figure 3.19 showsrder @f magnitude reduction of
with the increase ok, from zero to 0.94 (FE1 case) or 0.95 (FE2 cas#) thie smallest value

compatible with the array beam experim¢A8,57

35



.

{Figure 3.17. Variation of the field emission beafi-&2 with the increase &, from 0 to 0.95 for
Vge 0f 90 V. The scale bar of the images is 5 mm. ifket images are enlarged to highlight the small
beam spot (the scale bar is 1 mm.)}

As the beam images in Figure 3.19 show, we fouatRlandu, of FE2 beam &, of 0.94
increased by a factor 3 whéfg. was increased from 90 V to 110 V with the concamtiincrease of
the emission current from ~50 nA to ~0.5 pA. THied is likely caused by the Coulomb repulsion
of the electrons. In the case of the uncollimatean, the large beam divergence at the sourcedin th
order of 30°) quickly dilutes the density of elects as they propagate to the anode (screen), and th
beam radius on the screen is unchanged within 208eacurrent increases from ~100 nA to ~4 pA.
However, such a dilution does not occur in the azfsthe highly collimated beam witk, of ~1
because of the order of magnitude smaller initiguar spread. Therefore, the initial diameterhef t
beam (equal to at most the diameter of &g aperture) at a few micron above tBg, plane can be
maintained on the screen only when the beam cudeargity is small or when the acceleration field is
sufficiently large so that the longitudinal velgcits increased quickly before the space-charge
expansion of the beam increasgsand degrades the beam brilliance. In fact, previsimulation
showed that the acceleration field of 10-100 MVigpically used for electron guns) is sufficient to
maintain the low emittance of field emission beamigh the tip current of 1-10 pA. [54] In contrast
the acceleration field of the present experimerg w&0 kV/m and not sufficient to maintain the small
initial emittance of the space-charge dominatedrheasulting in a larger beam size as observed in
Figure 3.19. We do not consider that the expandsgimbradius at the highéf, is due to the

nonlinearity of the focusing characteristic@{; at higherVg. In fact, observation that the FE1 beam
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at Vg of 143 V (with ~0.1 nA emission current) shownHigure 3.19 is even smaller than the FE2
beam withV of 90 V indicates that such nonlinearity of tBg, can be small. Neverthelesg of the
FE2 beam aV, of 110 V and ak, of 0.94 was small; the value equal to ~0.7§<EtC(c is the light
velocity in vacuum) is smaller than the state-ad-#int photocathodes (with intrinsic beam emittance
of 0.2 mm-mrad for a 1 mm-diameter cathode) culyeint use. [55] We also note that the emitter
position of FE2 is shifted from thH&, center by ~0.8 um caused by misalignment duriegetbctron
beam lithography process. Therefore, improved singhotip emitter performance is expected with a
smaller offset of the emitter position to realizéuather reduction of the minimum beam size and

further enhancement of beam current density.
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{Figure 3.18. Peak current density of the field gsion beams as a function k§,. The current

density values were normalized by the Zegovalue of each scan.}
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{Figure 3.19. Variation of the rms radius of thealreenvelope and transverse velocityormalized

by the light velocity in vacuurg, with the increase d{,, from 0 to ~1. For each scaw,, was varied
while Vg was fixed at certain value; for FB/ was equal to 143 V (red triangle), and for FEg,
was equal to 90 V (blue squares) and 110 V (blasktes). The broken line shows the transverse
velocity equal to 8x10c,, corresponding to the performance of the staté@fart photocathode with
intrinsic beam emittance of 0.2 mm-mrad for a lmewwter cathode currently in use. The
maximally collimated beams of each scans are &lswis. The scale bar of the images corresponds to

2 mm.}

Finally we discuss the difference of the field esios current of the two emitters at zdgg
(i.e. 1.24 nA for FE1 aVy of 130 V and 4.04 pA for FE2 &t of 110 V). Considering the fact that
Brn Of the two devices are approximately the samelawer current and lowekgy value of FE1 than
those of FE2 is most likely ascribed to the differe of the effective emitting aréa From the
Fowler-Nordheim equation, we can relate the valués with S using the following approximate

relationship (see Ref. [40)),

A = Sab’F explc?® 1¢°) (3.3)
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where the constants b, andc are given bya = 1.541434 x 18 A eV V2 b = 6.830890 eV? V nm
! andc = 1.199985 eV W2 nm'? and ¢ is the work function of Mo equal to 4.5 eV. [21,22 ,40]

SubstitutingnRﬂpzfor S Ax\ takes the value equal to 0.2-20 A Ry, in the range of 1-10 nm. This is
in good agreement with-y (=2.95 A) of FE2, obtained from the fitting of the/, Figure 3.15.
Accordingly, the smallgy of FE1 indicates that the emission area of the B&dm is much smaller
than the emitter tip apex. This interpretation asnpatible with the highly non-uniform beam image
of FE1 (Figure 3.16) with the indication that thetive emission part of FE1 is limited to two separa
small spots, perhaps occupying a small fraction-t0? or lower at the tip apex. The numerical
disagreement of the actual emission area and tlve estimated form the Fowler-Nordheim fitting
has been discussed previously. [21,25] Howeverthéur quantitative comparison will require
atomically resolved beam image measurement, regpithie work function non-uniformity as well as
more involved theory that takes into account thecige expression of the field emission current

density, [22,40] therefore it is out of the scopéhe present manuscript.

3.1.3.5.  Summary and Conclusion

In summary, we have studied the field emission beharacteristics of double-gate single
metal nanotips withGe, and G, electrodes. A possibility to produce highly collitad electron
beamlet with the proposed double-gate structuréghwivas shown previously by array emitters, was
demonstrated with single tip emitter in this wofke importance of the electro-static shieldinghaf t
tip apex from the collimation potential, previousligcussed with the array experiment was confirmed
using well defined single tip operation. We conelutiat an excellent collimation capability with
minimal current loss can be attained with doubliegangle nanotip emitters, optimized in terms of
the Gex aperture shape and the alignmentgf aperture. In addition, the single-tip experimeateh
showed that one can produce the highly collimaeahilet with the emission current on the order of
1 pA, which suggests that one can produce highllyneted field emission beam from double-gate
FEA with the emission current in the order of tefsnilliamperes with the intrinsic emittance below
~0.1 mm-mrad and that nanotips are highly promigorghigh brilliance applications such as time

resolved electron diffraction studies to providenaic views of structural dynamics.
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3.1.4. Determination of the lower estimate spatial coherere lengtH

In this Chapter, the transverse coherence lengtheoélectron beam generated from the double-gate

nanotip field emitter is estimated by transmisdimm-energy electron diffraction (LEED) experiment

in a sub-millisecond electrical pulsed mode. By lgaiag Bragg electron diffraction pattern of

suspended monolayer graphene with a Gaussan- dalwaxwe model for the approximation of

electron wavefunctions, a lower estimate of thedvarse coherence length of the collimated electron

beam is extracted. The detailed results are puddisly C. Leest. al. [41], and the main messages of

this work are summarized as follows:

1)

2)

3)

4)

Shape and pattern of the electron diffraction spoes dependent both on the angular
divergence and size of the electron beam, contrdiiethe on-chip collimator of the double-

gate nanotip device.

The estimated transverse coherence length is abauh, a significantly shorter than an

expected value of few tens of nm. In the presentkwthe sample area irradiated by the
electron beam is much smaller than the beam sta&df,itand in this case, the diffraction

pattern analysis could only providdower estimate of the transverse coherence.

The observed sharper satellite spots near the @dfild symmetric Bragg spots of monolayer
graphene indicate a longer transverse coherengthlefithe incident electron beam.

Electron diffraction experiment by using only thethlrode device without additional optics is
demonstrated, advantageous touu time-resolved@tediffraction requiring a short electron

travel distance toward samples to minimize tempbrahdening especially in time-resolved
LEED.

tadapted from C. Lee et al., App. Phys. LELS 013505 (2018)
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3.1.4.1. Abstract

We explore the spatial coherence of double-gatetiasingle field emitters by low-energy electron
diffraction experiments in transmission mode. Bydurcing collimated field emission pulses from the
single nanotip cathode and irradiating a suspendedolayer graphene film, without additional
optics, we observed sharper and higher resolutragdddiffraction spots than a previous experiment
using a nanotip array cathode. In particular, wentbcomplete conservation of the size and the shape
of the diffraction spots with those of the inciddi@am on the sample. The result indicates that the
transverse coherence of such a nanofabricated elgal single-tip emitter is much larger than a few
nanometers as determined by the apparent diffraspot size and overall spatial resolution based th

observed diffraction pattern.

3.1.4.2. Introduction

The large scattering cross section of electronsesakectron diffraction experiments advantageous in
determining atomic structures of small crystal slesithat are difficult with X-rays [56]. Howeveq t
provide the needed resolution, the transverse eaberlength of the electron beam should exceed
tens or hundreds of angstroms to analyze largeeafiitorganic or biological crystal samples
[3,19,57]. High-resolution electron microscopy camutinely achieve sub-angstrom resolution in
small solid particles or near-atomic-resolution gdparticle imaging for biological specimens
[58,59], but only through the sacrifice of electritux by magnifying and clipping the beam with an
aperture. The development of ultrabright electroarses using cathodes based on a metal nanotip
emitter [20,31,32] has been motivated by the ddei@vercome the limit of the spatial and temporal
resolution for time-resolved studies that are campsed or untenable with low flux sources [3,57].
The attainment of high field emission current déesiof 16-10" A/cm?® within the desired narrow
intrinsic energy spread of ~0.2 eV produced frofeva nanometer nanotip apex (with even smaller
virtual source size) is exceedingly hard to achievith thermionic emitters or UV-excited
photocathode [25,60-62].

In the literature, electron guns using etched-wieedle-shaped field emitters have been
reported [36,63-65]. However, these sources strben the large geometrical divergence of the field
emission beam because of the curved emitter syrfat@ot due to the intrinsic transverse velocity
spread. For efficient use of the bunch charge andgtitize the beam with the intrinsic brightness,
dedicated optics is normally required. In addititime requirement of a high acceleration field to
suppress the space-charge degradation of the beghtness and coherence is often compromised
when the acceleration field is coupled to the etectemission from nanotip sources. In contrast,

irradiating samples with collimated field emissiouises without additional optics under the required
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high acceleration field is feasible with the doubéde nanotip emitter structure because of the on-
chip-integrated beam collimator and the electrastdtielding of the nanotip from the external field
[43,66,67].

In this Letter, we study the low-energy electroffrdction from suspended graphene to
explore the transverse coherence property of degddle field emitters. Comparing to our recent
experiment using a fanotip array (or field emitter array, FEA) doubtate emitter [61], we were
able to achieve diffraction with improved spatiakolution and signal quality. We found a clear
influence of the beam shape and the sample sizbeoBragg diffraction spots from graphene. This
indicates that the transverse coherence lengthuokimgle nanotip source is much larger than the
value evaluated from the apparent Bragg spot dizeaddition, close inspection of the Bragg
diffraction intensity shows that the on-chip beaatlimation not only reduces the beam divergence

but significantly improve the wave front flatness.
3.1.4.3.  Results and Discussion

We prepared the double-gate single-nanotip em{Beyure 3.20(a) and (b)) with the same
design and fabrication procedure reported prewo[&3,42,68]; the emitter was a pyramidal shape
molybdenum with the tip apex diameter of 10 - 20. dine electron extraction ga&,; and beam
collimation gateG., layers, respectively 500 nm- and 300 nm-thick, evstacked on top of the
emitter 1.2um-thick insulating layers (Figure 3.20(b)). Therdi&ter of theGe: and G, apertures
were equal to 1.8m and 5.5um, respectively, as measured by SEM (Figure 3.20(a)measure the
transmission through and the Bragg diffraction fransuspended monolayer graphene sample, we
loaded the emitter into the setup depicted in EgBu21(a). The monolayer graphene sample was
supported on a copper TEM grid (PELCO®).

After we evacuated the experimental chamber dowfib.4)x10® mbar, we first conditioned
the emitter by repeatedly applying the electrorragtion potentialVy to Geq With respect to the
emitter substrate from 0 V to a certain value wiftb zero V., where we define the collimation
potential V., as the potential applied B, with respect taGe. Gex Was connected to the ground
potential in this and following measurements. Tieédfemission current was measured by using the
sample holder as the anode biased at 30 V. Wentmatithe conditioning for 30 min until the current-
voltage characteristicd-{) became stable as shown in Figure 3.20(c) bydfitlecles (the empty
circles show the initial-V). After the conditioning, the emission current veagial to 4.8QA at V,,
= 155 V. The leak current through the gate eleesagas several orders below that value. [FYdits

well to a relation,] = AFN(Vge/BFN)ZeXp(_BFN/Vge)1 with the fitting parameteAzy = 20 andByy
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= 1600. Using this fitting parameters (in particuleom Bgy), we estimated the electric field at the
emitter tip apexti, was equal to 6.31 V/nm af, = 155 V with the assumed value of the work

function @[14.5eV (for molybdenum). [25]
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{Figure 3.20. (a) SEM image of the double gatedfiebnoemitter device (top view). Scale bar ig 1

m. (b) Schematic illustration of the field emitteytout of the side view. Emitter base plate and
collimation gate layer are electrically biased agative potential with respect to the extractiotega
biased at groundvy, andVy, refer to (extraction) gate-to-emitter voltage amdlimation voltage,
respectively. (c)-V characteristics of the device. Empty circles shbe initial -V, and the filled
circles show the-V after 30 min of conditioning. The line superposedhe latter show the fitting of
thel-V by the Fowler-Nordheim equation as described enrtiain text. (d) Beam current and the rms
beam size variation depending on collimation vat&g, refers to the rati®, to Vge.}

For the electron transmission and diffraction ekpents, we fixedVg = 90 V with the zero-
collimation potential emission current of 530 p4 produce collimated field emission pulses, we
applied theVy pulse and th&/,, pulse synchronously. We applied 800 V to the semphe field
emission electron pulses were then accelerateeatdceleration field of ~0.4 MV/m in the gap
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between the cathode and the sample holder witlsdparation of ~2 mm, propagated through the 2
mm-diameter-hole of the 3 mm-thick sample holdad aradiated the sample that was mounted on
the electron detector side of the sample holdee. ffémsmitted direct beam and the Bragg diffracted
beams propagated approximately 20 mm to the eledetector. We applied 500 V at the entrance
plane of the electron detector, 100 V to the MCPtlfi@ amplification, and 4.5 kV to the phosphor
screen for the electron detection. The beam imagee subsequently captured by a CCD camera
triggered synchronously with the gate pulses. Tagenthe direct transmission beam, we applied 10-
ps-long gate pulses. The beam size on the samglewveduated by using the shadow of the TEM grid
with the grid spacing of 85 pum as the scale astiomof V., (Figure 3.20(d)), in whiclV,, was
specified byk. = Ma/Vge|- The relationship between the emission curkgptestimated from the
integrated image intensity is also shown in Figai29(d). We note that, due to the increased fractio
of the TEM grid area as the beam spot size wasceztlat largek.,, this method systematically
underestimates the current of the collimated bddevertheless, the observation that the emission
current was about 10% of the zé¢g-value was consistent to previous experiments B8& k., =
0.925, the rms (root mean square) beam size red&hpdn. This was a factor of 17 smaller than that

of zerok.,, beam. Beyond thik,, value, the emission current was quickly quenched.

To study the electron diffraction from the graphesaeple, we applied 900-ps-long gate pulses
at Vg = 90 V. As shown in Figure 3.21(b), we were abl@bserve the hexagonally arranged cléar 1
and the ¥ order diffraction spots from the graphene by iimidg a single collimated field emission
pulse with ~50 pA current amplitude akg = 0.92 (atv = 90 V) with ~3x18 electrons in the pulse.

The signal from the direct beam was saturated emdmera at this measurement condition.

(b) ()

{Figure 3.21.(a) Experimental schematic for transmission lowrgpeelectron diffraction from a
suspended monolayer of graphene. Beam size atathpls position is estimated by the projected
shadow image of the TEM grid on which single grayghlayer is covered with lacy carbon sheet. (b)

Observed electron transmission image through aesalsgl monolayer of graphene for which the
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collimation potential of the double-gate single-o@m field emitter was set at the maximally
collimation condition K.y = 0.92) withV, = 80 V. The hexagonallorder and the"d order Bragg

reflection peaks are clearly observed. With thegielectron beam wavelength at 900 eV and the c-c

bond length of graphene, the Bragg angle and tei@length are calculated to 8.28nd 19.2 mm,

respectively. (c) High frequency filtered image fifure 3.21(b) to highlight the satellite Bragg
diffraction spots closed to thé' brder spots.

To analyze the diffraction spots at high signahtise ratio, we have digitally averaged 20
images repeatedly captured at the same conditidrsabtracted the background. In Figure 3.22(a),
we show the evolution of the direct beam (left paard diffraction spots (right panel) wh&g, was
increased from 0.8 to 0.925. The direct beams staaedomly distributed bright spots in addition to
the shadow of the grid. We ascribe these brightssfimt were not observed in the separate beam
imaging experiment without the sample to the noifieumity of the sample. Figure 3.22(a) shows
that, wherk,, was increased from 0.8 to 0.925 and the beamsigmtvas reduced from 0.5 mm to 59
pum (Figure 3.20(d)), the probed area of the sanwies reduced from ~15 grid to within
approximately one grid zone. The center of the behifted upwards by a small amount at the same
time, perhaps due to the non-uniformity of the beaeeleration or residual magnetic field. Whegn
was increased to 0.84 and the beam spot size wlasa@ by one third of the zekg, case (Figure
3.20(d)), the hexagonal Bragg reflection spots tmecaisible. Each diffraction spot emerged as a
group of spots mainly on the six-fold symmetricigon. With the further increase &, and the d
ecrease of the beam spot (Figure 3.20(d)), the @rafection spots including the satellite spots
became clearer and their overall rms radayg;, became smaller (Figure 3.22(b)). This is similar
to that observed previously with field emitter gri@EA) beams [61], but the present result obta
ined by using the single nanotip emitter exhibitghlker spatial resolution. This is also indicated
by the factor of ~2 largelR/ag¢ ratio (Figure 3.22(b)) observed here than the EEperiment, w
hereR is the distance between the center of the direatmbto the center of the diffraction spots.
The satellite spots with the samRaeflect the contribution of multiple grapheneitsdtdomains at the

large beam size.

When we analyze the main Bragg spot size by a Gausand axial-wave model with a full
consideration of the diffraction angle dependeattbn elastic scattering cross section, we obdaine
the lower estimate transverse coherence length [65] of ~1 nm, whéch few times smaller than the
radius of the curvature of the nanotip apex. Howewe consider that the spatial coherence length is
much larger than this value. This is on one hanthbse of the similarity of the Bragg diffraction

spots with the direct beam shape (see below), artleoother hand, because of the observation of the

45



satellite Bragg diffraction spots that are an omfemagnitude smaller than the main diffractiontspo

(Figure 3.21(c)] hence indicating a transverse afee length of tens of nanometers.
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{Figure 3.22. (a) Selected image display of thedirleft panel) and the diffracted beam (rightgdan
Scale bar is 500 pm and 5 mm on the respective mage. For somg&-value images, a view of
some parts of the images (the direct beam and bt @liffraction spots) are indicated in the image
of ko = 0.92 by the red box to highlight the beam quditr the diffracted beam relative to input
beam. The magnified views are summarized in Figuz8(a). (b) Variation of the rms diffraction spot
size @airy) and the ratio between beam center-to-diffracpat distance andqss as a function of

kcol }

When the spot size of the incident beam is smallthe sample is uniform over the irradiated
spot, theR/og ratio can be a quantitative measure of the trassveoherence length of the incident
beam [65]. However, when the beam size is finitd #me sample is not uniforngg iSs rather
determined by the beam size and the non-uniforwfitthe sample instead of the spatial coherence
length and theR/og« ratio merely gives the lower estimate of the cehee length. From the
comparison of the direct beam and the diffractipots, we consider this applies to the present
experiment: in Figure 3.23(a), we show the magdifieages of the direct beam and one of tfe 1
order diffraction spots (in the 6 o’clock directjoiThese were taken from the region indicated ley th

red boxes in Figure 3.22(a) (deg = 0.92 image). The strong similarity of the Bragfection spots
and the direct beam shape is apparent.

46



Because of the highly coherent nature of the fesfdssion beam [66], the transverse spread of
the wave function of the field emission electromares much smaller than the incoherent beam case.
The acceleration of the beam along the beam axia #% present geometry should also have an
effect in making the transverse spread of the wametion upon propagation narrower than the free
space propagation. However, for a field emitterhwiite apex radius of curvature of 5 nm, the
expected transverse spread is several microns auder the finite acceleration [67]. This is
consistent with our present conclusion that theswarse coherence length of the single nanotip
double gate emitter is much larger than the vakterdhined by the apparent Bragg diffraction spot
size that might be larger than tens of nanometerth@ small satellite Bragg diffraction spot size
indicates. Further experimental characterizatiorthef transverse coherence length of our nanotip
emitters is of particular practical relevance, iegg experiments with large unit cell systems for
calibration and determination of the upper limitth® coherence most relevant to spatial resolving

power of atomic structures.
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{Figure 3.23.(a) Magnified comparison of the direct beam spat the diffraction spot at variolks,.
Cropped and magnified region (indicated by red bo¥igure 3.22(a)) of the shadow image (left
panel) and the diffraction spot at the 6 o’cloclsigion in the diffraction patterns shown in Figure
3.22 (right panel). The grid spacing is 85 pm andhbtual sample surface. The scale bars denoted on
the images are 500m indicating the size of the beam on the phospbmres). (b) Variation of the
brightness of the Bragg reflection spot to thathef direct beam with the increasekgf from 0.89

and 0.925.}

We finally note the influence of the increasked on the brightness of the diffraction spots
observed in Figure 3.23(a). In Figure 3.23(b),rtté of the brightness of the diffraction spottbat
of the direct beam was summarized. Whej was increased, the diffraction spot size decreased
because of the decrease of the direct beam sptthizreby increasing the spatial resolution of the

electron probe. However, the increase of the bmiggg of the diffraction spot is governed by a
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separate effect. We ascribe this to the fact thainicreasind, is not only collimating the otherwise
diverging electron trajectories emitted from thenotép apex but also flattening the electron wave
front, hence substantially reducing the beam-faeggendent angular dispersion of the Bragg
diffraction direction. Figure 3.23(b) shows thae tivave front was most flat wheg, was 0.915-
0.920, and its curvature increased at highgmue to over focusing, even though the beam spst wa
the smallest dt,, = 0.925. This highlights the unique characterisfiour double-gate nanotip emitter

that allowed for detecting sharp diffraction imageathout external optics.

3.1.4.4. Summary

In summary, we demonstrated that the double-gaiglesinanotip emitter is capable of
producing sharp Bragg diffraction from a suspendesholayer graphene sample. By using the on-
chip beam collimator, we were able to generatetr®liequlses that are not only collimated but also
spatially coherent with coherence lengths gredi@n L nm, allowing for the low-energy transmission
diffraction experiment using a minimal experimentdtup without additional electron optical
elements. Analysis of the recorded diffraction am&ct beam images and the observation of small
satellite diffraction spots clearly showed thatpmhand pattern of the diffraction spots are depeinde
both on the angular divergence and size of thetreledoeam that are controlled by the on-chip

collimator of our device.

3.1.45. Supplementary Materials

See Appendix A for the entire collection of theedirand diffracted beam images and Appendix B for

the derivation of transverse coherence length lihtated electron beam.
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3.1.5. Outlook and challenge

Aiming at single-shot pump-probe experiments, tttgevable temporal resolution mostly determined
by the electron bunch length in time can be comxkigiven by experimentally measured beam
current of the maximum 4 pA generated from the tkxghte single nanotip field emitter. As shown
in Figure 3.15, this beam current corresponds to geréiom 18 electrons for 10 nsec bunch t0™10
electrons for 1 millisecond bunch. This parameterge covers the required number of electrons
recording a single diffraction image, dependingstmuctural complexity and thickness of samples,
with an acceptable signal-to-noise ratio (SNR) [&8}suming a DC electron gun concept. This time
scale seems far from the desired temporal resalti®00 fs) in capturing barrier-crossing dynamics
of a chemical reaction [3], discussed in Chaptaantl 2, but it is still a useful time window to
investigate structure changes of biological macihesdes, occurring in millisecond [70],

microsecond [71], and nanosecond time scale [A2],single-shot manner.

Bunch length in timg Number of electrons per bunch
10 nanosecond 2.5 x7%10
100 nanosecond 2.5 x°0
1 microsecond 2.5x 10
10 microsecond 2.5x 10
100 microsecond 25x10
1 millisecond 25x 16

{Table 3.2. Number of electrons comprising electtamches with 4 pA beam current at different

bunch length from 10 nsec to 100 psec.}

Although a lower-limit of transverse coherenceglinof the electron beam generated from
this device is only estimated in the present thesifarger value is expected in reality, based an
experimentally measured value with a similarly gthpanotip [20]; according to this reference, the
global coherence of photoemitted electron beam émasured as 0.36. Given that the required
transverse coherence length for protein crystadoigy is in the order of 10 nm, protein crystals as

small as 100 nm can be possibly studied without lafsthe beam current and current density by
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matching the size of the probe beam and the sierglgal, assuming no beam quality deterioration

due to such tight electron beam focusing with ftigé lksurrent density.

The method of electron beam generation is andthportant point to discuss. In case of
double-gate nanotip arrays, the picosecond bipleent pulse switching has been successfully tried
[73], indicating that this electrical switching rhetl can also apply to the single nanotip case.,Also
laser-triggering method with near infrared laséda (single-photon photofield emission mechanism)
has been proved for single-gate arrays [74]. Howeapplication of this direct laser triggering
method to the double-gate single nanotip devicergeseseveral issues. First of all, irradiating a
focused laser beam to the emitter location withoadgoverlap out of mm scale device with
micrometer resolution (gate aperture size) is teatly challenging. Second, there is inherent
multiphoton-induced electron emission coming frdma tollimation gate made of Molybdenum when
the triggering laser hits the device. This byprddsicould be distinguished from the photofield
emitted electrons. Third, micrometer tight optidacusing requires a short focal length lens,
indicating its placement in close proximity to #hevice and a concomitant increase of the sample-to-
source distance affecting temporal resolutionrimetresolved electron diffraction. An alternativeywa
to do the laser triggering of the double-gate singhnotip device is to use a semiconductor
photoswitch [75] attached to the emitter base pdaieh that emitter biasing voltage is applied only

when femtosecond laser hits the switch.

A stability test of the field emission beam withicnmampere current and transverse
coherence or emittance measurement are also impodeeps in completing the device

characterization toward the development of ultigtiircathode.
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3.2. Optical fiber-based photocathode

3.2.1. Motivation

Conventional photocathodes used in time-resolvectren diffraction is prepared by coating electron
emitting layers on one side of an inch-sized laaigea optical window [76]. In case of the back-
illumination scheme for electron generation (Fig@4), femtosecond optical laser pulses are
injected from the backside of the window and foduse the emitting layer with few hundreds of
micrometer focal spot size. Given the fact thaidgpfemtosecond laser systems have a finite degree
of the instability of beam pointing and the averggever, it is required to shape the probe electron
bunch by using an aperture in order to maintainchymarameters such as number of electrons per
bunch, bunch size, position, profile and etc., tioe entire course of the data collection, which
otherwise, could affect the high signal-to-noisgor§dSNR) of differential images (pumped image
subtracted from unpumped image) processed in tke @aalysis step [77]. This instability issue
becomes more significant if a few micrometer tilgister focusing is aimed on the large photocathode
substrate for achieving small source size and weBss emittance (in other words, for maximizing
beam brightness).

emitting layer

focusing
lens l substrate
i \

\

{Figure 3.24. Conventional photoelectron generaticineme in time-resolved electron diffraction}

Instead of the flat optical window, using an ogitifiber as a photocathode substrate can
eliminate the need of the electron beam shapimgetare allowing for the construction of a compact
setup with many advantages in time-resolved eledtifiraction. Fed by femtosecond optical laser

pulses at one end of the fiber, while the otherigrabated with thin metal layers acting as antsdec
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emitting surface, this cathode provides self-alignmbetween the electron source and the wave-
guided photoinjection pulses (Figure 3.25). Assulte it can generate electron bunches with a well-
defined beam size and profile by optimizing geoiatrparameters of the fiber (for example, the

fiber core/cladding size and shape) without electream shaping.

.’( \\
- :
optical fiber P e

emitting layer
cladding

core

{Figure 3.25. Photoelectron generation scheme wjitical fiber}

In addition to the advantage in controlling spapiedperties of electron bunches, the optical
fiber-based photocathode also enables the contrE@naporal properties of the electron bunch. On
propagating inside the waveguide, optical pulsgseagnce temporal stretching owing to the various
types of dispersion effects dictated by geometipeabmeters of the fiber and it's coupling conditio
to the laser beam: the initial few hundreds of fesatond laser pulses at one end of the fiber are
stretched to few or tens of picosecond pulses atother end after propagation, which generates
electron bunches with the same order of the tenhgmmach length. The picosecond long electron
bunch is useful in ultrafast streak electron ddfian, which will be explained in Chapter 4, in tthiae
observable time window for the entire transient aiyits is determined by the temporal electron
bunch length. Compared to other methods such d&eRIFnduced bunch broadening [78,79] or THz
streaking [80] to generate the picosecond longtmlecbunches, this innovative electron source
concept is relatively simple and robust and combiak these features in a single fiber optic based

device without needing to invoke space charge tsif@chich could affect the beam quality.
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3.2.2. Optical fiber-based electron gun

In this section, the first demonstration of theicgdtfiber-based low-energy electron gun for time-
resolved electron diffraction and characterizatdbthe temporal property of the low-energy electron
bunch are described. Because of the highly divgrgiraracteristics of the low-energy electron beam,
an electrostatic Einzel lens system is integraté thhe optical fiber-based photocathode. Ultrafast
streak camera, which will be discussed in Chapiardétail, is implemented not only for the eleatro
bunch profile characterization, but also for thasibility test of the time-resolved low-energy ake
diffraction that have many advantageous over coinwesl pump-probe experiment in ultrafast low-
energy electron diffraction. The detailed resultsl @evice fabrication method are published by C.

Lee et al. [81], and the main messages of this woeksummarized as follows:

1) Because of dispersion, the femtosecond photoiojecoptical pulse is stretched on
propagation inside the fiber, resulting in few gieoond duration of the pulse arriving at the
emitting layer. This stretched photoinjection pulséicates the initial electron bunch length
of few picosecond as it is generated.

2) For the low-density (200 electrons per bunch) fdeogecond low-energy electron bunch
studied in this work, the space charge and inkiaktic energy spread induced bunch
broadening turns out to be minimal, as expected fi@sult is confirmed both experimentally
by using a streak camera and computationally baréigte tracking simulation, leading to a
conclusion that the stretched photoinjection pulkeation governs the electron bunch
duration at the diffraction sample plane.

3) Given that dispersion is dictated by geometricabpeeters of the fiber (for example, fiber
length or free space-to-fiber coupling conditiotje result 1) and 2) imply that electron
bunch can be actively controlled by tailoring filparameters.

4) The implemented Einzel lens system well focalize ¢kectron beam on the detector in order
to obtain diffraction images at different electemergies, ranging from 1.0 — 2.0 keV, without

space charge induced beam emittance degradation.

tadapted from C. Led al., App. Phys. Lett113 133502 (2018).
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3.2.2.1. Abstract

Here, we present an optical fiber-based electrandgsigned for the ultrafast streaking of low-egerg
electron bunches. The temporal profile of the femstof picosecond long electron bunch composed
of 200 electrons is well characterized by a custenhistreak camera. Detailed analysis reveals that
the stretched optical trigger pulse owing to thepdrsion effects inside the waveguide dominantly
determines the temporal length of the low dendigteon bunch. This result illustrates the capgpbili

to control the observable time-window in the stre#kraction experiment by tailoring geometrical
parameters of the fiber source and its couplingditm. With the electrostatic Einzel lens system
integrated on the fiber-based cathode, we also dstrade spatial focusing of the electron beam with
the RMS spot size of 98m and imaging of static low-energy electron diffrac (LEED) pattern of

monolayer graphene in the range of 1.0 — 2.0 ke¥tedn kinetic energy.

3.2.2.2. Introduction

The ultrafast electron diffraction (UED) techniggea powerful tool that enables the investigatibn o
dynamical structure-function relationships of molec species on the relevant time scale of their
atomic motions [3,57]. The clear demonstration bis ttechnigue was achieved through the
development of high energy, high brightness electnans that can deliver electron pulses containing
on the order of 10- 10 electrons per bunch while maintaining on-targdsg@ulurations in the low
100 fs regime, thus allowing direct observationaofarge class of ultrafast structural dynamical
phenomenag2-8§. These bunch parameters have been achieved byaobrdirect DC guns on the
one hand, and RF compressor approaches on the stier that current table-top UED setups

routinely operate with < 200 femtosecond tempagablution at 100 keV electron energy2fL,88-90.

While high energy UED probes are best suited tdipgpbulk material dynamics of samples
in the order of 100 nm thickness, low-energy etawtrin the order of 1 keV or less are more suited t
study atomic motions involved in surface-activasgdtems 12,64,65,91 such as photocatalysisJ.
Given the importance of surface mediated catalyia) water splitting to CH bond activation, there
is ample justification for pursuing time resolvexvienergy electron diffraction (LEED) techniques;
unfortunately, achieving the femtosecond bunch tleng significantly more difficult as temporal
dispersive effects due to the initial energy spraad space charge are exacerbated at low beam
energies [65,63]. Motivated by the design of higlergy UED setups, several attempts with low-
energy electrons have tried to shorten the soarsainple distance down to sub-millimeter range by
using miniaturized electron guns composed of a meter sized electron source [64,65,12,36]
Although this approach is interesting and has aehiefew picoseconds temporal resolution in

transmission§4] and reflection {2] geometries, the achievement of sub-picoseconskepdiirations
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remained elusive due to limitations in the attaleaxtraction electric field. In addition, consttiot

of such a miniature gun is not trivial, possiblyndiering its more widespread proliferation. An
alternative strategy for the realization of subegiecond resolution in the time-resolved LEED
experiment is to use the ultrafast streaking tegumi[r9,91,94. In contrast to the conventional
stroboscopic pump-probe scheme using hundredsoof slectron bunches to sample each time point
of the delay in recording the entire dynamics, tiiteafast streaking technique exploits, ideally, a
single long (typically few picoseconds) electroolpr in which time-varying structure information is
encoded after photo-excitation of the sample bermuiped by electron diffraction. The long electron
bunch acts as an observable time-window of the miycsafrom which different temporal components
are separated in space under a transient eleatfit denerated inside the streak caméra he
resultant streaked diffraction patterns are imagethe detector screen, and in this case, the terhpo
resolution is determined by the angular streak orgloof the streak camera. Previous work has
demonstrated 400 fs temporal resolution with arctedaically triggered RF-cavity based streak
camera and MeV electrons [79] and 550 fs with aqhiggered streak camera and 30 keV electrons
[94]. These results provide the impetus for the dgwalent of ultrafast streak cameras for time-

resolved LEED experiments.

In this Letter, we present an optical fiber-bas#tdafast low-energy electron gun that has
several advantages over nanotip-based or convehiadanar optical window-based electron gun in
ultrafast streaking. As demonstrated by our previaork 5], the fiber-based electron source is
prepared by coating of the electron emitting lajiezctly to the fiber end and back-illuminated h t
photoinjection beam. This work takes explicit adege of the functionality of tailoring geometrical
parameters of the fiber and its coupling to thetpimgection beam. In this manner, this simple fiber
based source can generate electron bunches wibléupulse duration that defines the observable
time-window of the dynamics in ultrafast streakihgaddition, the fiber-based source allows one to
easily control the well-defined electron beam sind profile without beam shaping typically needed
for UED setups. Lastly, the optical fiber-basedchode design provides a self-alignment between the
cathode and photoinjection beam, opening the piissiio construct a portable time-resolved LEED

system.

3.2.2.3. Experimental

Solarization-resistant multimode optical fiber wdghmode field diameter of 100m was
chosen to prepare the fiber-based electron soaicee this large core fiber allowed for relatively
efficient coupling of the free space laser puls¢h®fiber compared to the single mode variant. The

fiber was connected to the photoinjection beam waitandard fiber plug on one end, and a metallic
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fiber ferrule on the other, wherupon both sidesemgolished. The metallic ferrule end was coated
with a 30 nm thick gold layer by using the electlmeam evaporation method, thereby forming a
back-illuminated photocathode (Figure 3.26(a), (). The other end of the fiber was connected to
commercial fiber vacuum feedthrough in the expentalechamber. The gold-coated fiber ferrule was
then mounted to a holder (Figure 3.26(d)) in wirachelectrostatic Einzel lens system was integrated
for the purpose of electron beam focusing (Figug6@), (f)). As shown in Figure 3.26(g), this lens
system was composed of an extractor, lens, andndrplate, which are assembled in a stacked
manner together with three isolation plates. Basedhe actual geometry of each lens element and
electron source properties characterized by ourique study 95], the electron beam trajectory was
simulated using a particle tracking solver (CSTnpater simulation technology, particle studig]],
(Figure 3.26(h)).

The assembled electron gun was loaded into the thé¥hber with a base pressure sfl8®
mbar. The triggering laser pulses (257 nm, ~18016s,kHz) were coupled to the fiber vacuum
feedthrough via a connector to an intermediater filiedentical type, thereby allowing measurement
of the in-coupled average laser power with knownptiog losses at the fiber feedthrough prior to
carrying out the experiments. The total lengthheffirst (in-vacuum) and second (in-air) fiber uged
the present study was approximately 1 m. Beforagusie prepared fiber, we carried out a fiber
conditioning process until we see no significaniveochange as a function of the exposure time to
the photoinjection UV pulse due to the fiber saation (.e. photodegradation) effect that can
reduces the transmission of the input power. Atter conditioning step is completed, we measured
the output power reduced to approximately 10 %hefihput power on the total length of the fiber
including the fiber feedthrough at 257 nm waveland@efore imaging experiments, we measured
electron beam current as a function input lasergooand confirmed a linear relation, indicating
single-photon photoemission as an electron emissiechanism of this fiber-based source. During
imaging experiments, an input power of gW corresponding to 200 electrons per bunch was
maintained. Beam spots were imaged with a chewea tnicrochannel plate (MCP)-phosphor screen
assembly and captured by a lens- coupled sciemiide CCD camera. The distance between the

source and the screen was approximately 40 mm.
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{Figure 3.26.View of the optical fiber-based electron gun. (a)dgcoated fiber ferrule, (b) optical

microscope image of the magnified view of the gelgeegion in (a), (c) fiber ferrule connecterized
with the fiber, (d) ferrule holder before the asbgmof Einzel lens plates, (e) Einzel lens plaiéks,
the entire gun assembly. (g) Cross-section viewthef simulation model of the lens system in a
particle tracking solver. Solid cyan color indicatine equipotential line in the maximum focusing
case. (h) Simulated electron beam trajectory gt of -1.2 kV with the fixeVeqnode Of -1.6 kV. The
range of the electron kinetic energy is scalednayfalse color. The Einzel lens aperture and elactr

source size are set to 1 mm and 0.1 mm, respectivel

We first tested the focusing ability of the Einlmts system by varying the lens voltaggs,
at a fixed cathode voltagé.,n.ee = -1.6 kV. As shown in Figure 3.27(a), the beame 36 gradually
reduced with the increase \gf,,s from -0.8 kV to -1.22 kV, expanding again in the22 kV to -1.3 kV
range, indicating over-focusing of the beam. Irecafsthe maximum focusing conditio¥ 4 of -1.22
kV), the rms beam spot size recorded at the sor@snmore than a factor of two smaller than is the
case forVies = -0.8 kV (Figure 3.27(b)). For the maximum foagsicondition, we analyzed the
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electron beam profile by using a knife-edge metbondducted at approximately 5 mm far from the
gun. The rms beam spot size measured at this @o&itio8 + 5.6:m. As shown in Figure 3.27(c), the
spatial profile is an asymmetric bell shape, witilgt of the beam spot recorded on the screenl(Re.
kV image in Figure 3.27(a)) is well fitted by a Gaian distribution (Figure 3.28) which indicates
minimal spherical aberration of the Einzel lenstsys We ascribe this profile inconsistency to a

minor measurement error on the knife-edge scanning.
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{Figure 3.27. Characterization of the electrost&iozel lens system. (a) Electron beam spot
experimentally recorded aftes of -0.8 kV, -1.0 kV, -1.1 kV, -1.2 kV, and -1.3 kwith the fixed
Veathode OF -1.6 kV. Scale bar indicates 1 mm. The maxinmatansity set in each image is 2000, 5000,
10000, 20000 and 20000 for -0.8 kV, -1.0 keV, #eY, -1.2 keV, and -1.3 keV image, respectively.
(b) Summary of the RMS beam spot size and the maximixel intensity as a function & (C)

Intensity profile of the maximum focused electra@ain. The camera integration time is 1 sec.}

Next, we carried out static electron diffractiorperments using a freestanding monolayer of
graphene. We recorded diffraction images by changie kinetic energy of the electron be&m
from 1.0 to 2.0 keV with a fixeW|ens/Veanode ratio of the maximum focusing condition obtaineoi
the lens experiments. The sample was placed isahe distance from the source, where the beam
size is measured. As displayed in Figure 3.29(#}adtion spots up to" order are clearly visible for

the entire range d&,. Moreover, with the increase &f;,, the diffraction spots become sharper and
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brighter. This observation can be explained byrétation between the beam spot si£&, andEy,

0.~1/\/E,, . We measured the size of the first order diff@ctspots, Oy , for the respective

images, showing an inversely proportional fit te ttoot mean square &, (Figure 3.29(b)),

consistent with this known relation.
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{Figure 3.28. Line profile of the beam spot in ysadirection after binning pixels in x-direction.}

From the diffraction images, the transverse coleréength of the electron beam,, can be

estimated from the relation [&4],
R
g, =ax— (3.4)

where,a andR represent the lattice constant of the diffracéample and the beam center-to-
first order diffraction spot distance, respectivétythe case for diffraction images recorded étkeV
electron energy, we calculated to be 5.22 + 1.22 nm. With, and the measured value @f using

the knife-edge technique, we were able to obtaénnibrmalized transverse beam emittarsgg,, of

20 + 4.7z nm from the following relationof],

g =y (3.5)
mC
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where,m andc indicate the electron mass and speed of light.iffieered value is comparable
with the reported one (= 16 nm) from our previous emittance measurement of fifier-based
source 95|, reflecting that space-charge induced emittaregratiation caused by beam focusing is

negligible for experimental conditions relevant ddffraction.
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{Figure 3.29. (a) Static electron diffraction patteof the freestanding graphene, recorded at the

maximum focusing condition with different kinetimergies for the incoming electron beam. The
maximum intensity set in each image is 700, 80001and 1300 for 1.0 keV, 1.2 keV, 1.6 keV, and
2.0 keV image, respectively. The black and redestar indicate & and 5 mm, respectively. (b)
RMS diffraction spot size of the™lorder Bragg peaks as a function of electron kinetiergy. (c)
Calculated Bragg diffraction angle as a functionet#fctron kinetic energy. The camera integration

time is 100 sec.}

We then characterized the temporal length of thetedn bunch by using a home-built laser-
triggered streak camera previously demonstratddSh The detailed synchronization scheme of the
streak camera triggering pulse with respect todleetron bunch entrance timing is explained in

section 3.2.2.7. The streak camera is composedG#As photoswitch and two streak plates aligned
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parallel to each other in which transient elecfiétd is generated in the orthogonal direction with
respect to the electron beam propagation directpmm hitting the photoswitch with an optical trigge
(180 fs FWHM, 515 nm) as illustrated in Figure 3(0). The resultant angular deflection of the
electron bunch gives rise to a streaked electrambienage at the screen (Figure 3.30 (c)), and by
comparing it with the unstreaked one (Figure 3130, the temporal profile of the electron bunch is
extracted (Figure 3.30 (d)). By placing the cemtethe two streak plates at the position where the
diffraction sample would be placed, we ensure mahigeviation of the bunch length between the
characterized one and the actual one used in finaation experiment. The measured FWHM bunch

length is 14 £ 2 ps in the maximum focusing comnditivith the fixeVeaoge Of -1.6 kV.
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{Figure 3.30. Temporal characteristics of the emmttbunch. For the experiment and simulation, the
electron energy was set to 1.6 keV. (a) Schembuistriation of the streak camera operation. The
maximum streak velocity of the streak camera imébby changing the relative time delay of the
streak camera triggering pulse with respect tofitkedl arrival time of the photoinjection pulse. (b)
Unstreaked and (c) streaked electron beam image.s€ale bar indicates 10 pixels. The maximum
intensity is 10000 and 2000 for unstreaked anchké®@ image, respectively. The intensity profile of
these two images are binned horizontally and demwed each other with Tikhonov regularization
parameter of 2.4 to generate the temporal profith@electron bunch shown in (d). In Figure 3.30(d
black and red curve indicate data extracted fromf R& simulation and streak camera measurement,
respectively. (e) Calculated FWHM length of the tluias a function of the trigger pulse width (with
200 electrons), and (f) the number of electronskperch (with 14.1 ps trigger pulse) (g) Calculated

FWHM length of the bunch measured at the diffracample position (5 mm far from the electron
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gun). The camera integration time is 1 sec.}

When the laser trigger pulse for the electron eimissravels through a waveguide, the
temporal pulse width stretches owing to dispersifbects. Given the geometrical parameters, and the
coupling condition, the FWHM temporal width of teetched pulse along the travel length of 1 m
inside the fiber is estimated as 13.69 ps (se@i@rR.5). We note that this estimated triggerinz@u
width is close to the measured electron bunch kengading us to conclude that space-charge or
initial electron kinetic energy spread induced Bubcoadening is negligible for the electron bunch

generated in the fiber-based cathode upon its pedjuan.

In order to verify our scenario, we simulated teeporal electron bunch length using the
ASTRA[9€¢] code capable of tracking space charge fieldsdrying the pulse width of the stretched
photoinjection pulse at the end of the fiber and ttumber of electrons per bunch. The detailed
simulation method and parameters are describeddtios 3.2.2.6. As shown in Figure 3.30(e), no
perceptible temporal broadening is calculated far hunch composed of 200 electrons, indicating
that the space charge effect is negligible fortdmaporal property of the non-dense electron bunch
triggered by the stretched pulse in the range efRWHM pulse width from 2.4 ps to 14.1 ps. In
contrast, for bunches with more than*l€lectrons, the bunch length starts to broaden upon
propagation even in the case of maximally stretgbeldes in the simulation (Figure 3.30(f)). As
summarized in Figure 3.30(g), this bunch broadertemgdency is significant as the number of
electrons per bunch becomes larger and when tlee putlth of the trigger is shorter. These results
are expected. The calculations are important terdehe the acceptable parameter space and to
compare to experimental characterization of therb&mensure stray field and space charge effects
are not deteriorating the beam quality for diffract In this respect, this simulation result well
supports our experimental data that the triggeseuwidth is the most critical factor in determining
the time window of the observable dynamics in tdisa streak diffraction experiment in the case in
which the number of electrons is sufficiently smalhe calculations allow one to properly optimized
electron number and density for various applicaiohinterest. In general, the number of electrons
per pulse for given beam, focusing conditions, sauhple limitations needs to be maximized within
the required spatial resolution to improve the aigio noise for a particular application. This
approach allows one to optimize the electron pptedile by controlling the input pulse and stretch
factors to maximize the diffraction image qualitydaassociated space-time resolution to recording

atomic motions.

3.2.2.4. Summary
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In summary, we have demonstrated an optical fibeed low-energy electron gun
developed for the purpose of ultrafast low-energgak diffraction that can overcome the temporal
resolution limits of current time-resolved LEED aheé resulting difficulties in the design of theuge
By using the implemented electrostatic Einzel lsgstem on the fiber-based photocathode, the
electron beams are focused to the detector, ardtiaétwell-focused beam, static electron diffractio
images were obtained in a wide range of electrargies. Temporal characteristics of the generated
electron bunch and simulation results indicate thattemporal length of the sparse electron bunch
triggered by few picosecond laser pulse stretcimste the fiber is minimally affected by space
charge effects. Finally we expect that comparetthéoelectron bunches triggered by the pre-stretched
picosecond pulses as in the present work, eleditorthes generated by femtosecond pulses and
subsequently broadened to picosecond range bypheescharge effect are more challenging in

delivering large number of electrons per bunch theosample without beam brightness degradation.

Lastly, considering a possible higher streak ecigfjogenerated from an improved streak
camera design, we expect the ultimate temporalutso of our optical fiber-driven gun combined
with the ultrafast streaking technique can reach sobpicosecond regime in the time-resolved LEED
experiment. Also, as demonstrated in the statictre diffraction of monolayer graphene, the spatia
resolving power of the low-energy electron bunchli®3 A. Therefore, this simple fiber optic
approach, explicitly exploiting dispersion, canused to tailor the electron bunch to fully optimize
image quality in combination with streaking to ntain high space-time resolution for the study of

structural dynamics at surfaces, including irreNdessurface reaction dynamics.
3.2.2.5. Estimation of the temporal broadening of the triggeing pulse

We discuss four kinds of dispersion that can affeicetching of the laser pulse width during

propagation inside a fibe99].
1) Modal dispersiong,,

Each mode propagating inside the large core mutterfdoer has different group velocities.
The rms pulse width owing to the modal dispersiaside the fiberg,,, is a function of the fibre

length,L , and numerical aperture of the fibBlA), and refractive index of the core, (.

_LINA?
o.,=
ALt [,

(3.6)

The NA of the fiber used in the present experiment i28127, L = 1 mn,; =1.46, thereby yielding
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o = 31.19 ps. This value is the theoretical maximamthe modal dispersion-induced pulse
stretching, assuming that the incoming free spaeenhs coupled to the fiber with the saN®& as the

nominalNA value of the fibre.

The effective numerical aperture due to the actwalpling condition,NA¢fective » 1S

different from the nominaNA of the fiber, and has to be taken into accourdsiomate the actual

value of g,,, during the experimentpd, and can be written as
NAseive = NSING (3.7)

where,n is the refractive index of the free space mediath for air), and is the half-angle of the

cone of the converging light from the lens into fiber.

5
L

{Figure 3.31. lllustration of free space-‘tg-fibmupling}

In the experiment, we used a focusing lens witbcal length of 40 mm for the purpose of
free space beam-to-fiber coupling, and the rms bs&iaenD/2) of the free space beam was 5b.
From these valuesNA,frctive IS Calculated as 0.01312, approximately a factdr7osmaller than

the nominalNA of the fiber. The actuad,, is then estimated as 98 fs.
2) Material dispersiong,,,+

When the free space laser pulse composed of argpeof different wavelengths is coupled
to the fiber, each wavelength component travelb witifferent group velocity inside the fiber core.
As a result, the initial temporal pulse width irtihee space spreads after propagating a dist@hee.

pulse stretching caused by this material dispeysign;, is described as follows:

0. =D 0 (3.8)
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whereD,,,; andag; are the material dispersion coefficient and thecspl width of the free space
laser, respectivelyD,,,,+ is 5174 ps/km-nm, as specified by the fiber sigopti; is measured as 1.09
nm (RMS) at the central wavelength of 257 nm. Thys,; = 5.64 ps.
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{Figure 3.32. Wavelength spectrum of the triggeelapulse}

3) Waveguide dispersiow,,

Waveguide dispersion arises owing to the differase velocities in the core and cladding
when the pulse travels inside the fiber. It is Bigant in single mode fibers, but not in large €or
multimode fibers in which the field distributionti@between the core and the cladding is large. The

pulse stretching owing to the waveguide disper@atescribed as
o,=D,0L, (3.9
where, D,, is the waveguide dispersion coefficient, expressethe following relation:

_83.76A (um)

D mm™* kmt) =
WSt M ) == myn,

(3.10)

Herea andn, are the fiber core diameter and refractive indethe cladding, respectively.
Given the 10Qum core size of the present fiber, we neglect thecefbf the waveguide dispersion in

considering the pulse stretching.
4) Nonlinear dispersiong,

Due to the relatively low power of the incomingHtt and the large size of the core, we

neglect any nonlinear dispersion effect in the @slsetching.
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Finally, based on the above discussion, modalraaterial dispersion effects contribute to

the overall temporal stretching of the laser pulsading us to conclude that the estimated rms

temporal width of the laser puls€)y, , after propagation of 1 m of the fibre is 5.81 ps

(Z:Oi,taj 220:1 +Z:0,T2BI +Zai§ma1_ms_pu|se_mdm ). With an assumption of Gaussian temporal

profile, this value is equal to the FWHM width &.69 ps.
3.2.2.6. Description of the ASTRA code simulation
ASTRA is a space charge tracking solver based afiela approach.

1) The longitudinal electric field component on tbagitudinal position on the radial-symmetry axis
is calculated in the case of maximum focusing domdicorresponding t¥g,s of 1.22 kV atVanode Of
1.6 kV with a commercial software package (CSTipiartstudio), and is exported to the ASTRA
particle tracking code for defining the actual &lestatic fields nearby the electron beam propagati
The radial and magnetic field components are datifrcen the derivative of the longitudinal field

with respect to the longitudinal position, autoroally from ASTRA.

2) To simulate photoelectron generation on ourcaptiiber-based cathode in ASTRA, we set 1000
particles generated from a circular spot with 160rms diameter. The actual number of electrons per
bunch is reflected by adjusting the bunch chargarpater. In the emission spot, the transverse and
longitudinal spatial distributions of the electrare assumed to have a Gaussian profile. The w#ect
work function of the gold layer is assumed to 4\8 and the photon energy is set to 4.824 eV
corresponding to the 257 nm wavelength of the &g laser pulse. The initial momentum
distribution of the electrons in the transverse lmgjitudinal axis is assumed to have a Fermi-Direc
distribution at 300 K. Given those assumptions, R&Bimulator calculates the rms electron kinetic

energy spreadggyin, by the following formulag8]:

1
Ogin = ﬁ (Ephot ~ Qs ) (3.11)

The calculated rms energy spread is equal to &V1¢= 0.28 eV FWHM), which is in good
agreement with the reported value of a photocathodede of the thin gold film on a sapphire
substrate [101]. This calculated value is takem iatcount during the entire particle tracking
simulation. We also note that the measured rmstigpeddth (0.02 eV equal to 1.09 nm, as shown in

Figure 3.32) of the photo injection trigger beanoidy approximately 17 % of the energy spread
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caused by the photoemission process. Thereforexpect the effect of the broadened spectra of the

trigger beam is negligible to the simulated elettoanch length.

3) In ASTRA, the space charge field is calculatedaocylindrical coordinate based volume. We
sectioned this space charge field volume into gsrim the radial direction and 8 slices in the
longitudinal direction, indicating that on averaZfe particles are contained in each sectioned grid i

the simulation.

3.2.2.7. Synchronization scheme of the streak camera triggerg pulse with respect to the

electron bunch entrance timing

As illustrated in Figure 3.30(a), we vary the tiadistance of the streak camera triggering pulse by
moving the mirror placed on the delay line stagee Travel distance of the photoinjection pulse is
fixed. In this way, we are able to control the atitime of the streak camera triggering pulse with

respect to that of the photoinjection pulse.

In order to find the maximum streak velocity regiftypically in the first zero-crossing
where the linear field ramp-up or —down appearg)jmage the electron beam spot on the screen and

compare the streaked beam spot positions to thakeainstreaked one, as shown in Figure 3.33.

DC
defle- delay: delay: delay: delay: delay: delay: delay: delay: delay: delay: delay:
unstreaked ction Ops 666 1332 199.8 216.5 2331 2498 266.4 333 3996 4163
100
pixel w

{Figure 3.33. Change of the electron beam spottiposas a function of relative delay between the

streak camera triggering beam and the electronhbentrance timing.}
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4. Theoretical Background of Transmission-Mode Time-Rsolved

Low-Energy Electron Diffraction (LEED)

4.1. Kinematic approach on electron diffraction

In this Chapter, electron diffraction phenomenonbigefly discussed based on the kinematical

scattering theory with following assumptions:

1) The incident electron beam is monochromatic coligriame wave.
2) All atoms of the diffraction sample scatter thecalen wave one time. No multiple scattering.
3) There is no absorption from the diffraction sample.

4.1.1. Coherent elastic electron scattering

When a coherent incident electron beam is irradidtea diffraction sample (thin enough for the
incident electron to penetrate through), as degittd-igure 4.1, a part of the beam interacts With
sample (specifically atoms of the sample), expeirenan angular deviation on its pathway, while the
rest of it does not. The undeviated electron beasulted from no incident electron-to-sample
interaction is referred to “direct beam”. The désthbeam is a consequence of the electron scafterin
with matter, categorized into elastic and inelastattering process. As its definition indicaté® t
elastic scattering conserves the wave energy befwleafter the scattering process and gives rise to
relatively higher scattering angle (1°L@vhereas the inelastic scattering process resultsnaller
scattering angle (<1 without energy conservation. In the electron-graiteraction, what can be a
useful probe to extract the atomic structural infation is the elastically scattered electron irt tha
wavelength and amplitude of the scattered electhmms all the atoms of the sample are same, and

only the phase of them are different (see the @edtil.2.).

incident electron beam

diffraction sample

deviated direct

{Figure 4.1. lllustration of the incident electrbeam irradiation on the diffraction sample}
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What is the origin of the elastic electron scatigrfrom matter? Electron is a charged
particle. As illustrated in Figure 4.2, when thigagged particle penetrates into the electron ctidah
atom, it is attracted by the positive potentiathe# nucleus. The closer the incident electron caimes
the nucleus, the larger the Coulombic force is iagplresulting in a large angle deflection. In the
extreme case, even complete backscatterind’(t80 occur with a three magnitude lower probapilit
[102. The incident electron is elastically scattered only by the nucleus but also by the electron
cloud of an atom, however, the comparison of tlkeetabn elastic scattering cross-section by nucleus
and that of the electron cloud indicates that tleeteon-electron induced elastic scattering event i
negligible compared to the electron-nucleus inteaone, especially for high atomic number atoms
(Appendix C).

incident electron beam

large deviation by small deviation by
elastic scattering  inelastic scattering

{Figure 4.2. lllustration of the incident electratem interaction. The central ‘+’ sign indicateg th
positive charge of the nucleus. The surroundingteda cloud is depicted as the gradation color.}

The wavelength (10 — 100 pm) of the hard X-ray-€1220 keV) implies its capability to use
as an atomic structural probe, as like electronsyelver, the information provided by the X-ray is
different from that by the electron probe, whicigorates from its scattering mechanism with matter.
Therefore, it is informative to compare the elastattering mechanism by the incident electron and
atom to that by X-ray and atom. X-ray is a formetéctromagnetic radiation. When the X-ray is
incident to an atom, the bound electrons of thenadscillates with the period of the applied X-ray
electromagnetic field. These accelerated chargetties then radiate a copied electromagnetic field
(i.e. electric dipole radiation as pictured by a cleaisball-string model), identical in wavelength and
phase to the incoming X-ray. In this regard, X-rgysbe the nuclear position indirectly via the
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diffuse electron density of the atom by field-telfi exchange mechanism, while electrons probe the
nuclear position directly by Columbic interactidhs a result, the elastic scattering cross-section o
electron with matter is much larger £1010) than that of X-rays with mattes§]. This large elastic
cross section of electrons alleviates the difficidt the structural study of radiation damage desesi
samples (for example, proteins) compared to X-reybg@s in that more useful events (elastic

scattering) occurs for a given number of incidanbp particles.
4.1.2. Bragg diffraction

As a result of the electron elastic scattering frandiffraction sample composed of many atoms,
diffraction spots or rings for crystalline sampéae imaged at the detector plane. As shown in Eigur
4.3, as one coherent ray is incident on an atora orystal plane with an incident angt, the atom
plays a role as a mirror such that one elasticaittered ray propagates with the same amount of
angle, 8, from the crystal plane. A second ray performsdame thing for another atom on a next
crystal plane separated from the first planedhyenerating the second elastically scatteredTiag.
diffraction spots are formed at the screen only mwittee two scattered rays constructively interfere
with each other. The constructive interference bangeneralized to other atoms on other crystal
planes of the diffraction crystal, and a simple meatatical description on this phenomenon was first

introduced by Sir W. L. Bragg with reflected X-rafysm a crystalline solid in 1913 [103]. The end

result is the famous Bragg law = 2d,,, sing,, , where A, d,,, and §,, refer to the wavelength

of the incident ray, spacing distance betwdbkl) planes, and corresponding Bragg reflection angle,

respectively. The Bragg law can also be appliethéacase of coherent incident electrons, consigerin

the wave-particle property of electron.
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4.1.3. Fourier analysis on diffraction

A crystal is composed of periodically repeated basevhich atoms are arranged. The basis, called a
unit cell, thus represents the distinct atomicdtme of the system, the target that has to beatege

by diffraction. The periodicity is characterized thye concept of a latticel(r), wherer denotes the
lattice vector in the three-dimensional real spdaeen the fact that the atomic structure is copied
over the entire lattice, the crystal can be mathiealyy conceived by the convolutiol®, of the
atomic structure of the unit cell over the lattiaes illustrated in Figure 4.4. Therefore, the

mathematical expression of the crystal is giverdpyation (4.1).

crystal structure in real space = unit cell structure inreal space @ L(r)

(4.1)
Taking Fourier TransfornHT) of equation (4.1) yields a new equation (4.2).

FT (crystal structure in real space) = FT (unit cell structure inreal space) X FT(L(r))

(4.2)

The term FT(L(r)) is equivalent to the reciprocal latticeR(r) . The term
FT (unit cell structure inreal space) is the one that contains the atomic structurédnefunit cell,

and is called the structure factor. With these iogpions, equation (4.2) can be rewritten as:

FT (crystal structure in real space) = Structure Factor x R(r) (4.3)
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{Figure 4.4. Conceptual illustration of crystal feastion as a convolution of basis and real space
lattice}
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4.1.4. Structure Factor

As mentioned in the above, atomic structural dewifilthe unit cell are encoded in the structuréofac
term. Given that it is nothing but a Fourier Tramsf of the mathematical expression of the unit, cell
it is intuitive to take Inverse Fourier transforitioe structure factor to retrieve the atomic dince of
the unit cell. Unfortunately, this statement is nompletely true due to the notorious phase proplem

which will be explained in the following.

What does the structure factor mean physicallyeims of kinematical scattering theory?
The illustration in Figure 4.5 describes a geneitalation of the coherent elastic electron scattgri

from two atoms separated by a distance

K;

{Figure 4.5. lllustration of the scattering raysorr two atoms, which leads to the path length

difference}

In this case, the angle of the incident ray wittvevaectork; does not have to necessarily be same as
the angle of the scattered ray with the wave vektorthe specular reflection assumed in Bragg
diffraction (section 4.1.2) is not considered. T incoming rays are incident on the upper and
bottom atom, respectively, with the same incidemgle, a, leading to the path length differende,

and concomitant phase differendgr. The scattered rays with the scattered angldrom the two
atoms also give rise to the phase differenek,r, owing to the path length differenck, Those two
contributions from the incoming and scattered ragke the total phase differenck; & kg)r. Here,

the change of the wave vectok; (- k), is defined byQ, called the scattering vector or the

momentum transfer, as depicted in Figure 4.6.
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{Figure 4.6. Scattering vectoQ]

The scattering vector is a useful quantity in thatoverall phase change not depends on ekhear
kg, separately, but only 0Q. By taking the position of the first atom to bee thrigin, the wave

equation of the scattered ray by the first atomlmaexpressed as:

l/inrst atom (X) = exp(iKsx) (4.4)

where,x denotes the propagation direction of the scatteagd The scattered ray from the second

atom is out of phase by the total phase differeQeceand its wave equation is expressed as:

Ysecond atom (X) = exp(iKsx)exp(iQr) (4.5)

Then, the total scattering is expressed as:

l/inrst atom (X) + l/)second atom (X) = exp(iksx)(l + exp(iQr)) (4-6)

The comparison of equation (4.4) and (4.6) indeateat the amplitude of the scattered beam is

modified by the phase factor:

F(Q) =1+ exp(iQr) 4.7)

The electron scattering from two atoms can be ebgério a situation of the electron scattering from
many atoms, by defining the positions of each atgth respect to the origin (the first atom posijion

asrj. Then, the amplitude of the scattered rays fratoms can be expressed as:

F(Q) = Z}‘ exp(iQr]-) (4.8)

Given that each atom scatters the incoming rays lo§fferent amount due to its different atomic
number, a weighting factor has to be taken int@actfor the amplitude of the total scattered rays.
This factor is denoted by;, and called scattering factor or atomic form facwith f;, equation
(4.8) is modified to:
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F(Q) = Z;‘fj exp(iQri) (4.9)
The intensity of the diffraction spot is squaretltd amplitude of the scattered rays in that diffoac

is a result of the constructive interference.

= [F(Q)2 = [ZPf; exp(iQr)|” (4.10)
Equation (4.10) clearly points out two importanpexts of diffraction. First, the information abadlie
relative position of each atom with respect todhigin defined by the first atom position is conied
in the measured diffraction spot or ring intensigcond, unfortunately, this information cannot be
directly extracted from diffraction because of fieature of the square multiplication of the phase

term. This issue is called the phase problem ird#termination of the crystal structure by diffrant

As introduced in section 4.1.1, the informaticitr&cted from the electron elastic scattering
with an atom is the electrostatic potential of eusl of the atom, denoted lgy;. A group of atoms has
their relative positiony;, in the unit cell, and the position of each atan be represented by a Dirac

delta function,§(r — rj), as shown in Figure 4.7.

unit cell, §(r — ) atomsin unit cell, ¢;®5(r — ry)

L
[Figure 4.7. lllustration of individual atom positis in the unit cell]

In this regard, analogous to the mathematical esgpwe of the crystal in section 4.1.3, the

electrostatic potential associated with the atgmoisition in the unit cell, can be written as:
individual atoms in unit cell = ¥7 ¢;® 6(r — rj) (4.11)
Taking Fourier Transform on the left and right haidk of the equation (4.11) yields a new equation:

FT (individual atoms in unit cell) = Y7 FT(¢;) exp(iQri) (4.12)
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Given thate; reflects the scattering strength of each atom,t¢h@ FT(¢;) can be considered as

equivalent as the scattering factgy, Then, equation (4.12) can be rewritten as:

FT (individual atoms in unit cell) = ¥ f; exp(iQri) (4.13)
Comparison of equation (4.9) and (4.13) leads ¢octinclusion of this chapter: the physical meaning

of the Fourier Transform of the individual atomsuinit cell, thestructure factor, is the amplitude of

the elastically scattered electron rays.
4.1.5. Debye-Waller factor

An atom in a crystal has its thermal motion everaladolute zero temperature. The instantaneous
position of the atom in the crystal, thereforefais from a regular periodic position defined by the
delta function,é(r —ry), which affects diffraction. A new term about thfgermal or temperature
effect on the atomic position needs to be addederstructure factor for the proper structuraliestil

from diffraction data:

F(Q) = X f; exp(iQr;) T;(Q) (4.14)

where, the termT; (Q), is called the Debye-Waller factor.

The thermal motion of a single atom can be desdripethe classical harmonic oscillator
model with characteristic parametersy(€)2>, m, and w, denoting the mean square time-dependent
displacement of the atom, atomic mass, and frequehthe oscillator, respectively. The end result i
deriving the diffraction intensity based on therhanic oscillator model including crystal temperatur

parameter is shown as:

L(hK) | _ 1/ 2\ 42

where, |,(hkl) and I (hkl) refer to the spot intensity of the Bragg diffracteghm corresponding to

(hkl) plane without and with the thermal motion, respety. Equation (4.15) implies two points.
First, as the crystal temperature increases, fifraction spot or ring intensity decreases, butspet
size or the angular width of the ring do not chan§econd, the larger the reciprocal lattice
(equivalently stated as the higher of the diffractiorder), the weaker the diffraction at high

temperature.
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4.1.6. Ewald sphere

In view of reciprocal space, diffraction occurs ynvhen the scattering vecto@, introduced in
section4.1.4, coincides with a reciprocal lattice pointeofiiffraction crystal as illustrated in Figure
4.8 (a). For a fixed orientation of the crystal witlspect to the incident electron beam, the diffractio
event can happen at one of these points, as dehptid pink colored dot. If the crystal rotateshwi
respect to the incident beam, effectively equivakenan angle change of the incident beam, the
meeting point is changed accordingly as shown guié 4.8(b). Given by the fact that the complete
diffraction involves all crystal orientations, themplete set ofs will construct a surface of a sphere
with the radius of\k;| (=2r/4) in three-dimensional reciprocal space. This gddos construct is
called the Ewald sphere [1p4showing all possible sets of crystal planes teat fulfill the
diffraction condition. A two-dimensional represetrda of the Ewald sphere, sketched over

the reciprocal lattice, is depictedHfigure 4.8(C).
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{Figure 4.8. lllustration of two-dimensional sectiof reciprocal lattice and Ewald sphere.}

Compared to the wavelength of X-ray beams, elacbeams (even for 2 keV electrons
studied in this thesis) have shorter wavelengthd, taus, the radius of the Ewald sphere is longer.
This specific condition of the electron beam makes curvature of the Ewald sphere shallow.
Furthermore, a finite lattice system owing to tlwité size of the crystal (especially for electron
diffraction, the typical thickness of crystals ianged in few to few tens of nanometer) is
mathematically represented by the multiplicationacthree-dimensional slit function to an infinite
lattice system. Fourier transforming of the finiwtice system results in the elongation of the
reciprocal lattice points due to convolution of tleeiprocal lattice with a sinc function. Lastliet
incident electron beam always has a certain amotignergy spread, as described in Chapter 2,
indicating that the surface of the Ewald sphera ine with a finite thickness. Overall, all these
distinct features of electron diffraction make th&ald sphere intersected by many reciprocal lattice
points for a given relative angle between the ieotdbeam and crystal orientation, as illustrated in

Figure 4.9., allowing to avoid rotation of the dgtdn the diffraction measurement.
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{Figure 4.9. lllustration of two-dimensional recqmal lattice composed of elongated rods caused by
thin thickness of the electron diffraction samglae reciprocal points are cut by Ewald sphere with

large radius and a certain thickness due to falitetron beam energy spread.}
4.2. Characteristics of low-energy electrons
4.2.1. Wavelength and speed

In this thesis the low-energy electrons is defibgdthe one with the electron kinetic enerdy,,,

ranging from 0 — 2 keV. Because the speed of fkeistren, v, , is below a tenth of the speed of light

in vacuum (c = 2.99xFfan/sec), these electrons can be considered aslaiivistic electrons, and the

, N 1 .
Newtonian kinetic energy formulaK, :En'bvzz, where m, is the electron rest mass) can be

applicable in calculatingv,. The deBroglie wavelength equatios (:D, where h and p denote
p

the Planck constant and electron momentum, resedgtiprovides the relationship between the

electron wavelengthd , and v,. The A and v, of low-energy electrons as a function Bf,, are

listed in Table 4.1.

E., V) A A v, (m/sec) v,/c
0.05 1.734 4193521 0.01398808(1
0.1 1.226 5930099 0.019780682
0.2 0.867 8385196 0.027970005
0.5 0.548 13252328 0.044205008
1 0.388 18727896 0.06246954
15 0.317 22920117 0.07645328p
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2 0.274 26446534 0.08821614%2

{Table 4.1. Low-Energy Electron Parameter., V,, and v, /c as a function ofE,;,}

4.2.2. Inelastic mean free path

When an electron beam is incident to the surfaca eblid sample, the intensity of the beam is
damped as it travels through the sample because aitrong electron-matter interaction as discussed
in sectiond.1.1. The electron inelastic mean free path (IMiSR)efined by the travel distance before

the intensity of the incident beam decays te (Where,e (=2.71828) is the base of the natural
logarithm) of the initial inensity. The IMFP varies a function ofE,,, and also depends on the
atomic components of the sample. In particular, BMfer low-energy electron regime is well
characterized by a so called “universal curve” walied by empirical functions based on
experimentally measured data [105], shown in Figufd®. The empirical function shown in Figure

4.10 legend is based on equation (5) in Ref. [106¢ IMFP of low-energy electron ranges from few

angstroms to nanometers, dependingbgp . This short IMFP for low-energy electron indicatkat

elastic scattering of electrons is very surfacesisien.
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{Figure 4.10. Universal curve presenting IMFP daraction E; .}
4.2.3. Scattering angle

Unlike the photon-matter interaction featured bytnspic scattering, electrons exhibits anisotropic
scattering [66]. As shown in Figure 4.11, the etastattering cross section (for carbon atom) range

widely from @ to 180 for 50 eV electrons, while 10 keV electron scattier the forward direction
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within a few degrees. The idea of the reflectiordmdow-energy diffraction indeed takes advantage
of the large angle scattering capability, and thiensity of the elastically backscattered electron

diffraction is known to be approximately 0.1% oétimcoming intensity [106].
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{Figure 4.11. Differential electron elastic-scaiitey cross sectiondo / dQ, of the carbon atom as a

function of polar scattering anglé, for different electron kinetic energy. The valwesre provided
from the NIST library [https://srdata.nist.gov/SR&Eome/Intro].}

4.2.4. Bunch broadening

As introduced in detail in Chapter 2, an electramdh generated from a cathode has an inherent
kinetic energy spread that causes the temporaltbbr@madening as the bunch travels in vacuum. In
addition, the space charge effect puts additionahdiening on the bunch such that the initial bunch
duration at the proximity of the cathode is hardigintained during its delivery to the sample. In

particular, the low-energy electron is extremelgcaptible to this bunch duration broadening, as
shown in Figure 4.12, such that the electron setremmple distance should be in the order of few

tens to hundreds of micrometer to achieve the feeaiond bunch duration at the sample plane.
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{Figure 4.12. The simulated electron pulse durataisra function of cathode-to-sample distance d for
different cathode voltage from -100 V to -600 V.tms simulation, single electron wave packet is
considered neglecting space charge effect. Repeaditiom [65]. Copyright 2014 Nature Publishing
Group.}
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5. Development and Characterization of Time-Resolved EED

Setup

5.1. Low-energy electron gun

The low-energy electron gun consists of a typiage area photocathode and an electrostatic Einzel

lens system.
5.1.1. Photocathode

The photocathode is prepared by electron beamtedgtin film deposition of 3 nm of Cr and 30 nm
of Au layers, consecutively, on one surface of abi® side-polished and half-inch-sized UV-fused
silica optical window with 92.5 % transmission fd¥ wavelength range as shown in Figure 5.1. (a).
The prepared cathode is placed inside a half-imobvg on a cathode holder made of stainless steel.
Electrical contact is made by gluing a small amaafrgilver paste along the edge of the cathode. At
the center of the backside of the holder, a 1 naedsaperture hole is drilled, where the UV light is

injected. This design of the photocathode and matews for a back illumination scheme.

cathode holder

photocathode

(@)

aperture hole for
14 inch : photoinjection UV beam

{Figure 5.1. (a) front and (b) back side of the fglvathode and cathode holder.}

How many numbers of electrons per bunch can bergeed with this cathode? In order to

answer this question, the beam current at an apladed approximately 30 mm far from the cathode
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is measured as a function of the average input pofvihe UV photoinjection beam. The anode area
(~ 40 mm) is large enough to collect almost all phetoelectrons. 257 nm (4.8 eV) light with 1 kHz
repeation rate and ~180 fs pulse length (FWHM)sedufor the photoinjection beam. Figure 5.2.
displays the measurement result for three diffecatiiode voltages of 0.5 kV, 1.0 kV, and 1.5 kM. Al

three cases clearly show the linear dependenclgeobéam current on the input power, indicating a

single photon induced photoemission regime. Initipait power range from 1QW to 80 pW, the

maximum photoelectron current is measured as 5@ifthe input power of 8QuW, corresponding

to approximately 3x10electrons per bunch. The quantum efficiency (ebest per photonsy, is
calculated as approximately 3x30n accordance with the reported range of £010’ for metal
photocathodes with UV lightip7. The n slightly increases with the increase of the bigsioltage
on the cathode, which can be understood by thettkgHowering effect explained in Chapter 2.2.
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{Figure 5.2. Beam current as a function of photdtijon input power in case when the cathode is
biased at (a) 0.5 kV, (b) 1.0 kV, and (c) 1.5 kV}

5.1.2. Electrostatic Einzel lens

For a typical high energy (for example, 100 keMjafhst electron diffraction setup, a magnetic lens
is placed in between the diffraction sample pland the screen in order to focus the scattered
electron beam from the sample, which otherwisenéged as a diffused spot at the screen. Magnetic
lens is quite effective than electrostatic Einzid for electron beam focusing in that the radial
motion of electron has quadratic dependence omgmmnetic field while it has linear dependence on
the electric field, based on the first-order pasbapproximation of the electron trajectory. Howeve
for ultrafast low-energy electron diffraction settipe required short sample-to-screen distancegwin
to the large Bragg scattering angle and finiteestigze (40 mm in the present setup case) redniets

use of the magnetic lens in the beam line. Becafighis reason, an electrostatic Einzel lens is
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integrated directly to the photocathode. In thisegdhe focal point of the lens is at the screehah
the diffraction sample, such that the minimum etatbeam size is achieved at the screen.

A typical electrostatic Einzel lens system is cosgd of electron extraction plate acting as
an anode biased with ground voltagé.J with respect to the negatively biased cathoddagel
(Veahode), lENS plate biased with lens voltadé.f), and ground plate biased with ground voltaggg.
These three plates are made of a conducting matenid in the present setup, 506 thick CuBe
sheet (200 mm by 200 mm) is laser-cut, producimgettidentical round discs with 18 mm diameter.
At the center of the plates, a 1 mm sized apefttote is laser-cut as shown in Figure 5.3. Between
each of these plates, an insulating plate made AC®R® ceramic is placed for electrical isolation.
The thickness of the insulating plate is set to &0 yielding the field strength of 2.67 MV/m when
Veathode IS -2 kV.

{Figure 5.3. Einzel lens assembly. (a) photocathoa®unted in a holder.(b)_Extraction plate

assembled into the photocathode. An aperture hitle Wwmm diameter indicated by the red box is
visible. (c) The entirely assembled Einzel lenstays Two PEEK screws are used to fix the three
metal and three isolation plates. Those six plstesild be well aligned each other for the geneamatio
of symmetric electrostatic field inside the apegtuAsymmetric field by misalignment results in

spherical aberration.}

Because the geometrical details of each platectaffee beam focusing ability, a particle
tracking solver (CST PARTICLE STUDR) is used to simulate and check the electron beam
trajectory with this Einzel lens configuration. Asown in Figure 5.4, the actual dimensions of each
lens plate, the electron gun-to-screen distanc8%=mm), and screen diameter (= 40 mm) are
reflected in the simulator model. Also, electroatmeparameters (for example, emission area assumed
to be identical with the photoinjection beam size- 00 um FWHM) and intrinsic kinetic energy

spread (= 0.28 eV FWHM) for a gold photocathode&) taken into account for the simulation. The
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particle trajectory and distribution in transveigedtion are monitored by varyinges with a fixed
Veathode Of -2 kV. As shown in the simulation results inglie 5.5 and Figure 5.6, the beam size
decreases with the increase\gf, from 0 kV to -1.6 kV. Also, the beam size 4t = -1.7 kV is
larger than the one & = -1.6 kV, indicating that the best focusing caiodi can be achieved at
Viens iN between -1.6 kV and -1.7 kV.

{Figure 5.4. Cross-section view of tH@ST simulation modefor Einzel lens system. Three cyan
colored layers indicate insulating plates. Thedhgeound, lens, extraction plates and cathode,plate

indicated by grey colors, are defined by a peréésttric conductor.}

{Figure 5.5. Simulated electron beam trajectorgdsanction ofV,gs with the fixedVegnode Of -2.0 kV.}
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{Figure 5.6. Simulated patrticle distribution inisverse direction, captured at the screenvi{@)= 0
KV, (b) Viens = -1.0 KV, (C)Viens = -1.4 kV, (d)Viens = -1.5 KV, (€)Viens = -1.6 KV, (€)V|ens = -1.7 kV}

5.2. Spatial characteristic of electron beam

5.2.1. Beam focusing with Einzel lens

The next task is to experimentally characterizedleetron gun. Figure 5.7 shows images recording
the electron beam spot at the screen positionfascéion of Vs at the fixedVegnege Of -2.0 kV. It is
clearly visible that the beam shrinks ¥g,s changes from -1.0 kV to -1.67 kV. The quantitative
analysis shown in . indicates that the RMS spa aizthe maximum focusing condition \gf,s of -
1.67 kV is 22 % of that of the condition #s of -1.0 kV. The decrease of the beam size
concomitantly gives rise to the increase of theimarn pixel intensity by approximately one order of
magnitude in the case of maximum focusing condjtammpared to the condition ¥, of -1.0 kV.
After the maximum focusing condition, the beam sstarts to increase, and the maximum pixel

intensity decreases, as expected from the pasiicialation result (overfocusing).
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{Figure 5.7.V\es dependent electron beam size. In this measureMghdqe is fixed to 2.0 kV. Scale

Intensity

bar is 2 mm. Inset: intensity profile of the begrot}

5.2.2. Transverse beam size at the sample location

For the pump-probe measurment, it is assumed lileasample area probed by the electron beam is
homogeneously excited by the pump beam, which stewglentical structure feature at a given
pump beam fluence. Considering the Gaussain intepsdfile of the pump beam and the possible
beam walking during the delay stage scanning (erptiobe beam line), it is safe to make the pump
beam size larger than the probe beam size by tviloré® factor. The transverse size of the electron
beam at the sample location provides the informatiegarding what size of the pump beam is

required.
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{Figure 5.8. Variation of the RMS size and maximymixel intensity of the electron beam spot

recorded at the screen as a functiolgf}
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To measure the electron beam size at the maximwusiiog condition, the knife-edge
technique is exploited, assuming a Gaussian chdegity of the electron bunch in transverse
direction, based on the intensity profile of thetmespot image shown in Figure 5.7. The knife-edge
structure is made of a 2 mm by 4 mm silicon wafbeme one side is coated with 25 nm PECVD SiN
thin film that shows blue-green color to maximibe teflection of the pump beam (515 nm) and the
other side is coated with 30 nm Au thin film to al/the charging effect. The knife-edge structure is
attached to the edge of the sample holder, as shmwwigure 5.9, such that 2 mm by 2mm square
feature is protruded from the edge. While the etecbeam is scanned both in x- (horizontal) and y-
direction (vertical) by the knife-edge, the pixefansity in the region-of-interest (ROI) containithg
beam spot recorded in the image is integrated famaion of knife-edge position. The knife-edge
scanning yields a curve representing the measuwgathlspot intensity-versus-position of the knife-
edge as shown in Figure 5.10, and the curve edfitb an error function with the fitting parameter
that defines the root-mean-square (RMS) width ef @aussian profile. The measured transverse

FWHM beam size is 97.{gm and 93.0um, in x- and y-direction, respectively.

knife-edge

{Figure 5.9. Knife-Edge structure attached on thmmgle holder}
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{Figure 5.10. Transverse electron beam size medsatrthe maximum focusing condition. The x- and

y-axis of the graphs indicate knife-edge positind the averaged pixel intensity of the beam spot.}
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5.2.3. Estimation of transverse coherence

As stated in section 2.1.2., the electron sourcét@mse is the key parameter that governs the
diffraction image quality. Indeed, equation (2 ddicates that the small transverse emittance leéeds
transverse momentum spread to be small for a giw&mnal electron source size. In the opposite case,
for a given transverse momentum spread by photsgnisnechanism with a fixed light wavelength
and cathode work function, the source size is Hrameter that dictates the emittance. The effect of
the source emittance on the diffraction imageesudy visible in Figure 5.11: sharper diffractiquo$s

are imaged at the screen by the electron sour¢esmwitiller size (approximately 1@@n). The source
size defined by the photoinjection beam size atcitbode can be selected by adjusting the distance

from the cathode to the focal lens.

The lower estimate of the transverse coherengecan be deduced from the diffraction

image with the following equation:

o.=ax (5.1)

odiff
where,a, R, and g4;¢r denote the lattice constant of the diffraction simthe beam center-to-first
order diffraction spot distance, and first orddfrdction spot size, respectively. The calculateddr

estimate ofo, is 5.6 nm.

1. Source size > 300 um ~100 pm

2. Accumulated
number of
electrons per
image

5x108 5.7x108

3. Electron kinetic
energy

2 keV 2 keV

5. Static
diffraction image

1 A
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{Figure 5.11. Comparison of the electron diffraationage obtained with different electron source
size. Here, the source size refers the virtualcosize defined by the laser-cathode interactigiore

not by the physical cathode size. The diffractiample is monolayer graphene.}

5.3. Temporal characteristic of electron beam

The temporal electron bunch length and profiledstermined by the streaking method introduced in
Chapter 7.

5.3.1. Streak velocity determination

The first task to extract the temporal electrondbuprofile from a streak electron beam image is to

determine the streak velocity, of the streak camera. As explained in Chapter ¥,5essentially

refers to the sweep speed of the oscillating eteételd (in time) inside the streak plates. It is
determined at the proximity of the first zero cinggpoint that has the steepest slope of the sidako
curve because the bunch profile streaked by thé firethis region can be retrieved with the best
possible temporal resolution of the streak camesalun the experiment. In this regard, the required
experimental data to determine the streak veloidtyy measured electric field in the streaking
direction as a function of time. In practice, thesiion of the electron beam spot imaged at theescr

is recorded as a function of the delay time of dtveak camera triggering pulse with respect to the
electron bunch entrance timing to the streak platesce versa. Since the stronger the field theemo
deflected the electron beam in the streaking domgcthis method provides the information about the

beam spot position (indicative of the field strdnghd direction)-versus-time. Therefore, the ufit o

Vv, is [pixel/time].

A typical experimental data showing the beam gpsition change as a function of the delay
time and the extracted pixel intensity profile dreplayed in Figure 5.1¢x) and (b). The beam spots
are the one imaged with the direct beam when tlealsplate voltage is biased to 800 V. It is chearl
visible that the beam spot moves up as the detag tthanges from the statically deflected beam
position (0 ps) before the transient field stai&t.around the delay time of 116 ps, the streaked
electron beam spot position is close to the unistigtdoeam position (indicated by the red line in
Figure 5.12a)), implying that the zero-crossing point is l@xhclosely in this delay time region. The
extracted intensity profile from the streak at tbiday time also shows the largely elongated line
width and the decreased peak pixel value, comptardkle static deflection case, as expected at the

zero-crossing.
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{Figure 5.12. (a) Beam spot images of the direectebn beam, obtained by changing the relative

delay of the streak camera triggering bean witpeesto the t electron bunch entrance timing iht t
streak plates. (b) Pixel intensity profiles of theam spot in vertical direction (streak axis) as a
function the delay time. The pixels of each beaot spe binned in horizontal direction (normal te th

streak axis) before extracting the line profile.}

To make the beam spot position-versus-time cum fthe data shown in Figure 5.12, the
extracted intensity profiles are fitted to Gausgaofiles, and the pixel location correspondinghe

maximum pixel value of the fits are plotted as action of the delay time as shown in Figure 5.13.

The v, is determined by the slope of the linear fit birig three points (100, 116.7, 133.3 ps) close

to the zero crossing point. The, is extracted from streak images obtained withotaistreak plate
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voltage conditions ranging from 100 to 800 V, shoyvia pseudo-linear dependence on the plate
voltage (Table 5.1). This trend is expected givgrihe fact that the field strength is proportiotal
the plate voltage. Other useful information obtdifrem this graph is that the half oscillation jpeki

of the transient field is approximately 200 ps.edetined by theLC time of the streak camera (see

in section 7.5).
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{Figure 5.13. Characterization of streak velocity, (a) change of the beam spot position as a

function of the delay-time (b) dependence\qfon the streak plate voltage}

Streak plate voltag

D

100 | 200 | 300| 400 500 600 700 80D
(V)

Streak velocity, v,
045 | 1.38| 1.77| 270 3.09 381 471 522

(pixel/ps)

{Table 5.1v, to be used for temporal bunch length calculation}

5.3.2. Temporal bunch profile

The underlying principle of the streak image analys explained in section 7.5, and the calculated

results with experimental data are discussed m @fiapter. For the extraction of the bunch profile
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with the best temporal resolution achievable ingresent streak camera configuration, the maximally
streaked spot (that is, the one imaged at the datey of 116 ps and streak plate voltage of 800 V)
presented in Figure 5.12 selected.
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{Figure 5.14. (a) Deconvolved profile when the riegization parametey, is 5x18 in solving the ill-

posed problem. (b) The unregularized=(0) and (c) regularized € 5x10) streak profile.}

Shown in Figure 5.14 (a) is the deconvolution ltesiuthe streak profile with the unstreaked
one, and Figure 5.1éb) and Figure 5.14c) display the streak profile without and with wéagization,
respectively. The regularization parameteis chosen as 5x18uch that the rms deviation (= 1.24 %)
of the regularized streak profile from the unregakd one is higher than the expected uncertamty (
1.0 %) of the profile, extracted from ten measusé@ak spot images at the same experimental
condition. The large wiggles on the deconvolvedile@re a result of the amplification of the noisy
feature of the unregularized streak profile, megnimat the deconvolution operator acts as a higis-pa
filter. The wiggling feature is expected to origi@aither from the true nature of the charge densit
profile of the electron bunch or simply from théhamogeneous detector efficiency that could be
corrected by a flat-field calibration.

The effect of regularization on the streak profgewell described in Figure 5.15. As the
more regularized of the profile, the more smootkepé the profile at the expense of intensity
deviation from the unregularized one. The increzgealso leads to the increase of the line width of
the impulse response function of the streak canaasrahown in Figure 5.16, which can be considered
as a computational error and therefore affectstehgporal resolution in determining the temporal
bunch length. To obtain the temporal bunch profitee streak axis of the deconvolved profile in

Figure 5.14a) is replaced with the time axis by using theettatned v, in the previous chapter. The

extracted bunch profile is shown Figure 5.17. Thlewdated bunch lengthr deconvolution error, and
impulse response of the streak camang,,,, as a function of, are summarized in Table 5.2. In case
of y equal to 5x1Qt is 18.2 ps, and the temporal resolutidn, calculated according to equation

(7.12) Otipmp = 0.85 pS,Tyax = 18.2 ps,1y =18.0 ps,Atj;; < 0.1 ps), is below 1.2 ps.
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{Figure 5.15.The effect of regularization on the streak profilee red and blue curves correspond to
the unregularized and regularized one, respectjvely
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{Figure 5.16.The effect of regularization on the impulse resgdisiction of the streak camera.}
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{Figure 5.17. Extracted temporal electron bunatbfifa.}
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RMS

RMS

deconvolution FWHM bunch deconvolution FWHM impulse
v error, streaked length, T (ps) error, unstreaked FeSPONSE Limyp
image (%) image (%) (ps)
5E-5 1.24 18.2 1.07 0.85
1E-4 1.24 18.4 1.48 0.98
5E-4 1.69 18.6 3.59 1.90
1E-3 2.66 18.2 5.50 2.75
2E-3 4.72 19.1 8.59 4.27
3E-3 7.02 17 11.3 5.05
4E-3 9.11 195 13.8 5.73
5E-3 11.3 20 16.2 6.16
6E-3 13.5 22.6 18.5 6.92
8E-3 17.9 23 23.1 7.72
1E-2 22.3 24 27.5 8.38
2E-2 44.1 24.6 49.2 104

{Table 5.2. Summary of the calculated electron bunch lengtipuise response, and deconvolution

error, as a function of regularization paramegtar,
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5.4. Setup requirements and previous studies

As discussed in the previous chapter, the pulseeelwergy electron bunches are broadened quickly
in time: even if the initial bunch duration is dmetorder of few hundreds of femtosecond just after
emission, they are broadened to more than oneequoas in few hundreds of micrometer. With the
aim of achieving femtosecond resolution, therefdhe first requirement of constructing time-
resolved ultrafast low-energy electron diffractetup is to make source-to-sample distance short as
much as possible. This requirement implies that dhmaller the electron gun size the more the
possibility to achieve short temporal resolutiorview of the conventional stroboscopic pump-probe
scheme. The second requirement is to make samgler¢éen distance (i.e. camera length) short.
Low-energy electrons scatter with relatively laayggle, and therefore, not to miss the high order
diffracted beams at the screen, the compact sizheofsetup is absolute. In addition, low-energy
electrons diverge quickly in transverse directiare do their slow propagation speed. This feature
requires the use of lensing system to avoid thieisfl diffraction spot at the screen. However, the
second requirement implies that post-lensing sysignically used in high-energy ultrafast electron
diffraction setup is difficult to be implemented fine low-energy electron diffraction setup. Instea
compact electron gun composed of a lensing systieactly integrated to the cathode is a better

choice.

The most successful try to date to meet theseireegents is the use of a nanotip based-
electron source. Inherent small physical size sftburce has enabled to design a millimeter- enev
micrometer-sized electron gugg]. In fact, this kind of miniaturized electron soarhas been widely
used in TEM communities especially as a DC fieldssion source, but exploiting it with light has
not been conceived until irradiation of femtosecdamskr pulses directly to the nanotip source has
tried [31]. With those tries, understanding of the intei@ctbetween the light and nanotip source has
become clear, opening an avenue to use it as ad$enund electron source via new kinds of
nonlinear free electron generation methods inclyigihoto-field (single photon in the weak field
regime), optical field (single photon in strongldi@egime), and multiphoton emission (without field

The achieved temporal resolution with this souemhology is in the order of 1 ps.
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5.5. Setup characterization

5.5.1. Setup overview

The transmission-mode time-resolved low-energytedacdiffraction (LEED) experiment is carried
out under the ultrahigh vacuum (UHV) condition (Z1@bar). This UHV requirement is associated
not only with technical reasons to operate thetedacgun (i.e. photoemission) and detector (MCP-
phosphor combination) but also with the issue migarthe diffraction sample contamination by gas
residuals inside the setup chamber. For low-enelggtron diffraction, the electron probe is capable
of sensing a few layers of contaminant on the sarsptface owing to its short inelastic scattering
mean free path (see Chapter 4.2.2). It is well kmowthe field of surface science that the timedor
complete monolayer contamination coverage on a 1 sofid surface composed of %0atoms
(typically in the case of a metal) is calculated4@80 sec in I torr (1 torr = 1.333 mbar) pressure
based on the adsorption kinetic theory. This cattah can be equally stated that 40 sec is theitran
time from an uncontaminated to a contaminated statase of the I®mbar environmental pressure.
The expected temperature of the hot monolayer gragithe first target sample of this setup, is ebov
1000 K under the femtosecond irradiation with hggtough pump laser fluence, which is in the
typical annealing temperature range for samplenabggain the surface science community. The
repetition rate of the femtosecond laser pulséen@niEED experiment is set to 1 kHz, implying that
the irradiated area by the pump pulse can be asbtmnbe cleaned repeatedly at every 1 ms. The

camera readout time is approximately 1 sec, wédlvibéhe restricted time of 40 sec.

The LEED setup is constructed on the optical talllere a mode-locked femtosecond laser
facility is installed. This femtosecond laser is AROS (Light Conversiof), featuring tunable
repetition rate (1 — 50 kHz), pulse duration (136-f10 ps), and maximum pulse energy upto 1. mJ.
The central wavelength of the laser is 1030 nm. dVerview of the laser beam line for the LEED
setup is shown in Figure 5.18. The fundamentahefRHAROS is frequency-doubled by a nonlinear
crystal (3-BaB,0,, Type |,0 = 23.4), and the 2 harmonic (515 nm) one is separated from the
residual by a harmonic beam splitter (HBS). Theegréght is divided into two arms by a beam
splitter (BS), and the one arm is frequency-doulitedenerate a UV beam with 257 nm wavelength
by a nonlinear crystal3-BaB,O,, Type 1,0 = 5(). The UV beam is separated from the green residual
and tightly focused at the cathode by a lens. Tthercarm of the ¥ harmonic is divided again into
two arms to use for the sample excitation and Herdtreak camera triggering. While the excitation
beam is focused to the sample to achieve a lasende high enough to initiate a structural change,
the streak camera trigger is not in order to enghee full coverage of the laser spot on the

photoswitch for its well-functioning. On each beéine, a translational stage is installed to make a
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time-delay with respect to the fixed timing of #lectron bunch, the reference.
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{Figure 5.18. The overview of the laser beam lioelfEED setup. HBS: harmonic beam splitter; BS:

beam splitter, BBOf3-BaB,O, nonlinear crystal}

As stated in the section 5.4, the size of the LEERip has to be compact due the physical
requirements. In case of the present thesis, #melatd CF100 sized cube piping component made of
stainless steel (https://www.pfeiffer-vacuum.cosighosen as a main experimental chamber, and the
inside is decorated with required optics and etedtss as shown in Figure 5.19. The main included
items are a sample holder equipped with a knifeeestgicture, a three-dimensional in-vacuum stage
to hold diffraction samples, a home-built streakneea, a beam block, pump beam guiding mirrors,
and the electron gun. On each side of the cube lobiamptical and electrical feedthroughs, viewports

turbo molecular pump, pressure gauge, mechaniaaipwators and electron detector are attached.

The diffracted electron signals after the sampéecaptured and amplified by chevron-type
multichannel plates (MCPs) combined with a phosseoeen. The pore size of single MCP iquir2
Considering the two MCPs stacked each other andutiieer expanding of the secondary electrons
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from the exit of the back MCP to the phosphor stigéth approximately 1 mm separation distance),
electron detector resolution can be estimated appedely as 50um. A lens-coupled scientific
graded CCD camera (MicroMAX, Princeton Instrunins used finally to record the image formed
on the screen. The pixel size of the CCD isuft® The screen size defined by the phosphor screen
and the screen pixel size are approximately 40 nmad 40 um (1024 pixel-by-1024 pixel),
respectively.

{Figure 5.19. Photograph image showing the insiéh® main LEED experimental chamber.}
5.5.2. Synchronization

For the time-resolved ultrafast electron diffraotithe timing of the electron probe bunch and
excitation pulse should be well-controlled in thia measurement time points to track the structural
evolution are defined by the delay-time points ket these signals. A practical way to achieve
synchronization between these signals is well desgrin section 5.5.3. Further to the conventional
stroboscopic pump-probe electron diffraction, treamera operation in the time-resolved streak

diffraction adds complexity to the synchronizatischeme. Essentially, a third femtosecond laser
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trigger (more than the pump and probe laser triglgerrequired to make the GaAs photoswitch of the
streak camera become conductive, initiating thesiemt electric field inside the streak plates. The
timing of the third optical trigger therefore neetts be synchronized with the electron bunch.
Moreover, on the operation of the steak camera, High voltage power supplies are used for the
streak plate biasing, controlled by a few hundreédamosecond electric pulse (TTL) from a digital

delay generator. The reason for this is to prehéatt voltage breakdown of the photoswitch, already
observed at DC voltage of a few hundred volts, ddjpegy on the size of the switch. Overall, the

synchronization scheme among the three opticajergyas well as two high voltage electric pulses is
summarized in Figure 5.20.
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{Figure 5.20. Synchronization scheme of time-resbIMEED with streaking}

The electron beam is dispersive in vacuum sottteaspeed of electron is energy-dependent,

whereas the light travels in vacuum with the spefegix 10° m/sec regardless of its photon energy, as

discussed in Chapter.Z'he travel time difference resulted from the wivfferent propagation speed
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of the beams, therefore, should be taken into atomben the three optical beam lines are designed.
For example, for 2 keV electron beam propagatirgy ttavel distance of 1 cm in the drift space
toward the sample, the travel time is calculate®#3 ps. This time corresponds to the light travel
length of 11.38 cm, which has to be added to thepgaexcitation and streak camera triggering beam
line distances to compensate the travel time diffee. Table 5.3hows the relation between the

electron beam propagation distance and correspgtidint travel distance for 2 keV electron beam.

Propagation distance Speed of 2 keV Corresponding liaht
electron in vacuum Travel time (ps) travel dpistancg ((?m)
(cm) (m/sec)
0.5 2.64 x 10’ 190 5.70
1 2.64 x 10’ 379 11.38
1.5 2.64 x 10 569 17.07
2 2.64 x 10 758 22.76

{Table 5.3. Summary of the travel time of 2 keVatten beam in vacuum and corresponding light

travel distance}

5.5.3. Spatial and temporal overlap between electron andymp

How one can ensure that the probe and pump beamsediroverlapped in space and time in a UED
experiment to expect the observation of a strutttllange as deduced from diffraction? In high-
energy UED setup with the front illumination georgedf the pump and probe, shown in Figure 5.20,
the method to find good overlap is quite standadliZirst, good spatial overlap is found by using a
standard knife-edge or aperture scanning technitjue probe and pump beams are scanned by knife-
edge or aperture structures placed at the samgbe phnd by this way, the center of each beamean b
found. The position of one of the guiding mirroos the pump beam is iteratively adjusted until the
centers of the two beams are well matched. Aftersihatial overlap is guaranteed, a standard sample
(Au or Al thin film), proven to exhibit ultrafastrsictural changesp], is typically used to check the
temporal overlap (delay time = 0). Unfortunatelyist standard method is not available for the
transmission LEED setup because of the back illatton geometry of the pump beam (see Figure

5.21), required for a minimum source-to-sampleagisé, as well as the lack of a standard sample thin
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enough to be tested with low-energy electrons. $hidion deals with a practical way to achieve the

same goal (good spatial and temporal overlap) spiéeticularly for low-energy electrons.

(a) (b)

e beam e beam

{Figure 5.21. Sample illumination scheme (a) frdlimination (b) back illumination}

The effective method in finding the spatial andnperal overlap between low-energy
electrons and the pump pulse is to use the transieotric field (TEF) effect [33]. The detailed
description about this effect is in Chapter 6. Byjethe TEF effect is a result of the interaction
between the probe electrons and the electron plgemarated at the sample and the sample substrate.
Because of the electric field generated betweemégatively charged electron cloud and positively
charged substrate, the charged electron beam islgpdeflected when it passes through the field
region. As a result, either the spot position er ititensity of the electron beam reaching the detec
screen is expected to change, the indication ofsietial and temporal overlap. In practice, a
defocused electron beam is used to make an elestradow (projection) image at the screen, as
shown in the inset image in Figure 5.2%are TEM (transmission electron microscope) gnatle of
copper (PELCO, Hole Width 54 um, Bar Width 31 um) is chosen fas ¢bject. The advantage of
using the defocused beam is based on the factrdlaively large area of the grid can be imaged,
which increases the probability to observe the BHEct with a minimal alignment effort. Once a
static shadow image is obtained, the grid is iatedl by the pump pulse, and the time-dependent
shadow images are recorded by varying the delag-tirhe integrated pixel intensity on the selected

area of the shadow images is tracked as a fundfidghe delay-time. The typical time-trace of the
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pixel intensity is shown in Figure 5.22. A rapidensity drop is observed near the T = 0 point,
indicating the initiation of the TFE captured by tlow-energy electrons. The gradual recovery of the
intensity, observed after approximately 20 ps,l$® @ distinctive feature of the TEF effect: charge
recombination (detailed given in Chapter 6. Thewaked instrument response from an error function
fit to the transient intensity change is 16.5 + 2 in good agreement with the measured electron

bunch length independently by the streak cameicdi¢ses.3).
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{Figure 5.22. Delay-time dependent pixel intengibange of the region-of-interest (indicated by red

box) in the electron shadow image. The object i@ TEM grid. The inset image is obtained at
Vcathode Of 2.0 kV and\/|ens Of 0.5 k\/. }

The defocused beam allows only a course spatgirabnt with respect to the pump beam
position in that the pump beam size should be 2tim8s larger than the probe beam size to ensure
the homogeneous excitation on the sample. Thus fwod spatial overlap, the next step is to do the
fine alignment by using a focused electron beam us¢he actual diffraction experimental condition.
The fine alignment can be achieved by comparingbiem spot of a shadow image captured at a
negative delay time point, as a reference, with ¢hahe one captured at a time point showing TEF
most significantly (for example, ~ 20 ps in Fig&@2). If a clear distinctioni.€., pixel intensity or
spot position) is observed from the comparisorheké two beam spots for a certain defocused beam,
Viens INCrease by a small step to decrease the beam &iteand the measurement is repeated. If this
Is not the case, one of the pump beam guiding misriteratively adjusted until TEF is well obsedve
Once Ve reaches a maximum focusing condition, the gootiadpaverlap is guaranteed. The typical

example of this procedure is shown in displayeBigure 5.23.
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{Figure 5.23. Electron shadow images recorded leef(a) — (e)) and after ((f) — (j)) T = 0. The
images are obtained at the fixed electron kinatiergy of 2 keV, but at different lens voltad&y.s.
The images (a) and (f), (b) and (g), (c) and @#).and (i), and (e) and (j) are obtained withs of 0.5,
1.3, 1.4, 1.5, 1.6 kV, respectively. The inset ismi (e) and (j) are the magnified ones to higdtlig

the beam spot, and the scale bar indicates 0.5usma, for a measure of the beam size at the screen.}

5.5.4. Static low-energy electron diffraction

2000

{Figure 5.24. Electron diffraction of monolayer éstanding graphene. The electron kinetic energy is
2 keV. }

The low-energy electron diffraction image of theefstanding graphene sample is shown in Figure
5.24 The six-fold symmetry of theland 2¢ order diffraction spots represents the honeycomb
structure of graphene. Also visible is a faint®ifftion ring on the *Lland 2° spots, implying that the

electron-probed region is composed of a small portf multiple domains. The intensity of th& 1
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order diffraction spot is higher than that of ti& &der one, an indication of the monolayer struetur
[108]. The static image is obtained with photoelats generated by femotosecond pulsed laser at the
repetition rate of 1 kHz. The number of electroms generated electron bunch is approximately
7.5x1d, and the camera integration time is 8 sec. Tharaatated number of electrons to record the

single image is calculated as 6210

From the static electron diffraction image and tgraphene sample with known atomic
structure, the camera length, , is calibrated, required for the purpose of indgxof samples with
unknown structures. Thd. is defined by the distance between the diffractsample and the

detector screen, as illustrated in Figure 5.2%his diffraction geometry,r,,, and 8, refer to the

beam center-to-diffraction spot distance at theestrand Bragg diffraction angle, respectively. Then

the geometric relationship among, 1., and 8, is established as follows:

rth' = tan(¥,, ) (5.2)

Combined with the Bragg'’s law introduced in sectoh.2, equation (5.2% transformed into:
- Mg
A
tan 2(sin*
(sin* )

where, d,, refer to the spacing distance betwe@nkl) planes. In case of two-dimensional

L

(5.3)

hexagonal crystal systerad., graphene)d,,, is expressed as follows:

V3 a

d, =>— = 5.4
= (5.4)

Vh? +hk +k?

where, a is the lattice constant. For (10) plane of thepbeme, thed,, is 0.213 nm. With all, the

calculated L is 36.2 mm.
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{Figure 5.25. The definition of camera length,, in the transmission reflection geometry. }

5.5.5. Target system

A freestanding monolayer graphene has several &atyes to use as a test case for time-resolved

transmission-mode LEED:
1) It is commercially available.

2) It has single atom thickness. The concern atimipenetration depth of the low energy

electrons in transmission-mode setup can be avoided

3) It has a small lattice constant. Thus, thedgssout the overlap between streak diffraction

spots can be minimized.
4) The large size of the single crystal domaioltainable, suitable for streaking.

5) The ultrafast structure change on the freestgnehonolayer graphene has been reported
recently 109 by high-energy electrons. Thus, it is a good maistem to compare the
diffraction data by the conventional pump-probe hodtwith the one by streaking of low-

energy electron.
Graphene is a honeycomb lattice consisting of glsilayer of carbon atoms as shown in Figure 5.26
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(a). The carbon atoms are held together by threaleot sigma bonds of overlapping®dpybrid

orbitals. The remaining, orbital, perpendicular to the carbon plane, folandelocalizedr-bond

with the p, orbital from the adjacent carbon atoms, as siibylas benzene molecule, which endows
the material with exceptional electrical and thdriqeoperties. The carbon-carbon covalent bond
length is 1.42 A, which leads to the lattice consiaf 2.46 A (=3 x 1.42 &). It is the first two-

dimensional material, successfully obtained with tfrechanical exfoliation method [110].

The target system chosen for the proof-of-prirecgtperiment of the time-resolved LEED is
the ultrafast in-plane acoustic phonon dynamicgrajpphene by optical excitation. Graphene has a
bandgap less feature (Figure 5@8), and thus, can absorb any wavelength of l{gidluding 515
nm one used in the present experiment) with 2.3ffidiency per layer [111]. Once femtosecond laser
pulses are absorbed on the material, valance D@BYl €lectrons of graphene are excited to the
conduction band (CB) in less than one picosecomnbtla@se hot electrons are thermally equilibrated
to lattices subsequently. As a result, the lattemperature increases, leading to a larger random
thermal motion of carbon atoms, associated withstiggerposition of acoustic phonon modes. This
phenomenon can be directly captured by electrofradifon: the mean square time-dependent
displacement of the atomsug)?>, increases owing to the high temperature, andamitantly, the
diffraction spot intensity decreases due to théssizally less ordered state. In transmission-mode
electron diffraction, the scattering vect®, introduced in section 4.1.4, lies in parallel tte
graphene plane. In this regard, in-plane atomiplai®ments only contribute to the diffraction spot
intensity. This temperature dependence on theadiifsn spot intensity is called the Debye-Waller

effect, as discussed previously.

The freestanding monolayer graphene used in thsept experiment is supported on an
ultra-fine mesh type copper TEM grid (www.tedpedtam). The grid itself has a pepper pot type
structure where multiple circular holes with guH diameter are located. The pitch size is i2rb

This system will be discussed in detail in thedwaling Chapter.
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{Figure 5.26.(a) Schematic of the structure of graphene. Twajun@lent carbon atoms in the
primitive unit cell indicated by the pale blue regiare colored in black and grey. Lattice vectors
(aq,ay) are labelled with blue arrows. (b) Schematic @f land structure of graphene at K point in
k-space.Er denotes the Fermi energy at the Direct point whiee valance band (VB) and
conduction band (CB) meet.}
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6. Effect of Transient Electric Field on Intensities & Direct and

Diffracted Ultrafast Low-Energy Electron Beam

6.1. Transient electric field (TEF) effect.

In a UHV environment, visible-light pulsed laseciation of a metal surface can lead to the electro
emission via three distinct mechanisms [112]. Til&@ fmechanism is thermionic emission (TE) that
allows for the thermalized hot free-electron gaarrthe Fermi energy to be emitted from the metal
surface. The second mechanism is multiphoton phdtston (MPPE). For a high illumination
intensity condition, two or three visible-light pgbas with the energy range from 1.8 eV to 3.1 & ar
involved in the population of an intermediate statel a subsequent excitation above a typical metal
work function ranging from 4.0 eV to 5.0 eV, essaht a quantum mechanical process. The third
mechanism is the thermally-assisted (or thermailyamced) photoemission (TP) that combines TE

and photoemission.

Which one of those three mechanisms dominatestbeeasther in the visible-light excitation
depends on the laser fluence and the pulse dur&ioce the optical energy is transferred to theamet
surface, the free-electron gas is thermalized 8% lthan 100 fs, while the lattice is thermally

uncoupled from the electrons for this time scallee Tot electrons are thermally equilibrated to the

lattice in a few picoseconds, leading to the desgeaf the electron temperaturB and the
simultaneous rise of the lattice temperatdre In this regard, for a given laser fluence, thghlest

T, can be reached before the thermal equilibratiartsstand the number of emitted electrons via

thermally-dependent processes is maximized in ¢énetdsecond time scale. On the other hand, in
case of a pico- to nanosecond excitation, MPPE rhesodominant at low laser fluence, and the
threshold fluence leading to TE or TP is highenthiat of the femtosecond laser excitation case. Fo
example, the threshold fluence is about 1.0 mJfom100 femtosecond excitations [113-117,118],
while it is about 40 — 100 mJ/énfor nanosecond excitations [119,120]. For a fewogécond
excitation case [121-123], no TE is observed stheedamage threshold of most of metal surfaces is
reached before thermionic current is observed.hia tegime, MPPE dominates in the electron

emission.
In the femtosecond visible-light excitation withifficiently high laser fluence for TE, the hot
electrons initially form a thin disk-like shapedeetron cloud with a negative charge denstty,,

parallel to the solid surface ionized with a pesitcharge density+o, [124,125]. As a result, an

electric field is generated in a subpicosecond teoale inside the two oppositely charged planes,
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leading to a spatial deflection of charged partidams when passing through this field, as illtestra

in Figure 6.1. This transient electric field (TEEjfect is a well-known phenomenon in UED
communities. Because the fluence of femtosecorat kescitation required for triggering a structural
change is typically higher than the threshold feegenerating TEF, the two independent sources of
altering the probe electron beam needs to be cemgldn the data interpretation in UED, especially
for low-energy electron beams more vulnerable t&. TEhis issue was firstly raised by H. Patlal.
[125] in 2009 in which they demonstrated 0.0@&flection of a 30 keV ultrafast tangential elentr
beam (in grazing-incidence angle geometry) by TE#R whe maximum field strength of 34 kV/m,
created by 67.7 mJ/dmultrashort laser (130 fs, 800 nm) fluence. Oner yafter, this work was
disputed by S. Schaeferal. [126] in which they have calculated the surfaeetec field by using a
two-disc model and showed the structurally-induBealgg spot dynamics of graphite, depending on
the laser fluence and spot order, insisting thedéxance to their previous works [127,128] on TEF.
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{Figure 6.1. Spatial deflection of probe electra@ams by TEF.}

In this Section, the effect of TEF on direct andfrdcted ultrafast low-energy (2 keV)
electron beams is experimentally studied in traesion geometry by changing excitation laser
fluence and pulse duration, and their behaviorscamepared, providing a clue to find experimental
conditions allowing for the separation of the stuwal change- and TEF-driven Bragg spot intensity

changes.
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6.2. A brief picture on the dynamics of hot electron clad

As briefly mentioned earlier, the hot electronsapsd from the solid surface after femtosecond

excitation create a thin disc like electron clotilis charged cloud leaves the surface with an geera

speed ofy,(t =0) and gradually decelerates until it reaches topthiat where its average velocity

V,(t,..) becomes zerot  denotes the elapsed time of this electron coutdusgion and ranges

max

from 10 — 100 ps, depending on(t =0) and the number of emitted electrons. At the véjoci

turning point, 0 to 10 % of the electrons still tooe to travel in the forward direction, and tlestrof
the electrons (90 — 100 %) start to travel in thekivard direction and eventually recombines with th

surface. A schematic illustration of the electréoud dynamics is presented in Figure 6.2.
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{Figure 6.2. Schematic illustration of the life loét electron cloud.}

The experimentally determined parametegs t..., and the surface charge densiy,

depending on the laser fluence, adapted from taeature [125], are summarized in Table 6.1. The
table indicates that the higher the laser exciaflioence is the faster the electrons move and imote
electrons are generated, which more quickly reaehvelocity turning point and recombine to the

surface.
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Laser fluence
V, (um/ps)| t.. (ps)| g, (x10 e/mnf)
(mJ/cnd)
13.5 0.25 a0 0.54
27.1 0.55 90 0.92
40.6 0.85 78 1.2
54.2 1.4 65 15
67.7 1.6 60 1.9

{Table 6.1. Dependence of of,, t and g, on the laser fluence. The definition of each

max !

parameter is described in the main text. The nushbeithe table are adapted from [125]. }
6.3. Experimental scheme

The time-resolved transmission-mode LEED setup mixtiee streak camera part, introduced in
section 5.5 is used. The electron kinetic energseisto 2 keV. In case of the direct beam study, a
diverging beam generated from the Einzel-lens natiegl LEED gun is used as a probe of the TEF
effect, and for optical excitation, a green wavgtan(515 nm) pulsed laser is used to irradiate a
pepper pot type TEM (transmission electron micrpsg¢anesh grid made of Cu (pitch: 12u®, hole
width: 6.5um, bar width: 6um). The projection image of the grid captured ie #lectron detector-
CCD camera combination is monitored as a functibthe delay timeAt between the excitation
laser and the probe electron at various laser ¢eileand pulse duration conditions. In case of the
diffracted beam study, a freestanding CVD-growrpbgeme monolayer supported on the same type of
Cu mesh grid used in direct beam study is excitgdhle green laser, and a maximally focused
electron beam is used. For both cases, the inyertsitinge of the direct beam spot, tieahd the ¥
order Bragg reflection spots in the difference roagained by the subtraction of the unpumped from

the pumped image, is time-traced. The electron vdincation is approximately 16 ps FWHM.
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{Figure 6.3. Experimental layout. (a) A divergindigioelectron beam (2 keV) triggered by an
ultrafast laser pulse (ultraviolet) forms a shadavage of a Cu TEM mesh grid at the screen. A
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sequence of ultrafast pump pulses (green) is atadito the mesh grid, giving rise to a TEF. The
shadow image is recorded as a function of a detag between the pump pulse and the diverging
electron beam. (b) A focused photoelectron beanarbyelectrostatic Einzel lens is incident on a
freestanding monolayer graphene suspended on the $gpe of the mesh grid. A differential
diffraction image (unexcited — excited image) isnmared as a function of the delay time between the
pump pulse and the focused electron pulse. }

6.4. The effect of TEF on direct beam
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Figure 6.4(a) shows the temporal behavior of the normalized sitgrchangeAl (At) /1 (At <0) of

the direct beam as a function of the excitatioetilte at the fixed pulse duration of 180 fs (FWHM).
For the fluence range of 4.5 - 27.3 mJXcm sudden intensity drop is identified at aroulil= 0
point, marking the onset of TEF caused by hot edectlouds. Given that no clear intensity drop is
observed below this fluence range, the threshakhsity for TEF at this excitation pulse duratien i
determined to be below 2.5 x2@V/cnf. After a maximum intensity drop is reached at acbtew
tens of picosecond, the recovery of the intengibpdtarts, resulted from the charge recombindtion

the ionized Cu mesh grid.
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{Figure 6.4. Pump-probe kinetics of the direct beamdifferent excitation pulse fluences. (a)
Temporal evolution of the direct beam intensityfeti#énce QI (At) = | (At <0)—-1 (At)), normalized

to the intensity at negative time delay¢At <0). Fluence dependence on (b) the maximum of the

normalized intensity differencél . /1 (t <0)and (c) the recovery time constan}

In order to evaluate the maximum magnitude of tmamalized intensity change
Al .. /1(t<0) and the recovery time constamt of the time trace, the measured data is fitteal to

function:

y, + A Lexf {%} +A, @xp{@} (6.1)

where, the first two terms corresponds to an dtnoction to evaluate the maximum intensity change,

and the last single exponential term is used tthétrecovery feature of the time tracl /1 is

determined asy, + A, while 7 is taken directly in the third term in the abowefdinction. The
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evaluatedAl ., /1 and 7 as a function of the excitation fluence are suniedrin Figure 6.4 (b)
and (c). As the fluence increasef), /| increases, andr decreases. These trends can be
explained by a single parametdy. The increase ofl, with the increase of fluence results in the
increase ofg,, considering a proportional relation betwe&n and the electron yield in the TE
process. Because the magnitude of TEB(£2¢,, where &, denotes the vacuum permittivity) is
proportional to g, , the larger intensity drop is expected for a higiecitation fluence condition. In

addition, the increase ofr, caused by the increase df should provide higher acceleration field

in the charge recombination process, which accofortdhe decrease of with the increase of

fluence.

The excitation pulse duration dependence of TERhendirect beam is displayed in Figure
6.5. For this measurement, the fluence is fixe@@ mJ/crfy the value high enough to generate TEF
at the shortest pulse duration, confirmed in trevipus fluence dependence study of TEF. As shown
in Figure 6.5 (a), the temporal behavior of thetst&the intensity drop atAt =0 and a subsequent
gradual recovery on a few hundreds of picosecosdsbserved in the entire range of the different

pulse duration studied, similarly to that of theefhce dependence studies.
In the pulse duration variation range from a feundreds of femtoseconds to a few
picoseconds,T, is expected to decrease with the increase of tifee muration because of thermal

coupling between hot electrons to phonons (in copp@e decrease oAl /| and the increase of
r with the increase of the pulse duration, showfigure (b) and (c), can be viewed as a result of

the decreased, and the concomitant decrease of TEF effect owliteet beam.
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{Figure 6.5. Pump-probe kinetics of the direct beatndifferent excitation pulse durations. (a)

Temporal evolution of the normalized intensity drénce. Fluence dependence on (b) the maximum

of the normalized intensity difference and (c) tbeovery time constant }

6.5. The effect of TEF on diffracted beam

The Al /1 of the £'and 2? order Bragg diffraction spots of graphene as atfon of At is shown
in Figure 6.6 (a). For this measurement, the esagiulse duration is fixed to 2.0 ps, In the exita
fluence range varied in this measurement, both@{10] and [11] diffraction spots exhibits a sianil
temporal behavior compared with that of the ditezam case: a sudden intensity drop aidr=0

point and its gradual recovery on a few hundredpicbseconds. In order to quantfy, . ... / 1
and 7, of the time trace, the fit function (6.1) used foe fitting of the temporal trace of the direct

beam is used. Here)l /1, and 7, denote the maximum magnitude of the normalized

maxhkl

relative intensity and recovery time constant, eesipely, for each[hkl] diffraction spot.

The excitation fluence dependence dh /1, 1s summarized in Figure 6.1 (b). Two

maxhkl

clear trends are identified. Firstly, with the iease of excitation fluencepl ... /1., increases for

both of the [10] and [11] diffraction spots. Thisoportional relation betweerl /1, and

maxhkl
fluence is in common for both of the diffracted afickct beam (Figure 6.4) cases, not enabling@ne t
distinguish if this kinetic stems from the TEF eff®r a structural change. Secondly, for the entire

fluence range,Al /1, of the [11] spot is larger than that of the [1@fo This observation is

maxhkl
counter intuitive from the TEF effect. The two-dimséonal Gaussian intensity profile of the

excitation laser is expected to generate TEF ofCliine strength is the highest at the center of the
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excitation laser-graphene interaction region ancredses in the direction toward the edge of the
region. In this regard, if the TEF effect is therdoant factor of the kinetics, the diffraction insity
drop of the T order spot should be larger than or equal to dhahe 2° order one, opposite to the

latter trend.

For a given laser-excited area (= 9.9*10 FWHM, separately measured by a knife-edge

technique) and excitation laser fluencE, of graphene can be estimated. In this estimatioe,

absorption efficiency of 2.3 % for monolayer graphat 515 nm wavelength is assumed [111], and

the specific heat of graphite, a constaat0(7 ] g~* K~1) identical to that of monolayer graphene

above 100 K, is quoted [129]. The calculatéd corresponding to each fluence is displayed in the

upper x-axis of Figure 6.6 (b), showing tfe dependence om\l /1,4 - The proportional

maxhkl

relation betweenAl /Il,, and T can be explained by the Debye-Waller effect, uhiied in

maxhkl
section 4.1.5: the increased atomic displacemamethby a thermal motion at higher temperature
results in a weaker diffraction spot intensity. Thebye-Waller effect also accounts for the order

dependence ofAl /1., on each calculated, : for a given crystal temperature, the higher order

maxhkl

diffraction spot intensity drops more than thathef lower order one.

To quantitatively evaluate if the measuréd /1, follows the Debye-Waller theory, a

maxhkl
parameterq relating the in-plane mean-square displacemeiat @drbon atom< u(T)*>to T is
introduced:

<u(T)*>=qT, (6.2)

In equation (6.2), a linearly proportional depermienf <u(T)?> on T, is explicity made, valid

at high temperature limit [130], and for the grapdease, it is a fair assumption above 300 K [131].
Combining equation (6.2) into the Debye-Waller mdeguation (4.15)) yields the following form of

q:

4 (RT)
Gra (T, —RT)

-3In {1_'_ Al maxhkl (TI) }
(6.3)

q:

where, RT, 1,,(RT), G,, denote room temperature (= 300 K), intensity af fhkl] spot at

RT , and the reciprocal lattice vector for tlibkl] plane, respectively. In deriving equation (6.3§ th
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assumption thatl,, (At <0) is equal to I, (RT) is implicity made. From the measured
Al para ! 1o » the calculatedT, , and the known values of5, (G, =2.948x 10° pm™,

G,, =5.106x 10°pm™), q is evaluated. The full derivation of equation §6i8 described in

Appendix D.
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{Figure 6.6. Pump-probe kinetics of the diffractedam at different excitation pulse fluences. (a)
Temporal evolution of the diffracted beam intensiifference, normalized to the intensity at negativ
time delays Ql(At)=1(At<0)-1(At)). The solid and dotted lines indicate the [10] 4]
Bragg spots intensity trace, respectively. (b) @ulsence dependence on the maximum of the

normalized intensity difference\l /1, for each[hkl] diffraction spot. The upper x-axis

maxhkl

denotes the calculated monolayer graphene temperfatuthe given excitation pulse fluence. (c) The
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parameterq as a function ofl, see the main text for the definition of. (d) Pulse fluence

dependence on the recovery time constapt.}

Since q is independent of the diffraction spot order byirdgon, relying on the Debye-
Waller model, the evaluated] should be equal for both of [10] and [11] spotscbntrast to this

expectation, it is noticeable thaj for [10] spot is larger than that for [11] one fbe entire range of

T,, as shown in Figure 6.6 (c). The averaged one theefive qvalues evaluated at each also
indicates the larger value ofq=5.77+ 0.54¢ 10 pm K™ for the [10] spot than

q=5.00+ 0.23¢ 10 pm K™ for the [11] spot. One plausible explanation attbet mismatch of

g for the two different diffraction order spots isittihe contribution of the TEF effect to the [1pps
intensity is greater than that to the [11] spoémsity.Indeed, the TEF profile resulted from the laser
excitation was evaluated to have a steeper grathent that of the laser intensity profile, extracte
from the TEF induced angular deflection measuremetiit 6 keV electron beam in a transmission
geometry 132. This non-uniform field profile implies that th#0] spot intensity formed with a small
scattering angle (= 7.4 °) is likely to be affecbtsdTEF more, while the [11] spot formed with aglar
scattering angle (= 12.8 is less or not affected. As a result, the value for the [10] spot is
evaluated higher than the one resulted only froenttiermally driven structural change, which could

lead one to extract the wrong structure informatrom the lower order diffraction spot.

The fluence dependence dm, also supports the above scenario developed upen th

intensity drop. As summarized in Figure 6.6 (d),, for both of the [10] and [11] spots increases

with the increase of fluence. This intensity reagvkinetic of the diffracted beam is directly ineth

opposite direction of the observed trend with tireal beam (Figure 6.4 (c)). Therefore, this global
trend cannot be accounted for by the TEF effecibéuig the inverse proportionality with respect to
fluence. Instead, it is attributed to the increa$ethe lattice thermal conductivity of suspended

graphene at high temperatute$ such that lattice cooling via phonon-phonon sraty is retarded

more for higherT, .

Also identified in Figure 6.6 (d) is the fastecogery of the [10] spot intensity than the [11]

spot in the entire range of fluence. If the thermedéxation is the only mechanism for the recovery

kinetics, in theory, 7,,, should not show the order dependence at a givemdki In this regard, the

different recovery constant depending on the diffean spot order is a clear indication of the

contribution of the TEF effect. The additional reery mechanism induced by the TEF effect requires
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summing up of the two recovery rates by the themmlalxation and by the TEF effect. The resultant
recovery rate (or equivalently the inverse of teeovery time) should be larger than the one driven

only by a single mechanism. Given that tfefder spot is more vulnerable to TEF than tHeoder

one, as expectedr,,, for the [10] spot is smaller than that for the][@fhe.

Next, the pulse duration dependence of the TEEEfie the diffracted beam is investigated.

In this measurement, the excitation laser fluesdeed to 12.1 mJ/cmcorresponding to the highest

T, evaluated in the fluence dependence measurenmehthe pulse duration is varied from 550 fs to
2.5 ps. Since excitation fluence is unchanged isirtieasurement]; of graphene is expected to be

the same independent of the pulse durations, whjleof graphene and Cu mesh grid is different

depending on the pulse duration because of thdrehephonon thermal coupling. The temporal
behavior of Al /| for both of the 1 and 2° order spots measured with different pulse duratiare

displayed in Figure 6.7 (a). As summarized in Fégbir7 (b), Al /1, forthe [11] spot shows

maxhkl
little variation, except the case of the 550 fssputluration, while that for the [10] spot changes
rapidly in the entire pulse duration range. Thisearliation, again, can be understood by the position
dependent TEF strength caused by the Gaussiaratiowitprofile. A distinguishing intensity drop
from both of the [10] and [11] spots are identifiedhe case of the 550 fs pulse duration, indnati
that the TEF effect is large enough to give risthvadditional intensity drop from both spotstiist
high intensity laser excitation case. In contrastcase of the 2.5 ps pulse duration, the excitatio

intensity is not sufficient for TEF to affect theteénsity of the diffracted beams, identified from n
intensity recovery from both spots within the timadow of this measuremenfd{ =433 ps) (Figure
6.7 (a)). This behavior can be understood by tbtle ¢d the TEF effect on the diffracted beams and by

the increased lattice thermal conductivity at thghhT, .

The pulse duration dependence o, is displayed in Figure 6.7 (d). For the [10] spot,
T, increases with the increase of the pulse duratidnch cannot be explained by the thermal

relaxation between an elevatéld and room temperature at the same fluence condiRather, this

trend follows the pulse duration dependenceronof the direct beam, to which only the TEF effect
contributes (Figure 6.7 (c)). In contrast, for {i&] spot, 7,,, reaches to a saturated value at the

pulse duration of 1.55 ps, indicating that the Tdfect is minimal beyond this pulse duration at the

given fluence for the" order spot.

Referring to the time trace o\l / | obtained in the direct beam measurements (Figdre 6.
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(a) andFigure 6.5(a)), | determine the interaction of the emitted électron cloud with the probe
electron beam is insignificant beyonit = 400 ps, driven via the charge recombination gsec
Based on the determined electron cloud lifetimatérpret the measuredl /| of the diffraction
spots afterAt = 400 ps as induced predominantly by the strutffact. Assuming the maximum
rise of T, of graphene is the same (in this case, calculased2042 K), independent of the pulse
duration at the given excitation fluence conditiony interpretation implies that the recovered
intensity changesAl (At >400ps) /1 of the diffraction spots measured with the différ@ulse
durations should be comparable each other. Integhgtthe measured intensity change At equal

to 400 ps Al (At =400ps) /1 shows clear pulse duration dependence (Figuréch).7In particular,

I note that Al (At = 400ps) /I s for the pulse durations from 550 fs to 2.0 pssanaller than that of

the 2.5 ps one showing the least contaminatedadtitm spot intensity from the TEF effect in the

present measurement set. This observation leadmo riee following stepwise scenario: 1) the hot
electron cloud is released from the sample, 2)tduihe lack of the thermal carrierd, does not
reach to a level at which it should be in the cbadiwithout the TEF effect for the same excitation
fluence, 3) the decreasell gives rise to a smaller temperature gradient arfdgher thermal

conductivity both of which results in a decreasstide temperature during thermalization.
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{Figure 6.7. Pump-probe kinetics of the diffractedam at different excitation pulse duration. (a)

Temporal evolution of the diffracted beam intensiifference, normalized to the intensity at negativ
time delays QI (At) =1(At<0)-1(At)). The solid and dotted lines indicate the [10] 4]
Bragg spots intensity trace, respectively. (b) ®€ulsiration dependence on the maximum of the

normalized intensity differenceAl /l,, for each [hki] diffraction spot. (c) Normalized

maxhkl

intensity change atAl =400ps as a function of pulse duration. The black opecisdle and square

indicate Al /1, atthe pulse duration of 2.5 ps for the [10] amel [tL1] spot, respectively. (d)

maxhkl

Pulse duraton dependence on the recovery timeauns,, .}
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7. Ultrafast Low-Energy Streak Diffraction

7.1. Motivation: An alternative strategy — streaking

Many of chemical reactions occurring at a surfacenterface of chemical species are irreversible
processes, meaning that once the system is pedtbsban external trigger, it never goes back to its
initial state. In order to capture the structutamges induced by these chemical reactions, asul,re
a fresh sample area that can be assumed to havdeatical initial sample state needs to be
replenished to the pump and probe interaction regibevery delay time point during the entire
course of measurement. Considering a typical timepppirobe interaction area of 1Qth and a TEM
grid size of 3 mm, for example, totally 300 timeimge can be sampled in principle in this way.
Unfortunately, preparation of a freestanding trample (1 — 2 nm thick) with such an uniform large
area, suited for transmission-mode low-energy madliffraction is not trivial, which limits the pes

of samples that can be studied with low-energytedas. In addition, in case of nanotip based
electron sources, the typical number of electrarshypinch generated by a femtosecond laser trigger
is less than 100. Given the fact that at lea8tid€ldent electrons are required for a single reabte
quality diffraction image, it is unimaginable taudy any irreversible chemical dynamics with this

type of electron source and the conventional ssobpic method.

As an alternative, ultrafast streak diffractionais ideal single shot structure determination
method to follow chemical reactions, particulanyted for low-energy electrons. This experimental
technique enables to convert temporal informatinooded in a single electron bunch into spatial
information, allowing for transient structure retral from a single streak diffraction pattern. Besma
of the space-time correlation feature of this téghe, the notoriouat = 0 (the very initial time point
when reaction starts) problem and the associateihdi jitter issue can be avoided. Moreover, in
streak diffraction, temporal resolution is mainBtekmined by the streak velocity of the streak agame
and not limited by space charge induced bunch leriad. Therefore, this technique can eliminate
the necessity of nanotip source in time-resolvag-énergy electron diffraction, advantageous in
minimizing sample-to-source distance but sufferirgm low number of electrons, and allows for
using a conventional large area photocathode tatproduce 10— 10 electrons per bunch. The
streak velocity is a function of the streak cangametry and the biasing voltage on the photoswitch
for a given electron energy, as will be explainedhie following sections, and in this thesis, it is
demonstrated that subpicosecond resolution istfieasiith this technique for 2.0 keV electrons, the
world record in time-resolved low-energy electrdffraction, at the time of writing. Lastly, even

concerning the reversible system, compared to émvemtional stroboscopic method, the streaking
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method is merited by the larger total number ofabeumulated electrons for a given recording time
of a single diffraction image due to the larger lemof electrons per single bunch. This feat l¢ads
the high signal-to-noise ratio (SNR) to make largage contrast with even better temporal resolution
by this method.

7.2. Principle of streaking

Let us assume that the temporal profp€t), of the electron bunch is composed of five discret
temporal slices in numerical order, and each dias its one profilep(t,), p(t,)...p(ts), as
depicted in Figure 7.1. We also assume a situdtiahboth of the electron bunch and a pump pulse
hit a diffraction sample exactly &t in a synchronous way, and that the pump pulsetidaras
negligible compared to the electron bunch duratidmon diffraction, the first temporal slice of the
probe bunch captures the changing structures ofahmple after excitation during the time fragto

t;, and the second temporal does the same thing fyota t,, and so on. After the completion of the
interaction between the electron bunch and the kgntipe entire structural information captured
during the time fromt, to ts is contained in the single diffracted electron dlumomposed of the
five temporal slices. Without streaking, all theefitemporal slices arrive at the same positionhen t
screen, being recorded as a spot intensity prafilehe time-dependent unstreaked diffraction,
u(x,y:t), wherex andy are the transverse axes to define the spot positispace. The:(x, y: t)
consists of contribution of the structural informoat stamped at each time point in that the entire
diffracted electron bunch is made of five differéstnporal slices. Considering the charge density of
each slice, as a weighting factor, the contributtbreach slice ta:(x, y:t) can be mathematically

expressed ap(ty) - u(x, y:t,) (Figure 7.2).

In the streaking process, the diffracted bunchsitarthrough a streaking region, typically
formed just behind the sample, where a transigmte{varying) electric field is generated in a
perpendicular directionxf or y-axis direction) with respect to the bunch propegatirection ¢-
axis). By adjusting the bunch entrance timing wehpect to the transient field, the maximum streak
velocity is provided to the bunch, approximatedablnear field ramp. Then, as illustratedrigure
7.3, each temporal slice of the bunch sees therdiit field strength inside the streak region and
concomitantly gets deflected with different amoahaingle. As a consequence, each slice arrives at a
different location on the screen, forming a stréalongated) diffraction spot resulting from the
continuously overlapped temporal slices in onedtiiba (streaking direction). This streaking process
is equivalent to a conversion of the temporal imfation encoded in the diffracted bunch into the
spatial information at the screen, providing thegiloility to decode the structure dynamics conthine

in the single streak by a proper image analysis.
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{Figure 7.1. lllustration of the temporal profilé electron bunch}

J\g pty) ~ulx,yity)

‘:l‘:c;{""s p(tz) - ulx, yitz) :2;3?;“5 p(ts) - ulx,y;ts3)
p(ts) *ulx,y; ts)/ K‘P(fz) ‘u(x,yity)
» p(ts) - u(x,y; ts) »
“p(ty) - ulx,yity)

A
p(ts) - ulx, y; ty)

time time
p(ts) - ulx, y;ty)
t
p(ts) - ulx, y;ts)
L v J ! T !
temporal length of the temporal length of the
probe bunch before diffracted bunch

diffraction

{Figure 7.2. lllustration of the temporal intensityrofile change of the electron bunch after
experiencing a diffraction sample with a structahenge described by a diatomic molecule with a

spring}

7.3. Streak camera design

The streak camera, the central unit of the stréffdaction, consists of two parallel streak platexl a
photoswitch, and is placed behind the diffractiample in perpendicular direction with respect ® th

126



probe beam propagation direction. The transientritefield is generated at the gap between the two
streak plates. In this regard, factors (field gjtbnfrequency) affecting the field inside are govsl

by the geometrical parameters of the streak canherthis chapter, these factors are discussed in
detail.

|
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{Figure 7.3. lllustration of the streaking proce&sach temporal element of the diffraction electron

bunch gets deflected at a different location atdibiector, resulting in a streak diffraction pattgr

The basic idea to obtain the transient field atgtreak plates is to use a damped harmonic
oscillation field generated by a LCR electric citcs shown in the circuit diagram of the streak
camera in Figure 7.4a), the parallel streak plates, photoswitch, andnection wires can be
considered as equivalent as a capacitor with thiméic capacitance C, the resistor with the péiasi
resistance,Rs , and the inductor with the parasitic inductancedspectively. These circuit elements
are mounted on a specially designed double-sideégi (Binted circuit board) where two high voltage
and one ground electric contacts are also soldeedhown in Figure 7.4). The LCR circuit is
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connected to the pulsed high voltage DC sourcaugiir@ decoupling resist®; , in order to isolate

the fast transient from the DC voltage during jiemtion.

(a) C
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(parasitic)

e (b) (c)

:

Delay
IGenerator|

=]

ﬁ_ Behlke

HTS -
{Figure 7.4. (a) Circuit design of the streak camdb) PCB where the circuit elements are mounted.
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(c) image showing the streak plate gap distance}

The time-dependent electric field by a harmonicillsgon can be expressed #&Kt) =
E, cos(2mt/T,), where,E, andT,, are the field amplitude and oscillation periodspectively. The
electron bunch, in principle, can see any fielérggth at the moment when it enters and exits the
streak plates, but to obtain the maximum streafdn@ givenk,, the ideal case is to use the full half
swing of the oscillation as illustrated in Figuré, fesulting in the maximum difference of the field
strength: the electron transit time through theadting field,T, needs to match with half @f,. In
this case, the streak velocity,, is defined by the slope of the harmonic oscilatiat the zero

crossing, which is approximated as a liner fielthpa

What frequency of the harmonic streaking fieldthie most optimal for the purpose of
capturing full chemical transient dynamics? Wherekattron bunch transits through the streak field,
T is determined by the streak field length (in thepagation direction) and the speed of the electron

v, - In case of the streak field generated at thebgdyeen two parallel streak plates, the stread fiel

length is approximately equal to the plate IendghAssumingT is equal to the%Tw to achieve the

lv
maximum streaking, the required streaking fieldyérency,f , is given byEI_Z' For the 2 keV
P

electron bunch with the speed of ~2.65%ffsec, f and T, required for the maximum streaking,

are listed as a function df) in Table 7.1. Conclusively, this estimation of tteguired streak field
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frequency indicates the following point: 1 to ~1MH&Lis the right regime for the streak field
frequency, considering the fact that the observtible window of the structural dynamics (few tens
of ps) defined by the bunch length should be mudrter thanT and 1, . In case of this thesis, 1
mm of Ip is chosen, aiming for 2 keV electron bunichaking in few tens of picosecond observable

time window.

E(t)

/

zero crossing

—
e |

\

{Figure 7.5. lllustration of the harmonic oscillati inside the streak camera. The bunch propagation

direction is assumed to z-axis, while the streaklirgction is y-axis. The blue and red dot indisate
the front and rear electron, respectivdpy.streak plate widthd: streak plate separatior; electron

bunch transit time;r_ : period of streak field oscillation\d: streak angle At : bunch duration}

l, f T
10 cm 132 MHz 3.78 ns
1cm 1.32 GHz 378 ps
1 mm 13.2 GHz 37.8 ps
100um 132 GHz 3.78 ps
10um 1.32 THz 378 fs
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{Table 7.1. Streak field frequency and electron bunch transit time at the streak plate with the

plate width |p for 2 keV electron}

The remaining task is to find an optimal range lué streak plate separatiod, which

affects the maximum applicable streak field fori\aeg streak plate voltage)V , thereby determines

the streak anglep\d, and the temporal resolutiod 7 . For a givenV,, the streak angleQd, is

determined by the angular streak velociby, and the electron bunch duratioff [133]:
A = w, [t (7.1)

The w, is defined byeAE /ym,v,, whereAE denotes the difference of the streak field when the

electron bunch just enters and just exits the lstoeanera, ancE, ), and M} denote elementary

charge, Lorentz factor, and electron mass, resgtiThe streak velocityys, is defined byws - [,

where |C denotes the camera length. Assumiig in streaking experiment is determined by the

finite pixel size of the electron detectcﬁ‘p, (the actual temporal resolution in the streakgoatdata

analysis is discussed in section 7.5, and reflgdtie fact that the minimum streak angle is given b

the ratio of dp to |C, the above equation (7.2) can be rearranged as:

| eAVAT

d=
dpmvz

(7.2)

As shown in Table 7.2, basically as the smaller dhis, the better the temporal resolution can be

achieved owing to the larger field strength. Howew is also limited by the scattering angle of the

Bragg diffracted beams from a sample. In caseisftliesis,d= 1 mm is chosen (together Wiita =

1 mm), as shown in Figure 7.4 (c), indicating tihet maximum allowed scattering angle is 26d%

this streak camera geometry.

AT (ps)| d (mm)

1 4.64
0.8 3.71
0.6 2.78
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0.4 1.85

0.2 0.91

0.1 0.46

{Table 7.2. Required streak plate spacitigas a function of the aimed temporal resolution X keV
electron. The actual mechanical parameters of xperamental setup(dpz 50 um, |C= 35 mm) and

the threshold voltageXV = 1 kV) that the photoswitch can hold are refledtethe calculation. }

7.4. Fabrication and characterization of photoswitch

The entire fabrication process of the photoswithl, central unit for the streak camera, is illustia

in Figure 7.6. A direct gap undoped semiconductafSwafer with resistivity of 170Q - cm and 500

um thickness is chosen for the fast response ofwhieh on light. On top of the polished side of the
wafer, about um thick photoresist is spin-coated. After a softkag step, the wafer is patterned by
photolithography. 5 nm Ni layer for adhesion, 1@ AuGe and 200 nm Au layers for biasing pad are
deposited consecutively by electron-beam assistagozator. As a lift-off process, the metalized
wafer is dipped into a removal solvent until thetahéayers on the unpatterned region are completely
peeled off as shown in Figure 7.7 (b). Subsequethtéywafer is annealed at 480 °C for 5 min in Ar
environment in order to make an Ohmic contact betwie semiconductor substrate and the metal

pad, and finally diced into a single photoswitctshewn in Figure 7.7 (d).

photoresist
undoped GaAs [100], SSP i 3 »

‘ _ i:f Ge

]

annealed

Au/AuGe
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{Figure 7.6 lllustration of fabrication processtht photoswitch}

e o — —

{Figure 7.7. (a) GaAs wafer after patterning anylr(ietallization and liftoff process. (c) A piece of

diced wafer after annealing. (d) single photoswdahby 2 mm by 2.5 mm}

The characterization on the response of the fataitphotoswitch on light is necessary for
its use in the streak camera operation furtheimplke test setup consisting of two electrical cotga
for biasing (= 5 V) and sensing, respectively, andecoupling resistor is used for the purpose as
shown in Figure 7.8. Upon irradiating the triggerimght (1 kHz) on the well-performing switch,
signals with the voltage amplitude matched to theliad biasing voltage are detected with the same
repetition rate of the trigger.

T T
L ] &5 aqv

- |]_w 284, 008y ||?_:twl.nn ||

{Figure 7.8. (a) circuit diagram and image of thestt setup for photoswitch performance

characterization. (b) Scope image indicating thigcéwesponse on the triggering light}
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7.5. Streak Pattern Analysis

Further to the section 7.2, definirygaxis as the streaking direction aptl as the displacement due to
the deflection by streaking, and given by the fhmett the streak diffraction pattern is made of
continuously overlapped temporal slices at detethierstreak pattern intensity profile(x, y), can be

mathematically expressed as an integral form:

s(xy) = [, p(0 ulx,y - y)dt (7.3)
Note that the time-dependent change in positiothefdeflected slice is implicitly reflected through

the relation,y’ = v, - t, allowing for the exchange of the integral vareabi equation (7.3) by’,

yielding the following equation:

sxy) =[5 p(y") - ulx,y —y)dy' (7.4)

In this thesis, for simplicity, one-dimensionalestk pattern analysis (in the streaking directi@n) i
only considered. This statement implies that thenisity profile of the streak diffraction spot dog

binned along the x-axis direction, generating a-dineensional convolution function:

s) = [0 p(y) - uly—yHdy' = pxu (7.5)

Since the electron beam spot intensity is recoe@ form of the pixel count on the detector, a
discretized form of equation (7.3 required for computation. As illustrated in Figu7.9, the
conceptually fragmented charges in each tempoiag, sivhich arrives at the same detector pixel

position, are accumulated, contributing to the poaaint of the particular pixel. Based on this cgpic

a single detector pixel count of the streak spﬂtyi), is mathematically expressed as a summation of

the charge fragments:

() = 320 B0 -%,) &

where,i andk denote the index of the streak spot pixel andténhgporal slice. For the entire streak

spot intensity profile, equation (7.6an be extended to a matrix equation:

s=Ud (7.7)

where, s and d are vectors constructed bS(y,) and ,o(yk') elements, respectively. For a given

total number of the temporal slices, and that of fragments in each sliogthe dimension ok and

d are [m+n—1)x1] and [n x 1], respectively. TheU is (m +n —1)-by-n matrix that
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containsu elements:

Uy — y1) 0 0 0 0
u@z —y1) ubn—y2) 0 0 0
u@s—y1) u@z-y2) uli—y3) 0 0
' u@s —yz) u@2—y3) ulyi—vi) 0
un — ¥1) ? u(ys —y3) u@z—ya) 0
0 u(n — ¥2) 5 u(ys — ya) 0
0 0 u(n — y3) 0
0 0 0 Un — Va)
U(Yn-1 = Ym)
0 0 0 0 0  ulym—ym) |
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{Figure 7.9 Conceptual illustration of one-dimemgbstreak spot formation at detector pixels. is th
illustration, it is assumed that 1) the unstreaseat is imaged on five pixela(y;), u(y,), -, u(¥s))
along y-axis direction and that 2) the unstreakadch is composed of five temporal slices (red,
orange, yellow, green, and blue columns) with #&pective temporal bunch profile(y;), p(yv3),
---,p(ys). The streak spot profile results from the overiagmf these five deflected slices in space
after streaking, which arrives at different pixatations of the detector. In this example, theltast
streak spot occupies nine detector pixels frgiyy ) to s(yy), and each fragment of the respective
five temporal slices arriving at the same detegigel position contributes to the accumulation of

pixel count at the particular pixel.}

It is intuitive from equation (7.7) that the tempbbunch profile,d, is the preliminary
information required to extract the time-dependemitreaked diffraction profile. Experimentally, it
can be extracted by streaking static diffractiottgwa or the direct beam. With the knowehby the
static measurement and the recordedhe time-dependent diffraction pattern profilg,is recovered
via equation (7.7). Therefore, the rest of thispteais focused on the computational strategy to

extractd from the measured static streak spot profile.

In case of the static streak spot, upon the comtiwataroperty of convolution operator, the

equation (7.bcan be rewritten as:

s) = [, u") pr—y)dy =uxp (7.8)
Similarly as the case of the time-dependent stdiffilaction, the above equation is to be discretjze
yielding a matrix equation:
s=Ad (7.9)

This equation is a form that the matfixin equation (7.7) is only replaced by a new matix

which is given by
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ru(y;) 0 0 0
u(yz) u() 0 0
u(ys) u(yz) u(i) O
Poou(ys) u(yz) u(yg)
uln) F 0 u(yz) u(e)
0 uQn) i u(ys)
0 0 ulm) i
0 0 0 u(yy)

o O O o o o o

u(Yn-1)
0 0 0 0 0 u(y) |

In general, for the giverA and s, the easiest way to soh@, is to take the linear least square
method that seeks to minimize the sum of squathedifference between the right- and left-hand

side term:

min||Ad —q|2 (7.10)

where, “ “ denotes the two-dimensional Euclidean norm. Howesaving equation (7.10) is to treat
the inverse problem of the discrete linear systghich is typically ill-conditioned due to the absen
of an unique solution ofl. In this ill-conditioned linear inverse problem, airchanges ins(y) and

u(y'), caused by a measurement noise, gives rise tae tdange in the solutiod, which is not
true. In this regard, findingl only to minimize the cost functioﬁ|Ad—s||2 leads to overfitting in

this linear inverse problem, and consequently,fited d does not capture the true charge density
profile. To mitigate this numerical artifact in 8islg equation (7.10), a regularization step is el

which can be achieved by adding a penalty term:

rglip{HAd—qf +VHO“2} (7.11)

where, J denotes the Tikhonov regularization factor thattous the importance of the penalty term.

The constraint,d = 0, is introduced to reflect the non-negative chatgesity in the electron bunch
profile. To solve equation (7.11), a useful coristrés imposed additionallyd is continuous. By
setting the second constraint, equation (7.11)rassformed to a well-conditioned problem by
applying the gradient descent method, @hés solved. The detailed mathematical derivationhef

gradient descent method is described in Appendix E.
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The RMS deviation (=) of the electron beam spot profiles (shot-to-#robr) can provide
the data fidelity to the measured streak and ualstprofiles, which plays an important role to
determine the optimal value df in the regularization stemx can be typically calculated from
multiple unstreaked or streaked images, and enceobtained, the rest of the regularization preces
is iterative as illustrated in Figure 7.10. Fiest, arbitrary value ofy is set, yielding an intermediate
solution d extracted from the deconvolution of streaked peofil with the unstreaked onex.
Second, the data extraction error § evaluated from the RMS df2ad —s) is compared ta.

These two steps need to continue until an optignas found such thaé is close toa. By this

iterative process, the properly regularized finaluson d is extracted with the data extraction
uncertainty of§. Given thatd is the electron bunch profile, the bunch duratisrdétermined by

taking the line width ofd.

The last part is to discuss about the temporallugsn, At, in the streak image analysis,
especially for the case of electron bunch duratipretermination. There are several contributions to
the estimation of temporal resolution, associatéd womputational or experimental errors. The first
contribution is the impulse responger;,,,,,, of the streak camera. Deconvolution of the uaked
profile with itself should generate ideally a deftenction with a zero line widthif )= 0 (without

regularization). However, as a nonzero valueyois chosen during regularization, the deconvolved

profile essentially has the line width with a certealue (=At;,;), a sort of computational error. The
second contribution originates from deconvolutidntiee streak profile with the unstreaked one.
Because the line width of the extractddwith regularization g> 0) is always longer than that of the
unregularized one Y= 0), the former is to be considered as the maxinmumch durationg,, ..,
calculated by the deconvolution. The latter is deddy t,. Given that the actual bunch length is
ranged in between,,,, andt,, the difference of these two measurestf{z, — 1,) has to be
admitted as the uncertainty in the determinatiothefbunch length, also a computational error. The
last contribution is related with timing jitteAz;;.., of the streak camera. The intensity fluctuatiébn o
the photoswitch triggering laser and shear-typealigisment of the streak plates are main sources of
Atji;c. The contribution of this experimental error tonfral resolution is well described in Ref

[133], and the typical value of it is less than 180 negligible in the context of subpicosecond
resolution in this thesis. Overall, taking into agnt those contributions, the temporal resolut®n i

estimated by the following relation:

AT = Atimp + (Tinax — To) + ATjige (7.12)
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All the parameters used in equation (7.4 summarized in Table 7.3.

Sety

AN

A\ 4

Set the same “y”

| |

Find d from deconvolution
of the streaked profile s

Find d from deconvolution
of the unstreaked profile u

with unstreaked profile u with itself
Calculate RMS of Ad—s (=6) Determine FWHM of the calculated d.
Calculate the spot profile error (=a) This is the impulse response time, 7,

|

no

l yes

The calculated d is the charge density profile.
Determine FWHM of the d.
This is the bunch duration, T

{Figure 7.10. Flowchart of the temporal bunch geéxtraction from streak spot image}

parameter description
FWHM of the profile extracted from deconvolutiontbé streaked profile with the
T
max unstreaked one with regularizatiop ¢ 0)
FWHM of the profile extracted from deconvolutiontbé streaked profile with the
T
0 unstreaked one without regularization£ 0)
FWHM of the profile extracted from deconvolutiontbé unstreaked profile with itself
At;
me with regularization ¢ > 0)
Aty all other measurement errors caused by, for exartipleg jitter

{Table 7.3. Parameters necessary to estimate thgal resolution of the streak camera}
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7.6. Static streak diffraction

By exploiting the compact home-built streak cameéesacribed ealier in this Section, static streak
diffraction is tested. For this test, a suspendegliene sample introduced in section 5.5.5, iseplac
in between the electron gun and the streak carReeaise synchronization among the streak camera
triggering optical pulse, photoinjection pulse, dngh voltage electrical pulse applied to the GaAs
photoswith is confirmed as described in section 7.4

(@) [unstreaked 4500 [100 Vv 4500 [200 V 4500
0 0 0

300V 4500 [200 v 3500 4000
200 200 200

600 V 3500 3000 3000

200 200 200

(b) 1800
800

un- 100V 200V 300V 400V 500V 600V 700V 800V
streaked

{Figure 7.11. (a) Static streak diffraction of ghegme, imaged at different streak plate voltage ffom
(unstreaked) to 800 V. (b) A close-up image onrdggon of interest defined in the red box in th@ 80

V image in (a). The red arrow shown in (a) indisatee streak direction.}
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The static graphene streak diffraction images &snation of the streak plate voltage are
displayed in Figure 7.11. Given by the six-fold syetry of graphene diffraction, the loss of the two
2" order diffraction spots (6 and 12 o’clock direalicshown in the all images (Figure 7.11) implies
the clipping of these two scattered beams by theeupnd lower streak plates of the streak camera.
This aperering effect can be avoided by simplyéasing the streak plate separation in the further
measurement at the expense of the maximum fietdgtin decrease.

{a) M (b) ' I I I '
— 800V 5r° G
700V %
= 2k
z 600 V o 4t ¢ J
2 I
£ 500V o
3 3
2 400 V ) .
E z 3t -
= 300V [
L) N T
— 200V 5)
®
M"L — 100V @ 2r e * o -
e ©
L L |/\ 1 L —— unstreaked ] I 1 ] L
200 250 300 350 400 0 200 400 600 800
Streak Axis (pixel) Streak Voltage (V)

{Figure 7.12. (a) Line profiles of the streak difftion spot defined the red box in Figure 7.11. (a)
The linearly approximated background is subtradtech the raw data profile. (b) Signal-to-noise

ratio (SNR) of the line profile as a function ofesik voltage.}

From the streak plate voltage dependent diffradticages, it is identified that the diffraction
spots are elongated in the streaking direction wlith increase of streak plate voltage. For the
quantitative analysis, one of th& Brder spot is selected from the respective imagadicated in the
red box in Figure 7.11 (a). By binning the pixeteinsity in the perpendicular direction of the
streaking axis in the region of interest, the lmefile is obtained, as shown in Figure 7.11 (d¢a@y,

the line width gradually increases as the stredtage increases.

At the same time of the elongation, the diffractgpots are smeared out to the background
that originates from many factors. One definiedads$ the inelastic scattering from graphene, which
can possibly be subtracted by a digital procesalggrithm used in X-ray protein crystal community
[134]. Alternatively, a simple energy filter [L38¢veloped for low-energy electron microscopy can be
implemented in the current diffraction beam lineptoysically remove the inelastic scattering. The
camera noise following the Poisson distributioansntrinsic background.
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The signal-to-noise ratio (SNR) of the streakrédtgtion spot intensity is calculated. For this
calculation, the signal and the noise are definethb peak amplitude and the standard deviation of
each integrated line profile in Figure 7.(). As shown in Figure 7.12 (b), the SNR decreasts
the increase of streak voltage, which can be utmmasy the fact that the total number of electrons
accumulated to recorde the single streak diffractrnage is the same, independent of the streak

voltage condition.

7.7. Time-resolved streak diffraction

Some preliminary results of the time-resolved lavergy streak electron diffraction are present in
Figure 7.12(b). The conventional pump-probe unstreaked diffoacimages are also displayed
toghether Figure 7.1a)). All the displayed images in Figure 7.12 dre intensity difference map
obtained by the subtraction of the pumped image fitte unpumped one at a certain time delsty.

For the comparison between the two methodes, fWorger diffraction spots (indicated by the red
boxes in the images) are chosen from which the pirtfiles are extracted after pixel binning as
similarly as done in the static streak diffracticase in section 7.6. This simple line profile
comparison (Figure 7.7c) and (d)) already underlines the feasibilitytbé time-resolved streak
diffraction with ultrafast low-energy electronsfutther deconvolution analysis to extract the etact

density profile and to determine the temporal nathonh is still ongoing.
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{Figure 7.13. (a) Intensity difference map of theneentional pump-probe low-energy diffraction.
Left and right panels show the intensity map befand afterAt = 0, respectively. (b) Intensity
difference map of the pump-probe low-energy strddkaction. Line profiles extracted from the

region-on-interest indicated by the red box 1 (@ the box 2 (d) shown in each panel.}
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8. Outlook

Further to the experimental and simulation respitsented in the previouse Chapters, there exists
plenty of room to improve the electron source agtds performance required for the investigation of

new types of sample systems. The ideas are chaltpbgt interesting and feasible.

First of all, the implementation of the photoswitdeveloped for the streak camera operation
to the double-gate field emitter (Chapter 3) wilbw the use of this device in an ultrafast mode.
Because of the few micrometer sized extraction ewitimation aperture size of the device in its
current design, direct femtosecond laser illumoraton the nanotip apex is quite challenging.
Experimentally, multiphoton induced electron enuasgeneratedot from the nanotip apekut from
aperture layers is observed with the direct exomatlue to the possible imprecise alignment and a
larger beam size. Instead of this method, femtowkdaser triggering of the photoswith electrically
connected to either the gate or the emitter plallepvovide a picosecond switching time of the gate

emitter potential on the device.

Second, visible or IR laser induced single phqtbhatoemission triggering of the fiber-based
photocathode (Chapter 3) will enable to use thisrem with less photodegradation. The so-called
solarization effect of the fiber is more signifitan UV regime than visible or IR such that the
operation time and the generated electron beanemuiwf the fiber photocathode are limited.
Experimentally, the solarization effect can be diemlentified by measuring the output power of the
fiber as a function of time at a fixed input lapemer, as shown in Figure 8.1. After about 2 haifirs
the measurement, 20 — 40 % of the output powerirenad a saturated power level, depending on the
intial input power. Once the fiber is damaged,dhgut power cannot be recovered to the initiaglev
and the condition deteriorates. One possible soiutr this issue is to exploit a thin film haviag
lower workfunction as the cathode layer on therfitb@B6 thin film is an ideal candidate for this
purpose because of its workfunction ranged in 232-eV [136,137,138]. Alternatively, graphene
coated Ni thin film is recently reported to haveudtnalow workfunction of 1.1 eV139d. In this case,

Ni substrate provides free electrons to graphenequilibrate the electron density between the
graphene and Ni, increasing the density of stdtgsaphene. As a result, the Fermi level of graghen
increases, giving rise to the concomitant decrefggaphene workfunction. These two approaches

enabling the visible or IR drivien fiber photocatlecare currently under study.

Third, the electron bunch compressor concept E@joiting the GaAs photoswith can be
implemented to the present low-energy electron gumch will possibily reduce the bunch length

upto one order of magnitude. By applying a trartséactric field in parallel to the electron beam
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propagation direction, a broadened electron buachbe temporally focused at the diffraction target.
The required electrical and mechanical componesmisbe easily adapted to the current gun design,
keeping the compact gun geometry. The implememtatidhe compressor will improve the temporal

resolution of the conventional stroboscopic pumpbpr diffraction with ultrafast low-energy

electrons.
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{Figure 8.1. Fiber Solarization. The output inténgf the fiber is measured as a function of tiffiee
initial output power at 0 sec is 28V (a), 38.9uW (b), and 74uW (c), respectively. (d) The
comparison of the initial and saturated output pofwe (a), (b), (c) cases, indicating a clear otitpu

power drop.}

On the setup development side, currently, the gereration time-resolved LEED setup in
the normal-incidence backscattering geometry iseurmnstruction. The most critical challenge in
this setup construction is the electron gun partavoid the shadowing of the backscattered beams by
the electron gun while keeping the source-to-samistance short to minimize the bunch broadening,
the entire gun size is required to be small. Tireetl electron gun design features an about 1.2 mm
gun diameter including an electric field shildingver, expected to generate a highly focused electro
beam at the diffraction sample placed 2-3 mm frbengun exit. Since the conventional photocathode
is planned to be used in the electron gun, the eurob electrons per bunch is expected to reach
maximally 16 — 10, opening the possibility to investigate structdy@amics of irreversible systems

with ultrafast low-energy elecrons.
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screen

diffraction cone

{Figure 8.2. The second time-resolved LEED setuth&nnormal-incidence backscattering gemoery.
(a), (b) The CAD model of the entire setup. (c),Ntiniaturized electron gun to be used in the sgtup

Apart from the technical side, some interestingetogieneouse systems that require the
surface-sensitivity of the structural probe arenpkd to be investigated with the current setup. @ne
the most interesting systems is thgOHadsorbed Ti@ surface, well-known for its photocatalytic
ability in water splitting or hydrogen productiob4]. Even though many works have been focused
on what forms of water exist on the surface andtvdra the factors governing the adsorption
behavior, the structural evolution of the adsorbatel the substrate after photoexciation is still
guestionable. The time-resolved LEED is an ideal for this study in that the setup can provide
relavent spatial and temporal resolution. In additiwater-freestanding graphene combination is an
interesting system to investigate. Monolayer fraeding graphene has attracted attention from
electron microscopiest for the use of this matexgh liquid cell window in a UHV enviromenment,
merited by the material’'s transperenet propertyeiectrons. When graphene is in contact with the
water layer, investigating the formation of therraglilibrium between the two substrates, known for

the highest (in plane) thermal conductivity and ldrgest heat capacity, respectively, and trackieg
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following structure evolution in time will be inesting topic. Lastly, Van der Waals heterostrugure
is worthwhile to be mentioned. Many exotic behalsioch as (electronic driven) phase transition and

etc in the two-dimensional system can be monitarigld ultrafast low-energy electrons.

The above problems to be addressed with the nestreh source technology developed in
this thesis cover such an impression of the grexadrece that will be forthcoming in catalysis, suda
reaction dynamics, and nanoscale control of matpr@perties. We now have a new pair of atomic

glasses through which to see nature in action leazly.
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10. Appendices

Appendix A.

k.o =0.925
Display of direct beam and diffraction spot imagethe range ok., from 0.8 to 0.925.
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Appendix B.

Derivation of transverse coherence length of calted electron beam generated by double-
gate nanotip field emitter from monolayer graphdifeaction image

|. perfect coherence case

intensity

L n=19))))

.'JII' | =hR=X
hh g

n '1‘ .._!
/) -z
> g
2 | @
exp(iz 3 )
z=0 L L

(graphene to screen distance)

We assume the incident electron beam on the grappesition (z=0) as the random summation of
plane wave packets.

W(z,x) =explkz ) ¢ = x,) (B1)
n" carbon atom emits spherical wavefunctiafy,

emW—Miﬁ

W, =2,(6) (B2)
r=r,|
na
where,aq(60) is the electron elastic scattering cross-sectipr; < 0 ) a is the graphene unit cell.
0
xS
On the screen atr; = <0 ) the total intensity is
L
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S(Xs):zae |r_r| ‘ (B3)

WhenL >» na,
2

S(XS)DLZ Zag(e)exp(lr - I—* (B4)

Simplification of |ry; — 1| part of the exponential term of equation B4 yields
Ity — 1] = VL2 + (x5 —na)? = JLZ + x2 + (na)? — 2xgna = L(1 — nJLc;a)

Then, equation B4 can be further simplified.

1 nx.a

S(x) 03 ¥ 3@ expt 2L 0= )*
.2 nxsa (B5)
oo 2L

I1. Partial coherence case with finite coherence length x,.

We assume the incident electron beam on the grappesition (z=0) as the random summation of
Gaussian wave packets with the rms transverse ntomeof o, and corresponding rms transverse

coherence length of..

(B6)

Equation B5 and B6 will give the total intensitythé screen (z=L) in case of partial coherence. We
take into account only the phase factor of thd fotansity.

2 nxsa

S(xs,xs)~a§(0)+2”exp(( 2)” ) ex pi 2T

n=—c

(B7)

L=15cm
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a=0.2465 nm
A =4.09x 10°(-11) m (=900 eV)

ag(0) data were obtained from NIST Standard Referencealddae 64 (NIST Electron Elastic-
Scattering Cross-Section, http://www.nist.gov/sist6¥.cfm). The case that the electron beam energy
is 900 eV is shown in graph B1.

T T
15 B
G
o 10F —
[S)
©
5 - -
electron energy
=900 eV
0 A | L
-50 0 50

Graph B1

The calculation result of the total intensiS(x,, x.), with the considering of the electron elastic
cross-section termyg, is given in graph B2.

I I
—— x_c=0.2nm
—— x_c=0.4nm
X_c =0.6nm
4000 e = 2.onm| 1
X_c=1.2nm
X_C=1.4nm
—— x_c=1.6nm
—— X_Cc=1.8nm
';: 3000 -
S
>
‘@
c
L 2000 -
=
1000+ -
0 L _ 1 -~ 1
'10)(10-3 -5 0 5 10
x_s (m)
Graph B2
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We defineay;r; as the RMS diffraction spot size at the screegsRhe distance from the beam
center to the diffraction spot size. From graph B&,can measure,;r and R, for each of. case.

In the end, we can plot &/;ss vs x./a relationship, based on the measured data fronhgé@p as
shown in Graph B3 below.

20F T T T T
15F -
%
5 10 -
[n'd
5_ -
(0)=1 ] ] ] H
0 2 4 6 8

0-C/agraphene

Graph B3

In Graph B3, the blue curve is the linear fittirfglee measured data. The fitting equation is y162.
+ 0.56723.

From the monolayer graphene diffraction image takek, = 0.92, it is measured thaty;rr =
0.388 mm and R = 5.851 mm at the screen, respectively. Rhgy;s; is evaluated by 15.081.
Inserting this value in the fitting equation resuft ~ 1.6 nm ofx,.
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Appendix C.

The electron elastic cross-sectian, .., iS defined by the total number of elastically tsar@d
electrons per incident electron flux (number ofctlen/sec/crf). This quantity indicates statistical
probability of the scattering event for a givenfrdi€tion sample or an atom, and can be expressed by

the elastic scattering radius, through the following relation:
Oeclastic = mr? (C1)

The r for electron-electron and electron-nucleus intéoac respectively, has a form described by the
following:

e
Telectron = Ve (CZ)

Ze
Thucleus = Ve (C3)

where,e, V, Z, and @ refer to elementary charge, potential of the iantdelectron, atomic number,
and scattering angle. Equations C1, C2, and CJ3yirtiyait, except hydrogen atom with Z = 1, elastic
scattering cross section by nucleus-incident edacinteraction,o,,,cieus, 1S @lways larger than that
by the electron cloud-incident electron interactiopy.cton. FOr €xample, in case of Au with Z = 79,

Onucieus 1S larger tharo,...ron by a factor of 6241 (=7pfor a given incident electron energy.
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Appendix D.

Upon the Debye-Waller theory, intensity of the Ryatiffraction spot of g hkl] plane is a function

of the lattice temperatur@, .

)= 1 O xp{ -2 <0 7 >G5 | o)

For the unpumped case (without optical excitatiorg,assume thafl, is equal to room temperature

(RT). Thatis, I, (At <0)=1,, (RT). Then, the spot intensity is expressed as

1
I (T, = RT) =1,,(0) E‘E‘Xp{_g <u(, =RT ¥ > Ghzkl} (D2)
Combining equation D1 and D2 yields the following:

@) )1 _ CRTY
(T =RT) exp{ 3th,(<u(l',)2> <u(, RT)>)} (D3)

The above RT assumption also allows for converting tle dependence of the maximum

absolute intensity change, mentioned in the mad) teto the T, dependence:

Al oy (at) =1 I (At<0)=1 mahid (M) -1 (RT)=Al makkl (T) (D4)

Then, the normalized maximum intensity change etedafrom the fitting curve (eqation 6.1) can be

expressed with respect t§ :

Al maxhki (At) — l maxhki (At) B Ihkl (At < 0) =1+ Ima><hk| (At) =—1+ I maxhki (T|) — Al mavhkl (T)
o (At <0) e (At <0) I At < 0) e @ =RT) 1 RT)
=_1+exp{_%Ghzkl @U(E)Z>_<U(RT)2>)} (D5)

We assume that the in-plane mean-square displatashencarbon atom is linearly proportional to

T, , introducing a parameteq :
<u(m)”>=qT, (D6)

Equation D5 can be reformulated with respecicto
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AImaxth(Ti)__ _} 2 _ }
—lhkl(RT) = 1+exp{ 3th,q(l'i RT) (D6)

Rearranging equation D6 with respectdp gives the following:

_3|n{1+ AIma><hkl (TI)}
4 (RT)

Gr?kl (T, —RT)

q= (D7)
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Appendix E.
min{| Ad-f* -/ d*} (1)

The expression inside the argument of the matheaiaiatement E1 can be manipulated as follows:

|Ad -5 - y|df
=(Ad-9)"(Ad-9-yd d
=s's+t dATAd-2d A"styd d
=s's+ d (ATA+yl)d-2d A" s

In order to find the minimum, we take a derivatbfe¢he expression with respect th

O{s's+ d (ATA+ 1) d-2d A" 3
=2(ATA+yl)d-2ATs

Setting the above derivative equal to 0 and solfangd yields:
d=(ATA+yl) " ATs (E2)

For a suitable choice of the regularization parameét, equation E2 is always a well-conditioned

problem.
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Appendix F.

Below is a list of the hazardous substances us#dsnwork. They are marked with the relevant

pictograms, as well as the H (hazard) and P (ptegsury) statements.

Substance

Pictogram

H-statmement

P-statement

Acetone

SO

225, 319, 336

210, 305+351+338,
337+313, 403

Isopropyl alcohol

SO

225, 319, 335

210, 233, 240, 241, 247
243, 261, 264, 271, 28(
303+361+353,
305+351+338, 312,
337+313, 370+378,

403+233, 405, 501, 23%

D

Ammonium fluoride

301+311+331

261, 264, 270, 271, 28(
301+310+330,
302+352+312,

304+340+311, 361+364

403+233, 405, 501

Potassium hydroxide

oD

302, 314, 402

260, 264, 270, 273, 28(
301+330+331,
303+361+353,

305+351+338, 310, 363

405, 501

Phosphoric acid

&

314

260, 264, 280,
301+330+331,
303+361+353,
305+351+338, 310, 363
405, 501

Nitric acid

&

290, 314

234, 260, 264, 280,
301+330+331,
303+361+353, 304+34(
305+351+338, 310, 363
390, 405, 406, 501

Acetic acid

O®

226, 314, 402

210, 233, 240, 241, 247
243, 260, 264, 273, 28(
301+330+331,
303+361+353, 304+34(
305+351+338, 310, 363
370+378, 403+235, 404
501

164



