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Zusammenfassung
Die Entwicklung neuer Techniken und Werkzeuge wie z.B. Freie-Elektronen-Laser

(FELs) oder Pump-Probe-Experimente eröffneten neue Herangehensweisen in der Fem-

tochemie, insbesondere die Beobachtung der Echtzeitdynamik von lichtangeregten

Molekülen auf der Femtosekunden-Zeitskala. Die Fortschritte bei Femtochemie Ex-

perimenten bringen neue Herausforderungen und Möglichkeiten auf dem Gebiet der

theoretischen Femtochemie, zur Beschreibung der ultraschneller Molekulardynamik

auf den Potenzialhyperflächen elektronisch angeregter Moleküle.

Diese Arbeit stellt eine Reihe von theoretischen Studien über die ultraschnelle Dynamik

molekularer Systeme nach Anregung oder Ionisation durch Laserpulse im VUV-bis

XUV-Regime an, welche für Pump-Probe-Experimente von großer Bedeutung sind.

Die Theorie dieser Arbeit basiert auf ab-initio klassischen Trajektoriekalkulationen

innerhalb des "fewest switches surface hopping (FSSH)"- Schemas. In vorliegender

Arbeit wird die VUV bis XUV- Photochemie anhand drei verschiedener molekularer

Spezies und drei separater Studien untersucht. Die Studien innerhalb der vorliegen

den Arbeit umfassen folgende Bereiche: (I) eine gemeinsame experimentelle und the-

oretische Studie über die VUV-induzierte Dynamik von H2O und seinen deuterierten

Isotopologen unter Verwendung eines VUV-Pump-VUV-Probe Schemas; (II) XUV-

Photochemie des Benzol Kations, welche die zeitaufgelöste, zustandsspezifische Frag-

mentierungsdynamik und die zeitaufgelöste Relaxation der elektronisch angeregten

Zustände umfasst; (III) die ultraschnelle Ladungsübertragung und Strukturdynamik

nach externer Valenzionisation von CH2O· · ·ClF, einem halogengebundenen Dimer.

Wir zeigen wie die Ergebnisse von ab-initio Trajektorienberechnungen von der Auswahl

der verwendeten elektronischen Strukturmethoden abhängen. Wir betonen daher die

Notwendigkeit effizienter und dennoch genauer elektronischer Strukturansätze, die sich

nicht auf kleine molekulare Systeme und einige angeregte Zustände beschränken.
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Abstract
The development of tools and techniques such as free-electron lasers (FELs) and pump-

probe experiments has advanced the field of femtochemistry and made it possible to

follow the real-time dynamics of photo-excited molecular species on the femtosecond

time scale. Advances in femtochemistry experiments present new challenges and op-

portunities in the field of theoretical/computational femtochemistry for describing the

ultrafast molecular dynamics on the potential energy surfaces of electronically excited

molecules.

This thesis presents a series of theoretical studies on ultrafast dynamics of molecular

systems after excitation/ionization by laser pulses in the VUV to XUV regime, which

is highly relevant for pump-probe experiments. The theory employed in this thesis is

based on ab initio classical trajectory calculations within the fewest switches surface

hopping (FSSH) scheme. In the present thesis the VUV to XUV- photochemistry of

three different molecular species is investigated in three separate studies. The studies

within the present work encompass: (I) a joint experimental and theoretical study on

the VUV-induced dynamics of H2O and its deuterated isotopologues utilizing a VUV-

pump VUV-probe scheme; (II) XUV photochemistry of the benzene radical cation

that includes the time-resolved state-specific fragmentation dynamics, and the time

resolved relaxation of the electronic excited states through internal conversion; and

(III) ultrafast charge transfer and structural dynamics following outer valence ioniza-

tion of CH2O· · ·ClF, a halogen-bonded dimer.

In all of these studies one can see how the results of an ab initio classical trajectory

calculations depend on the selection of electronic structure methods employed. We

highlight the need for efficient and yet accurate electronic structure approaches that

are not limited to small molecular systems and a few excited states.
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d) H̃ 2E2g, e) Ĩ 2E1u, and f) J̃ 2A1g. The left bar displays the cur-

rent electronic state of the trajectory and the right bar indicates the

fragments. Taken from the supplementary information of Ref. [187].

© 2018, American Chemical Society (ACS) . . . . . . . . . . . . . . . 56

4.2 Cuts through the potential energy surface for the X̃ 2E1g state of C6H+
6

calculated with HF/6-31g* (green), and CASPT2(12,8)/6-31g* (blue).

The dissociation coordinate is obtained by changing the length of one

of the CH bonds (RCH) and maintaining the other bond lengths and

the angles at the equilibrium values. R0 corresponds to the equilibrium

bond length. Figure is taken from Ref. [187]. © 2018, American

Chemical Society (ACS) . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.3 Internal conversion dynamics for an initial excitation to the states (a)

B̃ 2E2g, (b) C̃ 2A2u, (c) D̃ 2E1u, and (d) H̃ 2E2g. Figure is taken from

Ref. [187]. © 2018, American Chemical Society (ACS) . . . . . . . . . 58

xiv



4.4 Internal conversion dynamics for an initial excitation on the states (a)
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Chapter 1

Introduction

With visible light we see the visible world; with Newtonian mechanics we understand

and control this world. In order to see the invisible, however, we need a different kind

of light; in order to understand and control the invisible, we need a different kind

of mechanics, i.e., quantum mechanics. For a chemist, the invisible world is about

the molecules and the atoms, their reactions, and their dynamics. In 1999, Nobel

Prize–winning chemist Prof. Ahmed Zewail ushered the chemists into the world of

femtochemistry with the real-time study of chemical bond breaking and bond forma-

tion that occur on the time scale of molecular vibrations and rotations, the fastest

period of which is ≈ 10 femtoseconds (10−14s) [1]. A simple and yet powerful tool to

study femtosecond experiments are pump–probe experiments. In such experiments, a

pump pulse initiates the chemical process and a probe pulse interrogates its temporal

evolution.

Two typical methods in femtochemistry experiments through which information about

an evolving molecular structure at each instant of time can be obtained are molecular

absorption and diffraction experiments. Diffraction experiments themselves are di-

vided into two categories: light and electron diffraction. In order to resolve molecular

distances in light-diffraction experiments we have to work in the X-ray regime.

There are currently a handful of X-ray free electron lasers (FELs) available to perform

1



Chapter 1. Introduction

time-resolved X-ray diffraction experiments, including European X-ray free electron

laser (XFEL) in Hamburg, LINAC Coherent Light Source (LCLS) at Stanford, and

spring-8 angstrom compact free electron laser (SACLA) in Japan. The first experi-

ments of this kind were developed at X-ray synchrotrons. Laser-plasma based X-ray

sources are other facilities capable of performing X-ray diffraction experiments.

FELs can produce very short laser pulses with high photon energy and high brilliance

[2, 3]. There are several other FEL facilities in the world that provide femtosecond

XUV/X-ray pulses. The free-electron laser in hamburg (FLASH), is the first ever built

FEL to carry out experiments in the vacuum ultraviolet (VUV) and soft x-ray regime

[4]. FLASH generates laser pulses with pulse durations from 10 fs to 70 fs and with

wavelengths that range from 6.8 nm to 47 nm [3].

The femtosecond experiments require special theoretical support, because the ultra-

short femtosecond pulses can bring the molecules into their highly (electronically)

excited states, in which the Born-Oppenheimer approximation is not necessarily valid.

Chemical dynamics is about motions of electrons and nuclei of atoms. In chemistry,

however, we do not (cannot) keep track of every possible motion of every electron and

nucleus. Instead we determine the state of a system. Each state possesses a certain

amount of energy. In every molecular configuration, a molecular system has a certain

amount of energy. These several energy points finally provide us with the potential

energy surfaces of a molecule in motion [5].

The concept of potential energy surface was first introduced by Eyring and Polanyi

in a historic 1931 paper [6]. An accurate description of molecular dynamic processes

requires an accurate description of the potential energy surface(s) governing the dy-

namics. If the nuclear motion is affected by one potential energy surface, the Born-

Oppenheimer approximation is valid. However, if more than one potential energy

surfaces are involved, a non-Born-Oppenheimer description of the molecular dynamics

2
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would be inevitable.

The large mass of a nucleus compared to that of an electron permits an approximate

separation of the electronic and nuclear motion which is called the Born-Oppenheimer

approximation where electrons adjust instantaneously to the slower motion of the nu-

clei. The mathematical foundation for this is given in a 1927 historical paper by Born

and Oppenheimer [7]. According to the Born-Oppenheimer approximation, the true

molecular wave function is adequately approximated as [8]:

Ψ(qi, qα) = Ψel(qi, qα)ΨN(qα), if (me/mα)1/4 << 1, (1.1)

where qi and qα symbolize the electronic and nuclear coordinates and me and mα refer

to electronic and nuclear mass. The Born-Oppenheimer approximation that is basic to

quantum chemistry, introduces little error for the ground electronic states of diatomic

molecules. [8]

There are, however, many chemical events in which the nuclear motion is not governed

by a single adiabatic potential energy surface. Development of the theory of nonadi-

abatic chemistry started in 1932 by the works of Landau, [9] Zener [10], Stueckelberg

[11], and London [12].

For electronically excited molecules, the electron and nuclear dynamics can be strongly

coupled [13]. This is the case for many important non-adiabatic dynamical phenomena

[14], such as internal conversion (for example, photoisomerization) [15–18], intersystem

crossing [19–22], charge and energy transport in many technological applications (for

example, photovoltaics, catalysis and energy storage) [23–27], and natural systems (for

example, photosynthetic complexes) [28, 29]. The failure of the Born-Oppenheimer ap-

proximation can, for example, result from the irradiation of a system with light that

brings the molecule into its electronically excited states.

Modeling the nonadiabatic dynamical processes is computationally expensive and
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therefore different strategies have been developed for the efficient simulation of such

processes. The ideal way to treat the electronically excited molecules would be to solve

the time-dependent Schrödinger equation (TDSE) taking into account all nuclear and

electronic degrees of freedom and external fields. Multiconfigurational time-dependent

Hartree (MCTDH) [30], is one of the popular methods that have been used to describe

the multidimensional dynamics.

The full quantum mechanical solution of the time-dependent Schrödinger equation to

describe the photochemistry of molecular systems is computationally unaffordable if

all nuclear degrees of freedom and a broad spectrum of excited states are to be consid-

ered, especially for medium to large systems. It might, however, be possible to treat

the system quantum mechanically at the cost of freezing all, or part of the nuclear

degrees of freedom (dimension reduction). In this approach one usually needs to apply

different kinds of approximations which will affect the accuracy of such calculations.

An alternative approach to the full quantum mechanical description of nonadiabatic

phenomena would be nonadiabatic mixed quantum-classical dynamics [31] where the

nuclear degrees of freedom are treated classically, and the electronic degrees of freedom

quantum mechanically.

Several nonadiabatic mixed quantum-classical dynamics based approaches have, so

far, been developed for treating the nonadiabatic dynamical processes [31], including

trajectory surface hopping, mean-field Ehrenfest, mixed quantum-classical Liouville

equation [32–34], the mapping approach [35, 36], and the coupled-trajectories mixed

quantum-classical method [37]. Among the approaches mentioned above, this work

builds on the basis of the trajectory surface hopping method. This method is ex-

plained in chapter 2. The bottleneck of such calculations is the electronic structure

calculations discussed in the following.

For an accurate picture of nuclear dynamics and fragmentation patterns one needs to
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calculate the electronic structure accurately. Accurate electronic structure calculations

of a large number of excited states along with several nuclear degrees of freedom in-

cluding bond breaking is a very challenging task. The highest accuracy for calculating

coupled potential energy surfaces over the entire range of nuclear geometries can be

obtained with multireference methods, such as the multireference configuration inter-

action (MRCI) [38] approach. Energy gradients as well as derivative couplings can be

obtained using analytic gradient techniques [39–41], which allows for the simulation of

fragmentation processes. Due to the high computational cost of MRCI calculations,

they are limited to simulation of a few atoms and cannot handle large systems. Fur-

thermore, only a few excited states can be treated with MRCI and therefore it is not

a feasible approach for describing the broad range of electronic states accessed in the

XUV radiation regime.

Multiconfigurational methods have been widely used to describe ultrafast dynamics,

particularly complete active space self-consistent field (CASSCF) [42] and its second-

order perturbation theory extension (CASPT2) [43–48], which recovers part of the

dynamical correlation energy that is missing from a CASSCF calculation [49]. How-

ever, it should be noted that the shape of the potential energy surfaces and as a result,

the photoinduced dynamics can be strongly influenced by the choice of the active space

and the basis set [50]. Active space selection is a very delicate task and one needs to

have a benchmark for its validation [51]. CASSCF applications are also limited by the

number of atoms and the size of active spaces [51] and it becomes impractical for large

active spaces, large systems, and large number of electronic states, which are typical

for XUV-induced dynamics.

Other wave function-based methods that have been successful in many aspects of

excited state chemistry are the approximate coupled-cluster method of second order
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(CC2) [52] as an approximation to the CCSD method [52, 53], and the algebraic-

diagrammatic-construction (ADC) [54–61]. These methods are not as expensive as

MRCI or CAS methods but they have many limitations. Both methods are based

on a single reference determinant and thus cannot describe situations with static cor-

relation. Furthermore, these methods have problems describing the topology around

surface crossings. Tuna et al. [62] have previously assessed the performance of these

two methods for the description of S0 and S1 reaction paths as well as the branching

space of the conical intersection involved in the photoisomerization process of penta-

2,4-dieniminium cation. They showed that CC2 suffers from the existence of many

artifacts around the surface crossing and that ADC(2) and ADC(3) methods are un-

able to describe the correct topology of the surface crossing. Plasser et al. [62, 63]

showed that CC2 is an unsuitable method for surface hopping molecular dynamics

simulations due to numerical instabilities arising from the non-Hermitian formulation

of CC2.

Another approach that has been widely applied to calculate excited state proper-

ties [64–68] and ultrafast dynamics [69] is time-dependent density functional theory

(TDDFT), [70] which is applicable to relatively large systems. The results of TDDFT

calculations strongly depend on the exchange-correlation (XC) functional employed

and on the fraction of Hartree-Fock exchange included. Therefore, the excitation

energies are highly dependent on the choice of functional, which makes the TDDFT

calculations ambiguous if there is no benchmark to validate the excitation energies [71,

72]. It is known that the typical XC functionals used in DFT ground state calculations,

such as gradient-corrected BP86 [73, 74] or hybrid-type B3LYP [75, 76], show wrong

asymptotic behavior [77] for excited states. It has been shown that TDDFT employing

standard functionals leads to dramatic failures for the two lowest lying singlet π →

π? states of linear acenes from two (naphthalene) up to eight ring (octaacene) acenes
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[78, 79]. Furthermore, it has been shown that the popular linear-response TDDFT ap-

proach suffers from convergence problems near conical intersections and is incapable

of properly describing the topography of potential energy surfaces at crossing points in

the studied systems. This makes TDDFT less applicable for modeling non-adiabatic

relaxation processes [80].

Working in the XUV regime, one usually encounters cationic states of a molecule and

therefore an accurate and efficient theory capable of describing the photochemistry of

cations would come very useful for interpreting, predicting, and directing the experi-

ments.

A computationally efficient ab initio approach for simulation of excited state dynam-

ics of cations following XUV photoionization is a Koopmans’ theorem based approach

[81, 82], which is applicable to the XUV induced dynamics of rather large systems

such as polycyclic aromatic hydrocarbons (PAHs) that will be discussed in chapter 4.

A Koopmans’ theorem based approach does not take into account orbital relaxation

and electron correlation effects which can lead to deviations in binding energies. Ad-

ditionally, only states corresponding to the removal of an electron from a (valence)

orbital can be treated within this approach and thus shake-up or satellite states are

neglected, which become more important at higher binding energies. This approach

has previously been successfully applied to describe correlated proton-electron hole

dynamics of ionized [H(H2O)21]+ [81] and ultrafast dynamics of acetylene cations af-

ter XUV photoionization [82], where no fragmentation involving breakage of covalent

bonds was involved. In addition, we have employed the same approach in order to

study the XUV photochemistry of the Benzene Radical Cation (see chapter 4 ).

Another example where we have used a Koopmans’ theorem based approach is the

description of the photochemistry of CH2O· · ·ClF, a halogen-bonded dimer. We have
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studied vertical ionization-induced charge transfer and structural dynamics of the pos-

itively charged dimer. Halogen bonding is involved in a wide range of applications

including medicinal chemistry [83, 84], anion recognition and sensing [85–90], anion

transport across the biological and synthetic lipid bilayer membranes [91, 92], and

across the plasma membrane in living cells [92], anion-templated self-assembly, and

organocatalysis [93], the design of supramolecular photofunctional materials [94, 95]

and catalysis [96]. Studying the non-Born–Oppenheimer charge transfer and struc-

tural dynamics in halogen bonded clusters will open up new opportunities to further

expand the applications of halogen bonding and to better understand its nature.

Ground-state halogen bonding is considered to be a primarily electrostatic interaction

[94, 97–100] between an electron donor and a region of positive electrostatic poten-

tial on the elongation of the covalent bond on a polarized halogen atom attached

to electron-withdrawing groups. Altering the electrostatic interaction will, therefore,

change the strength of the halogen bond. Following ionization, the charge distribution

of a halogen-bonded dimer will change, thus leading to a change in the halogen bonding

strength. It should be noted that the initial charge distribution following ionization

depends on the molecular orbital from which an electron is removed. The charge distri-

bution then undergoes very fast dynamics until the system reaches a new equilibrium.

Tracking the temporal evolution of charge distribution and structural parameters fol-

lowing ionization out of different molecular orbitals has a significant outcome; it gives

information on how to transiently manipulate the halogen-bond interaction through

ionization. It also helps to understand the contribution of each molecular orbital to

the ground-state halogen bonding.

We investigated the vertical ionization-induced charge transfer in the halogen-bonded

dimer CH2O· · ·ClF beyond the Born–Oppenheimer approximation. It should be noted
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that the charge transfer differs from charge migration; charge migration is, by conven-

tion, a time-dependent oscillation of the charge density in a molecule driven by the

coherent superposition of electronic states, whereas charge transfer involves nuclear

motion. [101] Vertical ionization has so far been used as an efficient tool in order to

initiate the charge migration in isolated molecules [102–108], hydrogen-bonded [109,

110] and various other types of noncovalent-bonded clusters [111–113]. Chandra et

al. have, for the first time, recently investigated the pure electronic charge migration

through non-hydrogen noncovalent bonds, including halogen bonds, using the Born–

Oppenheimer approximation. [111–113]. Charge migration mediated by halogen bonds

has applications in the development of bright and practical purely organic phosphors.

[101, 114].

In chapter 5, we focus on the simple halogen-bound dimer CH2O· · ·ClF, which involves

the interaction of a carbonyl group with a Cl atom. The abundance of carbonyl-halogen

contacts in the protein data bank makes it an attractive subject for fundamental stud-

ies. The special selectivity of halogen bonds for carbonyl oxygens in the polypeptide

backbone in the crystal structures of protein kinase complexes with halogen-substituted

inhibitors points to the special importance of carbonyl-halogen interactions. [115] The

high selectivity and the strong directional dependence of halogen bonds are the unique

chemical properties that make them useful for the development of protein inhibitors

and drugs [115–120].

As already mentioned, the choice of the electronic structure method in the quantum

classical calculations depends on factors such as system size, the number of excited

states involved, and the complexity and nature of a chemical reaction. For exam-

ple, since water is a relatively small molecule and we were not interested in a large

number of excited states, in a study presented in chapter 3, we have used methods

(CASSCF) that are more advanced than the Koopmans’ theorem in order to study the
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VUV-induced dynamics of H2O and its deuterated isotopologues in the first excited

state (Ã 1B1). We provided theoretical support to our collaborators that conducted

an experiment on this system. In the following I present a short introduction to the

photodissociation reaction of water, for the theoretical details see chapter 3.

The VUV-induced photodissociation reaction of water via the first excited state has

been the subject of an abundance of theoretical and experimental studies, as a proto-

type for a repulsive, barrierless, adiabatic dissociation reaction. The potential energy

surface [121, 122] of the first excited state has been calculated with high precision

by Staemmler and Palma [121]. This is a widely utilized calculation and has been

further improved by different groups [123–125]. Based on these calculations previous

theoretical studies focused on the interpretation of the Ã 1B1 absorption spectrum

[126–129], as well as on the rotational fine-structure of the dissociation products [130].

These calculations are supported by a multitude of experiments, such as high precision

absorption spectroscopy [131], Rydberg-tagging experiments [132, 133], photoemission

spectroscopy [134] or studies of isotope effects on the dissociation dynamics [126, 135–

139].

With the availability of laser systems capable of generating femtosecond VUV pulses,

experimental studies have been extended to the time domain. Farmanara et al. [140,

141] were able to identify an upper bound of 20 fs for the photodissociation time con-

stant in the Ã 1B1 state, limited by their temporal resolution in a 155 nm single-color

pump-probe experiment. Furthermore, Trushin et al. [142] performed a VUV-pump

multiphoton IR-probe experiment and were able to identify different time windows for

this pump-probe scheme, defining the time the molecular wave-packet needs to exit the

Franck-Condon region (1.8 fs) and leave the 1+5 photon ionization window (3.5 fs).

In addition to these experimental studies Imre and Zhang [128], as well as Henriksen

et al. [127] deduced the time a wave-packet created by vertical excitation of the Ã 1B1
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state needs to leave the Franck-Condon region is 5 fs.

To gain further insight into the wave-packet dynamics, our collaborators utilized 16-fs,

161-nm pulses [143] to study the photodissociation dynamics of H2O and its deuterated

isotopologues in the first excited state. By combining the ultrashort 161-nm pulses

with a novel single-shot VUV pump/probe approach [144], the experiment was able to

disclose sub-10-fs photodissociation dynamics, while greatly reducing acquisition time

by collecting a complete pump-probe data set at the repetition rate of the laser system.

In addition to the pump-probe measurement, the experimental group determined the

instrument response function by means of an intensity autocorrelation of the VUV

pulse, enabling deconvolution of the investigated ultrafast dynamics.

This VUV pump/probe approach complements previous studies relying on multi-

photon ionization in the probe step, where a sufficiently high infrared field strength

is needed. These strong fields may influence the molecular potentials [145] and affect

the intrinsic molecular dynamics, as discussed in a previous study on the photodisso-

ciation of O2 [146]. In the weak-field approach of the experiment in Ref.[143] these

effects, as well as the influence of intermediate states, which might be accessed reso-

nantly in the probe step, are excluded, allowing a simplified theoretical description of

the experimental observables for the molecular dynamics. Furthermore, the weak-field

case represents a valuable reference for assessing the relevance of strong-field effects at

higher intensities, but lower photon energies.

1.1 Structure of this thesis

In chapter 2, I explain the theory of nonadiabatic mixed quantum-classical dynamics

based on Tully’s fewest switches algorithm [147]. The theory is implemented in an

in-house program package and used to simulate the photochemistry of the molecular

species presented in this thesis.
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In chapter 3, I show an application in the context of a pump-probe experiment studying

the VUV induced photodissociation dynamics of water and its deuterated isotopologues

supported by our theoretical data. We used a mixed quantum-classical approach in

which the nuclear motions were treated classically by Newton’s equations of motion

and the electrons were described quantum mechanically. The water molecule is small

enough to allow us to use relatively expensive methods. We used complete active space

self-consistent field, CASSCF(6,4), for on-the-fly ab initio calculations of the electronic

structure. In order to increase the accuracy of calculations we then reevaluated the

CASSCF energies with the single point calculations at the multi-reference single and

doubles configuration interaction level with eight correlated electrons and seven active

orbitals, MR-CISD (8,7). Our theoretical calculations were in a very good agreement

with the data obtained from the pump-probe experiments.

Chapter 4 is devoted to XUV induced non-adiabatic dynamics and photodissociation of

the benzene radical cation, where we used a similar mixed quantum-classical approach

as in chapter 3. It is challenging to obtain a complete picture of the dynamics and

dissociation patterns of the benzene radical cation after XUV irradiation (10 –124 eV),

as one has to deal with several nuclear degrees of freedom, as well as a broad range of

excited states and fragmentation channels. Therefore a Koopmans’ theorem based ap-

proach was employed for electronic structure calculations to describe the non-adiabatic

dynamics of singly ionized benzene on fifteen coupled potential energy surfaces. The

aim of this study was to assess the possibility of utilizing Koopmans’ theorem to study

the XUV induced photodissociation of medium-sized to large systems using ab ini-

tio classical trajectory calculations within the fewest switches surface hopping (FSSH)

scheme [147]. We addressed two fundamental aspects of the XUV photochemistry: the

time resolved relaxation of the electronically excited states through internal conversion

and the time-resolved state-specific fragmentation dynamics. Our theoretical approach
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showed a good performance for the non-adiabatic relaxation process. Our approach,

however, underestimated the dissociation probability compared to experiments. This

highlights the challenges in simulating XUV induced photochemistry of medium-sized

systems discussed in the last section.

In chapter 5, I used the same theoretical approach as in chapter 4 to investigate the

temporal evolution of the structure and the charge of the CH2O· · ·ClF dimer after re-

moving an electron from one of its three outer-valence molecular orbitals. The dimer

involves the interaction of a carbonyl group with a Cl atom; an abundant interaction

in the protein data bank. I decided to study this dimer in order to inspire further

research into the control of halogen-bond interactions through ionization or electronic

excitation, which has potential applications in drug design and drug delivery. In addi-

tion, the results of this fundamental study have potential applications in other areas

such as solar energy conversion, and anion recognition.

Finally, I close this work with a short summary and outlook.
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Chapter 2

Introduction to Theoretical

Framework

2.1 Born-Oppenheimer approximation

Chemical dynamics involves motions of electrons and nuclei of atoms. Nuclei are much

heavier than electrons therefore they move much slower than the electrons. Therefore

during the time of a cycle of electronic motion (in a classical picture), the change in the

nuclear configuration is negligible [8]. Thus we can, with a very good approximation

(Born-Oppenheimer approximation), solve the Schrödinger equation by freezing all the

nuclear degrees of freedom.

First we solve the Schrödinger equation for a purely electronic Hamiltonian (ĤPure−el,

Eq. 2.1) in a fixed nuclear configuration and set the nuclear kinetic energy (Tn, Eq.

2.2) to zero.

ĤPure−el = − h̄2

2me

∑
i

∇2
i −

∑
α

∑
i

Zαe
2

4πε0Liα
+
∑
j

∑
i>j

e2

4πε0Lij
, (2.1)

Tn(R) = − h̄
2

2

∑
α

1

mα

∇2
α, (2.2)
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2.1. Born-Oppenheimer approximation

where α refers to the nucleus with atomic number Zα, i and j refer to electrons, ε0

is the vacuum permittivity, Liα = |ri − Rα| is the distance between electron i and

nucleus α, Lij = |ri − rj| is the distance between electrons i and j, and r and R refer

to the electronic and nuclear positions, respectively.

The ĤPure−el consists of: kinetic energy of the electrons (Te),

Te(r) = − h̄2

2me

∑
i

∇2
i , (2.3)

potential energy of the repulsion between the electrons (Ve),

Ve(r) =
∑
j

∑
i>j

e2

4πε0Lij
, (2.4)

and the potential energy of the attractions between the electrons and the nuclei (Ven),

Ven(r, R) = −
∑
α

∑
i

Zαe
2

4πε0Liα
. (2.5)

The repulsion term between the nuclei α and β is given by

Vnn(R) =
∑
α

∑
β>α

ZαZβe
2

4πε0Lαβ
, (2.6)

where Lαβ = |Rα −Rβ| is the distance between nuclei α and β with atomic numbers

Zα and Zβ.

In order to obtain the electronic Hamiltonian including nuclear-repulsion (Hel, Eq.

2.7), we add the nuclear-repulsion term (Vnn(R), Eq. 2.6) to the purely electronic

Hamiltonian (Eq. 2.1). Thus,

Ĥel = − h̄2

2me

∑
i

∇2
i −

∑
α

∑
i

Zαe
2

4πε0Liα
+
∑
j

∑
i>j

e2

4πε0Lij
+
∑
α

∑
β>α

ZαZβe
2

4πε0Lαβ
. (2.7)
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It should be noted that the Vnn(R) as well as the Lαβ are not variables in a fixed

nuclear geometry. Therefore the electronic coordinates are the only variables in Eq.

2.7. The electronic Schrödinger equation reads:

Ĥel(r;R)Ψel(r;R) = Eel(R)Ψel(r;R), (2.8)

where the electronic wave function, Ψel(r;R), and the electronic energies, Eel, de-

pend parametrically on the nuclear coordinates, R, and directly on the electronic

coordinates, r. Eel(R) in Eq. 2.8 would be a point on the potential energy surface.

Solving the electronic Schrödinger equation within the Born-Oppenheimer approxi-

mation (2.8) for a series of different (fixed) nuclear configurations gives the adiabatic

(Born-Oppenheimer) potential energy surfaces.

However, for highly excited molecules electron and nuclear dynamics can be strongly

coupled leading to non-Born–Oppenheimer (nonadiabatic) dynamics [13]. In the fol-

lowing, I present a theory for describing the nonadiabatic dynamics of the molecular

systems.

2.2 Tully’s fewest switches algorithm

Tully’s fewest switches algorithm [147] is one of the most popular mixed quantum-

classical methods for treating nonadiabatic dynamics in molecular systems. In the

following, the derivation of the Tully’s approach, implemented in our in-house code,

chemical dynamics toolkit (CDTK), is shown. For the derivations presented here I

have used several books, reviews, and papers as references [3, 31, 148–155].

Here I use the Ĥel electronic Hamiltonian (Eq. 2.8) to treat the quantum (elec-

tronic) part. It should be noted that the electronic Hamiltonian here includes the

nuclear-repulsion term. The classical Hamiltonian describing the kinetic energy of the
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nuclei is written as:

Hclass.n(R,P) =
∑
α

1

2mα

P2
α, (2.9)

where Pα = mα
d
dt

(
Rα(t)

)
is the momentum of nucleus α with mass mα. The equation

of motion for the electrons is given by the time dependent Schrödinger equation:

ih̄
∂Ψel(r, t;R(t))

∂t
= Ĥel(r;R(t))Ψel(r, t;R(t)), (2.10)

In the Tully’s fewest switches surface hopping approach the nuclear motion is governed

by a single electronic state (Ψcurrent
el ) at each instant of time where the Ψcurrent

el wave

function is considered to be a Born-Oppenheimer wave function. As will be discussed

in 2.2.2, an ensemble of trajectories must be calculated to determine the nuclear wave

packet. The Ψcurrent
el that can change in time, can also differ from one trajectory to

other.

Within Tully’s approach, stochastic methods determine quantum hopping from the

current state to any other electronic state. In order to obtain the probability of quan-

tum hops we first expand the time-dependent electronic wave function as a linear

combination of electronic states:

Ψel(r, t;R(t)) =
∑
a

ca(t)Ψ
a
el(r;R(t)), (2.11)

where Ψa
el is the Born-Oppenheimer wave function for state a, and ca(t) is a time-

dependent expansion coefficient. The term c∗a(t)ca(t) is the probability of finding the

system in the adiabatic state a at time t. Substituting Eq. 2.11 in the quantum equa-

tion of motion (Eq. 2.10) and projecting on each adiabatic electronic state Ψb(r;R)
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gives:

〈Ψb(r;R)|i ∂
∂t

∑
a

ca(t)Ψ
a(r;R)〉 = 〈Ψb(r;R)|Ĥel(r;R(t))|

∑
a

ca(t)Ψ
a(r;R)〉, (2.12)

The LHS of Eq. 2.12 can be written as

〈Ψb(r;R)|i ∂
∂t

∑
a

ca(t)Ψ
a(r;R)〉 = i

∑
a

dca(t)

dt
〈Ψb(r;R)|Ψa(r;R)〉 (2.13)

+i
∑
a

ca(t)〈Ψb(r;R)| ∂
∂t

Ψa(r;R)〉.

Assuming the eigenfunctions of Ĥel(r;R(t)) to be orthonormal gives:

〈Ψb(r;R)|i ∂
∂t

∑
a

ca(t)Ψ
a(r;R)〉 = i

dcb(t)

dt
+ i
∑
a

ca(t)〈Ψb(r;R)| ∂
∂t

Ψa(r;R)〉. (2.14)

And by using the chain rule:

〈Ψb(r;R)| ∂
∂t

Ψa(r;R)〉 = 〈Ψb(r;R)| ∂
∂R

Ψa(r;R)〉 · dR
dt
. (2.15)

Finally the LHS of Eq. 2.12 becomes:

〈Ψb(r;R)|i ∂
∂t

∑
a

ca(t)Ψ
a(r;R)〉 = i

dcb(t)

dt
+ i
∑
a

ca(t)〈Ψb(r;R)| ∂
∂R

Ψa(r;R)〉 · dR
dt

(2.16)

= i
dcb(t)

dt
+ i
∑
a

ca(t)dab ·
dR

dt
,

where dab is the nonadiabatic coupling vector, dab · dRdt is an element of the electronic

Hamiltoniam matrix responsible for nonadiabatic couplings, and dR
dt

is the classical

nuclear velocity vector.
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The RHS of Eq. 2.12 can be written as

〈Ψb(r;R)|Ĥel(r;R(t))|
∑
a

ca(t)Ψ
a(r;R)〉 (2.17)

=
∑
a

ca(t)〈Ψb(r;R)|Ĥel(r;R(t))|Ψa(r;R)〉

=
∑
a

ca(t)δabEa(R(t))

= cb(t)Eb(R(t))

where Ea(R(t)) and Eb(R(t)) are the potential energy surfaces of the electronic states

a and b, respectively. Inserting Eqs. 2.16, 2.17 into 2.12 results in a quantum equation

of motion for the coefficients ca(t):

dcb(t)

dt
= −

∑
a

[
i
h̄
δabEa(R(t)) + dab · dRdt

]
ca(t). (2.18)

In the following, Eq. 2.18 is used to calculate the probability of hopping from state b

to any other state within t and t′ = t + ∆t time interval. Suppose Ntotal is the total

number of trajectories out of which Nb trajectories populate the state b at time t:

Nb = c∗bcb ·Ntotal. (2.19)

In the next step, I calculate the probability of reducing the number of trajectories

from Nb at time t, to N ′

b at time t′ , where Nb − N
′

b = ∆N . In order to have the

minimum number of hops (fewest switches), ∆N transitions are required from state b

to any other state and zero transitions from any other state to state b, as illustrated

schematically in Figure 2.1. Finally, the probability of a hop from state b within the
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time = t

possible hops 

time = t + Δt

N b= 5

1 hop, fewest switches

3 hops

5 hops

7 hops

9 hops

N a= 5

N b= 6

N a= 4

Figure 2.1: A system which contains the states a and b, where the
number of trajectories in the state b equals 6 at time t and is reduced to
5 at time t

′ . The middle panel illustrates the various possible switches
that bring the system from the population distribution at time t to the
one at time t

′ . The first possibility shows how this distribution can be
achieved with the minimum number of transitions.
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time interval ∆t would become:

Pb→any other state =
∆N

Nb

=
c∗bcb − c∗

′

b c
′

b

c∗bcb
. (2.20)

If the time interval is sufficiently small:

Pb→any other state ≈ −
d
dt

(c∗bcb)∆t

c∗bcb
, (2.21)

The d
dt

(c∗bcb) in Eq. 2.21 can be re-written as:

d

dt
(c∗bcb) = ċ∗bcb + c∗b ċb = 2 Re(c∗b ċb). (2.22)

Finally, the probability of a hop from state b to any other state within ∆t is:

Pb→any other state = −2 Re(c∗b ċb)

c∗bcb
·∆t. (2.23)

Inserting Eq. 2.18 into Eq. 2.23 gives:

Pb→any other state =
∑
a

2 Re
(
dab · dRdt c∗bca

)
c∗bcb

·∆t. (2.24)

In order to calculate the probability of hop from state b to state a it is enough to

remove the sum from Eq. 2.25:

Pb→a =
2 Re

(
dab · dRdt c∗bca

)
c∗bcb

·∆t. (2.25)

In order to determine the active state among the electronic states, the algorithm draws

a uniformly distributed random number ζ ∈ (0, 1) at each time step and compares it
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with the hopping probability. A transition from state b to state a occurs if:

Pb→(a) < ζ < Pb→(a+1), (2.26)

where Pb→(a) is the sum of the transition probabilities for the first a states:

Pb→(a) =
∑
n≤a

Pb→n. (2.27)

The basic idea of the fewest switches surface hopping is described above. In the

following I will discuss the secondary aspects of the fewest switches surface hopping.

2.2.1 Kinetic energy adjustment

If a hop occurs from state b to state a, the electronic energy of the system changes

from Eb
el to Ea

el. In order to conserve the energy of a molecular system during an

electronic transition, the velocity of the nuclei has to be re-scaled after every hop. In

Tully’s approach, the velocity adjustment is done to the component of velocity in the

direction of the nonadiabatic coupling vector (dab) at the position of the transition

(R):

Ṙa = Ṙb − λbaU (2.28)

where Ṙa is the nuclear velocity in state a (after the hop) and Ṙb is the nuclear

velocity in state b (before the hop), U = dab

|dab|
is the unit vector in the direction of

nonadiabatic coupling vector, and λba is the scaling factor to be determined. After a
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hop has occurred, the change in the kinetic energy is given by [153]:

∆T =
1

2

∑
α

mα(Ṙa)
2 − 1

2

∑
α

mα(Ṙb)
2 (2.29)

=
1

2

∑
α

mα

(
Ṙb − λbaU

)2

− 1

2

∑
α

mα

(
Ṙb

)2

=
1

2

∑
α

mα

(
(λbaU)2 − 2λbaUṘb

)
= λ2

ba

[1

2

∑
α

mαU
2
]
− λba[

∑
α

mαUṘb].

Since energy is conserved, the change in the electronic energy is equal to the change

in the kinetic energy [153]:

Ta + Ea
el = Tb + Eb

el (2.30)

∆T = (Eb − Ea) = λ2
ba

[1

2

∑
α

mαU
2
]
− λba

[∑
α

mαUṘb

]
(2.31)

The above equation can be re-written as:

Abaλ
2
ba −Bbaλba − (Eb − Ea) = 0. (2.32)

If B2
ba − 4Aba(Eb − Ea) < 0, Eq. 2.32 has no real solutions. Here we follow Tully’s

original suggestion where classically forbidden transitions are forbidden while nuclear

velocities are maintained. However, if B2
ba − 4Aba(Eb − Ea) > 0, the scaling factor

would be the solution to 2.32 where the λba that accounts for least momentum change

is chosen.

2.2.2 Ensemble of trajectories

According to the Heisenberg uncertainty principle, the position and the velocity of

an object, here nuclei, cannot both be known exactly at the same time. In Tully’s
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approach, the nuclear wavepacket is approximated by an ensemble of particles that

follow some independent trajectories [156]. In Tully’s approach a single electronic

state governs the nuclear motion at each instant of time. This electronic state can

differ from one trajectory to another. For the above reason and also because of the

stochastic nature of hopping, an ensemble of trajectories must be calculated.

For the case studies presented in this thesis, the number of trajectories sampled varies

between 20 to 100. To ensure good statistics, at the end of the calculations, the

trajectories are divided into the two equal subsets of trajectories. If a similar temporal

evolution is observed for the two subsets, we infer good statistics, i.e. the number of

trajectories are good enough for a certain molecular dynamics.

2.2.3 Generation of initial phase space

In order to sample the initial nuclear coordinates and momenta, two methods have

been used in this thesis namely microcanonical normal mode sampling, and Wigner

sampling [157]. The details of the two sampling methods are given in 4.1 and ??,

respectively.

2.2.4 Numerical integration of Newton’s equations

At the beginning of the surface hopping calculations presented here, initial coordinates,

velocities, and electronic state, are defined and the gradient of the active state is

computed to provide the initial forces on the nuclei. The numerical integration of

Newton’s equations is done using the velocity Verlet algorithm [158–160]. It calculates,

for time step (t+ ∆t), the coordinates R(t+ ∆t) and velocities v(t+ ∆t) of the nuclei

from the corresponding values of these quantities at the previous time step. In this

algorithm, the time evolution of the nuclear coordinates R(t) is driven by the gradient

of the potential at time t [161]:
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v(t+ ∆t/2) = v(t) + (0.5/m)F (t)∆t, (2.33)

R(t+ ∆t) = R(t) + ∆tv(t+ ∆t/2), (2.34)

F (t+ ∆t) = F (R(t+ ∆t)), (2.35)

v(t+ ∆t) = v(t+ ∆t/2) + (0.5/m)F (t+ ∆t)∆t, (2.36)

where m represents the mass of the nuclei.

2.2.5 Choice of the electronic structure method

In the course of the nonadiabatic quantum classical dynamics, the electronic struc-

ture calculations provide us with energies, energy gradients, and nonadiabatic cou-

pling terms. A wrong choice of the electronic structure method would therefore lead

to wrong molecular dynamics. In order to obtain accurate dynamics, the electronic

structure method should provide not only a correct description of the excitation ener-

gies and state ordering around the Franck-Condon region, but also in other parts of

the potential energy surfaces accessible to trajectories, including dissociation limits,

minimum energy crossing points, etc. In other words, the shape of potential energy

surfaces should be correctly described for the entire range of the dynamics.

For the description of single excitation in the Franck-Condon region, which is common

for ultraviolet (UV), and visible-induced photochemistry, a single reference (SR) elec-

tronic structure method is usually a reliable choice. The simplest approach is to use a

Hartree-Fock (HF) determinant as a single reference to build the electronic excitation
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and electronic correlation processes which eventually lead to the introduction of the

configuration interaction (CI) method. A molecular CI calculation starts with a self-

consistent field molecular orbital (SCF MO) or Multi-configurational SCF (MCSCF)

calculation to find SCF occupied and virtual molecular orbitals (MOs). The MOs are

then used to form configuration state functions (CSFs), Φi.

The molecular wave function |Ψ〉 is a linear combination of the CSFs
∑

i biΦi (Eq.

2.37):

|Ψ〉 = b0|Φref〉 +
∑
k,a

bak|Φa
k〉 +

∑
k>l,a>b

babkl |Φab
kl 〉 +

∑
k>l>m,a>b>c

babcklm|Φabc
klm〉 + · · · , (2.37)

where |Φref〉 is the HF reference/HF determinant. The linear expansion coeffi-

cients, bi’s, are determined based on the variational method where the the coefficients

are varied to minimize the energy, E = 〈Ψ|Ĥ|Ψ〉 / 〈Ψ|Ψ〉. In the Eq. 2.37, the config-

uration functions are classified as singly excited, doubly excited, triply excited, etc.,

according to the number of electrons excited from occupied to virtual orbitals. A trun-

cated CI is defined if some excitation classes are not included in the molecular wave

function. The simplest case would be CI singles (CIS) that only includes the first two

terms in Eq. 2.37 and results in N − 1 electrons in occupied orbitals and one electron

in virtual orbitals. A full CI calculation includes all the possible CSFs with proper

symmetry. Because of the huge number of CSFs, a full CI calculation is prohibitively

expensive except for very small systems and small basis sets.

A single reference approach is valid if the reference CSF dominates in the CI expansion

or it is valid as far as the static electron correlation does not play an important role.

This requirement will not be fulfilled in many situations, e.g., covalent bond breaking,

or processes that involve many excites states, especially far from the Franck-Condon

26



2.2. Tully’s fewest switches algorithm

region. In these cases, the existence of quasi-degenerate orbitals with similar noninte-

ger occupations and open-shell character would result in the failure of a single reference

approach.

Similar to CI is MCSCF which is also based on the variational principle. The molecular

wave function of the MCSCF method is a linear combination of CSFs, |Φk〉, where not

only the expansion coefficients bk, but also the forms of the molecular orbitals in the

CSFs are optimized. Because the orbitals are optimized, one can get good results with

the inclusion of relatively few CSFs [8]. The most commonly used MCSCF method

is the CASSCF method developed by Roos et al. [162]. Within this approach, the

molecular orbitals in the CSFs are divided into two main sub-groups of active and

inactive orbitals. The inactive orbitals remain doubly occupied in all CSFs. The elec-

trons in active orbitals are called active electrons. One does a full CI and creates all

the possible CSFs within the active space by distributing the active electrons among

the active orbitals. The CSFs must have the same spin and symmetry eigenvalues

as the main state. A CASSCF calculation uses significantly less CSFs compared to

full CI. Although a CASSCF calculation cannot recover a significant portion of the

correlation energy, it can represent the changes in correlation energy in processes such

as geometry changes or chemical reactions. The optimization processes in CASSCF

calculations become complicated when several electronic states are described at the

same time. In such cases, a state averaged CASSCF (SA-CASSCF) would be a good

choice. It optimizes the average energy of all states under consideration and provides

a single set of compromise orbitals for all the states. This prevents root-flipping prob-

lems during the optimization process.

In order to reduce the computational cost of CASSCF calculations, the restricted

active space SCF (RASSCF) method has been introduced. The RASSCF method di-

vides the active space into three subspaces called RAS1, RAS2, and RAS3. RAS2 is
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identical to CAS, RAS1 and RAS3 generate further CFSs through certain electronic

excitations from RAS1 to RAS3. The problem of CASSCF and RASSCF calculations

is the absence of dynamic electron correlation.

A correlated multi-reference description is provided by CAS second order perturbation

theory (CASPT2). The CAPT2 method applies perturbation theory to an MCSCF

wave function (usually a CASSCF wave function) as a reference function. The second-

order perturbation theory extension [43–48] of CASSCF recovers part of the dynamical

correlation energy that is missing from a CASSCF calculation [43].

Another popular multireference method that combines the MCSCF and CI methods

is called multireference CI (MRCI) method [8]. MRCI method builds on an MCSCF

calculation.

The result of an initial MCSCF calculation is a wave function, |ΨMCSCF 〉, that is a

linear combination of many CSFs, (Φ1
MCSCF ,Φ

2
MCSCF ,Φ

3
MCSCF , . . . ), with optimized

orbitals. In addition, the wave function |ΨMCSCF 〉 should ideally show a proper be-

havior for all nuclear configurations. In the MRCI method, one first does an MCSCF

calculation to produce a wave function that is a linear combination of several CSFs with

optimized orbitals and that has the proper behavior for all nuclear configurations. One

then takes this MCSCF function and moves electrons out of occupied orbitals of the

CSFs (called the reference CSFs) into virtual orbitals to produce further CSFs. Most

commonly, one does a CISD calculation starting with the MCSCF function, giving an

MR-CISD or MRSDCI calculation [8].

MRCI and CASPT2 multireference methods are among the most accurate methods

for describing the chemistry of electronically excited states. However some shortcom-

ings are associated with the mentioned methods. See chapter 1 for a detailed discussion

on the challenges associated with these methods.
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2.2.6 Koopmans’ theorem

The original Koopmans’ theorem states that the first vertical ionization energy of an

N-electron system (IHOMO) within the Hartree-Fock method and for a closed-shell

systems (L) is equal to the negative of the orbital energy of the HOMO of the system

[163],

IHOMO = −εHOMO, (2.38)

where εHOMO is the HOMO’s eigenvalue of the HF equation, F̂ |φi〉 = ε|φi〉 [8], for the

closed-shell system, and IHOMO is defined in the frozen orbital approximation,

IHOMO = Efrozen(L+
HOMO)− EHF (L), (2.39)

Efrozen(L+
HOMO) = 〈Ψ(L+

HOMO)|Ĥ|Ψ(L+
HOMO)〉, (2.40)

where (L+
HOMO) is the cation having a hole in HOMO, Ψ(L+

HOMO) is a one-determinant

wave function of L+
HOMO using the same HF orbitals, EHF (L) is the HF energy of the

closed shell system L, and Ĥ is the total many-electron Hamiltonian.

Koopmans’ theorem assumes that the ionization is due to the immediate loss of an

electron without letting the orbitals relax. Therefore, it uses the same set of orbitals

to obtain the energies of the N and (N-1) electron systems (the frozen orbital ap-

proximation). Koopmans’ theorem can be generalized to the removal of an electron

from any occupied molecular (valence) orbital to form a cation. The removal of an

electron from different orbitals brings the system into different electronic states. The

removal of an electron from the HOMO usually leads to the creation of a cation in

the electronic ground state. Removing an electron from HOMO-1 creates a cation in

its first electronically excited state, etc. The accuracy of Koopmans’ theorem usually

decreases as the orbital energy decreases. Therefore, it it not recommended to use
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the Koopmans’ approximation for orbitals with lower energy than the outer valence

orbitals. Two main sources of error in Koopmans approximation are the neglect of

electron correlation and orbital relaxation effects.
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Chapter 3

Weak-field few-fs VUV

photodissociation dynamics of water

isotopologues

• A. Baumann, S. Bazzi, D. Rompotis, O. Schepp, A. Azima, M. Wieland, D.

Popova-Gorelova, O. Vendrell, R. Santra, and M. Drescher, “Weak-field few-

femtosecond VUV photodissociation dynamics of water isotopologues,” Physi-

cal Review A 96 (2017). https://journals.aps.org/pra/abstract/10.1103/

PhysRevA.96.013428

In this chapter, I present the results of our collaboration with the group of Markus

Drescher at the University of Hamburg. The experiment aimed to demonstrate the

applications of ultrashort and intense VUV pulses in pump-probe experiments by in-

vestigating the VUV-induced photodissociation dynamics of water and its deuterated

isotopologues. We have provided theoretical and computational support by: (I) cal-

culating the ultrafast dynamics of the water molecule and its deuterated derivatives

in their ground and first excited states, and (II) calculating the photoionization cross

sections for 7.7-eV photon energy as a function of geometry. Our theoretical calcu-

lations are in a very good agreement with the data obtained from the pump-probe
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isotopologues

experiments. I have included both the experimental and theoretical sections to make

this chapter more readable.

3.1 Experimental methods

35-fs pulses with an energy of up to 15 mJ per pulse delivered by a Ti:Sa laser sys-

tem relying on chirped-pulse amplification with a central wavelength of 800 nm and a

repetition rate of 25 Hz were loosely focused into a length-variable gas cell to gener-

ate high-order harmonic radiation. The generation conditions are optimized for fifth

harmonic (161.0 nm, 7.7 eV) pulses with a pulse duration of 16 fs and a pulse energy

up to 1.1 µJ [164].

The single-shot pump-probe technique is described in detail in [144], so here only

a short description is provided; a sketch of the optical setup is shown in Figure 3.1.

The wavefront of the harmonic beam was split into two halves by a Si wedge cut at

Figure 3.1: Sketch of the optical setup used to perform the single-shot
pump-probe experiment. © 2017, American Physical Society (APS)

Brewster’s angle for 800 nm, suppressing the fundamental pulse and creating a pair of

spatially separated VUV pulses. Each VUV pulse followed a separate symmetric beam

path, where the fifth harmonic was spectrally purified by focusing multilayer mirrors
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(HR 160 nm, f = 150mm,Layertec, 2 deg angle of incidence). Both beams were then

redirected by Al-coated plane mirrors, bringing the two focused beams in a counter-

propagating geometry. A pulsed gas valve provided a gaseous target in the common

focal region, where the target was excited and further ionized. The photoionization

products were imaged with a time-of-flight ion microscope with spatial resolution of

< 3 µm onto a position-sensitive detector, similar to the one described in [165]. In-

dividual ion species were selectively imaged based on their time of flight by applying

a high voltage pulse to the detector, acting as a temporal gate. The temporal delay

between the counterpropagating pulses was mapped onto a spatial coordinate in the

ion image (see Figure 3.2), thus enabling single-shot autocorrelation and pump-probe

measurements. Reference measurements with a fringe-resolved interferometric auto-

correlation technique [166] were performed using the exact experimental conditions to

precisely calibrate the delay-time axis. These measurements resulted in a conversion

factor of (1.3± 0.1) fs/pixel of the CCD camera used to image the detector. Further-

more, the pump-probe signal as well as the spatial ion signal of each individual beam

path can be observed with the detector in real time, which allows the experimentalist

to precisely optimize the spatial overlap between both beam paths and measurement

conditions.

Non-resonant two photon ionization of Kr was used for single-shot autocorrelation

measurements in order to experimentally determine the instrument response function.

H2O and D2O were supplied from the heated vapor of pure liquids, while HDO was

supplied from the vapor of a mixture of both. By applying a backing pressure of less

than 200 mbar the formation of water dimers or clusters can be excluded, verified by

ion time-of-flight spectrometry.
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Figure 3.2: Ion microscope image and delay-dependent ion signal orig-
inating from the non-resonant two-photon ionization of Kr. The micro-
scope image (a) shows the averaged spatially resolved Kr+ ion yield
for 3000 laser pulses. The averaged delay-dependent Kr+ ion yield (b)
corresponds to the VUV pulse intensity autocorrelation, which yields an
instrument response function with a FWHM of (23.1 ± 1.4) fs. From the
single-shot intensity autocorrelation for each laser pulse (c), the root-
mean-square uncertainty of its FWHM (d) can be deduced. © 2017,

American Physical Society (APS)
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3.2 Computational methods

The ultrafast dynamics of a water molecule and its deuterated derivatives, HDO and

D2O, on their first electronically excited state was studied using a mixed quantum-

classical approach in which the nuclear motions were treated classically by Newton’s

equations of motion and the electrons were described quantum mechanically. Since the

molecules are sufficiently cold in the experiment, the nuclear coordinates and momenta

were sampled from the harmonic Wigner distribution [167] for the X̃ 1A1 ground

electronic state in which the zero-point vibrational energy is given to each normal

mode. It is also assumed that all water molecules are initially in the rotational ground

state. In this way initial conditions for 20 classical trajectories on the Ã 1B1 potential

energy surface were obtained. The trajectories were then divided into two subsets of

ten trajectories. Similar temporal evolutions of the two subsets confirmed sufficiently

good statistics. For each trajectory 0.1 fs time steps were used for the numerical

integration of Newton’s equations using the velocity Verlet algorithm [160]. On-the-fly

Electronic states (a) Calc. (b) Calc. Exp.
Ã 1B1 → X̃ 2B1 5.000 4.249 5.168
Ã 1B1 → Ã 2A1 7.302 6.829 7.192
Ã 1B1 → X̃ 2B1 (H + OH+) 12.247 13.017
Ã 1B1 → Ã 2A1 (H+ + OH) 13.420 13.598

Table 3.1: Vertical ionization energies of H2O at the experimental
equilibrium position (top) and at the asymptotic region (bottom) cal-
culated with (a) MR-CISD and (b) CASSCF with the OH bond length
kept fixed at the equilibrium OH bond length of H2O. Experimental
ionization energies for H2O, OH in their respective equilibrium geome-
tries and the Hydrogen radical are taken from Refs. [168] and [169]. All

values in electronvolts

ab-initio calculations of the electronic structure, including the gradients, were done

with the complete active space self-consistent field method using six active electrons

in four active orbitals, CASSCF(6,4), and the augmented double-ζ basis set, aug-cc-

pVDZ [170, 171] utilizing the MOLCAS program package [172]. In order to improve
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the numerical stability of the CASSCF calculations, the excited-state Hartree-Fock

molecular orbitals of the positive ion were used as the initial molecular orbitals. The

energies were reevaluated with single point calculations at the multireference single and

doubles configuration-interaction level with eight correlated electrons and seven active

orbitals, MR-CISD(8,7), and the aug-cc-pVDZ basis set. Both CASSCF and MR-CISD

were employed because only CASSCF allows one to compute gradients analytically

within MOLCAS, which is optimal for calculating chemical trajectories, whereas MR-

CISD provides higher accuracy for ionization energies. Since the analytic gradients are

calculated based on the CASSCF potential energy surface, the location of the atoms in

space depends on the CASSCF force and therefore it is very crucial to have a correct

shape of the CASSCF potential, especially at the FC region for the Ã 1B1 state, where

the photodissociation reaction of water takes place. The MR-SDCI potential is used

as a reference to check the validity of the CASSCF potential. The closer the CASSCF

potential shape is to the MR-SDCI shape, the more reliable the CASSCF potential

is [see Figure 3.3 (a)]. The accuracy of the shape of the MR-CISD potential itself is

checked based on the expected vertical ionization values at both the FC region and at

the asymptotic region, where one OH bond is broken (Table 3.1). As it can be seen

from Table 3.1, at the FC region, the value of MR-CISD vertical ionization energies

from the first electronic excited state of neutral water to the ground and first excited

electronic states of water cation obtained from the MR-CISD potential are in a very

good agreement with the corresponding experimental values. At the asymptotic region,

MR-CISD vertical ionization energy for H+ +OH, which is in principle the ionization

energy of a hydrogen radical, is in excellent agreement with the experimental ionization

energy [see Table 3.1 and Figure 3.3 (a)]. The ionization energy of H +OH+ depends

on the OH bond length. The vertical ionization energy of OH radical, calculated with

MR-CISD, deviates from the corresponding experimental value by 0.77 eV, which is
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not a negligible deviation [see Table 3.1 and Figure 3.3 (a)]. This deviation, however,

is not due to the inaccuracy of the MR-CISD potential energy surfaces, but it is

stemming from the difference between the length of the OH bond in our calculations

with that in the experimental conditions. For the scan underlying Table 3.1, the OH

bond length was kept fixed at the equilibrium OH bond length of H2O; therefore its

length in the asymptotic region differs from its optimal experimental value. The time

windows in which the neutral molecule can be ionized to the electronic ground and

first excited states of the cation with a single photon of 7.7 eV energy are obtained

by averaging over 20 trajectories. Outside these time windows, the geometry is so far

distorted in comparison to the equilibrium geometry that the cation could no longer be

created with a single photon of 7.7-eV energy. Photoionization cross sections σ(X̃ 2B1)

and σ(Ã 2A1) were calculated for 7.7-eV photon energy as a function of the molecular

geometry, applying the orthogonalized plane-wave approximation to the photoelectron

wave function [173]. At each molecular geometry the MR-CISD(8,7) wave function for

the Ã 1B1 state and the MR-CISD(7,7) wave functions for the X̃ 2B1 and Ã 2A1 states

were used for these calculations.

3.3 Results and discussion

3.3.1 Experimental data

The time constant for the VUV photodissociation of H2O is expected to be on the

order of the duration of the pump and probe pulses according to previous studies

[142]. To analyze reaction dynamics on this short time scale, a detailed knowledge

of the instrument response function, which is given by the second order intensity

autocorrelation (IAC), is necessary. To achieve this, the direct two-photon ionization

of Kr has been measured directly before and after each pump-probe experiment.
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The resulting averaged ion image for Kr+ is shown in Figure 3.2 (a) for a data set of

3000 images, exhibiting a pronounced intensity increase, where both counterpropagat-

ing pulses overlap in space and time. In order to retrieve the intensity autocorrelation

of the VUV pulse, the central position of individual ion hits in a single-shot image is

extracted to increase the spatial resolution by eliminating the influence of the spot size

of individual ion signals on the detector. Considering the delay time-to-space calibra-

tion, the delay-dependent ion yield is given by the profile of the spatial distribution of

the ion image along the propagation axis. The resulting trace, Figure 3.2 (b), exhibits

a peak-to-background ratio near the theoretically expected value of 3:1 for a 2nd order

intensity autocorrelation, which is given by the Gaussian fit (blue). For the shown

38



3.3. Results and discussion

measurement a FWHM of the intensity autocorrelation of (23.1± 1.4) fs is retrieved,

which corresponds to the instrument response function. Although a different temporal

profile of the VUV pulse, e.g., a sech2 pulse, does result in a shorter retrieved pulse

duration, the instrument response function is hardly changed and the possible impact

on the pump-probe data sets is negligible.

To reliably distinguish the effect of systematic and statistical uncertainties on the

measured pump-probe signal, not only the mean instrument response function is of

interest. Utilizing the single-shot capabilities of the colliding-pulse geometry the effect

of shot-to-shot instabilities, such as beam pointing or the temporal stability of the

pulses, as well as the long-term stability of the pulse properties become accessible. In

Figure 3.2 (c) the single-shot intensity autocorrelation is shown for each laser pulse.

To increase the signal-to-noise ratio a 10 shot average is used to retrieve the temporal

jitter of the instrument response function. Figure 3.2 (d) shows the mean FWHM

of the instrument response function (23.1 ± 1.4) fs as a blue line and its root mean

square uncertainty as a gray box. Since the root mean square uncertainty of ±1.7 fs is

comparable to the uncertainty of the average measurement and no temporal drifts of

the FWHM are visible, a high stability of the instrument response function over time

is ensured.

In contrast to the non-resonant two-photon ionization of Kr, the delay-dependent

ion yield for H2O and its isotopologues is not only determined by the duration of the

VUV pulses, but also by the internal dynamics of the molecule.

The experimentally obtained pump-probe signal for H2O and its deuterated deriva-

tives is determined by the convolution of the instrument response function and the

internal dynamics of the respective molecule. To deconvolve these dynamics from the

experimental data sets, where the instrument response function is on the same time

scale as the expected ionization window, an appropriate fit function needs to applied.
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isotopologues

As has been shown in our trajectory simulations, the first trajectories start leaving

the ionization window after more than 5 fs and up until this time the population in

the ionization window stays constant. This behavior can be modeled as a rectangular

function, where the duration of the ionization window is given by its half-width. The

convolution of this function and the instrument response function is given by

I(∆t) = a ·
[
erf

(
τ1/2 −∆t√

2σp

)
+ erf

(
τ1/2 + ∆t√

2σp

)]
(3.1)

Here ∆t is the delay between pump and probe pulse and σp is the standard deviation

of the instrument response function (σp = FWHM/(2
√

2 ln 2)), while τ1/2, the half-

width of the rectangular function, and the scaling factor a are the free fit parameters.

3.3.2 Computational data

Figure 3.3 (a) shows a one-dimensional cut through the potential energy surfaces,

which are relevant for this pump-probe experiment. The potential energy surfaces

have been calculated at the MR-CISD(8,7) and MR-CISD(7,7) levels for H2O and

H2O
+ respectively. The CASSCF calculation for the Ã 1B1 (light red) is shown in

addition, emphasizing the excellent agreement between both calculation methods. In

the excitation scheme employed in this pump-probe experiment, the first VUV photon

(7.7 eV) excites the molecule from its electronic ground state (black) into the Ã 1B1

state (red). Since this state is unbound in the direction of the asymmetric stretch

vibration, the molecule starts to dissociate. Not only is the bond distance of the

dissociating bond shown in Figure 3.3 (a) changing during this dissociation reaction,

but also the HOH angle and the second O-H bond distance are changing and have been

taken into account in the calculation. Due to the increasing energy difference between

the excited Ã 1B1 state and the electronic ground state of the H2O
+ ion (blue), as

well as the first excited state (orange), the observation of the dissociation dynamics is
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Figure 3.4: Calculated time evolution of the vertical excitation energy
from the Ã 1B1 to the X̃ 2B1 state (blue) and from the Ã 1B1 to the
Ã 2A1 state (orange) during the dissociation for (a) H2O, (b) HDO, and
(c) D2O and the corresponding time windows, in which ionization from
Ã 1B1 to X̃ 2B1 and Ã 2A1 with a single photon of 7.7 eV energy (gray
line) is possible. The error bars represent the root-mean-square width
of the energy distribution for a given time. © 2017, American Physical

Society (APS)

confined to a limited time range. Thus, we precisely clock the time, when the molecular

structure is distorted such that a single VUV probe photon cannot ionize the molecule

anymore (depicted as the gray ionization window in Figure 3.3 (a)).

The duration of the ionization window can be extracted from the trajectory calcu-

lations for each isotopologue. Hence, the vertical excitation energies for the transition

from the molecular Ã 1B1 state to the electronic ground state and to the first excited

state of the ion are calculated for the evolving molecular coordinates after each time

step. Figure 3.4 shows the time evolution of the vertical excitation energies for (a)

H2O, (b) HDO and (c) D2O, as well as the photon energy of the probe pulse as a ref-

erence. As soon as the excitation energy for each transition exceeds the probe photon

energy, the ionization window for the respective excitation scheme closes. The shortest

window for ionization to the ground cationic state corresponds to H2O and is 6.4 fs,

increasing to 8.2 fs for HDO, due to the higher mass of the fragment. D2O exhibits

the longest time window of 9.4 fs.
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isotopologues

The corresponding ionization window for a probe transition to the first electron-

ically excited state of H2O
+ and its deuterated derivatives is much shorter than the

time window for ionization to their ground electronic state. Depending on the ratio

between their respective photoionization cross sections, both probe transitions may

contribute to the experimentally observed ionization window. The longest ionization

window is observed if the photoionization cross section σ for the X̃ 2B1 channel is

much larger than σ(Ã 2A1). On the other hand, the apparent ionization window gets

shorter as the ratio σ(Ã 2A1)/σ(X̃ 2B1) increases. It should be noted that, even at

distances where ionization is still possible, σ is not necessarily constant.

According to our calculations, σ(Ã 2A1) is negligible in comparison to σ(X̃ 2B1)

at all molecular geometries where ionization to both states is possible. This can even

be demonstrated at the independent-particle level, which implies that a single photon

can remove an electron from a configuration only without influencing the rest of the

configuration. Figure 3.3 (b) shows the dominant configurations for the Ã 1B1 state of

H2O and the X̃ 2B1 and the Ã 2A1 states of H2O
+ and their corresponding MR-CISD

coefficients at the equilibrium geometry. It can be seen from Figure 3.3 (b) that a

transition from the dominant configuration of Ã 1B1 to the dominant configuration

of X̃ 2B1 is possible at the independent-particle level, because only one electron is

removed by the single-photon probe step. In contrast, the transition to the dominant

configuration of Ã 2A1 is forbidden, since an additional electron is excited to another

orbital, requiring a two photon absorption. Other configurations of Ã 1B1 provide

a negligible contribution to the photoionization probability to the state Ã 2A1. The

configurations shown in Figure 3.3 (b) are dominant for the corresponding states at

all geometries where photoionization is possible. Thus, since σ(Ã 2A1) is negligible in

comparison to σ(X̃ 2B1), the photoionization time windows are determined exclusively

by the vertical excitation energy from the Ã 1B1 to the X̃ 2B1 potential energy surface
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in the employed single-photon probe scheme. For a given pump photon energy the

time evolution shown in Figure 3.3 (a) is universal and the Ã 2A1 state of the ion will

be relevant for a multi-photon probe scheme.

For all isotopologues an excellent agreement between the duration of the ionization

window deconvolved from the delay-dependent ion yield and the duration of the ground

state ionization window derived from the mixed quantum-classical calculation was

achieved, showing that ionization to the ionic ground state is the only significant

probe transition contributing to the delay-dependent parent ion yield. An important

result of this joint experimental and theoretical study is that the interpretation of

pump-probe data even for a ‘simple’ dissociation reaction in the sub 10 fs regime is

not trivial. Even when the instrument response function can be determined precisely,

the choice of appropriate model function for the delay-dependence of the observable

is necessary – in this case the time the molecule needs to exit the ionization window.

Assuming an exponential decay rate for the observable, as it is valid for most reactions

studied by femtochemistry on the few hundred femtosecond or picosecond time scale,

leads in this case to an underestimation of the duration of the ionization window,

while the deconvolved duration of a rectangular window coincides well with our mixed

quantum-classical trajectory calculation.
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100 fs

100 fs

100 fs

b)

a) H O+
2

D O+
2

HDO+

Figure 3.5: Ion microscope images and delay-dependent ion signals
for H2O, HDO and D2O. The microscope image (a) shows the averaged
spatially resolved ion yield of the different isotopologues for 3000 laser
pulses. The delay-dependent ion signal (b) of each isotopologue is shown
in comparison to the instrument response function (blue) recorded in the
corresponding measurement series and fitted with a Gaussian function
(red). Depending on the degree of deuterization an increased FWHM
is observed with respect to the instrument response function, indicating
a kinetic isotope effect on the excited state dynamics of the molecule.

© 2017, American Physical Society (APS)
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Chapter 4

XUV photochemistry of the Benzene

Radical Cation

Reprinted with permission from J. Phys. Chem. A 2018, 122, 4, 1004-1010,

Copyright 2018 American Chemical Society.

S. Bazzi, R. Welsch, O. Vendrell, and R. Santra, “Challenges in XUV photo-

chemistry simulations: A Case study on ultrafast fragmentation dynamics of the

benzene radical cation,”

https://pubs.acs.org/doi/abs/10.1021/acs.jpca.7b11543

In this chapter, I address two fundamental aspects of the XUV photochemistry

of the benzene radical cation: (I) the time-resolved state-specific fragmentation dy-

namics, and (II) the time resolved relaxation of the electronic excited states through

internal conversion. Understanding the extreme ultraviolet (XUV) induced dynamics

and the subsequent fragmentation of molecular systems is important as it can provide

answers to a broad range of fundamental questions such as the photochemical fate of

biologically relevant molecules, which is related to the origin of life on earth [174], the

evolution and complexity of the interstellar medium [175], and the photochemistry of

atmospheric molecules. Of particular interest is the photochemical behavior of XUV

irradiated polycyclic aromatic hydrocarbons (PAHs) due to their fundamental role in
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understanding the chemistry in the interstellar medium. Since the proposal that PAHs

are the carriers of certain infrared emission bands observed in outer space [176], these

molecules have been the subject of considerable experimental [177–180] and theoret-

ical work [181–183]. It is, however, challenging to obtain a complete picture of the

dynamics and dissociation patterns of such large systems after XUV irradiation (10

–124 eV), as one has to deal with several nuclear degrees of freedom, as well as a broad

range of excited states and fragmentation channels. There is an urgency for further

development of theoretical methods that can describe the XUV photochemistry of

medium-sized to large systems.

The goal of this study is to evaluate a relatively low-cost theoretical method for

investigating the XUV-induced nonadiabatic dynamics of medium-sized to large sys-

tems. The theory we used in this chapter is a combination of Koopmans’ theorem

and Tully’s fewest switches surface hopping algorithm implemented in our in-house

program package called Chemical Dynamics Tool Kit (CDTK). CDTK is capable of

performing nonadiabatic mixed quantum-classical dynamics.

In this chapter, I will show how we successfully described the internal conversion dy-

namics that occurs in a few tens of femtoseconds. The Koopmans’ theorem based

approach, however, underestimates the fragmentation probability due to overestima-

tion of the CH dissociation barrier. This work was initiated by our colleague Melanie

Schnell and is relevant for experiments at FLASH.

4.1 Computational methods

Ab initio classical trajectory calculations and the fewest switches surface hopping

(FSSH) scheme [147] are employed to describe the nonadiabatic ultrafast dynamics

of a singly charged benzene molecule ionized into any of 15 valence ionization channels

characterized by the removal of an electron from each of the 15 occupied valence
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molecular orbitals of benzene in the ground state. FSSH is conceptually and practically

a simple method and at the same time it has a good accuracy and high computational

efficiency. Therefore, it has so far been one of the most utilized methods to describe

nonadiabatic dynamics. In the FSSH scheme, classical trajectories are propagated on a

single adiabatic potential energy surface and statistically switched to another adiabatic

potential energy surface according to a hopping probability. The methodology for the

FSSH approach can be found in chapter 2.

Electronic structure data, energies, energy gradients, and nonadiabatic couplings,

are determined on the fly on the basis of Koopmans’ theorem and using the 6-31g*

basis set utilizing the MOLCAS program package [172]. The fifteen one-hole electronic

states are created by removing a valence electron from each of the fifteen Hartree-Fock

(HF) valence molecular orbitals of neutral benzene. The energy of the i-th state is

obtained as: [82, 184]

Vi,HF−K = VHF − εi, (4.1)

where VHF is the ground state Hartree-Fock energy of neutral benzene and εi is the

energy of the i-th occupied orbital with i=0 being the highest occupied orbital. The

multiconfigurational capabilities of MOLCAS [172] are used to generate the corre-

sponding electronic wave functions |Ψi〉 with the orbitals from the HF calculation.

Gradients and nonadiabatic couplings are then obtained from these configurations

employing the RASSI module [82].

The initial nuclear coordinates and momenta are sampled from the vibrational

ground state distribution of neutral benzene. This corresponds to the limit of T=0K.

Microcanonical normal mode sampling [157] is employed to assign to each normal mode

its zero-point energy. Coordinates qi and conjugated momenta pi for the i-th normal
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mode are chosen as:

qi =

√
2Ei
fi

cos(2πζ), (4.2)

pi =
√

2miEi sin(2πζ), (4.3)

with ζ being a uniformly distributed random number, 0 < ζ < 1, Ei the zero-point

energy, fi the force constant, and mi the mass of the i-th normal mode. Normal

mode coordinates and momenta are then transformed to Cartesian coordinates for the

propagation. The sampled geometries are lifted vertically to the different electronic

states of the cation. The nuclear motion is simulated for an ensemble of fifty inde-

pendent trajectories for each initial electronic state. Newton’s equations of motion

are integrated using the velocity Verlet algorithm [160] with a time step of 0.5 fs and

a total propagation time of 300 fs. Each time step takes on average 270 seconds on

a single core of an Intel Xenon X5660 2.80GHz CPU. Therefore, about 45 hours of

CPU time are needed for the propagation of each trajectory. We note that some of the

dissociative trajectories are not propagated for the full 300 fs due to SCF convergence

problems.

4.2 Potential energy surfaces

The study reported here involves fifteen coupled potential energy surfaces of the valence

shell singly ionized benzene. The fifteen surfaces are grouped into ten electronic states

according to the degeneracy of the orbitals at the Franck-Condon region. Table 4.1

lists the symmetry assignments of the electronic states and the corresponding orbital

energies at the equilibrium geometry of the neutral benzene. The orbital energies
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obtained from our Koopmans’ theorem based approach are in reasonable agreement

with binding energies obtained by the third-order algebraic-diagrammatic construction

[ADC(3)] scheme [185]. While some quantitative differences of the absolute energies

can be found, the relative energies, which are more important for the dynamical study,

are in good agreement. The relative energy difference from one state to the next

one in the manifold of the B̃ 2E2g to the G̃ 3A1g states is at most 0.24 eV, but often

lower. As expected, bigger differences are found for the higher-lying states and for the

difference between the ground and first excited state. The latter, however, should not

be problematic as we still find ultrafast electronic decay to the ground state.

4.3 State-specific fragmentation dynamics

Figure 4.1 summarizes the fragmentation dynamics along with the state population

dynamics. Fragments appear after 100 fs which is longer than the typical internal con-

version time. This shows that the fragmentation does not occur in the initially excited

electronic state. Previous studies of benzene [188–190] suggest that the dissociation

occurs from the ground electronic state after a fast non-radiative relaxation even if

higher electronic states are initially populated. A similar behavior can be found in our

simulations. The only exception is found for a single trajectory on the highest valence

shell excited state (J̃ 2A1g) where the molecule breaks apart after relaxation to the

second excited state, C̃ 2A2u (Figure 4.1).

For lower electronically excited states, with orbital energies up to -22.313 eV (see Ta-

ble 4.1), only H and CH elimination are observed (panels a-d of Figure 4.1). The

channel with two large fragments, C4H+
4 + C2H2, only appears for highly excited

states of the benzene radical cation (states Ĩ 2E1u and J̃ 2A1g) with orbital energies of

-27.519 and -31.239, respectively (see Figure 4.1 e and f). This is in agreement with

an experimental study [191] where the authors show that the contribution due to the
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Symmetry
symbol

Orbital en-
ergy (eV)

Dissociation
probability (%)

Half life (fs)
present

Half life (fs)
Ref. [186](a)

X̃ 2E1g -8.996 - - -

B̃ 2E2g -13.320 3.0 120 100
>200

C̃ 2A2u -13.551 0.0 15 15
15

D̃ 2E1u -15.897 2.0 30 >200
95

Ẽ 2B2u -16.708 0.0 15 15
15

F̃ 2B1u -17.410 0.0 10 -

G̃ 3A1g -19.244 1.5 20 -

H̃ 2E2g -22.313 4.0 >300 -

Ĩ 2E1u -27.519 2.0 >300 -

J̃ 2A1g -31.239 2.0 >300 -
a: The first and second rows refer to the cases where an initial electronic state is coupled to
two and three neighboring states, respectively. Taken from Ref. [187].

Table 4.1: The symmetry assignment of the excited electronic states
of C6H

+
6 and the corresponding orbital energies calculated at HF/6-

31g* level at the equilibrium geometry of the neutral benzene. The
dissociation probability for an initial excitation to each electronic state
is also given. The Half life of each of the initially excited states is given

and compared to Ref. [186].

C4H+
4 rapidly increases at higher photon energies.

Another interesting observation is the C6H+
4 fragment ion production. C6H+

4 is pro-

duced either through a concerted dissociation mechanism or through a stepwise process

via C6H+
5 . As shown in Table 4.1, the dissociation probability upon valence shell ion-

ization of benzene is a maximum of 4 % after 300 fs. This is in contrast with an

experimental study on the photoionization and photodissociation of benzene, which

shows more than 50 % dissociation at a UV energy of 21.21 eV [192]. Experiments in
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the higher excitation energies show that above 20 eV, more than 50 % of the benzene

cation dissociates [191, 193]. The discrepancy between the simulation and the experi-

ment can be rationalized by comparing the calculated CH dissociation barrier for the

ground state benzene cation with the value obtained at higher level of theory and

through experiment (see Figure 4.2). The CH dissociation energy calculated at the

same level of theory as employed in our classical trajectory calculations (HF/6-31g*)

is 7.3 eV. It considerably overestimates the value obtained from CASPT2/6-31g* (see

Figure 4.2). The CASPT2 calculations use an active space with 11 active electrons

distributed in 8 molecular orbitals. An RRKM fit of experimental data suggests an

even lower dissociation energy of 3.66 eV [189]. Thus, the benzene radical cation may

remain artificially bound in our simulations. Nonetheless, we note that the CH energy

profile calculated at the HF/6-31g* level matches the corresponding surface calculated

at the CASPT2/6-31g* level around the equilibrium geometry. Moreover, the lim-

ited propagation time might also contribute to the low fragmentation yield observed

in this study. For trajectories with enough initial energy to overcome the artificially

high barriers the most frequent fragments upon dissociation of the benzene cation are:

C6H+
5 + H, C6H+

4 + 2H, and C4H+
4 + C2H2, which appear after 100 fs. These ionic

fragments are also among the most abundant fragment ions observed experimentally

upon valence shell ionization of the benzene molecule [191, 192].

4.4 Internal conversion dynamics

As discussed in the previous section, the potential energy surface of the cationic ground

state in the Franck-Condon region is well described by the Koopmans’ theorem based

approach. Based on this and earlier studies [82], we expect the short-time nonadiabatic

dynamics to be reasonably well described by the simulations presented in this study.

Figures 4.3 and 4.4 show the population dynamics for different initial excitations.
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Figure 4.3 (a) presents the case of an initial excitation to the B̃ 2E2g state. For this

case, the B̃ 2E2g population gradually decreases to reach 25 % at 270 fs when the

X̃ 2E1g state reaches its maximum at around 73 % (Figure 4.3 a). The coupling to the

C̃ 2A2u state is very weak and the corresponding population remains almost unchanged

during the dynamics. The short time dynamics are in good agreement with previous

theoretical work based on a reduced-dimensional quantum dynamics description using

a vibronic coupling model Hamiltonian [186, 194, 195]. However, for longer times a

faster decay to the ground state is found compared to previous work. The difference

might be attributed to the reduced dimensionality and the harmonic expansion in

the previous work or to the surface hopping approximation in our simulations. In

Table 4.1, the half life of the different states is given, i.e., the time it takes for the

population of an initially excited state to decrease to 50%. The half life computed for

the B̃ 2E2g state agrees very well with previous work [186].

Figure 4.3 (b) shows the case of an initial excitation to the C̃ 2A2u state. The

half life of the C̃ 2A2u state is 15 fs and in perfect agreement with previous work

(see Table 4.1). The B̃ 2E2g state population steeply increases to its maximum of

75% within 60 fs and then gradually decays to zero at 250 fs, when the X̃ 2E1g state

population reaches its maximum (93 %). For the first 100 fs, the results of our study are

in good agreement with previous calculations [186]. Again at longer times, a slightly

faster decay to the ground state is found in our simulations compared to the previous

study [186]. Experimentally, no fluorescence from the C̃ 2A2u state is found although

the transition from the C̃ 2A2u to the X̃ 2E1g is dipole-allowed, [196] which supports

a fast radiationless transition from the C̃ 2A2u state to the ground state [196]. In an

experiment based on photo-dissociation kinetics and charge exchange ionization mass

spectroscopy [197] a long lived electronic excited state was observed in the energy

range of the B̃ 2E2g and C̃ 2A2u states, which was eventually assigned to the B̃ 2E2g
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state. However, the authors were not absolutely certain about the assignment because

of a controversy regarding the lifetime of the B̃ 2E2g state [190, 196]. According to our

results the B̃ 2E2g state is somewhat longer-lived than the C̃ 2A2u state.

Starting the initial wave packet from the D̃ 2E1u state [Figure 4.3 (c)], a very fast

decay of the D̃ 2E1u state population occurs. The D̃ 2E1u state population dynamics

considerably differ from the previous theoretical studies, where the population gradu-

ally decays and reaches about 40 % at 200 fs and the half life is considerably longer

than in the present work [186, 194]. This discrepancy already at short times can be

due to the reduced dimensional description employed in previous works that may not

capture the dynamics of the benzene cation in the D̃ 2E1u state adequately or it can

be due to shifts in the positions of the conical intersections in our calculations. Fig-

ure 4.4 illustrates the state population dynamics for an initial excitation to the states

Ẽ 2B2u, F̃ 2B1u, G̃ 3A1g, Ĩ 2E1u, and J̃ 2A1g. The population dynamics following ini-

tial excitation to the Ẽ 2B2u, F̃ 2B1u, and G̃ 3A1g states show very similar behavior as

for the C̃ 2A2u and D̃ 2E1u states (compare panels b and c of Figure 4.3 with panels

a, b, and c of Figure 4.4). In all of these cases, an initial excitation to the states

Ẽ 2B2u, F̃ 2B1u, and G̃ 3A1g is accompanied by a very fast decay to the ground state.

Initial excitations to the Ĩ 2E1u and J̃ 2A1g states, however, show a slow decay similar

to what has been discussed for the H̃ 2E2g state (compare panel d of Figure 4.3 with

panels d, e of Figure 4.4). The slow decay for these highest lying valence states was

similarly observed in a theoretical study of naphthalene [61].

This longer lifetime in our simulations can be explained based on the large energy

gap of the higher-lying electronic states to any other state for the geometries sampled

during the dynamics. Table 4.2 shows the minimum and maximum difference, averaged

over 50 trajectories, between the potential energies of the initially excited electronic

state with the lower lying electronic states along the dynamics, ∆Emin and ∆Emax,
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respectively. As can be seen from Table 4.2, the ∆Emin between two immediate poten-

tials (∆Emin i, i−1
) correlates very well with the life time of the electronically excited

states, where i refers to the state number. In the case of the initially degenerate states,

we compare the two closest potentials corresponding to different states. The fastest

electronic population decay is observed for the states where the ∆Emin i, i−1
reaches a

value less than 0.7 eV along the dynamics (states C̃ 2A2u-G̃ 3A1g). ∆Emin i, i−1
for the

B̃ 2E2g state is 1.5 eV and it shows a relatively slower decay compared to the states

C̃ 2A2u-G̃ 3A1g. In particular, for states H̃ 2E2g, Ĩ 2E1u, and J̃ 2A1g we observe large

gaps to all other states, which explains well their high stability in our simulations.

The average gap of the higher-lying states to the next lower state is typically about 3

eV and never decreases below 0.5 eV (Table 4.2). This large energy gap might hinder

the high internal energy of the cation to convert into vibrational energy in lower-lying

states. Therefore, the highly electronically excited cation is surprisingly less likely to

undergo dissociation. It should be noted that including shake-up states in the elec-

tronic structure calculations could lead to a faster non-radiative decay of the high-lying

states. The number of shake-up states increases above 20 eV [185] and thus they could

bridge the large energy gaps seen in our simulations. However, we would expect the

non-radiative decay from the inner valence excited states to the outer valence excited

states to be slower than the decay of the outer valence states, even if shake-up states

are included. No study of conical intersections at these energies has been performed.

The effect of shake-up states on XUV induced photodissociation of benzene requires

further investigation and is beyond the scope of this work.
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the potential energies along the 50 trajectories started on the given
potential energy surfaces. All quantities are given in eV. Table is taken
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Figure 4.1: Fragmentation dynamics along with the internal conver-
sion dynamics for an initial excitation to the states a) B̃ 2E2g, b) D̃ 2E1u,
c) G̃ 3A1g d) H̃ 2E2g, e) Ĩ 2E1u, and f) J̃ 2A1g. The left bar displays
the current electronic state of the trajectory and the right bar indicates
the fragments. Taken from the supplementary information of Ref. [187].
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Figure 4.4: Internal conversion dynamics for an initial excitation on
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Chapter 5

Ultrafast charge transfer and

structural dynamics following outer

valence ionization of a

halogen-bonded dimer

Reprinted with permission from J. Phys. Chem. A 2019, 123, 34, 7351-7360,

Copyright 2019 American Chemical Society.

S. Bazzi and R. Santra, “Ultrafast Charge Transfer and Structural Dynamics

Following Outer-Valence Ionization of a Halogen-Bonded Dimer.

https://pubs.acs.org/doi/10.1021/acs.jpca.9b00646

In this chapter, I use the same theory as in chapter 4 to describe the vertical ionization-

induced charge transfer and structural dynamics in CH2O· · ·ClF halogen-bonded dimer.

Halogen bonds are noncovalent interactions comparable in strength (up to 2.0 eV, 47.8

kcal/mol) to hydrogen bonds [198]. Although hydrogen bonding in the electronic ex-

cited state has been the subject of numerous studies [199, 200], excited-state halogen

bonding is largely unexplored. Despite its potential importance, electronically nona-

diabatic or non-Born–Oppenheimer halogen bonding has never been studied before.
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5.1. Computational methods

As already discussed in chapter 1, describing the photochemistry of halogen-bonded

systems in their excited electronic states is a challenging task because it requires consid-

ering the coupling between nuclei and electronic motions in a non-Born–Oppenheimer

regime [187].

In the following, we investigate the temporal evolution of the structure and the charge

of the CH2O· · ·ClF dimer after removing an electron from each of three outer-valence

molecular orbitals. We show that the distance between the oxygen and chlorine atoms

is directly connected to the magnitude of the charge on the O and Cl atoms. Taking

the distance between the two molecules involved in halogen-bond interaction as a mea-

sure of the halogen bond strength, we show the significance of electrostatic interaction

and the contribution of the molecular orbitals to the halogen-bond strength.

5.1 Computational methods

To describe the nonadiabatic ultrafast dynamics of the halogen-bonded dimer follow-

ing outer-valence ionization we follow three main steps: (1) Optimize the CH2O· · ·ClF

geometry. (2) Sample the initial nuclear coordinates and momenta. (3) Start trajec-

tories on the ground-state and excited-state potentials of the dimer cation using the

Tully’s fewest switches surface hopping (FSSH) approach. [147]

(1) Optimization. The minimum-energy geometry of the CH2O· · ·ClF dimer is

computed using the same level of theory as employed in our trajectory calculations

(HF/ANO-L-VTZP) utilizing the MOLCAS 8.2 package [201]. The main structural

parameters of the optimized dimer are shown in Figure 5.1 and compared with the gas-

phase experimental values [202]. The level of theory used here is not the best choice for

optimization of halogen-bonded systems because halogen bond interactions are weak

interactions with soft interaction potentials; thus only methods that take into account

61



Chapter 5. Ultrafast charge transfer and structural dynamics following outer valence

ionization of a halogen-bonded dimer

electron correlation are considered to be reliable for describing this family of interac-

tions. [198] However, we chose this method for optimization to be consistent with the

adopted Koopmans’ theorem-based trajectory calculations. The Koopmans’ theorem-

based approach is suitable for describing the short-term dynamics and nonadiabatic

relaxation processes [187].

(2) Sampling the phase space. Initial nuclear positions and velocities were sampled

from the Wigner quantum harmonic-oscillator distribution for the ground state [157].

The Wigner distribution [203] for the vibrational ground state is given as

W (n=0)(R,P) = e−(P2+R2), (5.1)

where (R, P ) is a point in the phase space of dimensionless normal coordinates and

canonically conjugate momenta [203]. The Wigner distribution is sampled employing

the von Neumann rejection scheme [203]. The corresponding phase space points are

transformed to Cartesian coordinates,

Xi = Xeq +
LRi√
Mω

, (5.2)

Vi =
LPi

√
ω√

M
. (5.3)

where i = 1, ...,N is the number of initial states sampled, L, M, and ω are trans-

formation matrix from the dimensionless normal mode coordinates back to Cartesian

coordinates, normal-mode mass, and normal-mode frequency, respectively, Xeq is the

ground-state equilibrium geometry. (3) The sampled geometries were vertically lifted

to the outer-valence ionized CH2O· · ·ClF electronic state and propagated on that po-

tential energy surface using the FSSH approach. The methodology for the FSSH

approach can be found in our previous work [187]. However, a short description of the

methodology is given here to make the text more readable.
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Figure 5.1: Ground-state geometry of the CH2O· · ·ClF dimer calcu-
lated at the HF/ANO-L-VTZP level. The main structural parameters
from the calculated ground-state geometry (cal.) are given and com-
pared to the experimental values (ex.) obtained from Ref. Cooke1998.

© 2019, American Chemical Society (ACS)

Electronic structure data such as energies, gradients, and nonadiabatic coupling vec-

tors, were calculated on the fly on the basis of Koopmans’ theorem and using the

ANO-L-VTZP basis set utilizing the MOLCAS 8.2 package [201]. No decoherence

corrections are employed as these corrections are not relevant for the irreversible elec-

tronic decay discussed in this study [204].

The three one-hole electronic states are created by removing an electron from each

of the three Hartree-Fock (HF) valence molecular orbitals of the neutral dimer i.e.,

HOMO, HOMO-1, and HOMO-2 creating the ground (D0), the first excited (D1), and

the second excited (D2) electronic states of the dimer cation, respectively. The symbol

D refers to the doublet character of the states which does not change in the course of

dynamics. A total of 100 independent trajectories with a 0.5 fs time step and a total

propagation time of 300 fs were employed to approximate the evolution of the nuclear

wave packet evolving on the coupled potential energy surfaces. The velocity Verlet

algorithm [160] was used to integrate the nuclear equation of motion. The ensemble of

independent classical trajectories can be propagated either on precalculated potential

energy surfaces or combined with non-adiabatic molecular dynamics “on the fly” [205].

Here, we have created the potential energy surfaces on the fly. The energy of the i-th
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state at every time step is obtained as: [82, 184]

Vi,HF−K = VHF − εi, (5.4)

where VHF is the ground state Hartree-Fock energy of the neutral dimer and εi is

the energy of the i-th occupied orbital with i=0 being the highest occupied orbital.

The multiconfigurational capabilities of MOLCAS [201] are used to generate the cor-

responding electronic wave functions |Ψi〉 with the orbitals from the HF calculation

[187]. Energy gradients and non-adiabatic couplings are obtained on the fly from these

configurations employing the RASSI module of the MOLCAS program package [82].

The energies of the three states (roots in the language of the MOLCAS package [201])

are calculated simultaneously at every time step. The molecular system always evolves

on a single adiabatic potential energy surface. When the trajectory reaches the vicinity

of an intersection of potential energy surfaces and the energy gap between different

potential energy surfaces becomes small, the system might hop to another potential

energy surface resulting in the breakdown of the Born–Oppenheimer approximation.

In these regions, the transition probability to the other potential energy surface is

calculated and the trajectory hops to the other surface depending on the comparison

of the transition probability with a random number [187].

Each electronic state is described by a single-determinant wave function. This is a

valid approximation as long as electron correlation effects are small. In order to as-

sess the validity of the adopted Koopmans’ theorem we compare the potential energy

surfaces for the ground, first and second excited states of the dimer cation along the

Cl· · ·O reaction coordinate obtained from Koopmans’ theorem and CASCI electronic

structure approaches (Figure 5.2).
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Figure 5.2a illustrates the Koopmans’ theorem based potential energy surfaces em-

ployed in our quantum-classical trajectory calculations. In order to generate the po-

tential energy surfaces shown in Figures 5.2b we take into account static electron

correlation by expanding the CAS space to five active electrons in eight active orbitals

CASCI(5,8). The ANO-L-VTZP basis set is used for the calculations presented in

Figure 5.2.

The Cl· · ·O reaction coordinate indicates the halogen bond distance that is the main

focus of this study. In particular, we want to show how the halogen bond distance

can be transiently shortened through selective ionization. In the next two sections we

show how the transient shortening of the halogen bond distance occurs in less than

100 fs, before the covalent bonds start to break. Based on our previous calculations

on the benzene cation, a good performance of Koopmans’ theorem is expected as long

as the chemical process does not involve breakage of covalent bonds [187].

As can be seen from Figure 5.2, the Koopmans’ theorem based potential energy sur-

faces show a similar behavior to those obtained from CASCI(5,8) calculations. This

similarity can be explained as follows. 1) The system remains closed shell for all in-

termolecular distances. It should be noted that in our trajectory calculations all the

nuclear degrees of freedom are taken into account during the dynamics and breaking

of covalent bonds is observed after a certain time. 2) We have only considered outer

valence ionization where the molecular orbital picture is usually valid for small- and

medium-size molecules. For a detailed discussion on the validity of the orbital picture

see Ref. Cederbaum1986. The use of a non-adiabatic dynamics calculation based on

Koopmans’ theorem guarantees smooth potential energy surfaces in a high dimensional

space, which is a crucial prerequisite for an accurate description of the non-adiabatic

dynamics.

Based on both sets of the potential energy curves shown in Figure 5.2, a barrierless
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lengthening of the halogen bond is expected after removal of an electron from HOMO

(blue curve). However, in the case of the first (red curve) and second (green curve)

electronically excited states, the system has the possibility to reach regions of the

potential energy surface where the halogen bond distance decreases compared to the

ground state neutral dimer.

With the non-adiabatic dynamics, which takes all nuclear degrees of freedom into ac-

count, we see a shortening of the halogen bond distance after ionization from HOMO-1.

The ionization from HOMO-2 also does not immediately lead to lengthening of the

halogen bond. The removal of an electron from HOMO, however, leads to immediate

increase in the halogen bond distance as predicted by the potential energy curves in

Figure 5.2. These changes of the intermolecular distance in the course of dynamics are

rationalized in the following sections on the basis of electrostatic interactions between

the partial charges at the atomic positions. The partial charges are calculated based

on Mulliken population analysis.

In our trajectory calculations, each time step takes on average 720 seconds on a single

core of an Intel Xenon X5660 2.80 GHz CPU. Therefore, about 120 hours of CPU time

were needed for the propagation of each trajectory. The energy is conserved at the

level of ≈ 10−5. We note that some of the dissociative trajectories are not propagated

for the full 300 fs due to SCF convergence problems. In the case of the first electron-

ically excited state, the major convergence problems begin to occur at around 150 fs

with about 10 % convergence failure. At about 200 fs, this number reaches 20 %. A

steep rise in the convergence failure can be observed between 200 and 300 fs, with 35

% of the total trajectories failing to converge at 300 fs. The fragmentation causes SCF

convergence problems.

In the case of the second electronically excited state, fragmentation begins earlier and

with a higher probability (121 fs, 54%) as compared to the first excited state. As a
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Figure 5.2: Cuts through the potential energy surfaces for the ground
(D0), first excited (D1), and second excited (D2) electronic states of
the CH2O· · ·ClF dimer cation calculated at a) Koopmans’ level and
b) CASCI(5,8). The ANO-L-VTZP basis set is used in both calcula-
tions. The intermolecular coordinate is obtained by changing the dis-
tance along the (Cl· · ·O) halogen bond (RCl···O) and maintaining the
rest of the bonds and the angles at the equilibrium geometry of the
neutral dimer. RCl···O = 0 corresponds to the equilibrium intermolecu-
lar distance in the neutral dimer. © 2019, American Chemical Society

(ACS)

result, the SCF convergence problems are relatively prominent with 20 %, 45 % and

58 % at 100 fs, 200 fs and 300 fs, respectively. In case of the ground state cation,

removing an electron from HOMO results in a very fast localization of the positive

charge on the CH2O site leading to early and efficient proton elimination. Thus, the

SCF convergence problems due to fragmentation are most prominent when the hole is

initially created at HOMO. The percentage of non-converged trajectories at the 100

fs, 200 fs, and 300 fs are around 30 %, 55 %, and 60 % respectively.

5.1.1 The first electronically excited state

At the equilibrium geometry of the CH2O· · ·ClF dimer, the HOMO (highest occupied

molecular orbital) is mostly localized on the CH2O molecule (Figure 5.3). The HOMO-

1, however, is localized on the ClF molecule (Figure 5.3) and, therefore, the ionization
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Figure 5.3: Isosurfaces of the three highest molecular orbitals of the
CH2O· · ·ClF dimer and the corresponding orbital energies calculated at
the HF/ANO-L-VTZP level at the equilibrium geometry of the neu-
tral dimer, as well as the partial hole population on the ClF molecule.

© 2019, American Chemical Society (ACS)

out of it creates an initial hole on the ClF molecule which corresponds to the first

electronically excited state (D1) of the dimer. Following ionization of the HOMO-1,

the dimer starts to relax to its ground electronic state by migration of the initial hole

from the HOMO-1 to the HOMO (Figure 5.4b), which is equivalent to saying that

the electronic charge starts to move from the CH2O molecule to the ClF molecule

(Figure 5.4a). The HOMO is delocalized over the CH2O and the ClF molecules with

about 60 % localization on the CH2O (Figure 5.3). The intermolecular charge transfer

dynamics and the electronic population decay after creating the initial hole on the ClF

molecule are shown in Figures 5.4a,b, respectively. About 50 % of the hole initially

created on the ClF molecule moves to the CH2O molecule within the first 120 fs

and only 10 % of the hole remains on the ClF molecule by the end of the propagation

time. The electronic population decay and the intermolecular charge transfer processes

show a similar temporal evolution with a similar half-life of around 100 and 120 fs,

respectively (Figure 5.4). The origin of the direction of the charge transfer lies in the

fact that electrons tend to flow towards the molecular orbital with a lower energy,

which is here localized on the ClF molecule. The localization of the HOMO-1 on the

ClF molecule can be understood from the higher electronegativity of the Cl and F
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Figure 5.4: Dynamics of: (a) intermolecular charge transfer, and (b)
electronic population, averaged over 100 trajectories for an initial ex-
citation to the D1 of the dimer cation. © 2019, American Chemical

Society (ACS)

atoms compared to the atoms that constitute the CH2O molecule. This shows how

one can control the direction of the intermolecular charge flow by gathering the atoms

with higher electronegativity on one of the molecular units in a dimer.

The charge oscillations on each individual atom and the covalent bond oscillations are

given in Figures 5.5a, b. An initial glance at Figure 5.5a indicates oscillatory patterns

of charge fluctuation in the first 80 fs, during which the charge of the atomic sites

oscillates with the same frequency as the relevant covalent bonds vibrate (Figure 5.5b).

The Fourier transform of the O atom’s charge oscillation and the C−−O stretch vibration

in the 0-80 fs time window shows a main peak at the same frequency of 1667 cm−1 (20

fs). The same frequency is also seen in the Fourier transform of the F atom’s charge

oscillation in the 0-80 fs time window. This shows that the charge oscillations of the

O and F atoms are governed by the C−−O stretch vibration. In addition, the phases of

the charge oscillation at the O and F atoms are the same. This same phase oscillation

can be explained by the polarization effect. The rise of the negative charge on the O

atom polarizes the electron density at the neighboring ClF molecule by pushing the

electrons towards the F atom. In the 0-80 fs time interval, the Fourier transforms of

the CH stretch vibration and the two H atoms’ charge oscillation show a main peak
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at 2918 cm−1 (11 fs). Thus, the charge oscillations of the H atomic sites are driven by

the CH stretch vibrations.

The charge dynamics at each individual atom (Figure 5.5a) helps in understanding the

temporal evolution of the electrostatic interaction, which is connected to the halogen

bond distance and to the structural dynamics in general (Figures 5.5c, 5.6). For the

first 90 fs, while more than 50 % of the hole population is still located on the Cl atom,

the intermolecular distance decreases, which is reflected in a reduction of the Cl· · ·O

(halogen bond) and F· · ·O distance by 0.3 Å and 0.25 Å, respectively (Figure 5.5c).

The shortening of the halogen bond distance can be explained by the electrostatic

interaction between the positive charge on the Cl atom and the negative charge on

the O atom (Figure 5.5a). At 90 fs, the charge on the Cl atom decreases by 0.2 e

and reaches a value of 0.9 e. In the same time interval, the O atom’s charge oscillates

between -0.5 e and -0.3 e. Thus, the simple electrostatic interaction between the

positive charge on the Cl atom and the negative charge on the O atom results in

decreasing the distance between the two molecules.

Although the halogen bond is considered to be a primarily electrostatic interaction [94],

it should be noted that in the ground electronic state of the neutral dimer, the positive

charge on the halogen bond donor (electron acceptor) is induced by the electron-

withdrawing group connected to it. However, the existence of the positive charge on

the Cl atom here is the result of the ionization. Therefore, the excited-state halogen

bond in the dimer cation differs from the ground state halogen bond in the neutral

dimer. To distinguish between the two halogen bonds, we name the formerDi+
1 halogen

bond, where D1 stands for the first electronic excited state and the i+ indicates a

single ionization. After 90 fs of the initial time, the positive charge on the Cl atom

and the negative charge on the O atom show a dramatic decrease that leads to the

weakening of the Di+
1 halogen bond reflected in an increase in the Cl· · ·O distance
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(Figure 5.5c, and Figure 5.6). The Cl· · ·O distance then keeps increasing till the

end of the computed dynamics. The F· · ·O distance, however, shows a decreasing

trend in the 0-150 fs time interval. This decreasing trend is because of the attractive

interaction between the positive charge of the H atom and the negative charge of the

F atom (Figure 5.5a). After 150 fs, the F atom is the only negative site in the whole

system and, therefore, the positive atoms of the formaldehyde will be competing over

interacting with it. The ClF molecule finally rotates and the F atom moves closer to

the CH2O molecule (Figure 5.6). The initial charge oscillations and bond vibrations

become slower as the hole population on the CH2O molecule increases until a CH bond

finally breaks. In a previous study we showed that our Koopmans’ based approach

overestimates the dissociation barrier of the covalent bonds and, thus, underestimates

the fragmentation yield; the fragments observed in our calculations were, however,

similar to those observed in the corresponding experiments. Thus, the fragmentation

probability is expected to be higher in reality. The single-proton elimination with 44 %

probability starts at around 181 fs and shortly thereafter, at around 208 fs, the second

CH bond breaks apart with 11 % probability. The single-proton elimination at 250

fs can be seen in Figure 5.6. The effect of CH dissociation can not be clearly seen in

(Figure 5.5b), because some of the trajectories that undergo CH dissociation are not

propagated for the full 300 fs due to SCF convergence problems (see computational

methods section).

5.1.2 The second electronically excited state

Unlike the first excited state, the second electronically excited state (D2) is created by

removing an electron from an orbital that is delocalized over the two molecules. The

HOMO-2 is delocalized over the ClF and CH2O molecules with a 60 % localization

on the ClF molecule (Figure 5.3). As explained in the previous section, the electronic
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Figure 5.5: Temporal evolution of: (a) atomic charges, (b) intramolec-
ular distances, and (c) intermolecular distances, averaged over 100 tra-
jectories for an initial excitation to the D1 of the dimer cation. © 2019,

American Chemical Society (ACS)
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charge tends to flow towards the ClF molecule because it contains the most electroneg-

ative atoms in the dimer. In other words, the evolution of the system from an initial

state where the hole is mostly located on the electron acceptor (the ClF molecule) to

a final state where the hole is moved to the electron donor (the CH2O molecule) is

driven by energetic stabilization.

According to Figure 5.7, for the first 80 fs, charge transfer fluctuations occur before

the hole irreversibly transfers to the CH2O molecule. At 80 fs, the D2 is completely

depopulated and, therefore, the D1 and D0 populations start to mirror each other (Fig-

ure 5.7b). The D1 and D0 correspond to the HOMO-1, localized on the ClF molecule,

and the HOMO, mostly localized on the CH2O molecule. Thus, as electronic popu-

lation moves from the D1 to the D0, the hole is irreversibly transferred from the ClF

to the CH2O molecule (Figure 5.7a) and the charges of the two molecular sites mirror

each other.

The driving force behind the charge oscillations is the nuclear displacements. The

bond vibrations during the course of dynamics are shown in Figure 5.8a. The Fourier

transform of the CH bond vibrations within the first 50 fs shows a main peak at a

frequency of 2668 cm−1, corresponding to a period of 12.5 fs. The Fourier transform

of the intermolecular charge oscillations in the same time interval shows a main peak

at the same frequency. Therefore, the CH stretching vibrations are the driving force

behind the large intermolecular charge oscillations. The transient increase of the ClF

positive charge during charge fluctuations may seem counterintuitive at first, consider-

ing the high electronegativity of the Cl and F atoms. The electronic population of the

second electronically excited state (D2) decays very fast (half-life of 20 fs) to the lower

electronically excited states (Figure 5.7b). During the first 20 fs, while more than 50

% of the hole population is still in the HOMO-2, the charge shows large oscillations

(Figure 5.7a) between the two molecular units. The delocalization of the HOMO-2
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Figure 5.6: Time evolution of the nuclear motion and the molecular
orbital accommodating the hole in a representative trajectory for an
initial excitation to the D1 of the dimer cation. The distance between
the Cl and O atoms is given in Å. © 2019, American Chemical Society

(ACS)

over the two moieties allows the charge to transfer back and forth between them. As

the D2 population decreases, the intermolecular charge oscillations become smaller

until 80 fs (Figure 5.7b), when the D2 population vanishes and the hole irreversibly

flows from the ClF molecule to the CH2O molecule.

In a previous study of the attosecond charge dynamics in tryptophan [206], the

appearance of more electronic charge on functional groups with less electron affinity

than on functional groups with large electron affinity were considered counterintuitive.

However, it can be rationalized considering the fact that these oscillations occur when

the system is electronically excited, which means it may transiently display the charge

distributions that are not the most stabilizing ones until it reaches the ground-state

charge distribution, where the charge is distributed according to the electronegativity

of the groups and the atoms, i.e., the most electronegative groups bear the least hole

population. It should be noted that the driving force for the computed attosecond

charge dynamics in tryptophan [206] is the electronic coherence. Here, energetic sta-

bilization is the driving force of the charge transfer and the charge oscillations are
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Figure 5.7: Dynamics of: (a) intermolecular charge transfer, and (b)
electronic population, averaged over 100 trajectories for an initial ex-
citation to the D2 of the dimer cation. © 2019, American Chemical

Society (ACS)

governed by the corresponding covalent-bond vibrations.

The charge fluctuations of the atomic sites and of the CH2 group are shown in Fig-

ure 5.8a. During the first 20 fs, the charges of the O, Cl, F and the CH2 sites oscillate

with the same period as the CH bond vibrates. This same periodic behavior is due

to the delocalization of the HOMO-2 orbital over the mentioned sites. In the same

time interval, the charges of the O and CH2 sites oscillate out of phase with respect

to the Cl and F atoms, which is an indication of an intermolecular charge transfer

oscillation. The charge dynamics of each individual atom also helps to understand

the temporal evolution of the halogen bond through the electrostatic interaction. The

electrostatically driven halogen bond created following ionization out of the HOMO-2

is called Di+
2 halogen bond here, where D2 stands for the second electronic excited

state and the i+ indicates a single ionization. The Cl· · ·O distance remains almost

constant for the first 80 fs (Figure 5.8c). During this time interval, the Cl atom’s pos-

itive charge and the O atom’s negative charge fluctuate between 1.1 to 0.5 e and -0.3

to 0.0 e, respectively (Figure 5.8a). In the 80-300 fs time interval, the charge of both

the O atom and the Cl atom is positive. Thus, the Di+
2 halogen bond vanishes and the

Cl· · ·O distance keeps increasing till the end of the computed dynamics (Figures 5.8c,
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Figure 5.8: Temporal evolution of: (a) atomic charges, (b) intramolec-
ular distances, and (c) intermolecular distances, averaged over 100 tra-
jectories for an initial excitation to the D2 of the dimer cation. © 2019,

American Chemical Society (ACS)

5.9). The F· · ·H4 distance, however, starts to decrease between 80 and 190 fs, which

is an indication of the rotation of the two molecules towards each other in a way that

the F atom of the ClF gets closer to the H atom of the CH2O (Figures 5.8c, 5.9). This

rotation can be understood by looking at the atomic charge dynamics (Figures 5.8a).

During the 80-190 fs time interval, the F atom is the only negative site in the dimer

with a charge of -0.2 e and the CH2 group possesses the highest positive charge (0.7 e).

Therefore, the electrostatic interaction between the negative charge of the F atom and

the positive charge of the CH2 group causes the rotation of the ClF molecule, as shown

in Figure 5.9. The single proton elimination with 54 % probability starts at around

125 fs and 12 fs thereafter, the second CH bond breaks apart with 11 % probability.

The effect of CH dissociation cannot clearly be seen in Figure 5.8b, because some of
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Figure 5.9: Time evolution of the nuclear motion and molecular or-
bital accommodating the hole in a representative trajectory for an initial
excitation to the D2 of the dimer cation. The distance between the Cl
and O atoms is given in Å. © 2019, American Chemical Society (ACS)

the trajectories that undergo CH dissociation are not propagated for the full 300 fs due

to SCF convergence problems. As already mentioned, the fragmentation probability

is expected to be underestimated in this study.

5.1.3 The ground state

The HOMO is delocalized over the CH2O and ClF molecules with about 60 % local-

ization on the CH2O molecule (Figure 5.3). Removing an electron from the HOMO

brings the halogen-bonded dimer to its cationic electronic ground state. Following

ionization, the charge density of the dimer changes to adopt the charge distribution

of the cation in its ground state. There is no coupling with other potential energy

surfaces. Therefore, the dynamics in this case are purely adiabatic. The change in

the charge density pattern is reflected by a sudden electronic charge transfer from the

CH2O molecule to the ClF molecule. The intermolecular charge transfer following

ionization occurs in the first 6 fs, which leads to an increase in the positive charge of

the CH2O molecule by about 0.4 e (Figure 5.10); the hole then stays localized at the
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Figure 5.10: Dynamics of the intermolecular charge transfer, averaged
over 100 trajectories, following ionization out of the HOMO. © 2019,

American Chemical Society (ACS)

CH2O molecule till the end of propagation time. Localization of the positive charge

on the CH2O molecule is due to the higher electron affinity of the ClF molecule, which

pulls the electrons out of the CH2O molecule. The charge fluctuations of the atomic

sites and at the CH2 group are shown in Figure 5.11a. As can be seen, the intermolec-

ular charge transfer mainly occurs between the CH2 group of the CH2O molecule and

the Cl atom of the ClF molecule. Comparing the charge oscillations (Figure 5.11a)

and the CH-bond vibrations (Figure 5.11b) within the first 10 fs, indicates that the

intermolecular charge transfer is associated with the CH bond’s dynamics. The first

CH bond dissociates on average after 88 fs of the propagation with 64 % probability

and 10 fs thereafter the second CH bond dissociates with a probability of 21 %. The

effect of CH dissociation on the CH length averaged over all the trajectories cannot

bee seen in Figure 5.11b because some of the trajectories that undergo dissociation

are not propagated for the full 300 fs due to SCF convergence problems. ClF molecule

remains intact for the entire propagation time. The Fourier transform of the Cl−F

stretch vibration shows a main peak at 889 cm−1 (37 fs). The Fourier transform of the

charge oscillations of the Cl and F atoms shows a main peak at the same frequency

of 889 cm−1. Therefore, the Cl−F stretch vibration is the driving force of the charge

oscillations on the Cl and F atomic sites.
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Figure 5.11: Temporal evolution of: (a) atomic charges and charge
of the CH2 group, (b) intramolecular distances, and (c) intermolecular
distances, averaged over 100 trajectories, following ionization out of the

HOMO. © 2019, American Chemical Society (ACS)

According to Figure 5.11c, the CH2O and ClF molecules begin to move away from each

other about 10 fs after the initial electron removal due to the electrostatic repulsion

between the two molecular units. The charge of the O atom becomes positive after

about 10 fs (Figure 5.11a). Therefore, the singly ionized halogen-bonded dimer in its

ground electronic state survives for only 10 fs before its two molecular units move

apart.
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Within my doctoral work I investigated the femtochemistry of three different molecu-

lar systems: (I) H2O and its deuterated isotopologues; (II) the benzene radical cation,

and (III) CH2O· · ·ClF halogen-bonded dimer. The theory employed in this thesis is

based on a nonadiabatic mixed quantum-classical approach in which the nuclear mo-

tions were treated classically by Newton’s equations of motion and the electrons were

described quantum mechanically.

Since water is a simple and relatively small molecule, we used a relatively high-level

method, i.e., CASSCF for on-the-fly ab-initio calculations of its electronic structure

data, energies, energy gradients, and non-adiabatic couplings. The photochemistry of

the two other molecular systems, i.e., the benzene radical cation, and CH2O· · ·ClF

halogen-bonded dimer, was described by a Koopmans’ theorem based approach.

In chapter 3, I present a joint experimental and theoretical study of the VUV-induced

dynamics of H2O and its deuterated isotopologues in the first excited state (Ã 1B1)

utilizing a VUV-pump VUV-probe scheme. Our results disclose the time it takes the

dissociating molecule to leave the photoionization window. Vertical excitation energies

and photoionization cross sections along the reaction coordinate were calculated, re-

sulting in the delay-dependence of the vertical ionization energy from the Ã 1B1 state

to the electronic ground and first excited states of the ion for an evolving wave-packet,
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which is pivotal in the interpretation of the pump-probe experiment. The experimen-

tally deduced time of 6.7 fs that the H2O molecule takes to leave the single-photon

ionization window while dissociating, as well the influence of hydrogen substitution

(7.5 fs for HDO and 9.4 fs for D2O), were consistent with the trajectory calculations.

The corresponding calculated times are 6.4 fs, 8.2 fs, and 10.4 fs, for H2O, HDO, and

D2O, respectively.

In the XUV photochemistry simulations of the benzene radical cation (chapter 4) I

investigated the non-adiabatic dynamics of singly ionized benzene on fifteen coupled

potential energy surfaces. Trajectories excited to different states were propagated em-

ploying the fewest switches surface hopping approach while forces and non-adiabatic

couplings were obtained at the level of Koopmans’ theorem excitations. I addressed

two fundamental aspects of the XUV photochemistry: the time resolved relaxation

of the electronically excited states through internal conversion and the time-resolved

state-specific fragmentation dynamics.

Good performance of the Koopmans’ theorem based approach was found for the non-

adiabatic relaxation process. Excitations to the lowest six states largely decayed to the

ground state within 100 fs, while the highest lying states were stable up to the final

propagation time of 300 fs. For most initial excitations we found good agreement with

previous simulations employing reduced-dimensional quantum dynamics approaches.

Nevertheless, for initial excitation to the D̃ 2E1u state, we found fast decay to the

ground state in contrast to previous calculations which find a slow, gradual decay.

The longer lifetime of the higher-lying states can be explained by large energy gaps to

other states. Including shake-up states in the electronic structure calculations could

alter the life time of the high-lying states. However, our simulations underestimated

the dissociation probability compared to experiments due to an overestimation of the
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dissociation energies in the adopted Koopmans’ theorem based electronic structure cal-

culations. This highlights the challenges in simulating XUV induced photochemistry

of medium-sized systems, where a large number of excited states as well as several

dissociation channels have to be described. The challenge to develop accurate, yet

efficient ab initio models that describe the fragmentation yields upon XUV irradiation

remains to be solved in future research.

Albeit, for certain systems, it might be possible to simulate the short time non-

adiabatic conversion to the ground state employing the Koopmans’ theorem based

approach described here and then employ a statistical theory to describe the dissocia-

tion on the ground state potential energy surface employing a highly accurate electronic

structure method.

Finally, in chapter 5, I studied ultrafast charge transfer and structural dynamics follow-

ing outer valence ionization of CH2O· · ·ClF halogen-bonded dimer. Halogen bonding

is mainly driven by electrostatic interaction. Thus, any change in the charge density

pattern of a halogen-bonded system that alters the electrostatic interaction will affect

the halogen-bond strength.

The introduction of a change in the charge density of a molecular system can take place

in different ways, e.g., by chemical substitution, external fields, electronic excitation

and ionization. We used outer-valence ionization to initiate a charge density change

in the CH2O· · ·ClF halogen-bonded dimer, which is followed by charge and struc-

tural dynamics on the femtosecond time scale. This study used a nonadiabatic mixed

quantum-classical dynamics approach that combines the Tully’s fewest switches sur-

face hopping algorithm with a Koopmans’ theorem-based electronic structure method.

Following ionization of HOMO-1, a positive charge was initially created on the Cl

atom, leading to an increase in the attractive electrostatic interaction between the Cl

and O atoms that manifested itself in a decrease in the halogen-bond distance by 0.3

82



Chapter 6. Conclusions and Outlook

Å in the course of 90 fs. As the hole moves from the HOMO-1 to HOMO (internal

conversion), electronic charge moves from the CH2O to the ClF molecule, changing

the structure of the dimer and the strength of the halogen bond during the 300 fs of

propagation time. Ionization out of the HOMO, however, breaks the halogen bond

following the creation of a positive charge on the oxygen atom.

I showed that the charge dynamics is exclusively driven by the energetic stabilization

and by the nuclear dynamics. I hope that this work inspires further research on the

control of halogen-bond interactions through ionization or electronic excitation with

potential applications in drug design and drug delivery, solar energy conversion, and

anion recognition, to name a few.
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