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Abstract

The behavior of quantum many-body systems in nature is often an issue of great
complexity. Hence, instead of describing those systems entirely, we tend to extract
particular phenomena of interest and to simulate them in accessible simplified quan-
tum mechanical model systems.
Fortunately, the total availability of such model systems is not only restricted to
numerical models but there are many artificially prepared quantum systems. In
the field of ultracold quantum gases, experimentalists provide powerful tools for
preparing, manipulating and detecting quantum many-body systems.
A new scientific project in the group of Klaus Sengstock is setting up a modern and
versatile ultracold quantum gas experiment. It aims to prepare model systems for
simulating effects that play a role in attosecond science as well as to engineer quan-
tum states with anyonic excitation that are e.g. relevant in studies of the fractional
quantum Hall effect.
Within the course of this first PhD thesis of the project, we built a novel apparatus
that is explicitly geared to allow quantum gas microscopy in the future as it will be
a powerful tool to analyze interesting correlations on a single particle level.
Our built apparatus includes a 2D-/3D-MOT loading scheme that we verify to work
for both stable isotopes of lithium. Due to this unconventional but compact way
of loading the atoms from a hot gas streaming out of an oven, we are able to omit
any transfer of the atoms after the trapping in a 3D-MOT. Thus, the 3D-MOT is al-
ready situated in a relatively small glass cell at the focus of an objective providing
sub-micron resolution that we characterize numerically and in a test setup to suit for
quantum gas microscopy.
As further manipulation steps, we implement gray molasses cooling that cools the
gas to sub-Doppler temperatures. It permits the loading of a far-detuned optical
dipole trap where we routinely perform all-optical evaporative cooling and reach
quantum degeneracy by realizing a Bose-Einstein condensate of weakly-bound 6Li
molecules.
As we require two-dimensional samples for our studies, we additionally implement
a red-detuned one-dimensional optical accordion for the dynamical and preferably
adiabatic squeezing of our gas within a single slice of that vertical lattice.
In order to image the atoms in that slice with single-particle resolution on a sub-
micron level, we not only rely on an objective with high numerical aperture but also
on an additional optical lattice for pinning the atoms within the two-dimensional
plane during the emission of fluorescence photons. Here, we decided for a hori-
zontal triangular lattice that is designed, characterized and adjusted onto the atomic
sample during the present thesis.
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Zusammenfassung

Das Verhalten von Quantenvielteilchensystemen in der Natur ist oftmals sehr kom-
plex. Anstatt diese Systeme vollständig zu beschreiben, versuchen wir daher inter-
essante Phänomene zu extrahieren und sie in zugänglichen, vereinfachten quanten-
mechanischen Modellsystemen zu simulieren.
Glücklicherweise beschränkt sich die Verfügbarkeit solcher Modellsysteme nicht nur
auf numerische Rechenmodelle, sondern es gibt viele künstlich herstellbare Quan-
tensysteme. Auf dem Gebiet der ultrakalten Quantengase haben Experimentatoren
leistungsstarke Werkzeuge zur Herstellung, Manipulation und Detektion von künst-
lichen Quantenvielteilchensystemen zur Hand.
In einem neuen Projekt wird in der Forschungsgruppe von Klaus Sengstock ein
modernes und vielseitiges Experiment mit ultrakalten Quantengasen aufgebaut, das
darauf abzielt, eine neue Sicht auf quantenmechanische Modelle zu richten, die in
der Ultrakurzzeitphysik eine Rolle spielen, und ferner auch Quantenzustände mit
anyonischen Anregungen zu präparieren, die beispielsweise in Studien zum frak-
tionierten Quanten-Hall-Effekt relevant sind.
Im Rahmen dieser ersten Doktorarbeit an dem Projekt haben wir eine neuartige Ma-
schine gebaut, die speziell darauf ausgerichtet ist zukünftig Quantengasmikroskopie
an Modellsystemen zu ermöglichen. Diese Technik zur Detektion wird für uns ein
leistungsfähiges Werkzeug sein, mit dem interessante Korrelationen auf der Basis
einzelner Konsituenten des Quantensystems analysiert werden können.
Die gebaute Maschine enthält ein 2D-/3D-MOT-Ladeschema, das für die beiden sta-
bilen Lithiumisotope funktioniert. Hierbei werden die Atome aus einem heißen Gas,
das aus einem Ofen strömt, über eine 2D-MOT in eine 3D-MOT geladen. Diese Me-
thode macht es möglich, einen weiteren Transport der Atome nach dem Einfangen in
einer 3D-MOT zu vermeiden. So befindet sich letztere bereits in einer relativ kleinen
Glaszelle im Fokus eines Objektivs, das eine Submikrometer-Auflösung ermöglicht.
Diese charakterisierten wir numerisch und in einem dafür geeigneten Versuchsauf-
bau hinsichtlich der Tauglichkeit zur Quantengasmikroskopie.
Nach der MOT führen wir in einem weiteren Manipulationsschritt eine Graue-Me-
lasse-Kühlung durch, die das Gas auf Sub-Doppler-Temperaturen bringt. Dabei
erhöht sich die Phasenraumdichte, sodass das Laden einer weit verstimmten op-
tischen Dipolfalle möglich ist. Hier führen wir routinemäßig eine rein optische Ver-
dampfungskühlung durch und erreichen Quantenentartung, indem wir ein Bose-
Einstein-Kondensat aus 6Li Molekülen realisieren.
Da wir ein zweidimensionales Gas für unsere Studien benötigen, implementieren
wir ein rot-verstimmtes eindimensionales optisches Akkordeon, mit dem Ziel unser
Gas innerhalb einer einzelnen Schicht dieses vertikalen Gitters dynamisch und den-
noch möglichst adiabatisch zu komprimieren.
Um die Atome in dieser Schicht mit Einzelteilchenauflösung im Submikrometer-
bereich abzubilden, setzen wir nicht nur auf ein Objektiv mit hoher numerischer
Apertur, sondern auch auf ein zusätzliches optisches Gitter, das die Atome in der
zweidimensionalen Ebene während der Emission von Fluoreszenzphotonen festhält.
Hier haben wir uns für ein horizontales Dreiecksgitter entschieden, das in der vor-
liegenden Arbeit entworfen, charakterisiert und auf die Atome justiert wurde.





vii

Contents

1 Introduction 1

2 Construction of the experimental apparatus 5
2.1 Motivation of the design . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 2D-MOT chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.1 Lithium oven . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Properties of the science cell . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Vacuum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4.1 Pumping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.4.2 Venting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4.3 The route to our working conditions . . . . . . . . . . . . . . . . 12

2.5 Coils . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.6 Overview on trapping laser beams . . . . . . . . . . . . . . . . . . . . . 17
2.7 Experimental control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 Laser cooling – From a 2D-MOT to gray molasses 21
3.1 Molasses laser system . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.1.1 Main system – Distributing the light . . . . . . . . . . . . . . . . 22
3.1.2 Spectroscopy – Switching between bosons and fermions . . . . 23

3.2 Cooling and trapping in a 2D-/3D-MOT setup . . . . . . . . . . . . . . 25
3.3 Compressing the MOT . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Gray molasses cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

4 Evaporation in an optical dipole trap 31
4.1 Forced evaporation via waveplate rotation . . . . . . . . . . . . . . . . 31
4.2 The route to the mBEC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3 Measuring trap frequencies . . . . . . . . . . . . . . . . . . . . . . . . . 37

5 Optical lattices 39
5.1 The lattice laser source system . . . . . . . . . . . . . . . . . . . . . . . . 39
5.2 1D optical accordion for z-confinement . . . . . . . . . . . . . . . . . . 40

5.2.1 Technical implementation . . . . . . . . . . . . . . . . . . . . . . 41
5.2.2 Adjusting the optical accordion . . . . . . . . . . . . . . . . . . . 43
5.2.3 Measuring the lattice spacing . . . . . . . . . . . . . . . . . . . . 44
5.2.4 Dynamic squeezing of a single lattice slice . . . . . . . . . . . . 46

5.3 Triangular 2D lattice for pinning . . . . . . . . . . . . . . . . . . . . . . 47
5.3.1 Laser system in front of the fibers . . . . . . . . . . . . . . . . . 49
5.3.2 Lattice telescopes and alignment . . . . . . . . . . . . . . . . . . 50
5.3.3 Analysis of optical phase noise . . . . . . . . . . . . . . . . . . . 51
5.3.4 Intensity control . . . . . . . . . . . . . . . . . . . . . . . . . . . 55



viii

6 Imaging 57
6.1 Imaging with a high-NA objective . . . . . . . . . . . . . . . . . . . . . 57

6.1.1 Adjustment of the imaging system . . . . . . . . . . . . . . . . . 58
6.1.2 MOT through objective . . . . . . . . . . . . . . . . . . . . . . . 60
6.1.3 Measuring the Point Spread Function . . . . . . . . . . . . . . . 62

6.2 Absorption imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
6.2.1 Imaging transitions in magnetic fields . . . . . . . . . . . . . . . 64
6.2.2 Laser system for absorption imaging and its offset lock . . . . . 65

7 Conclusion & Outlook 69
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.2 Outlook on future technical goals . . . . . . . . . . . . . . . . . . . . . . 70
7.3 Outlook on research topics . . . . . . . . . . . . . . . . . . . . . . . . . . 73

A Digital AOM driver 77
A.1 Short introduction to DDS . . . . . . . . . . . . . . . . . . . . . . . . . . 77
A.2 Short hardware overview . . . . . . . . . . . . . . . . . . . . . . . . . . 79
A.3 BeagleBone programming . . . . . . . . . . . . . . . . . . . . . . . . . . 80
A.4 Example of a locking program . . . . . . . . . . . . . . . . . . . . . . . . 81
A.5 Error signal for phase locking . . . . . . . . . . . . . . . . . . . . . . . . 83

B Relevant energy levels 85

C Interatomic scattering lengths 89

D Intensity noise of the lattice laser 91

Danksagung 107



1

Chapter 1

Introduction

... it’s a wonderful problem because it doesn’t look so easy.
– R. Feynman [1]

The availability of digital computers and their exponentially increasing growth of
power since the late 1950s [2], led to numerical solutions of more and more sophisti-
cated tasks that are e.g. investigated in the field of computational physics [3]. Inves-
tigating quantum mechanics however turns out to be challenging for digital com-
puters, since the dimensionality of a quantum system grows exponentially with the
number of constituents.
For this reason people formulated the idea of making use of quantum mechanics to
gain more inside into its own beauty [1, 4]. We can interpret this idea in two ways1:

• Quantum computation: We may think about building another type of com-
puter that behaves quantum mechanically and solves a larger class of compu-
tational problems with algorithms like e.g. the Deutsch-Josza algorithm [7],
the Grover algorithm [8] or the Shor algorithm [9].

• Quantum simulation: We may think about preparing artificial but well con-
trolled quantum systems to address questions that arise from a theoretical the-
sis or from an observation of a more complex system that exists in nature but
is hardly accessible.

Ultracold quantum gases for quantum simulation

In the field of ultracold quantum gases, people realize artificial states of matter by
cooling and trapping dilute atomic gases. Since they can be cooled to a temperature
of a few nanokelvin the atoms reveal their quantum behavior in the gas and become
a quantum degenerate system that has been realized since 1995 [10–12]. From then
on and already before, many physicists have contributed with unresting creativity
and lots of efforts to a great multi-purpose-toolkit for controlling and tuning those
state-of-the-art systems. Within the last decades, they have started to engineer many
fundamentally and technologically interesting quantum states as it is reviewed e.g.
in [13–17].

1In a deeper look both ways have a certain intellectual and technological overlap and should not be
seen as completely separate. The overlap also causes the terminology of analog quantum computation
for quantum simulation because of its continuous evolution rather than gating qubits [5, 6].
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Detection method – quantum gas microscopy

A very powerful tool to detect the microscopic correlations of artificial quantum
systems is a “quantum gas microscope”. It has been realized since 2009 for bosonic
rubidium [18, 19] and since 2015 for fermionic lithium [20, 21], fermionic potassium
[22–24] and bosonic ytterbium [25, 26].
In the last decade, quantum gas microscopes mostly concentrated on many-body
phenomena where the periodicity of a lattice is included in the quantum system un-
der simulation. The most treated systems are described by Hubbard Hamiltonians
for bosons or fermions [27, 28]. To name only some achievements with quantum
gas microscopes, people investigated microscopically the superfluid to Mott insula-
tor transition for bosons [19, 29, 30] as well as the metal to band insulator to Mott
insulator transition for fermions [21, 31, 32], spin correlations and phenomena of
quantum magnetism [33–47] and moreover many further quantum dynamical prop-
erties [48–60].

And this thesis...

During the course of this PhD thesis, we constructed a new experimental apparatus
for cooling and trapping lithium atoms. Even though this thesis mainly concen-
trates on the fermionic isotope 6Li, the experimental setup is explicitly constructed
in a way that allows easy switching to the stable bosonic isotope 7Li. Per se, this al-
kali metal is a prominent choice in the community with well-known properties and
well-explored cooling strategies. Moreover, both stable isotopes are often advan-
tageous regarding their light mass in terms of large kinetic engery scales and their
tunable interactions in terms of Feshbach resonances [61, 62].
Essentially, the novel machine is precisely geared to examine the trapped atoms
as a quantum gas microscope. Compared to the already existing microscopes for
fermionic lithium [20, 21, 63], we will be initially interested in smaller quantum en-
sembles as further discussed in the outlook of this thesis (see Chapter 7).

Synopsis

The following chapters of this thesis:

• Chapter 2 gives an overview on the design and the construction of a compact
experimental apparatus for quantum gas microscopy that avoids any transport
after trapping the atoms in a 3D-MOT inside a small glass cell.

• Chapter 3 introduces the molasses laser system and shows data from the un-
conventional 2D-/3D-MOT trapping technique for lithium atoms that we suc-
cessfully implemented for 6Li and 7Li. Moreover, it presents gray molasses
cooling as a sub-Doppler cooling mechanism for lithium atoms that enhances
phase space density for a better loading into an all-optical far-detuned dipole
trap.

• Chapter 4 traces our road to a quantum degenerate Bose-Einstein condensate
of molecules by implementing forced evaporation of a 6Li gas with strong re-
pulsive scattering length via depth reduction of the all-optical trap by motor-
ized waveplate rotation.

• Chapter 5 introduces our optical lattice configuration for spatial pinning of the
atoms. First, it reports on a vertical one-dimensional optical accordion where
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we can load a gas completely into a single slice and are able to tune dynami-
cally the trap frequency along the lattice direction via a reduction of the lattice
constant. Second, it informs about a horizontal two-dimensional triangular
lattice that is aligned onto the atoms. Here, we especially measured the phase
noise between the lattice beams as it is one crucial point for a quantum gas
microscope.

• Chapter 6 shows the alignment optomechanics design for the the high-NA
objective and demonstrates its suitability for quantum gas microscopy. We
further explain how we perform a 3D-MOT at the focus position of that ob-
jective. Moreover, the chapter contains a short recap on the usage of an offset
lock for hitting a transition frequency for lithium in high magnetic fields and
an overview on the auxiliary absorption imaging axes of the experiment.

• Chapter 7 concludes with a summary about the studies and efforts during this
PhD thesis and outlines future technical goals as well as future research topics
that will be investigated based on the work of this thesis.
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Chapter 2

Construction of the experimental
apparatus

The design and the construction of the experimental apparatus is the starting point
for every novel quantum gas machine. This chapter gives an overview on the de-
sign and the construction of a compact experimental apparatus for quantum gas
microscopy that avoids any transport after trapping the atoms in a 3D-MOT inside
a small glass cell.
Basic design decisions had been made before the author started his PhD. He elab-
orated further details and managed the construction together Michael Hagemann
and B. S. Rem.

FIGURE 2.1: View on the vacuum chamber – The glass cell is flanged in front onto the steel
chamber.
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2.1 Motivation of the design
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FIGURE 2.2: Vertical cut along the push beam axis through some of the main parts of the
experiment – A hot gas of lithium atoms (red cone) exits from an effusive oven into the
cross section of two retro-reflected 2D-MOT beams. A red-detuned push beam supports
the loading of radially slowed atoms through a differential pumping tube into a 3D-MOT
sitting above the high resolution objective.

For the purpose of quantum simulation we need a high repetition rate in our exper-
iments such that statistics become significant. Therefore, we realize a compact setup
for a quantum gas microscope with a short experimental cycle time.
In order to keep our setup as compact as possible, the designed vacuum chamber
(see Figure 2.1, 2.2 and detailed in [64]) allows us to omit any transfer stage. Thus,
we perform a 3D-MOT in a glass cell (science cell) that is already at the position of
our high resolution imaging system (see Chapter 6.1).
Since lithium sticks irreversibly on glass surfaces [65], we need to protect the science
cell from a macroscopic contamination with lithium when loading the 3D-MOT. Fur-
thermore, for a high readout fidelity in a quantum gas microscope we need to keep
the background vacuum pressure in the science cell as low as possible.
We therefore load the 3D-MOT through a differential pumping tube via a 2D-MOT
in the style of [66]. This technique of precooling lithium atoms in two dimensions
allows to place the axis of an effusive oven perpendicular to the loading axis of the
3D-MOT (see Figure 2.2). If then the 2D-MOT laser beams as well as the push beam
are switched off, no atoms will directly travel through the differential pumping tube.
The tube itself has a length of 45.5 mm and a conical hole. It has a radius of 1.0 mm
at the 2D-MOT side and 2.5 mm on the science cell side. The material is graphite
that especially getters alkaline metals [67]. In the ultra high vacuum regime the tube
helps to keep the pressure in the science cell at 10−11 mbar even if the pressure on
the 2D-MOT side is at 10−9 mbar.
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FIGURE 2.3: 2D-MOT view from the backside of the chamber – (a) A CAD drawing shows
the 8-way cross including the entrance of the 2D-MOT beams, the orientation of the per-
manent magnets and the lithium oven that is flanged from below on the steel chamber. A
dotted black line indicates the the maximum reasonable filling limit of the oven consider-
ing the contamination with lithium at the upper 2D-MOT view ports. (b) A camera allows
the view on the fluorescence of hot lithium gas inside the 2D-MOT beams. The higher
density in the gas near the oven gives a higher fluorescence signal below the 2D-MOT.

2.2 2D-MOT chamber

Since the loading rate of a 2D-MOT is inversely proportional to its distance to the
3D-MOT position we designed the distance as short as possible that is in our case ∼
230 mm [64] (see Figure 2.2). The main part of the chamber itself is a radial DN CF 40
8-way cross with a DN CF 100 body along the loading axis (see Figure 2.3a). The
retroreflected 2D-MOT beams are shone in through view ports being at ±45 ◦ to
the vertical axis. The beams are shaped elliptically (see Table 3.2 and [68]) with the
semi-major axis being adjusted along the loading axis. At this axis, the push beam
enhances the number of atoms moving towards the 3D-MOT. The beam is propagat-
ing horizontally from the center of a DN CF 100 view port through the differential
pumping tube.
A compact solution for reaching the required magnetic field gradient of ∼ 50 G/cm
that points along the 2D-MOT beam axes is a double quadrupole field that is realized
by bolting stacks of permanent magnets1 on the vacuum chamber [69].

2.2.1 Lithium oven

The effusive oven providing a flux of gaseous hot lithium atoms is flanged from the
bottom to the 8-way cross. In our case the oven design is a fairly simple cup with
a length of 83 mm from its flange and a diameter of 40 mm. The design idea of the
oven is to have a large area of emittance Ae in order to get a higher total flux Φtot of
atoms at a constant temperature T as one finds from the HERTZ-KNUDSEN equation
[70]

1Eclipse Magnetics Ltd: N750-RB, max. temperature 100 ◦C
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Φtot ∝ Ae
pvap√

2πmkBT
, (2.1)

with pvap being the vapor pressure.
However, the choice of temperature is very important for the atomic flux. Like a
derivation from [71] reveals the flux φc = φtot(v < vc) of trappable atoms having a
velocity v that is below the capture velocity of the 2D-MOT vc shows the following
relation

Φc ∝ Ae v4
c T−2.5 exp(−TL/T). (2.2)

Here, the exponential part of the temperature dependence is coming from the vapor
pressure. For the case of lithium pvap ∝ exp(−TL/T) with TL = 18 474 K being the
latent heat temperature for vaporization [72]. Thus, we find that around 400 ◦C the
flux doubles every ∼ 20 ◦C.
In our setup, we measure the temperature at the oven with two thermistors2 and a
data logger3 for the readout. The heat is applied via heating wires4 that are dou-
bly isolated with glass wool5. One heating wire heats the region directly below the
flange, the other one heats the lower part of the cup. They are supplied by a stable
but tunable power supply6.
The performance of the 2D-MOT is monitored indirectly by the fluorescence from
the 3D-MOT during loading (see Figure 3.3), but also by a camera7 that images the
fluorescence of the atoms inside the 2D-MOT beams (see Figure 2.3b). The oven
temperature that allows a sufficient 3D-MOT loading rate for many hours per day
depends on the actual status of the oven. Due to heat transfer to e.g. the permanent
magnets, a reasonable maximum temperature of the oven is ∼ 470 ◦C. At the mo-
ment we are working at ∼ 410 ◦C.
As well as the temperature the amount of lithium that is placed inside the oven is an
important parameter. The more lithium the nearer is the desorption surface of the
lithium to the viewports for the 2D-MOT beams, meaning that the danger for the
glass being contaminated with lithium in direct line of sight raises. If we put less
lithium inside the chamber we need to refill the oven earlier in time. A calculation
for the time until the oven needs to be refilled is not very reliable because melting of
lithium in a ultra-high vacuum (UHV) chamber has complex dynamics:

• Lithium that was heated once but did not exit the oven can be heated for an-
other time from another position.

• Lithium has a relatively high surface tension meaning that wetting inside the
oven is slow [73] and the surface of emittance Ae of the initially block shaped
lithium inside the oven is unknown.

• There is not only pure lithium inside the chamber. Already a few minutes
of exposure to air lead to reactions with nitrogen and water. As a result, the
surface of a lithium block is mainly covered with Li3N and LiOH [73]. When

2Omega: 5SC-GG-KI-30-2M
3Picotech: TC-08
4Horst: HS 42. These low voltage DC-wires are wound around the oven in a way that minimizes

arising magnetic fields and are fixed by using hose clips.
5Horst: BCTEX Vlies 13 mm
6Hameg: HMP4040
7ednet: HD Web Cam 2.0 MP, factory number: 87211
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heating power is applied to the block, this layer8 partly remains and covers
the hot lithium since it has a higher melting point than the metal itself. So the
heating power needs to be reduced after breaking this layer. If not, macro-
scopic splashes of lithium from the oven will make the flux uncontrollable and
reduce its lifetime.

Though, a first empirical value for the lifetime of our oven can be set. When filling
the oven for the first time in March 2016 with ∼ 3 g of lithium9 it lasted for 3 years.
The refilling that was performed before writing this thesis with ∼ 20 g is slightly
below the maximum possible value in terms of viewport contamination and should
be sufficient for a longer period.

2.3 Properties of the science cell

The science cell is at the core of the experiment and needs to be precisely evaluated.
Without any transport of the atoms, the requirements for all stages from the 3D-MOT
to the realization of a quantum gas microscope need to be fulfilled at one point in
the center of the science cell. Some of these requirements are contradictory so that
we need to compromise.

5 mm

26
m
m

26
mm

FIGURE 2.4: 3D explosion plot of the science cell – The four main walls are prisms with
trapezoidal base area. The parallel planes have a temperature resistant anti-reflection (AR)
coating. The other two planes are used for connecting the walls via anodic bonding. The
walls are 5 mm thick. The head end wall covers a 26× 26 mm2 square.

Our prior goal is to image fluorescing atoms placed in an optical lattice that is real-
ized in the center of the science cell. In order to reach this goal we take the following
design deciscions:

• Including the optical path through the cell wall, the predesigned objective we
use in our experiment has a working distance of ∼ 19 mm (see Chapter 6.1).
This restricts the maximum outer dimensions of the cell. In our case, we leave

8A good description on how the disturbing layer can be kept to a minimum when refilling the oven
can be found in [65].

9Half of the lithium is 95 % enriched 6Li and the other half is with natural abundance. In this way
we have a fairly well 50 : 50 mixture of both isotopes.
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a protection distance of∼ 6 mm to the cell wall and get its side length of 26 mm
that is the maximum standard length for the manufacturer. Having a cell that
is even smaller and allows higher NA with an objective of the same diameter
is unfavorable. First, the divergence of focused far-detuned high power laser
beams needs to be kept in mind because high intensities on the cell walls go
along with thermal lensing issues (see Chapter 4). Second, for the performance
of a 3D-MOT a smaller cell is not favorable. In the case of lithium, the standard
waist of a MOT beam is around ∼ 10 mm. Since such a large beam would
already significantly clip on our cell, we accept a decreased MOT volume but
do not want to be even smaller in size (see Chapter 3).

• As we know from earlier quantum gas microscopes, e.g. [20, 29, 74], complex-
ity decreases when the atoms are trapped in a clean interference pattern. For
this reason we ordered a science cell10 where the cell walls have an AR coating
from both sides11. This means that the coating needs to be applied before the
cell assembly (see Figure 2.4). Hence, the chosen coating requires a temper-
ature stability that allows anodic bonding as it is the required assembly tech-
nique. Nevertheless, this advanced technique limited us to chose a borosilicate
glass named SCHOTT BOROFLOAT 33. In terms of thermal lensing issues when
using intense laser radiation this glass is not optimal12 (see Chapter 4).

• A rule of thumb in optical engineering sets the surface flatness of the cell walls
to < λ/4 for having a diffraction limited image [76]. Hence, we further de-
cided to have 5 mm thick cell walls in order to be sure that bending due to
the evacuation is negligible. Cell walls that are even thicker are unfavorable
because of issues due to thermal lensing when using intense laser radiation
(see Chapter 4). Moreover, for a different thickness of a cell wall, a microscopy
with diffraction limited resolution can only be realized with a revised objective
design.

2.4 Vacuum

Having the right vacuum conditions inside the chamber is one essential building
requirement of a quantum gas experiment. This section contains an explanation of
the design for pumping and venting the chamber and highlights the route to our
working conditions.

2.4.1 Pumping

As already seen in Figure 2.2 our chamber consists of a 2D-MOT region and a 3D-
MOT region that are separated by a differential pumping stage. It is reasonable that
for pumping purposes both regions have separated pumps. Since both regions have
a comparable volume13 they are equipped with similar pumps. On each side an
ion-getter pump14 (NEG) is installed (see Figure 2.5). Even if the chamber is fully

10ColdQuanta: Custom coating design, see [69]
11For the quadratic head end wall the inside coating is only applied on a 13 × 13 mm2 centered

square.
12As mentioned e.g. in [75] fused silica (SiO2) would be preferably considering thermal lensing

effects.
132D: ∼ 5.0 `; 3D: ∼ 3.5 `
14SAES Getters: NEXTORR D500-5
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FIGURE 2.5: Sketch of the installed pumping system – We use two ion-getter pumps
(NEG) for continuous pumping, two UHV valves in front of two HiPace80 turbo pumps
for each region. Behind the manually actuated valves connected at the backside of the
turbo pumps the regions are again connected via bellows and tee connectors. A manome-
ter and a needle valve are installed for venting. A valved prevacuum pump finalizes the
pumping system.

closed by the UHV valves15, these pumps are always running. The turbo pumps16

are flanged directly behind the UHV valves. The backside of both turbo pumps is
also valved17 and then connected to a small needle valve18 and a manometer19 that
are used for venting. Behind this small venting station the hose can be again closed
by a valve20 before finally the prevacuum pump21 is connected.

2.4.2 Venting

When there is the need of opening the chamber there are some aspects to be consid-
ered in order to keep humidity away from the baked steel walls:

• The chamber should be vented best with argon. In a lithium quantum gas ex-
periment care must be taken by using other venting gases like nitrogen because
they may undergo chemical reactions with the lithium.

• Before venting, the region behind the UHV valves should be pumped at least
once by the prevacuum pump. It is better to pump twice: At first pumping all
air out of the prevacuum system, then venting this region with the venting gas
and then pumping the venting gas.

• Before opening the UHV valves, the valve in front of the prevacuum pump
should be closed. Do not switch off the prevacuum pump before the valve is
closed again.

15VAT: 54136-GE02
16Pfeiffer Vacuum: HiPace 80
17Pfeiffer Vacuum: DVC 016SX and AVC 016 SA
18Balzers: EVN 010 H1
19Pfeiffer Vacuum: 120C-MAN016-Int
20Pfeiffer Vacuum: DVC 016SX
21Agilent: Varian TriScroll 600
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• When the UHV valves are opened, the pressure at the input of the needle
valve should be increased to an excess pressure22 of the venting gas that is
∼ 10 mbar. The excess pressure is maintained until the prevacuum pump is
running again.

• When opening the needle valve slowly, the needle on the manometer should
rise slowly (ca. 10 min) to the final pressure.

2.4.3 The route to our working conditions

A successful pumping procedure is not only a question of knowledge, experience
and accuracy but also of patience and confidence. Figure 2.6 shows the measured
pressure23 inside the chamber during the first pumping scenarios from March until
August 2016 and may help as an orientation in the future. The following steps are
highlighted:

Apr May Jun Jul Aug Sep
2016  

10-10

10-8

10-6

10-4

2D region
3D region

10

9

87

5

6

4

3

21

P
re

ss
u

re
 (

m
b

ar
)

Date

FIGURE 2.6: Measured pressure during the pumping procedure in 2016 – The data points
for the 2D region (filled diamonds) and the 3D region (red circles) are respectively con-
nected by lines for guiding the eye. The encircled numbers correspond to the events that
are further explained in this subsection.

1 March 22: ∼ 15 min after starting the water-cooled turbo pumps to 90 000 rpm
we switch on the measurement gauges. The chamber is assembled without
flanging the science cell but a blind flange instead in order to have an easier
bake out procedure.

2 April 21: After performing many acetone leak tests, installing all heating wires,
tapes and thermistors, shielding all viewports with special aluminum disks
and using a lot of aluminum foil for shielding and insulation we start the bake
out at 150 ◦C as uniformly as possible.

22As a pressure relief valve we use a glove with a small cut in a finger tip.
23Pfeiffer Vacuum: IKR070 cold cathode gauge, order no. PT R20 501
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3 May 9: We cool back to room temperature and free the chamber from alu-
minum foil and glass wool that was mainly coming from the heating tapes.
Because glass wool is very sticky, the best cleaning method was reached by
cleaning every centimeter of steel with adhesive tape.

4 May 13: We heat the oven to ∼ 420 ◦C. By shining a laser beam through a
viewport we can see fluorescence of the gaseous lithium inside the chamber.
Additionally, we test the performance of the differential pumping tube and
observe a maximum possible pressure gradient of two orders of magnitude in
the UHV regime.

5 June 1: After cooling the oven back to room temperature we reopen the cham-
ber to flange the science cell. We adjust the orientation of the cell walls with a
tubular spirit level placed on top of the cell.

6 June 7: We release the magnetic cover from the ion-getter pumps and heat
them to 200 ◦C. The oven is heated to 100 ◦C. The science cell is covered by a
hollow aluminum cylinder that is wound with a heating wire. The front sides
of the cylinder are closed with a special aluminum disk and KAPTON tape24.
The insulation is again done by wrapping the cylinder with aluminum foil.
Care is taken that no cold air can travel through the insulation layers and crack
the cell. In order to control the homogeneity of the heating, two thermistors are
attached to the glass cell by using tiny strips of KAPTON tape. One is placed
on the tube of the science cell, the other is fixed on a small unpolished side
of the quadratic head wall. The temperature is slowly increased with a maxi-
mum speed of 5 ◦C/hour. The final temperature of 100 ◦C for the science cell
is reached after 2 days and we stay there for 4 days.

7 June 15: We reach room temperature and remove the heating wires from the
ion-getter pumps. We install their magnetic covers and activate the getter ma-
terial inside the pump by heating it for 1 hour to 550 ◦C. We then switch on the
ion pump units and after a few hours we close the UHV valves. We tightened
the valve screws to 6 Nm. The only way to know whether the valves are closed
or not is to shut down the turbo pumps.

8 June 21: After releasing their magnets, we start to heat the cold cathode gauges
to 200 ◦C for one day. During that day we note the pressure measured with the
ion pump.

9 July 19: We change the ion pump voltage from 6 kV to 3 kV and back to 5 kV
and keep this value for ∼ 3 years.

10 August 22: Over time the pressure in the chamber decreases. At 1.3× 10−10mbar
in the 2D-MOT region and 1.3× 10−11 mbar in the 3D-MOT region, we declare
the pumping procedure to be successfully finished.

24Conrad: 541860-62, product 926 from 3M
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2.5 Coils

Tilt coil

Feshbach coils

MOT coils

y
x

z

FIGURE 2.7: Vertical cut through the water-cooled hollow-core conductor coils placed
around the science cell and the high resolution objective – All coils are wound out of the
same copper conductor that has a cross-sectional area of a 4× 4 mm2 square with a 2.5 mm
diameter hollow core. The color code gives information about which winding belongs to
which coil.

For many different stages in a quantum gas machine, magnetic fields are required,
e.g. for a MOT (see Chapter 3) or for tunable scattering properties of the atoms
(see Chapter 4). During his Master’s thesis [76] Michael Hagemann designed water-
cooled hollow-core conductor coils that were used during this thesis and shall be
shortly introduced25 here.
The magnetic field on the atoms is mainly provided by one single coil and two con-
centric pairs of coils (see Figure 2.7). The inner pair is supplied in anti-HELMHOLTZ

configuration and provides the gradient field for the 3D-MOT (MOT coils). The
outer pair (Feshbach coils) is supplied in HELMOLTZ configuration and provides a
homogeneous offset field that is needed to adjust the s-wave scattering length of
lithium atoms along their Feshbach resonances (see Figure C.1 and [62]). The single
coil (Tilt coil) has its winding axis perpendicular to the pairs. Supplying that coil
breaks the radial symmetry of the magnetic field provided by the Feshbach coils. It
thus allows to turn the field vector e.g. towards an axis of weaker trap confinement.
This helps to evaporatively cool a two-dimensional gas placed in one layer of a 1D-
lattice without populating other layers [77]. Moreover, the Tilt coil also provides the
possibility to investigate other scenarios as e.g. described in [78, 79].
In our setup all coils can be supplied with a maxmimum current of Imax = 200 A.
The factors for the coil pairs that convert a current to a magnetic offset field or a
magnetic gradient field are given in Table 2.1. Supplying only the Tilt coil with Imax
results in an offset of 226 G and a gradient of 54.5 G/cm along its winding axis at the
position of the atoms. For the case of supplying combinations of different coils, the

25More information about e.g. the cooling of the coils and our IGBT switching circuit will be found
in the future PhD thesis of Michael Hagemann.
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resulting total magnetic field can be estimated with the help of a simulation main-
tained by Michael Hagemann [76].

TABLE 2.1: Calculated conversion factors from [76] for a HELMHOLTZ (HH) and a anti-
HELMHOLTZ (AH) configuration of the MOT coil pair and Feshbach coil pair.

AH (G cm−1A−1) HH (G A−1)

MOT coils 0.9 1.8
Feshbach coils 1.7 5.9

a

b

c

FIGURE 2.8: Photographs of the coils assembly – (a) The conductor loop inside the cover
plate of the Tilt coil is a 55 × 55 mm2 square. (b) The cover plate of the coil pairs has
a 19× 110 mm2 angled surface on each side for gluing mirrors and a premilled racetrack
path for conductor loops that were attached during the assembly. (c) A photograph shows
the assembly of all coils.

The aluminum winding bodies and holders that mechanically fix the MOT coils, Fes-
hbach coils and the Tilt coil to a common origin of a coordinate system that is placed
at the position of the atoms, are designed by the author and realized in the mechan-
ical workshop. They have the following design highlights (see also Figure 2.8):

• Avoiding eddy currents: In order to allow short switching times26 we carefully
designed slits in the holder geometry. For the winding bodies we fill the slits
with an organic thermoplastic polymer27 in order to avoid body deformation
when stress is applied.

• Positioning without reducing accessibility: The distance holders between the
upper and the lower Feshbach and MOT coils need to fulfill the requirement
that MOT beams at±45◦ can propagate freely without clipping but safely hold
∼ 3 kg of copper, epoxy resin, aluminum and water. On account of these two
considerations three spacers hold the upper part of the MOT- and Feshbach
coils. There are two tiny distance holders on the side of the vacuum chamber

26We measure a switching time < 100 µs for switching a maximum field of ∼ 1180 G to zero.
27PEEK: PolyEther Ether Ketone



16 Chapter 2. Construction of the experimental apparatus

and a larger one at the side of the Tilt coil. All have additional M4 tapped holes
for future attachment possibilities. Likewise, the larger distance holder for the
Feshbach coils serves as a cover plate of the Tilt coil. Hence, the Tilt coil is
automatically positioned correctly with respect to the coil pairs.

• Utilization of free space: The cover plate of the Tilt coil as well as the cover
plates of the two parts of the coil pairs have premilled tracks. We filled these
tracks with conductor loops that shall be used for driving RF transitions be-
tween different Paschen-Back states at ∼ 80 MHz that is e.g. done in [80].
Additionally, the long edges of the two cover plates of the coil pairs are cut to
a rectangular surface at an angle of 12.5◦ such that flat mirrors28 can be glued
whenever space gets limited.

A magnetic background field coming e.g. from the Earth, from the permanent mag-
nets for the 2D-MOT, from the ion pumps or from the vacuum gauges can disturb
the realization of a quantum gas. In order to compensate the background field we
wind and install three pairs of coils in each spatial direction.
These so-called compensation coils are wound by the author and made of an insu-
lated copper wire29 that has a diameter of 1 mm. A noticeable increase of tempera-
ture > 30 ◦C is found at currents > 5 A. For fixing and stabilizing each coil we used
KAPTON tape30. In all three spatial directions the pairs of coils have colored connec-
tors that indicate the intra-pair distance between the coils. They go from black to red
to yellow.

• The offset coils in z-direction have 11 windings each. They are concentrically
imposed on the Feshbach coils and additionally fixed in shape with QUIK-
STEEL epoxy paste31. Their radius is ∼ 60 mm and the distance between the
coils depends on their color code32.

• The offset coils in x-direction have 5 windings each and a ∼ 50 mm radius.
Their distance is ∼ 138 mm. At one side, the coils are wound along the tip
of the Tilt coil. At the other side, the coils are concentrically fixed around the
science cell tube.

• The offset coils in y-direction have 5 windings each and a curved rectangular
shape. The small side of the rectangle along z-direction measures ∼ 100 mm,
the long side is a circular arc around the Feshbach coils measuring ∼ 110 ◦ on
a diameter of ∼ 130 mm. They are fixed to the distance holders between the
Feshbach coils. The distance of a compensation coil is ∼ 84 mm within each
pair.

For all coil pairs Table 2.2 shows the measured conversion factors for the center of
the coil assembly.

28e.g. Thorlabs: PFR10-P01
29Conrad: 605660-62, max. temperature 155 ◦C
30Conrad: 541860-62, product 926 from 3M, max. temperature 180 ◦C
31Conrad: 479062-62, max. temperature 260 ◦C
32yellow: ∼ 118 mm, red: ∼ 100 mm, black: ∼ 82 mm
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TABLE 2.2: Measured conversion factors for a HELMHOLTZ (HH) and a anti-HELMHOLTZ
(AH) configuration of the offset coil pairs. The measurement is performed by stepping
through the center of the coil geometry with a 3-axis Hall effect magnetometer. The es-
timated measurement error is ±5 %. (The data is measured by Michael Hagemann and
Malte Hagemann and further analyzed and evaluated by the author.)

AH (mG cm−1A−1) HH (mG A−1)

x-dir.
yellow 76 260
red 72 206
black 74 292
y-dir.
yellow 98 488
red 100 496
black 108 494
z-dir.
yellow 260 840
red 300 1040
black 320 1300

2.6 Overview on trapping laser beams

Without any transport after the 3D-MOT all laser beams need to coincide at the focal
point of the high-NA objective that collects the photons for quantum gas microscopy.
Figure 2.9 shows design sketches of all important laser beams intersecting on that
point that are prepared and aligned within the course of this thesis.
The horizontal molasses beams are entering at an angle of ± 45 ◦ in the xy-plane.
Together with the vertical molasses beams where one is propagating through the
objective (see Chapter 6.1.2) they serve for the 3D-MOT as well as for the gray mo-
lasses described in Chapter 3.
At an angle of ± 10 ◦ the beams for a 100 W far red-detuned optical dipole trap en-
ter horizontally (xy-plane). They are shone in for an all-optical evaporation. Their
intensity control is realized via a combination of a half-wave plate on a motorized
rotation mount and Glan-Laser polarizers (see Chapter 4).
Our lattice configuration (see Chapter 5) consists of a vertical 1D-lattice with dy-
namically tunable spacing via a so-called optical accordion [81, 82] and a horizontal
triangular lattice. For the accordion two red-detuned beams are focused to a waist
of 48 µm and interfere vertically (yz-plane) at a full opening angle between∼ 2◦ and
∼ 30◦. The three beams of the triangular lattice are red-detuned as well and shaped
to a waist of ∼ 40 µm. One beam is shone through the quadratic front wall of the
glass cell. The other two beams hit the atoms at a horizontal angle of ± 120 ◦ with
respect to the first one.
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FIGURE 2.9: Design sketches of the laser beams above the high-NA objective – For simplic-
ity the science cell is blanked out. The arrows next to the beams indicate their propagation
direction. (a) The 3D-MOT beams at 671 nm are already intersecting above the objective.
(b) The beams of the optical dipole trap at 1070(3) nm intersect horizontally at the focus
position. (c) A horizontal sketch of all pinning beams at 1069.8 nm: The beams for the
triangular 2D-lattice (blue) are focussed by achromatic lenses and intersect at 120◦. (d)
A vertical sketch of all pinning beams: The beams (orange) of the accordion lattice in z-
direction are focused to the intersection point by an aspheric lens. A second lens behind
the intersection recollimates them.

2.7 Experimental control

An important building element for a quantum gas experiment is a versatile exper-
imental control software where all timings, ramps and commands needed for a se-
quence can be designed and planned in detail.
As illustrated in Figure 2.10, the experimental control of the lithium experiment is
based on a adapted version of Cicero Word Generator [83] and differs on its basis
from the group intern LabVIEW solution since it is written in a much more flexible
programming language, named C#. Essentially, the software is separated into two
parts:

• Cicero is the client program where a user designs an experimental cycle on a
PC.

• Atticus is the server program that manages the output of the designed experi-
mental cycle.

With its graphical user interface (GUI) Cicero is the central building element of the
experimental control software. The sequence is sent via TCP/IP to a server computer
in our network that runs Atticus. This software converts33 the sequence description

33This conversion did not exist in [83] but is crucial for us to be compatible with the group internal
eletronics.
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FIGURE 2.10: Overview of the experimental control – In the software program Cicero the
user designs an experimental cycle. It can be run on any PC in the network. We install
a server that runs Atticus in our laboratory. It manages the communication with all de-
vices needed for the execution of a sequence, especially with the ADwin processor that
outputs all digital and analog voltage signals. It is timed via a Rb frequency standard. For
the camera control we use another PC on which we run the QCam software and the Im-
ageViewer software. The protocol file and the images of a sequence are stored on a separate
file storage.

for the ADwin Pro II system34 that controls our experiment on the hardware side. Its
output can be either a digital TTL signal35 or a ±10 V analog signal36. All text-based
commands are sent directly from the server computer via a RS-232 connection or
(and much more preferably) as VISA commands via TCP/IP into our network. All
timings during the experiment are additionally clocked via a rubidium frequency
standard37.
Simultaneously, Cicero stores a protocol file to a file storage and sends commands to
a camera PC where a Camera Software, named QCam, is running. It is developed on
the basis of [84] and sends preparatory commands to our cameras for imaging and
manages their storage.
A live preview of the images after each experimental run with a few fitting algo-
rithms on top is available via the ImageViewer software based on Matlab. The soft-
ware is kindly provided by the BFM team of our group and further revised and
developed to work for our purposes.

34Jäger Messtechnik with Pro-CPU-T11-ENET
35Jäger Messstechnik: Pro II-DIO-32, 32 channels
36Jäger Messstechnik: Pro II-AOut-8/16, 16-bit resolution, 8 channels
37SRS: FS725/3
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Chapter 3

Laser cooling – From a 2D-MOT to
gray molasses

Laser cooling is a powerful strategy to slow down the velocity of the atoms in a
gas by many orders of magnitude. As a first step in the experimental sequence,
this method is essential to load a sufficient number of atoms into far-detuned dipole
traps for further potential shaping and manipulation.
This chapter deals with the laser cooling (and trapping) stages that are installed and
implemented in the experiment before dipole traps come into play. Here, the author
introduces the molasses laser system and shows data from the unconventional 2D-
/3D-MOT trapping technique for lithium atoms that we successfully implemented
for 6Li and 7Li. Moreover, he reports on gray molasses cooling as a sub-Doppler
cooling mechanism for lithium atoms that enhances phase space density for a better
loading into an all-optical far-detuned dipole trap. The author elaborated the pre-
sented results of this chapter in consultations with B. S. Rem and with the support
of Michael Hagemann.

3.1 Molasses laser system

The molasses laser system (see Figure 3.1) is constructed during the author’s Mas-
ter’s thesis [69] and further developed by the author as PhD student upon two de-
sign principals:

• Preparation of light on the D2 line for MOT purposes and on the D1 line for
gray molasses cooling:
For providing laser light on both lines, we lock two separate preamplified
ECDL master lasers1 via saturated absorption spectroscopy. The laser outputs
are fibered achieving a clean beam shape and higher exchangeability in terms
of repair issues. Furthermore, a clean beam shape helps to overlap the laser
light e.g. to couple into the same fiber or to seed the same tapered amplifier at
different laser frequencies.

• Easy applicability to both stable isotopes:
For implementing an easy switch betweeen bosonic 7Li and fermionic 6Li, the
main part of the laser system that distributes the light to different fibers is
maintained in a way that allows isotope-independent functionality without
optics replacement. Basically, the switch is implemented via AOMs in the spec-
troscopy part for each laser and different EOMs that modulate a repumping
sideband.

1External Cavity Diode Lasers from TOPTICA PHOTONICS



22 Chapter 3. Laser cooling – From a 2D-MOT to gray molasses

3.1.1 Main system – Distributing the light
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FIGURE 3.1: A simplified overview on the main parts of the molasses laser system – The
D2 laser seeds two tapered amplifiers (BoosTA). One is used for the 2D-MOT, the second
for the 3D-MOT. The latter can also be seeded by the D1 laser for gray molasses cooling.
Additionally, the D2 laser also provides the light for the push beam of the 2D-MOT and
a light beam for absorption imaging. For other imaging beams along the MOT axes, we
place PBSs in front of the 3D fibers. As a design library for drawing optics components
the author used [85].

At the main part of the molasses laser system (see Figure 3.1) the light of the D2
Laser is distributed to different polarization-maintaining single mode fibers2. They
assure a guided propagation of light from one optical table where the laser system
is constructed to the table where the vacuum chamber (see Chapter 2) is situated.
For the 2D-MOT each retro-reflected beam has its own fiber. In front of these fibers,
the light is travelling through different optical elements:

• A double-pass AOM (DPAOM) is required for a fine adjustment of the laser’s
detuning with respect to the atomic transition.

• A phase-modulating EOM is required for closing the cooling cycle via a side-
band on the repumping transition (see Figure B.1) and a Fabry-Perot inter-
ferometer (FPI) is required to monitor that sideband. In order to be able to
maintain the capability of switching between 6Li and 7Li the EOMs have a res-
onance at the ground state hyperfine splitting frequency of both isotopes.

• A tapered amplifier (BoosTA) is required in order to reach the needed power.

• A single-pass AOM (SPAOM) is required for a fine adjustment and fast switch-
ing of the light intensity.

2Thorlabs: P3-630PM-FC-10
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• A mechanical shutter (S) is needed as an insurance that the light is turned off
completely during further manipulation of the ultracold gas.

When cooling and trapping the atoms we recognize that no repumping transition
for the 2D-MOT push beam is required.
The light for the 3D-MOT and gray molasses cooling is not needed simultaneously.
For that reason both master lasers are overlapped on a 50:50 beam splitter3. By sep-
arately propagating through DPAOMs before being overlapped, the beams from the
two locked lasers are tunable in frequency and the seed of the following BoosTA can
be switched. The elements behind the beam splitter have an equivalent purpose as
in the case of the 2D-MOT beams.
Finally, the D2 light that is neither distributed to the 3D-MOT nor to the 2D-MOT
is needed to perform absorption imaging on the MOT’s cooling transition (see Fig-
ure B.1). For further purposes the PBSs in front of the 3D fibers (3DX, 3DY, 3DZ1,
3DZ2) allow access in orthogonal polarization.

3.1.2 Spectroscopy – Switching between bosons and fermions
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EOMPBS PBS from D2 laser
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FIGURE 3.2: A simplified overview on the spectroscopy parts of the laser system – For
both lasers the setup design is identical. Each have two photodiodes that allwo easy
switching between FMS (Frequency Modulation Spectroscopy) and MTS (Modulation
Transfer Spectroscopy) as further studied e.g. in [69, 86]. The drawn light path is for trap-
ping and cooling of 6Li. The light path for 7Li is mostly equivalent, only the DPAOMs are
switched inversely as indicated with a dashed gray line. As a design library for drawing
optics components the author used [85].

Figure 3.2 sketches the spectroscopy part of the laser system. For performing the 2D-
MOT and the 3D-MOT the first master is locked to the D2 cross-over resonance of
the saturated absorption spectroscopy signal between the two hyperfine transitions.
For the second master the locking point is in the vicinity of the respective D1 line in
order to install gray molasses cooling. A detailed description of the locking can be
found in [69].
When the lasers are unlocked the user can switch the DPAOMs4 in the spectroscopy
part of the laser system respectively for both masters and relock to the right position.
Additionally, for the repumping transition the EOMs in front of the BoosTAs in the

3For the moment only one output port of the beam splitter is used. Whenever more intensity in the
moalsses beams is needed or the vertical and horizontal molasses beams shall be switched separately
by different SPAOMs the second output can be seeded into another BoosTA.

4For 7Li the DPAOM in the D1 spectroscopy is turned off and the DPAOM in the D2 spectroscopy
is turned on. For 6Li the switching logic is inverted.
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main part of the laser system (see Figure 3.1) need to be supplied with the correct RF
frequency. The frequency as well as the sideband to carrier ratio that is used for the
different isotopes is listed in Table 3.1.
When realizing our first 3D-MOT of 6Li in December 12, 2016 at 9:20 pm, we directly
tested the functionality of the isotope switch and found our first 3D-MOT of 7Li at
9:45 pm. Within the following years, we concentrated on constructing the experi-
mental apparatus by using 6Li that is studied more extensively in the ultracold atom
community. Nevertheless, we carefully considered that changing to 7Li is granted
for future purposes.

TABLE 3.1: Settings for the phase-modulating EOMs – When switching the isotope the
EOM settings need to be updated.

2D-MOT 3D-MOT
6Li
RF frequency (MHz) 252.0 231.6
sideband : carrier 0.71 0.67
7Li
RF frequency (MHz) 857.0 812.7
sideband : carrier 0.25 0.33

TABLE 3.2: Experimentally optimized values of the 2D-/3D-MOT setup for 6Li with re-
spect to the loading rate – The value of Icool,rep per beam is given in Isat = 2.54 mW/cm2.
The power in the wrong EOM sideband is subtracted like described in [69]. All detunings
are referenced to the linewidth Γ = 2π × 5.87 MHz.

2D-MOT 3D-MOT

Icool/Isat 28 12
Irep/Isat 20 8
beam waist (cm) 0.3/0.6 0.5
sideband : carrier 0.71 0.67
detuning cool. (Γ) -7.3 -8.7
detuning rep. (Γ) -3.4 -8.3
detuning push (Γ) -3.9 -
Ipush/Isat 4.7 -
field gradient (G/cm) 56 41
loading rate (atoms/s) 3 · 107
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3.2 Cooling and trapping in a 2D-/3D-MOT setup
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FIGURE 3.3: Loading curve of the 3D-MOT measured via fluorescence photons on a photo-
diode over the first 35 s – The black dots show the measured data normalized to a relative
atom number. The red line is a fit using Equation 3.2. The dashed blue line is a guide
to the eye for a constant loading rate of ∼ 3 · 107 atom/s. The inlet shows a smartphone
photo of the 3D-MOT in the glass cell.

When running the experimental apparatus, the first step in our sequence is to load a
3D-MOT. The detunings as well as the intensities in our beams are listed in Table 3.2.
Further details can be found in [68]. The standard D-line level diagram for 6Li can
be found in Appendix B.
As mentioned in Chapter 2 our 2D-/3D-MOT loading scheme permits the 3D-MOT
to be at the position of our atom-resolved microscope. In this unconventional setup,
we realize a loading rate that is ∼ 3 · 107 atom/s. It is most sensitive to the oven
performance (see Chapter 2.2) and to the adjustment of the slightly converging push
beam. When not pushing the 2D-MOT, we loose one order of magnitude in the
loading rate. For our usual experiments we stop loading after 8 s and work with
∼ 108 atoms.
A deeper analysis of the MOT loading can be performed via a rate equation from
[87] that reads

Ṅ = R− ΓN − β
∫

n2(r)d3r, (3.1)

where R is the capture rate, Γ accounts for linear losses and β serves as a coefficient
for binary collisions in a Gaussian density distribution n(r). An analytic solution for
the relative atom number Nrel described by this equation is
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Nrel(t) = 1− e−γt

1
1+ξ +

ξ
1+ξ e−γt

with (3.2)

ξ =
βn0√

8Γ + βn0
, (3.3)

γ =
1 + ξ

1− ξ
· Γ, (3.4)

n0 as the steady state density and ξ as the fraction of binary loss relative to the total
loss. We fit this model to our data measured via a photodiode5 that captures fluores-
cence photons of the MOT (see Figure 3.3) and get ξ = 0.37(4) and Γ = 0.041(4) s−1.

To summarize our analysis, we state:

• Our 3D-MOT is well saturated at∼ 5 · 108 atoms6. This value is mainly limited
by the relatively small size of the MOT beams that is chosen regarding the size
of the glass cell.

• In the steady state regime more than every third lost atom left the trap be-
cause of a binary collision and the characteristic time for linear losses is below
1/Γ ∼ 24 s. Due to a vacuum pressure behind the differential pumping tube of
(1.3 · 10−11 mbar), we think that background collisions are a minor effect dur-
ing the loading procedure.

3.3 Compressing the MOT

Just before switching to gray molasses cooling (see Chapter 3.4), we increase the
phase space density by compressing the MOT (cMOT) via an immediate jump to a
detuning of δcool = −5.5 Γ for the cooling transition and δrep = −5.0 Γ for the re-
pumping transition. Going closer to the theoretical temperature minimum7 at −Γ/2
and zero intensity, we also reduce the power in our beams. Therefore, we simul-
taneously start a linear ramp of 10 ms to 2.5 % of the full MOT intensity given in
Table 3.2. We do not change any magnetic fields during the cMOT. Finally we end
up at a temperature around 650 µK.

3.4 Gray molasses cooling

As described in Chapter 3.1 we reuse the MOT setup for gray molasses cooling on
the D1 line with the same polarization and beam size. While the idea of gray mo-
lasses cooling was already developped in the mid-90’s [88–91] for rubidium, sodium
and cesium, it is recently revised to cool lithium and potassium to sub-Doppler tem-
peratures [92–94].
Gray molasses cooling requires blue-detuned light frequencies (δ > 0), such that the
light shift of the dressed ground state energy increases to

∆L (Ω) = h̄δ ·

√
1 +

(
Ω
δ

)2

(3.5)

5Thorlabs: PDA36A
6An atom number calibration is performed via absorption imaging.
7Doppler temperature: 140 µK
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FIGURE 3.4: Relative temperature dependence of gray molasses in the vicinity of zero
magnetic field – For the data points we measured the width of the cloud in the linear
time-of-flight (ToF) regime where σ(tToF) ∝ T. The current in the compensation coils for
the x- and y-direction is changed before each experimental run. The optimum magnetic
field compensation Bx = 1.14(3)G and By = 1.18(6)G is subtracted from the axes. Bz =
0.48(2)G is kept at optimum.

with Ω being Rabi frequency. Considering the mF-subspace of a hyperfine state in
the polarization landscape of the molasses at zero magnetic field, one can see that
each substate is described via its Rabi frequency ΩmF(~r) that depends on the local
polarization. Furthermore for every local polarization of light one can find so-called
dark states for the D1 transitions that are defined to have a vanishing Rabi frequency
Ω = 0 [95]. A detailed description of the dark states in the polarization landscape of
a gray molasses for 6Li can be found in [93, 96].
If the molasses cooling is performed at non-zero magnetic field, the degeneracy of
the bare mF-subspace is repealed and the detuning between different substates re-
duces the cooling efficiency. In order to quantify this effect we can define a rela-
tive temperature T/T0, where T is the temperature for the non-zero magnetic field
strength B and T0 is the minimum temperature. We then find experimentally that in
the vicinity of T0, the relative temperature rises quadratically as

T
T0

= 1 + κB2 (3.6)

with κ ∼ 0.25 G−2 (see Figure 3.4).
As well as for the standard MOT that is performed red-detuned to the D2 line,
gray molasses cooling on the D1 line needs a cooling and a repumping transition8.
This is where another feature of the gray molasses can be exploited. A so-called Λ-
enhancement of the cooling is observed when the cooling cycle is closed and both
hyperfine ground states are involved.
Considering that we are working with D1 light that is blue-detuned to the cooling

8For 6Li the cooling tansition is starting from F = 3/2 and the repumping from F = 1/2 respectively
(see Appendix B).
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FIGURE 3.5: Nomenclature of the Λ-system applied to describe Λ-enhancement in gray
molasses cooling for 6Li – The two hyperfine ground states |a〉 = F = 1/2 and |b〉 = F =
3/2 couple to the |c〉 = F′ = 3/2 excited state on the D1 transition. Both laser frequencies
are blue-detuned δac,bc > 0. The detuning difference is called two-photon detuning ∆.

FIGURE 3.6: ∆ dependence of the temperature and the atom number – At the Raman res-
onance ∆ ∼ 0 the temperature (blue dots) drops to To = 72(1) µK which is considerably
lower than the Doppler temperature TD = 141 µK. At this point the molasses contains
∼ 80 % of the initial atoms (black squares). The data are extracted from time of flight mea-
surements. The errorbars show a weighted standard deviation error of single fit values.

and the repumping transition respectively (see Figure 3.5), an additional cooling ef-
fect can be well explained via a Λ-system where |c〉 corresponds to the excited state
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and |a, b〉 to the ground states.
Here, the two-photon detuning ∆ = δac − δbc plays an important role. For small
repumping, i.e. Ωac � Ωbc = Γ

√
I/2Isat, one can dress the states |b〉 and |c〉 as an

Autler-Townes doublet [93]. The analysis then shows:

• In the case of ∆ > 0 and |∆| . Ωbc the atoms are heated.

• In the case of ∆ ≤ 0 and |∆| . Ωbc there is an enhanced cooling effect.

• In the case of |∆| � Ωbc there is a remaining cooling effect coming from the
dark states in the mF-subspace.

By tuning the RF frequency supplied to a phase modulating EOM [97] we experi-
mentally change ∆ within a region where |∆| < Ωbc (see Figure 3.6). Optimal cool-
ing conditions are achieved when ∆ ∼ 0 with a capture efficiency of∼ 80 %. Around
this Raman resonance point we reach a minimum temperature of 72(1) µK and the
atoms are transferred into a coherent dark state

|NC〉 ∝ |Ωac| |b〉+ eiφ|Ωbc| |a〉 , (3.7)

where φ = φbc − φac is given by the relative phase between the two complex Rabi
frequencies Ωac/bc eiφac/bc [98].
The dark state |NC〉 is our starting point to prepare the atoms for evaporative cooling
(see Chapter 4). In the case of 6Li we want the atoms to be in state |a〉 = |F = 1/2〉.
Hence, after applying our usual gray molasses for 1.75 ms at optimized parameters
(see Table 3.3), we set the repumping Ωac to zero via the phase modulating EOM
and lower the intensity on the cooling transition to 6.0(2)% of the initial value (see
Table 3.3) for 25 µs. In order to be sure that there are no remaining atoms in state
|b〉 = |F = 3/2〉 we shine in resonant light for 50 µs with an intensity of 0.11(5) Isat
per beam. After all manipulation steps, we end up with typically 108 atoms purely
being in the |F = 1/2〉-state at a slightly higher temperature of ∼ 84 µK and a phase
space density around 4 · 10−6.
We think that in our case the minimum temperature after gray molasses cooling
is mainly limited by the permanent magnets producing the double quadrupole field
for the 2D-MOT which is 230 mm away (see Figure 2.2). Hence, without any gradient
compensation9 the field in the glass cell is still at ∼ 0.2 G/cm. Since the repumping
light is provided by phase modulation in an EOM, another source of heating might
be off-resonant scattering that is induced by the unused red sidbeand.
All in all, the purpose of gray molasses cooling for our experiments is to load a suf-
ficient number of atoms into the optical dipole trap for evaporation (see Chapter 4).
Within the reached parameter range we find ∼ 3 % of the atoms in the dipole trap
before starting the evaporation. This ratio is comparable with other experiments,
e.g. [99], and satisfactory for our purposes.

9A detailed analysis as well as possible compensation ideas are to be found in [69].
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TABLE 3.3: Optimized values of gray molasses cooling with respect to the phase space
density – The value of Icool,rep per beam is given in Isat = 2.54 mW/cm2. The power
in the wrong EOM sideband is substracted like described in [69]. T0 is the minimum
temperature. As well as the given phase space density this value is reached before the
repumping procedure starts.

Icool/Isat 23
Irep/Isat 3
beam waist (cm) 0.5
sideband : carrier 0.13
detuning cool. (Γ) +7.2
detuning rep. (Γ) +7.2
comp. current Ix (A) 1.50
comp. current Iy (A) 0.80
comp. current Iz (A) 0.15
comp. field Bx (G) 1.14(3)
comp. field By (G) 1.18(6)
comp. field Bz (G) 0.48(2)
T0 (µK) 72(1)
phase space density 5 · 10−6
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Chapter 4

Evaporation in an optical dipole
trap

The scattering properties of a fermionic gas of 6Li atoms [62] can be exploited such
that evaporative cooling at high magnetic offset fields in an initially deep optical
dipole potential leads to a Bose-Einstein condensation of weakly bound but strongly
interacting molecular dimers (mBEC) [100–102].
Such a Bose-Einstein condensate with its properties is well-suited for the adjustment
of optical lattices (see Chapter 5). In our experimental setup, we are able to provide
homogeneous magnetic fields of up to ∼ 1180 G using the Feshbach coils (see Chap-
ter 2 and [76]). The deep dipole potential is given by a focused 100 W laser beam at
1070(3) nm.
This chapter traces our road to a mBEC by implementing forced evaporation of a
6Li gas with strong repulsive scattering length via depth reduction of the all-optical
trap by motorized waveplate rotation. It further reports on possible experimental
sequences for trap frequency measurements.
In main responsibility of the author the presented results were elaborated. Contri-
butions were mainly given by Michael Hagemann and B. S. Rem and by the Master
student M. S. Fischer [103].

4.1 Forced evaporation via waveplate rotation

An all-optical evaporation of a gas can be forced by reducing the potential depth of
its trap and so the laser1 power. Internally the laser power can be controlled from
Pmax = 100 W to ∼ 4 W =̂ 4 %. Since this is not sufficient for the purpose of produc-
ing a BEC, we need to build an external power ramping unit.
During this PhD thesis we realized that when dealing with near infrared laser in-
tensities of & 10 MW/m2 it turns out to be essential to minimize the amount of
optical elements the light is traveling through. The reasons are lengthy beam paths,
issues on dust burning on glass, unwanted but considerable reflections and thermal
lensing effects. Therefore and because of the thermal instabilities due to RF power,
we circumvent acousto-optic modulators for evaporation and decide to make use
of a combination of Glan-Laser polarizers2 and a half-wave plate3 instead (see Fig-
ure 4.1).
In our setup, a first polarizer cleans the output polarization of the laser and is essen-
tial to reach an extinction ratio of . 10−5 (see Figure 4.3 and [103]). The following

1IPG Photonics – YLR-100-LP-AC
2Thorlabs – GL15-C26
3Thorlabs – WPH10M-1064
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FIGURE 4.1: Sketch of the dipole trap setup – Behind a polarization cleaning of the laser
output, a half waveplate in a motorized rotation mount and a polarizer act as a continously
adjustable track switch for the laser power and so the trap depth. A photodiode can be
used for monitoring and calibration purposes. The piezo mirrors are appropriate for the
precise adjustment between the first and the second pass through the cell. As a design
library for drawing optics components the author used [104].
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FIGURE 4.2: Connection scheme for the rotation mount – The motor is connected via a
DSUB cable to the drive. It can be accessed via an RS-232 connection. For calibration pur-
poses we can connect a PC. During an experimental sequence the BeagleBone black is in-
terposed and can be directly addressed from the experimental control system via TCP/IP.
For driving arbitrary power ramps the drive compares the angle position of the motor
with an analog voltage coming directly from the experimental control system (see Chap-
ter 2.7). This comparison needs to be calibrated on different levels in order to fulfill our
needs as explained in the text.

waveplate placed in a motorized rotation mount4 and another polarizer are used to
adjust the trap depth. Here, the motor of the rotation mount needs a drive unit that

4OWIS – DRTM 40-D25-HiDS
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links it to our experimental control system (see Figure 4.2).
Such a drive unit has to fulfill the requirement of a small jitter5 and a high repro-
ducibility of an exponential ramp as it is our approach for forced evaporation (see
Chapter 4.2). Since the included drive of the motor did not meet these requirements
[105], we realized a self-built interface based on the IPOS3602 MX intelligent drive
from TECHNOSOFT in combination with a BeagleBone black (see Figure 4.2). In this
way, we minimze the jitter to στ = 360 µs [106].
For performing smooth ramps, the PID parameters of the drive’s position controller
need to be adjusted correctly to the characteristic timescales of the user defined
ramps. Therefore a direct RS-232 interface to a PC is established. Here, the included
software EASYMOTION STUDIO communicates with the drive. We further use this
interface to program that the drive changes the orientation angle of the waveplate
proportional to an analog voltage of the experimental control system ADwin (see
Chapter 2.7). The conversion from a voltage to a specific laser power is calibrated
via a photodiode in transmission of a high reflective mirror and the obtained data
are fed into the experimental protocol. Once this is done the angle of the waveplate
can be changed smoothly.
Though, the incremental encoder of the drive is relative and so the optimal repro-
ducibility of a ramp is granted if the drive finds the absolute motor position in each
experimental run. For this finding procedure called "homing" the drive stops listen-
ing to the analog voltage. In order to start "homing" or to tell the drive to listen to
the analog voltage we send commands via a TCP/IP connection to the BeagleBone
black in every experimental cycle. On this small single-board computer we run a
program that converts our commands and sends them via RS-232 to the drive. All in
all, an analysis of the used exponential power ramp [103] reveals a relative standard
deviation of σ = 0.86 % for the final trap depth.
With the described technique we routinely produce a molecular BEC (see Chap-
ter 4.2) and minimize thermal lensing up to an inevitable effect that is induced by
the glass cell walls. It concerns an instantaneous shift of the waist position along the
propagation axis. Since the geometry of the cell is optimized for high-NA imaging
and minimum wall binding, the distance of the wall to the atoms is around half of
the Rayleigh length of the foscused dipole trap beam and the wall thickness of 5 mm
enhances this issue. Nevertheless, by a careful adjustment of the focusing lens for
the second pass and by using the two piezo mirrors6 (see Figure 4.1), we can find a
reproducible evaporation procedure and final trap geometry for the mBEC.

5We define the jitter to be the standard deviation of a delay time τ.
6Radiant-Dyes – MDI-HS-2-3025-M6
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FIGURE 4.3: Characterization of the extinction ratio for the dipole trap – For testing the
minimum possible power we can reach, we program an exponential ramp ∝ exp (−t/τ)
for our waveplate in a motorized rotation mount and measure the voltage on a photodiode
behind a PBS for different values of t. We then fit (blue line) an exponential exp (−t/τ)+ ε
to the data of relative laser power (black data points) and call ε = (0.4± 3.0) · 10−5 the
extinction ratio. Here, the error is the 95 % fit confidence error that is also indicated by the
dashed blue lines. It mainly originates from the signal-to-noise ratio of the photodiode.

4.2 The route to the mBEC

In the following the author reports on an experimental sequence for an all-optical
evaporative cooling of fermionic 6Li atoms that finally evokes a phase transition of
the gas to a molecular BEC as it had been observed e.g. by [100–102].
For loading the atoms into the deep optical potential of the dipole trap, we switch on
the 100 W by using the fast TTL modulation input7 of the laser 0.5 s before the MOT
loading is completed. We rotate the waveplate linearly within 200 ms by 45 ◦ to shine
the full power onto the atoms and then perform the steps of MOT compression and
gray molasses cooling.
In order to image the ultracold gas during its time-of-flight (ToF) at high magnetic
fields, the optical dipole trap is adjusted to the center of the residual curvature of
the homogeneous magnetic field produced by the outer Feshbach coils. Since this
position does not coincide with the center of the MOT, we need to slightly shift the
atoms to the dipole trap. Therefore, an additional magnetic field is applied along
the push beam axis during the MOT compression by switching on the Tilt coil (see
Chapter 2). For gray molasses cooling the current through all coils except the com-
pensation coils’ current is switched off again. Other parameters described in Chap-
ter 3 remain valid for optimal loading into the dipole trap. This is reasonable because
the laser wavelength is in a magic8 regime for the used transitions [107].
As mentioned in Chapter 3, when completing gray molasses cooling ∼ 3 % of the
atoms are trapped in the dipole potential which is then kept on at maximum depth

7The fast modulation input of the IPG Photonics YLR-100-LP-AC switches the laser on and off
within ∼ 8 µs [103].

8Magic means in this context that the polarizability of the atom in a laser field of the given wave-
length is the same for the ground state as well as for the excited state of a transition.
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for another 10 ms. During the last 5 ms of this plain evaporation we ramp up the
homogeneous magnetic field linearly to 810 G. This value is chosen for exploiting
the large value of the scattering length a > 6 000 a0 close to the broad Feshbach res-
onance (see Figure C.1) at 832.18(8)G between the Paschen-Back states9 |1〉 and |2〉
into which the atoms of the |F = 1/2〉 ground state are adiabatically loaded [108,
109].
In order to force the evaporation, the trap depth is lowered by ramping down the
laser intensity I ∝ exp(−t/τ) (see Chapter 4.1), i.e. the duration t in units of τ fixes
the relative trap depth. A change of τ changes the ramping speed. It is therefore
a measure for the thermalization time of the gas. The large absolute value of the
scattering length a at 810 G reduces this thermalization time. For our experiments τ
is minimized to τ = 0.7 s in order to have a short experimental sequence.
In the specific case of a fermionic |1〉 – |2〉mixture on the repulsive side of the Fesh-
bach resonance, the atoms can undergo a transition from an unbound to a bound
state and become bosonic molecules [100–102, 110]. Having an equal distribution
of states in the mixture, the number of molecules Nmol may reach a temperature
dependent equilibrium with

Nmol =
Nat

2
·
[

1 +
1

Φat
eEb/kBT

]−1

(4.1)

with Nat being the total number of atoms, Φat their phase space density and the
binding energy [62, 111]

Eb = −
h̄2 a

mLi |a|3
. (4.2)

After an evaporation time t = 4.2 s we reach a temperature of ∼ 150 nK and an
atomic phase space density of

Φat =
Nat

V
·Λ3 =

Nat

σzσ2
r
·
[

2h̄2

mLi kB T

]3/2

∼ 4.8 (4.3)

with Nat ∼ 1.2× 105, σzσ2
r ∼ 2.8× 10−14 m3, V = (π)3/2 σzσ2

r being the cloud vol-
ume and Λ being the thermal de Broglie wavelength. For this case almost all atoms
should be bound to molecules and their phase space density can be approximated
by Φmol ≈ 2−

5
2 Φat ∼ 0.8.

When the particles are further evaporatively cooled, we observe the emergence of a
molecular BEC (see Figure 4.4). The purity of the mBEC can be analyzed by its con-
densed fraction. Therefore, like in [112], we assume a Bose-enhanced Gaussian dis-
tribution for all thermal particles and add a strongly interacting BEC in the Thomas-
Fermi limit. We integrate along the imaging axis and obtain our 2D-fit function10

ñ (x, y) = ñth (x, y) + ñc (x, y) (4.4)

=
ño,th

g2 (1)
g2

[
e−x2/x2

o,th−y2/y2
o,th

]
+ ño,c Re

[(
1− x2

x2
o,c
− y2

y2
o,c

)3/2
]

(4.5)

9A level diagram showing the level splitting in magnetic offset fields for 6Li can be found in Fig-
ure B.2.

10We fit this function to absorption images.
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for the column density ñ (x, y) with the peak column densities ño,th and ño,c. The
condensed fraction is given by

rc =

∫∫
ñc (x, y)
ñ (x, y)

d (x, y) (4.6)

=

(
1 +

5 ζ(3)
2 g2(1)

xo,th yo,th ño,th

xo,c yo,c ño,c

)−1

, (4.7)

where ζ(s) calls the Riemann function and g2(s) is the dilogarithm.
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FIGURE 4.4: Emergence of the molecular BEC – the condensed fraction rc of the molecu-
lar BEC is plotted versus the evaporation time t meaning that the laser power is reduced
∝ exp(−t/τ). The inlets show examples of column sums on analyzed absorption im-
ages. Here, the integrated OD for each column is given in black circles. The red line plot∫

ñ (x, y) dx and the blue line
∫

ñth (x, y) dx indicate the quality of the 2D-fit.

At an evaporation time t = 5.2 s the final condensate fraction is fitted to 55(9)%.
A Monte-Carlo simulation for a molecular BEC on resonance predicts a condensate
fraction of 57(2)% [113, 114]. The strong interactions in the cloud lead to a decreas-
ing occupation of the zero momentum state and higher states are populated. Thus,
we may claim that our condensate fraction is mainly limited by those interactions.
When the particles are held in the remaining trap at the end of our evaporation the
characteristic lifetime is on the order of 1 minute [103]. This confirms again, like
in Chapter 3, that future experiments will not be limited due to collisions with hot
residual background atoms.
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4.3 Measuring trap frequencies

The measurement of trap frequencies is an important tool when dealing with ul-
tracold gases in dipole traps. It reveals insights about the possible losses due to
parametric heating and about the adjustment of the beams including their waist and
power when comparing the frequencies to a calculation of a derived trapping po-
tential. Like stated e.g. in [115] the atoms that are weakly bound to molecules have
in good approximation the same ground state polarizability α given in [107]. So in
principle the trapping potential Vo(~r) can be calculated from the intensity distribu-
tion I(~r) via

Vo(~r) = −κ · I(~r) (4.8)

with κ = 6.06 · 10−8 µK m2/W for the atomic ground state at a laser wavelength of
1070 nm.
Experimentally, we observe however that the focus positions of the two dipole trap
beams is changing as a function of laser power during forced evaporation. We inter-
pret such a dynamical effect as coming from thermal lenses on the glass cell walls as
stated in Chapter 4.1. It makes it unfavorable to compare the trap geometry with a
calculation of a usual static case with fixed focus position.
Nevertheless, by taking absorption images at different steps during evaporation, we
can reveal the dynamics that are present during forced evaporation. For our spe-
cific case, we tune our dipole trap geometry such that the beam that first passes the
atoms (first pass) has a slightly larger waist ω1 = 110(2) µm than the recycled beam
(second pass) ω1 = 92(1) µm. Hence, because of its larger trap volume the first pass
plays a major role when loading the atoms from a gray molasses into the dipole trap.
On the other hand, the second pass provides a slightly deeper trap. When now the
focus positions of both beams start to move during forced evaporation, we observe
for a given adjustment that all atoms move to the slightly deeper trap of the second
pass. The data of a radial and longitudinal trap frequency measurement for such a
scenario is shown in Figure 4.5. The experimental sequences for that measurements
are explained in the following.
They both start with producing a mBEC like in Chapter 4.2. When evaporation is
completed, we ramp the magnetic field from 810 G to 690 G to lower the scattering
rate inside the ultracold cloud. Simultaneously, the laser power is ramped back to
∼ 1 W in 50 ms. For this power value no effects of thermal lensing are expected.
The radial excitation is then realized by shortly switching on the MOT coils in anti-
Helmholtz configuration with the same gradient as for the MOT (see Chapter 3). The
longitudinal excitation can be created via an amplitude modulation of the trap. Here,
we modulate near to the trap frequency from 1 W down to 0.04 W for 5 periods by
using the analog input of the laser source11. For both types of excitation, we further
hold the atoms in the trap for a certain time before we perform 2 ms ToF and image
the cloud at an offset field of 690 G (see Chapter 6.2). When stepping adequately
through the holding time the gas is found at different vertical or respectively hor-
izontal positions. By plotting the positions versus the holding time we can find a
sinusoidal dependance that reveals the trap frequency.

11The analog input of the YLR-100-LP-AC has a bandwidth of ∼ 10 kHz. In the usual experimental
runs it is better not used because it adds extra noise to the laser [103].
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FIGURE 4.5: Measurement of trap frequencies of the optical dipole trap geometry at 1 W
– The inlet shows an absorption image at an intermediate time step of forced evaporation
closely before the clouds in the two trapping beams merge. The black arrow points on the
atoms in the second pass optical dipole trap. This trap is slightly deeper. The measured
data points are for the case where all atoms are mainly trapped by the second pass laser
beam. They are taken from another imaging direction than the inlet and show the position
along the z-direction (red) and along the y-direction (blue) of the mBEC after 2 ms ToF for
different holding times after excitation. In the case of the radial oscillation (red circles)
we switch on the MOT coils for 200 µs. For a longitudinal oscillation (blue squares) we
perform an amplitude modulation at 45 Hz. The fits (red continuous line and resp. blue
dashed line) lead to a radial frequency ωr = 2π× 271(3)Hz and a longitudinal frequency
ωl = 2π × 54.6(3)Hz. The radial frequency fits well to a calculation of a static second
pass dipole trap where ωr = 2π × 275(10)Hz. The measured value of the longitudinal
frequency can be interpreted as coming from a combined trap that consists of a magnetic
confinement by the residual curvature field of the Feshbach coils and a dipole trap con-
finement.
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Chapter 5

Optical lattices

An essential part of a quantum gas microscope is its optical lattice configuration for
the spatial pinning of the atoms during fluorescence imaging.
After motivating our laser source system, this chapter reports on a vertical one-
dimensional optical accordion for the creation of a two-dimensional atomic gas.
Here, we show that we are able to tune dynamically the trap frequency along the
lattice direction via a reduction of the lattice constant. Furthermore we report on
how we can load a gas completely into a single slice and compress it. In addition,
this chapter informs about a horizontal two-dimensional triangular lattice that is
aligned onto the atoms. Here, we especially measured the phase noise between the
lattice beams as it is one crucial point for a quantum gas microscope.
In main responsibility of the author the presented results were elaborated. Contri-
butions were mainly given by Michael Hagemann and B. S. Rem and by the Master
student M. S. Fischer [103].

5.1 The lattice laser source system

The seeder light that is amplified for all lattice beams is provided by a low noise DFB
fiber laser1 with 10 mW output power and a spectral width < 10 kHz. Its wavelength
of 1069.8 nm can be temperature-adjusted within a range of 0.7 nm to be magic2 for
the 2s–3p1/2 transition that has its resonance at 323.36 nm [107]. Considering pos-
sibilities for cooling the atoms in the optical lattice, we chose that transition for the
following reasons:

• At this wavelength there is only a slight shift between the magic wavelengths
for 6Li and 7Li that is within the errorbars of [107].

• For the 2s–3p3/2 transition, used for a UV-MOT [74, 116], the magic wavelength
depends on the value |mj| and splits into two wavelengths that are ∼ ±1 nm
away from the chosen wavelength [107].

• We do not expect any significant change concerning Raman sideband cooling
with detuning to the standard D lines [20, 21, 63] when going from 1064 nm to
the chosen wavelength.

• The 2s–3p1/2 transition is the candidate transition to test a UV gray molasses
cooling in a lattice.

1NKT photonics: Koheras ADJUSTIK POWER Y10
2Magic means in this context that the polarizability of the atom in a laser field of the given wave-

length is the same for the ground state as well as for the excited state of a transition.
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As an amplification system for the laser we decide for a two stage amplification
from AZUR LIGHT SYSTEMS. A first preamplifier stage has an output of 250 mW.
Its power is split into 4 different fibers for further amplification purposes. For this
thesis, only two output fibers are used in separate high power amplification stages
that output each ∼ 40 W.

5.2 1D optical accordion for z-confinement
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FIGURE 5.1: Sketch of the principle for the optical accordion – The sketch shows a beam
path for small θ (A: orange) and a large θ (B: purple). Between both paths the input posi-
tion of the beam on the PBS is translated. With the given geometry this results in a change
of the lattice spacing alatt and so the trapping frequency ωz ∝ a−1

latt. In order to make sure
that we have a full modulation depth of the interference for every angle θ we added a rect-
angular L/2 waveplate to the splitting optics on the left side of the sketch. Additionally,
we can separately and precisely tilt the two mirrors behind the PBS for a fine tuning of the
beam angles.

Our experimental apparatus aims for quantum gas microscopy (see Chapter 1). With
this technique we resolve clear images when all fluorescing atoms are confined to
. 2.7 µm (see Table 6.1) and become a two-dimensional gas. In matters of ultracold
gases, reduced dimensionality is reached when all intrinsic energy scales of the gas
are� h̄ωz where ωz is the trap frequency in the squeezed direction.
In our case ωz is the trap frequency of a pancake-shaped single slice of a 1D lattice
in the direction of the lattice vector. The lattice is a so-called optical accordion [81,
82, 117] as it is formed by two laser beams crossing at a dynamically tunable full
intersection angle θ. Thus, it is not only possible to tune ωz by changing the laser
power P with ωz ∝

√
P but also by tuning θ as ωz ∝ sin (θ/2) ∼ θ/2.

A reasonable approach to load all atoms into a single lattice slice is to first chose θ
as small as possible while ramping up the laser power P. For this case the lattice
spacing

alatt =
λ

2 sin (θ/2)
, (5.1)

with λ being the laser wavelength, is large such that the trapping volume for a single
slice has a large overlap with the optical dipole trap (see Chapter 4.1). In a second



5.2. 1D optical accordion for z-confinement 41

step θ is dynamically increased and the optical accordion is compressed. This leads
especially to an increase of ωz such that in the adiabatic limit the motion along the
lattice vector is frozen out.

5.2.1 Technical implementation

Technically we realize our optical lattice by shining two laser beams on a single
lens with a focal length f (see Figure 5.1). In front of that lens the laser beams are
collimated and propagate equidistantly above and below the central lens axis. By
changing the distance D between the two beams their intersection angle is changed
as

tan (θ/2) =
D
2 f

. (5.2)

For a stable interference and so a stable trap position along the z-axis the optical path
difference between the two intersecting beams of the accordion must be as constant
as possible. Therefore, we split the laser beam directly in front of the aspheric lens
via a PBS3.
The translation of the input beam is realized by a motorized translation stage4 that
is implemented in the laser setup below the PBS (see Figure 5.2). It can be interfaced
like the rotation mount in Chapter 4 via the RS232Send program on a BeagleBone
black that is connected to the experimental control system. An advantage in the
case of the translation stage is its commercial motor controller5 with a timing jitter
of ∼ 400 µs [103]. This value is similar to the one of the IPOS3602 MX such that we
do not need to implement and calibrate it for the stage.
The intensity control of the optical accordion is similar to the case of the optical
dipole trap a combination of a motorized rotation mount and a Glan-Laser polarizer
(see Chapter 4.1).

photo diode

beam dump

high power
 amplifier

motorized 
translation stage

motorized rot. mount

L/2L/2

to
P

B
S

FIGURE 5.2: Sketch of the setup below the splitting cube – The intensity control unit con-
sists of a L/2 waveplate in a motorized rotation mount, a Glan-Laser polarizer and a pho-
todiode behind an HR mirror. Another L/2 waveplate is used to adjust the power in the
separated intersecting beams. The motorized translation stage is used to shift the beam
position on the PBS.

3B. Halle: BHN 2016.0077.0003, the PBS is coated with a L/4 waveplate at one side.
4Zaber: ZAB-LSQ075D-E01T3-MC03
5Zaber: ZAB-X-MCB1-KX13B
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In order to keep the atoms at a fixed position while squeezing the trap, it is important
to minimize spherical aberrations for the intersecting beams. On account of this
we followed the recommendation of [81] and bought a fused silica aspheric lens
AFL50-80-S-C from ASPHERICON and placed it on a small XYZ translation stage6

for adjustment purposes (see Figure 5.3). Its effective focal length for 1068.9 nm is
calculated to be 87.6 mm by using OPTICSTUDIO from ZEMAX and measured to be
87.5(4)mm [103]. The size of the lens is shaped at the institute via a milling machine
that is kindly provided and operated by O.Hellmig. For our needs we decide for a
rectangular form:

• Along the horizontal direction the width is shaped to 12.4 mm. As we can
better separate the beams at larger distances we do not want the optical dipole
trap beams to propagate through the lens.

• Along the vertical direction the width is shaped to 46.7 mm since we want
the tuning range for θ to be as large as possible. Experimentally we reach
θmax ∼ 30 ◦ that is in good agreement with Equation 5.2.

FIGURE 5.3: Sketch of the aspheric lens for the optical accordion and its adjustment stage
– The beams of the optical dipole trap (large green beams) pass horizontally by the lens
at ±10 ◦. The beams for the accordion (smaller orange beams) propagate through the lens
on different vertical positions. All beams need to be adjusted on the same point where the
atoms are manipulated.

6Elliot Scientific: MDE261 and MDE262
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5.2.2 Adjusting the optical accordion

The maximum trap depth at full power7 for a single beam of the optical accordion is
at ∼ 340 µK. Since that depth is a factor of ∼ 4 larger than the final temperature of
our gray molasses cooling (see Chapter 3), we observe an increase of atomic density
in the beams of the accordion lattice when they are loaded like the optical dipole
trap (see Chapter 4 and Figure 5.5 (a)). As a consequence this loading can be used
for measuring their intersection angle θ as it is described in the next subsection, but
also for a fine adjustment. Here, the goal is to adjust the intersection of the two lattice
beams to the focal plane of the aspheric lens.
By stepping through the translation of the PBS input beam (see Figure 5.1 and 5.2),
we can identify separately for both beams a point in the atomic cloud that is always
hit by a lattice beam, meaning that the lattice beam rotates around this point. This
so-called “pivot point” has the property to be fixed on the focal plane of the aspheric
lens (see Figure 5.4). Within the plane its position is tunable by carefully tilting the
mirrors behind the PBS (see Figure 5.1). In this way, we adjust the beams onto each
other such that they intersect at their “pivot points” in the focal plane of the aspheric
lens.
Since the used absorption imaging setup is overlapped with a 3D-MOT beam (see
Chapter 6.2 and Figure 3.1), we see a 45 ◦-projection of the focal plane that needs to
be taken into account when measuring the intersection angle θ. We further check
that the angle bisector of θ is aligned horizontally.
In a further step, we perform absorption imaging of the mBEC via the same imaging
path and overlap the position of the mBEC with the intersection of the lattice beams
via an iterative adjustment of the XYZ stage of the lens holder and the mirrors behind
the PBS (see Figure 5.3 and 5.1).

f f
lens lensfocal plane focal plane

ʺpivot pointsʺ
not overlapped

ʺpivot pointsʺ
overlapped

FIGURE 5.4: Sketch of the lattice beams refracted by the aspheric lens – The path of the
beams is shown for different distances between them at the lens position and is color-
coded. The left sketch shows a case where the “pivot points” are not overlapped and
the intersection is not spatially fixed when the distance between the beams at the lens is
changed. The right sketch shows the ideal alignment. For simplicity the sketched plane is
chosen perpendicular to the focal plane.

7Pmax ∼ 20 W/beam
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5.2.3 Measuring the lattice spacing
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FIGURE 5.5: (a) Absorption image 10 ms after switching off gray molasses cooling when
the lattice beams of the accordion are each at ∼ 20 W – The path of the beams is clearly
visible due to an increase of optical density, meaning that atoms are loaded into the beams.
As the image is taken under 45 ◦, the horizontal axis of the image needs to be stretched
by 1/ cos(π/4) before the intersection angle θ between the beams can be extracted. In the
example shown here, θ = θmax ∼ 30 ◦. (b) In situ absorption images of an ultracold gas
trapped in the accordion lattice – The images are taken in the x-z plane. From left to right,
the distance D of the accordion beams on the aspheric lens is increased. This results in
a smaller lattice spacing alatt. Considering the overlap with the optical dipole trap, the
smaller the spacing the more slices of the lattice are filled. For the data shown here the
read out error of D is estimated to 60 µm and the magnification of the image is known up
to 2 %.

Like in [81], we characterize the tunability of the accordion lattice by measuring the
lattice spacing alatt versus the distance D between the lattice beams in front of the
aspheric lens. From the Equations 5.1 and 5.2, we get

alatt =
λ

2

√
1 + 4

(
f
D

)2

, (5.3)

with λ = 1069.8 nm and f = 87.6 mm.
Since we have no optical element in our laser setup that can switch off the laser
beams quickly enough (see Figure 5.2), we are not able to perform ToF measure-
ments where atoms from different lattice slices can interfere nor to use Kapitza-Dirac
diffraction like in [118]. However, after calibrating the position of the translation
stage to the values of D, we find ways to measure the lattice spacing alatt with our
cold gas:

1. We can use a loading from a gray molasses as it is described in the last subsec-
tion in order to measure the intersection angle θ (see Figure 5.5 (a)) and extract
alatt indirectly by using Equation 5.1.
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2. We evaporate like it is explained in Chapter 4, but in addition to the opti-
cal dipole trap we perform the same power ramp for the accordion lattice
beams. For the absorption images shown in Figure 5.5 (b) the evaporation
time is 8.5 τ = 5.95 s. The imaging is performed along the y-axis that is the
common propagation axis of the accordion lattice beams (see Figure 2.9 and
Figure 6.6b).

3. We can image the ultracold gas along the push beam axis (x-axis, see Fig-
ure 6.6b) where we could8 reach a higher resolution. In this case we use again
a different experimental sequence. We first produce a mBEC like in Chapter 4
and then recompress it by slightly increasing again the power in the beams of
the optical dipole trap before ramping up the accordion lattice. In this way, we
have more control over the number of slices we want to load and it is possible
to even load a single lattice slice (see Figure 5.7).

All measurement data for alatt measured via the different approaches are combined
in Figure 5.6. They especially show that we can realize lattice spacings from 45(1) µm
to 2.07(3) µm.
Considering the measured range of the lattice spacing and the single beam waist at
the focus position that is wo = 47.8(5) µm [103], we can derive from Equation 4.8 the
potential created by the lattice. The main properties are summarized in Table 5.1.

FIGURE 5.6: Measuring the lattice spacing – Three different data sets are compared to the
predicted relation (black line) between the beam distance on the lens and the lattice spac-
ing on the atoms that is given by Equation 5.3. For gray molasses loading (green circles)
the intersection angle θ is measured and converted into a lattice spacing giving small er-
ror bars for small spacings. For large spacings direct absorption imaging is possible from
two directions: along the common propagation axis of the lattice beams (red diamonds)
and in the direction that is orthogonal to the propagation axis and the lattice vector (blue
squares).
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TABLE 5.1: Main properties of the accordion lattice – D is the distance between the lattice
beams at the lens, alatt is the lattice spacing in the intersection region of the beams, θ is the
full intersection angle between the lattice beams, ωxyz are the trap frequencies for a single
slice at the intersection center, Vo is the maximum trap depth of the lattice. ωxyz and Vo
are estimated for the case of a maximum laser power of 20 W per beam.

decompressed compressed

D (mm) 2.05(6) 45.73(6)
alatt (µm) 45(1) 2.07(3)
θ (◦) 1.36(3) 29.9(5)
ωx/2π (kHz) 9 9
ωy/2π (kHz) 0.13 2.4
ωz/2π (kHz) 23 460
Vo (mK) −1.36 −1.36

-2 -1 0 1 2 3
y (m) x 10-4

-5

0

5

z 
(m

)

x 10-5

0

0.2

0.4

0.6

0.8

O
D

-2 -1 0 1 2 3
y (m) x 10-4

-5

0

5

z 
(m

)

x 10-5

0

1

2

O
D

FIGURE 5.7: Absorption images of atoms in the accordion lattice potential for the uncom-
pressed and the compressed case along the x-axis – (a) In an uncompressed lattice the
spacing is 45(1) µm and we can load our gas into a single slice. (b) In the compressed lat-
tice the spacing is 2.07(3) µm that is below the resolution limit of the imaging setup. The
shift of the cloud in z-direction during compression is ∼ 8 µm that is ∼ 15 % of the beam
waists. The visible fringes in both images are diffraction effects since the laser frequency
is not exactly on the absorption maximum of the atomic transition.

5.2.4 Dynamic squeezing of a single lattice slice

Experimentally we realize a dynamic compression of a single lattice slice after align-
ing the two lattice beams precisely to the aspheric lens and to the position of mBEC.
After an evaporation of the cloud that takes t = 7.2 τ in the optical dipole trap (see
Chapter 4), we squeeze the mBEC within 50 ms by increasing again the laser power
of the dipole trap beams to ∼ 1 W. Thereafter, we load the atoms into the accor-
dion lattice by increasing the power in the lattice beams to 75 mW/beam. During
the loading process that takes 250 ms the lattice spacing is kept at its maximum such
that all of the atoms are loaded into the central single slice. Afterwards, the optical

8After the installation of the triangular lattice the resolution is reduced now.
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dipole trap is switched off and we wait for 100 ms to let the cloud equilibrate before
the accordion is compressed by tuning the lattice spacing to its minimum within
112 ms. Before imaging, the lattice depth is further held constant for 388 ms.
Figure 5.7 allows a comparison between the uncompressed and the compressed state
of the lattice. The experimental sequence for the two images that is described above
differs only by the fact that for the uncompressed case the translation stage remains
fixed at a maximum lattice spacing.
As we cannot resolve single slices of the compressed lattice via absorption images
along the x-axis (λ/NA ∼ 4 µm) and due to the fact that ToF measurements are not
compatible with the current setup, we cannot be completely sure that all atoms re-
main in a single slice after compression. Nevertheless, we can perform an additional
decompression after compression. Here, we do not observe a measurable amount
of atoms that are moved to other lattice slices. Finally, if any atoms tunnel to other
slices there will be a clear signature when performing single site fluorescence imag-
ing [119].

5.3 Triangular 2D lattice for pinning

λ

120°

3-BNC 2-ADWIN

1-PUSH
y

x

z

FIGURE 5.8: Horizontal cut through the 2D interference potential of the triangular pinning
lattice – The direction of the three laser beams forming the interference is indicated by the
blue arrows. They are pairwise separated by 120 ◦. All three beams are in s-polarization,
indicated in light blue. The atoms are trapped in the minima (blue) of the lattice potential.
It has a spacing of a∆ = 2 λ/3. The beams have “lab names”: 1-PUSH, 2-ADWIN, 3-BNC.

Our experiment is designed for pinning the atoms within a horizontal slice in a tri-
angular 2D lattice.
Such a lattice belongs to the family of hexagonal lattices that had been realized ex-
perimentally with ultracold atoms in [120]. Since then, they became a powerful play-
ground for state-of-the-art experiments. A similar triangular lattice was e.g. imple-
mented to adress questions of classical [121, 122] and quantum magnetism [123] or
to implement gauge fields for neutral atoms via time-periodic lattice shaking [124,
125]. Moreover, a triangular lattice with a two-site basis, called honeycomb lattice,
with highly tunable state-dependent energy offset between the sublattices was re-
alized [126–129]. In the special case of zero energy offset, artificial graphenelike
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lattices were studied [130, 131]. Again, via periodic shaking, one applied Floquet
theory for engineering topological quantum matter [128, 129, 132–140] and espe-
cially created the famous Haldane model with non-trivial Chern numbers [128, 129].
In the future, these lattices are of further interest, e.g. for the realization of artifical
quantum magnets with frustated order [141]. While our choice of a triangular lattice
is largely motivated by technical reasons that will be explained below, it also allows
us to merge the described research on triangular lattice physics with the technical
advantages of using lithium atoms, see e.g. [74, 142].
In our experimental setup the triangular lattice is formed by three red-detuned laser
beams at λ = 1069.8 nm that are equiangular separated within the horizontal plane
(see Figure 5.8). In the case of out of plane polarization (s-polarization) the interfer-
ence part of the lattice potential V∆ (~r) can be described by [143]

V∆ (~r) ∝ −3− 2
(

cos
[(

~b13 − ~b23

)
~r + φ12

]
+ cos

[
~b13~r + φ13

]
+ cos

[
~b23~r + φ23

])
,

(5.4)
where

~b13 = ~k1 − ~k3 =
2π

λ
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0
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0
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and

~b23 = ~k2 − ~k3 =
2π

λ

−1/2√
3/2
0

+
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λ

 1/2√
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0

 =
2π

λ

 0√
3

0

 (5.6)

are primitive reciprocal lattice vectors and φjm = φj − φm are the relative phases for
two lattice beams.
Compared to a standard square lattice with a� = λ/2, our lattice has a larger spac-
ing of a∆ = 2 λ/3 that is comparable with the spacing formed in a 4-fold interference
lattice with a♦ = λ/

√
2 used in [63]. On the one hand, an upper limit for the lattice

spacing is given by the necessity that the lattice geometry should offer the possibility
that atoms significantly tunnel to other sites at low lattice depths when simulating a
lattice Hamiltonian or by the required spatial resolution when studying continuous
systems. On the other hand, a larger spacing always reduces the requirements for
quantum gas microscopy, i.e. imaging with single-site resolution. A larger spacing
might further be helpful for implementing free space cooling mechanisms in com-
bination with single site fluorescence imaging at accessible laser power like it is the
case for Rb atoms [18, 19].
Moreover, similar to the lattice geometries used in [77, 80] the modulation depth of
the interference in next neighbor direction for a triangular lattice is at 8/9 instead of
1/2 that would be the case for a standard cubic lattice, meaning that tunneling in a
deep lattice is better suppressed.
A triangular lattice is further advantageous since there is no need for retroreflection
of the lattice beams, meaning that no additional optical isolator is needed to protect
the laser source. This yields less wavefront distortion and less thermal lensing issues
that is often attended with optical isolators.
In general a minimum of wavefront distortion is crucial for the lattice structure
formed by interference. Thus, we couple each beam through the same kind of a
single mode fiber9. This currently limits the maximum laser power per beam to

9NKT photonics: Photonic crystal fiber, aeroGUIDE POWER-15-PM, length: 5 m
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8.5(5)W.

5.3.1 Laser system in front of the fibers
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FIGURE 5.9: Sketch of the laser system distributing the light for the triangular pinning
lattice – The light from a 40 W fiber amplifier is diffracted by three slow shear AOMs and
coupled into fibers. The sketch does not include all adjustment mirrors and beam shaping
optics. As a design library for drawing optics components the author used [85].

In order to distribute the laser light for all three lattice beams we build a laser system
that suites to that purpose and couples the light in three fibers (see Figure 5.9).
First, the laser light coming from a 40 W fiber amplifier can be manually gated via a
half waveplate and a Glan-Laser polarizer into a water cooled beam dump10 or into
use. During the alignment, we usually do not work with more than 0.1 W in front of
each fiber.
Second, additional gates that are formed by half waveplates and PBSs distribute the
light to three slow shear AOMs11 that control the light of one lattice beam each in
amplitude, frequency and phase (see Appendix A). The shear mode driven AOM
especially offers very good thermal properties since it has a large aperture of 3 mm
and the RF power requirement is < 1.0 W for diffraction efficiencies ∼ 90 %.
Third, the light is coupled three times into a fiber via a commercial fiber collima-
tor12. The collimator consists mainly of an achromatic lens ( f = 25 mm). Within the
optomechanical unit the position of the lens can be fine tuned for reaching coupling
efficiencies of ∼ 80 %. To reach those values for all three lattice beams, the laser sys-
tem is designed in a way that all three beam paths that are in front of the fibers have
nearly the same length and the same beam shaping lenses.
The polarization axes of the fibers are aligned to a PBS inside the outcoupling tele-
scope optics with an accuracy of ∼ 0.5 ◦ via a polarimeter13. This implies that the

10Altechna: 6-10BDWC01-2
11Gooch & Houesego: I-M080-3S2G-3-LV11; The shear mode driven AOM has some non-standard

properties that might be noted here for future issues: First, the 0th order output goes under an angle of
6.45 ◦ with respect to the input beam. Second, the 1st order output goes parallel (±0.2 ◦) with the input
beam and is orthogonally polarized with respect to the input beam. Third, the acoustic velocity of the
shear mode in TeO2 is only at 617 m/s, i.e. seven times slower compared to the standard longitudinal
mode [144]. Nevertheless, for now we are not limited by the AOM timescales that are < 1 µs.

12Schäfter + Kirchhoff: 60FC-SMA-T-23-M25-03
13Schäfter + Kirchhoff: SK 9780 - NIR; kindly provided by O.Hellmig
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half waveplates that are placed directly in front of the fiber collimators should al-
ways maximize the power going onto the atoms.

5.3.2 Lattice telescopes and alignment
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FIGURE 5.10: Sketch of the telescopes for the lattice beams – After the coupler the light
propagates collimated through a PBS for polarization cleaning, a halfwave plate for po-
larization adjustment and in the case of the PUSH telescope through sampling optics and
a dichroic mirror. Finally, XYZ stages provide a fine adjustment of the focus position onto
the atoms by moving the focusing lens in the lens tube. In the upper right corner a small
sketch shows the arrangement of the telescopes around the glass cell.

A sketch of the lattice telescopes is shown in Figure 5.10. For each telescope we start
with the kind of fiber collimator that we already used for coupling the light into the
fiber. For an optimal performance, we need to make sure that the 5 ◦ tilt axis of the
collimator is aligned to the 5 ◦ facet angle of the fiber. The best way to do it, is to
observe the collimated beam shape in far field with a CCD camera and to carefully
turn the unscrewed SMA fiber tip until the shape changes from elliptical to round.
Behind each collimator we place a PBS to clean the polarization. As described in the
last section, the axes of the polarization-maintaining (PM) fiber are aligned to this
PBS. In the case of the ADWIN beam and the BNC beam a half waveplate for the
choice of beam polarization and the achromatic focus lens14 finalize the telescope.
In the third lattice beam direction (PUSH), the outcoupled laser beam additionally
has to propagate through two beam samplers15 and a dichroic long pass mirror16.
The dichroic mirror serves for absorption imaging purposes along the push beam
direction (see Chapter 6.2). The beam samplers serve as pick-ups for intensity and
phase control of the lattice beam that will be explained in the following subsections.
Here, they need to be placed between the atoms and the fiber because after propagat-
ing through the ultracold cloud the beam is completely dumped inside the vacuum

14Thorlabs: AC254-150-C, f = 150 mm
15Thorlabs: BSF10-C
16Thorlabs: DMLP900
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chamber17 such that sampling the beam behind the atoms is impossible.
For the alignment, marked lines on the breadboards assure a coarse adjustment for
the lattice angles. The couplers are placed on that lines at ∼ 150 mm distance to the
atomic cloud without any additional adjustment mirror. The further alignment of
the lattice beams can be done in two steps. A coarse adjustment for the BNC and
ADWIN can be performed by overlapping the lattice beam and the fluorescence of
a MOT on a CCD camera that is placed behind the recollimation lens for the lattice
beam behind the atoms18. For further adjustment, we shortly switch on a lattice
beam after producing a molecular BEC (see Chapter 4) and observe the influence of
the dipole force created by the lattice beam. The position of the beam is then tuned
by moving the focussing lens in the telescope via a combined XYZ stage19.
When all beams are aligned carefully onto the mBEC and when we switch on the
beams for a few µs, we can observe20 generalized Kapitza-Dirac diffraction [145]
when performing a ToF expansion (see Figure 5.11). For future experiments, Kapitza-
Dirac diffraction is a suitable method to study relevant lattice paramters, like e.g. in
[80, 118, 146–148].
In order to proof the suitability of the lattice potential, we measured the caustic of
all three lattice beams and estimated important properties that are relevant for a
pinning lattice. The results are summarized in Table 5.2. The listed lattice depth and
the on-site trap frequency are comparable to other pinning lattices implemented in
existing quantum gas microscopes for 6Li [74, 77, 80].

TABLE 5.2: Main properties of the triangular lattice – For the beam waist, its quality factor
and the beam power the error is given by combining the measurement uncertainty and
the corrected sample standard deviation. For all further calculated values a standard error
propagation is used.

lattice spacing (nm) 713
beam waist (µm) 41(3)
beam quality factor M2 1.05(2)
power per beam (W) 8.5(5)
lattice depth (mK) 1.6(1)
on-site trap frequency (MHz) 1.3(1)

5.3.3 Analysis of optical phase noise

For this subsection we want to focus on the relative phases φjm from Equation 5.4.
When these phases change in time, the lattice potential shows the same pattern but
the positions of the lattice sites move inside the 2D slice [143].

17During the alignment onto the ultracold gas we tried to let the beam partially travel through the
differential pumping tube but since it is out of black graphite it quickly heats up due to the clipping
laser power and we observe that the pressure in the glass cell increases by up to 3 orders of magnitude.
When instead shining the laser light with an intensity of ∼ 106 W/m2 onto the stainless steel wall
next to the pumping tube by slightly changing the angle of the beam within the horizontal plane, we
observe only a small increase in pressure for the first experimental cycles. We interpret this observation
as a forced local “bake out” via laser induced heating.

18Here, care must be taken to not damage the camera by turning to much power into the lattice
beam!

19Thorlabs: CXY1 and SM1ZM
20This first observation is taken just before we needed to refill the lithium oven. More details on

Kapitza-Dirac diffraction will surely follow in future theses.
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FIGURE 5.11: First order Kapitza-Dirac diffraction peaks – Molecules in the 6 first order
peaks carry a net momentum of 2h̄k with k = 2π/λ with λ = 1069.8 nm. With the given
ToF τ = 3.25 ms and by fitting the radius of the dashed red circle to our camera image
(r = 1.76(2)mm), we can calibrate the magnification M = r mLi/h̄kτ = 8.7(1) to our
image. The imaging lenses are the high resolution objective ( feff = 25 mm) and a plano-
convex lens with f ∼ 250 mm.

In order to quantify the effects of noise in the relative phases φjm, we analyze the
time dependent intensity Iint(t) of two interfering lattice beams that is given by

Iint(t) = Ij(t) + Im(t) + 2 |Ej(t)Em(t)| cos
(
ωjmt + φjm + δφ(t)

)
, (5.7)

with Ij,m(t) = |Ej,m(t)|2 and Ej,m(t) being the electric field amplitudes for the single
lattice beams j, m and δφ(t) being the relative optical phase noise. The frequency
difference of the lattice beams at the photodiode is given by ωjm = ωj −ωm.
For our measurement21 we place the photodiode at the overlap of the first diffraction
order of lattice beam j and the zeroth diffraction order of the lattice beam m behind
an AOM22. Thus, the AOM provides ωjm = 2π × 85 MHz even though the lattice
beams have the same frequency when they propagate through the ultracold cloud.
By measuring the phase at 85 MHz and by using a high passed photodiode23, we
suppress intensity noise that is dominant at low frequencies. Furthermore, we make
sure that no other frequency sources couple into our signal by blocking each beam
separately and observing the 85 MHz peak vanishing on a spectrum analyzer24. For
a clean interference signal, we also make sure that the beam shapes of the two lattice
beams are similar at the position of the photodiode. Finally, we can state for the
photodiode current that

iPD ∝ cos
(
ωjmt + φjm + δφ(t)

)
. (5.8)

21The test setup is sketched in Figure A.7.
22Gooch & Housego: AOM 3080-197
23Hamamatsu: G8370-03 & Mini-Circuits: Bias-Tee ZFBT-6G+
24Rhode & Schwarz: FSV7
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Now in the frequency domain, the photodiode signal is broadened by phase noise.
Via a binning of the phase noise in sufficiently small frequency steps, we can write
that25

iPD ∝ cos
(
ωjmt + δφ(t)

)
≈∑

`

{
Jo (δφ`) cos

[
ωjmt

]
+ J1 (δφ`) cos

[(
ωjm + ω`

)
t
]

− J−1 (δφ`) cos
[(

ωjm −ω`

)
t
]}

≈∑
`

{
cos

[
ωjmt

]
+ δφ`/2 cos

[(
ωjm + ω`

)
t
]

− δφ`/2 cos
[(

ωjm −ω`

)
t
]}

, (5.9)

with Jp being the pth order Bessel function of the first kind, ω` being the frequency
of the binning interval and δφ` � 1 being the deposited phase noise amplitude. The
electric RF power in a single sideband (SSB) at ωjm + ω` is then

PSSB(ω`) ≈ (δφ`/2)2 (5.10)

and can be measured and analyzed via our spectrum analyzer such that we can ex-
tract the frequency dependence of the phase noise between two lattice beams. As
shown in Figure 5.12, we did not only measure the phase noise of the setup with
fiber coupled lattice beams but also without fibers. We can therefore state that the
additional phase noise from the fibers is located at frequencies below∼ 300 Hz. Nev-
ertheless, during our measurements we could clearly observe increased phase noise
when touching the fibers or by increasing the acoustic noise in the laboratory. Via
our self-assembled and self-programmed low noise AOM driver (see Appendix A)
we can realize an active feedback loop that reduces the measured phase noise for
frequencies up to ∼ 2 kHz and shows a servo bump peaked at ∼ 10 kHz. Anyhow,
even if an active feedback shows remarkable results, it increases the amount of tech-
nical complexity26 and may not be required in our setup as we observed during our
measurements that are explained in the following.
Considering optical lattices for atom trapping, the frequency dependence of phase
noise always needs to be related to the frequency response of the trapped atoms
inside the lattice. Depending on the on-site trap frequency ωost or just more general
on the bandstructure of the lattice, phase noise may induce parametric heating and
additional loss terms.
In the case of our triangular pinning lattice ωost = 2π × 1.3(1)MHz such that re-
garding the frequency dependence of the measured phase noise (see Figure 5.12),
we are in a regime where the atoms on the lattice sites mainly perform a motion that
depends on the current phase noise values. When collecting their fluorescence for
∼ 1 s, the motion will blur the image even if every atom remains cooled on its site.
We can now estimate how severe this blurring effect may disturb the image quality
by, in a first step, calculating the phase noise induced overall rms fluctuation

25In this equation we chose a time shift that sets φjm = 0 without loss of generality.
26One technical issue that we are currently discussing (see Appendix A.5) is e.g. the start of the lock.

Here, usually the phase shortly oscillates because the lock controller needs to find the setpoint of the
signal.
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FIGURE 5.12: Measurements on the relative optical phase noise between two beams of the
optical lattice – Here the deposited RF power in a single sideband PSSB relative to the RF
power in the carrier at 85 MHz is plotted in dBc/Hz. The curves show the phase noise of
a setup with and without fiber coupled lattice beams (red, blue) as well as the case where
the AOM of one fiber coupled lattice beam gets an active feedback to lower the relative
phase noise (green). The line in black shows the phase noise present in the signal coming
from the AOM driver. It serves for comparing the signals to their background noise limit.

∆φrms =

√
1
te

∫ te

0
[δφ(t)]2 dt, (5.11)

where te is the exposure time. Using the Parseval theorem we find that

∆φrms =

√∫ ∞

2πt−1
e

[PSSB(ω)]2 dω =

(
1

4π

∞

∑
`=`e

δφ2
`

)1/2

(5.12)

such that we can extract ∆φrms from the data of Figure 5.12 and list it in Table 5.3 for
every curve.

TABLE 5.3: ∆φrms calculated from the curves of Figure 5.12

∆φrms (◦)

no fibers 1.01
with fibers 6.85
active feedback 0.08
AOM driver 0.02

If we now assume that phase noise is random and normally distributed with a stan-
dard deviation of ∆φrms we find numerically that the lattice sites in our 2D potential
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are locally spread with a standard deviation of σpn ∝ ∆φrms for small values of ∆φrms
and that σpn = 9.51(6) nm if ∆φrms = 6.85 ◦ like it is the case for our current lat-
tice configuration. Comparing σpn with e.g. the oscillator length on each lattice site
aosc =

√
h̄/2mLiωost ≈ 64 nm, we find an indication that blurring by phase noise

will not limit the imaging resolution.

5.3.4 Intensity control

For a loading of the atoms into a pinning lattice, we need to ramp the lattice depth
and so the laser power on a range of three orders of magnitude from a few mW up
to 8.5 W that is our maximum power per beam corresponding to a lattice depth of
∼ 1.6(1)mK ≈̂ 2.3(1)× 103 Erec

27.
At first, we need to smoothly ramp up the lattice depth until tunneling between lat-
tice sites is suppressed. This regime is usually reached at lattice depths of . 50 Erec
(see e.g. [31, 80, 149]) and ramping times are on the order of 10− 100 ms.
Second, for pinning fluorescing atoms much deeper lattices are required as the atoms
are randomly kicked by spontaneous emission photons. For that purpose, a ramp to
the maximum in about 100 µs is used in [80].
Due to technical reasons an active feedback control is only designed for beam pow-
ers up to ∼ 600 mW ≈̂ 160 Erec. For higher powers we switch off the active feedback
and ramp in a feed forward fashion to the maximum available power.
Within the last days of working in the laboratory the author installed a first version
of a feedback control for low lattice powers that is successfully used to load atoms
into the lattice potential. The electronic setup (see Figure 5.13) consists basically on
a voltage variable attenuator28 (VVA) and a servo controller29 and is developed in
close collaboration with the Spinor Team of our research group. A detailed descrip-
tion of the design and of the lock properties will be found in future theses. As the
amplitude noise of our lattice laser after all the amplification stages is an important
measure [150, 151], it is shown in Figure D.1.

27Erec is the recoil energy of a lattice photon
28Analog: HMC346AMS8GE
29New Focus: LB1005-S
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FIGURE 5.13: Ramping up the pinning lattice – As an example, an exponential ramp of
100 ms to 600 mW for the PUSH lattice beam is shown. The voltage on the photodiode that
is placed behind a beam sampler of the telescope is plotted in red and the corresponding
control voltage in blue. The difference error voltage is shown in black. It has an offset
of −100 mV to assure the lowest possible power in the beam at the start of the ramp. A
small kink in the signal indicates the turn to a constant value at the end of the ramp. –
The inlet shows a sketch of the feedback control setup. First, a low noise amplifier board
serves to match the photodiode voltage range to the control reference voltage from the
ADwin experimental control and to monitor both. We then choose the LB100-S servo
controller from NewFocus. Its error monitor serves for analysis purposes. Furthermore,
the servo provides a voltage for the VVA. Here, the RF signal coming from our digital
AOM driver board is attenuated by maximally−30 dB. If the “Int. Hold”-TTL at the servo
is high a constant control voltage can be applied to the VVA. Its value can be adjusted via
a potentiometer knob. In our case, we set this knob to minimum attenuation and hence,
in a first approach our plan is to pin the atoms in a deep lattice via this TTL.
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Chapter 6

Imaging

Nearly all information of an ultracold gas is obtained by taking and analyzing im-
ages. In a first section of this chapter the author reports on preparatory steps to
realize single-site fluorescence imaging with a high-NA objective. For these steps,
the author was mainly responsible. The second section of this chapter reports on
auxiliary absorption imaging of lithium atoms that was primarily implemented by
the author after consultations with B. S. Rem and Michael Hagemann.

6.1 Imaging with a high-NA objective

As stated in the previous chapters, we aim for quantum gas microscopy or, more pre-
cisely, single-site resolved fluorescence imaging of a 2D cloud in a triangular pinning
lattice. Our high-NA objective1 therefore ensures a beneficially large collection effi-
ciency of fluorescence photons emitted uniformly into the 4π solid angle (∼ 6.7 %)
and a resolution that allows to distinguish between full and empty lattice sites. Its
characteristics are given in Table 6.1.

TABLE 6.1: Characteristic data of the objective that is corrected for a 5 mm window of
borosilicate glass or fused silica.

Numerical aperture (NA) 0.5
Effective focal length 24.7 mm
Working distance 19 mm
Field of view 150 µm
Depth of focus at 671 nm 2.7 µm
Diffraction limited for 532 nm

671 nm
780 nm

1064 nm
AR coating for 532-1064 nm < 0.5 %
Achromatic focal shift < 80 µm
Aperture 25 mm

Since the objective is infinity corrected, we require an additional tube lens for imag-
ing. If we approximately treat the objective as one lens, we can thus assume that our
fluorescence imaging system consists of two lenses2 where we call the lens that is

1custom product from Special Optics, item 1-21992
2like all the absorption imaging systems mentioned in Section 6.2
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near to the atoms objective with a focal length f1 and the lens close to the camera tube
lens with a focal length f2.
For our specific experimental parameters Jan-Mika Jacobsen finds in his Master’s
thesis [97] that an optimal magnification is in the range of Mb = −65 to Mb = −95.
This explains our choice of tube lens that has a focal length of f2 = 2 m. As a result
we have Mb ≈ −80.
Like described in the Bachelor’s thesis of Tobias Petersen [152], we observe experi-
mentally a reduction in the effective numerical aperture for the 1 ′′ lens provided by
the objective designers. Therefore, we choose a tube lens3 with a larger aperture of
2 ′′.

6.1.1 Adjustment of the imaging system

Already from geometrical optics [153] we may deduce that the distance between
the tube lens and the clear image b is mainly effected by the distance between the
ultracold sample and the objective g = f1 + ε. If ε→ 0, we get

b (ε, ζ) = f2 −
f 2
2

f 2
1
· ε− f 2

2

f 4
1
· ε2ζ −O(ε3ζ2) (6.1)

with ζ = d− ( f1 + f2) and d being the distance between objective and tube lens.
From this equation we can conclude that the position of a clear image mainly de-
pends on the adjustment of the objective to a distance g = f1 whereas the distance d
between the two lenses is less important. Hence, a correct adjustment of the objective
with respect to the ultracold 2D sample is crucial for a diffraction limited imaging
system. We therefore designed an adjustment tower (see Figure 6.1) that fixes the
objective up to the following degrees of freedom with respect to our optical table:

• Tilt. We want the propagation axis of the collected light to be perpendicular to
the ultracold 2D sample in order to minimize aberrations like astigmatism and
coma. Thus, we install two tilting tables4 for both tilting directions θx,y. They
are the base5 of the arrangement in order to decouple the XYZ fine adjustment
from a tilt.

• XY. We want the atoms to be within the field of view of the objective that is
∼ 150 µm. We thus install an XY stage6 in our arrangement.

• Z. Once we find the atoms lying within the field of view, we need a clear image
on our camera7 chip. Since the depth of focus in a diffraction limited setup is
only ∆z = λ/NA2 ≈ 2.7 µm we need to carefully align the translation of the
objective in z direction. We thus install a piezoelectric objective scanner8 that
is e.g. used in [119]. It has a travel range of 100 µm, a precision of 10 nm and
a typical settle time of ∼ 6 ms. The adjustment is electronically accessible and
the scanner has capacitive sensors that can be activated to control dynamics.

Even if the positioning of the tube lens plays a minor role, we however recognized
during during test measurements that a tilt adjustment of the tube lens and its posi-
tioning perpendicular to the light propagation axis is useful to minimize aberrations

3Melles Griot: PLCX-50.8-999.4-UV-633-1064
4Owis: NT 65x120-FGS
5The tilting tables are placed on a z lift table – Owis: HT 100-30 – providing a coarse z adjustment.
6Owis: KT 65-STA-UM
7Oxford Instruments: Andor iXon Ultra 897
8Physik Instrumente: P-726 PIFOC
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FIGURE 6.1: CAD sketch of the optomechanics for the objective adjustment – From the
bottom of the optical table a Z stage lifts the objective coarsely to the right position. The
tilt tables orient the objective lenses to the 2D plane of atoms. The XY stage moves the field
of view. An objective scanner focuses the objective onto the fluorescing atoms. An HR
coated retaining ring will be helpful for additional auxiliary laser beams for adjustment
purposes. The small lens of the MOT telescope is located directly in the objective tube.
The silver mirror with the hole is inside a cubic arrangement fabricated in the mechanical
workshop. A small MOT mirror is placed below the hole.
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as described in [152]. For this reason we also place the tube lens into a lens posi-
tioner9.

6.1.2 MOT through objective

Since we do not transport the ultracold cloud (see Chapter 2), the MOT is centered at
the focus position of the objective and one MOT beam has to travel through the ob-
jective. It needs to be collimated when propagating through the atoms and its waist
should not reduce the intersection volume of all MOT beams. We thus need to built
a telescope with the high-NA objective being the recollimation lens. This means that
when using usual beam sizes, we need to place the other telescope lens close to the
objective to get a waist that is large enough on the atoms.
In our case, we choose an f = 4 mm lens10 with a small diameter of 4 mm that is
inserted into the tube holder of the objective by using a 3D printed holder (see Fig-
ure 6.2a) that is printed in our workshop. It holds the lens at 6 mm off-axis because
we do not want to manipulate the low frequency parts of the collimated imaging
information of the fluorescence image that will be important for cold clouds that fill
the lattice homogeneously. On the other hand, the off-axis position of the first lens
gives rise to an angled MOT beam. It is tilted within xz plane by ∼ 14 ◦ with respect
to the z axis (see Figure 6.2b). We obtain a waist of ∼ 0.6 cm as a MOT beam by
shining a collimated beam with a waist of 960(20) µm onto the small lens.
In order to separate the light paths for the MOT beam and for the fluorescence im-
age, O. Hellmig kindly thrilled a hole with a diameter of 5 mm in a 2 ′′ elliptical silver
mirror such that we can place it below the objective (see Figure 6.2a). The light for
the MOT beam is then fully propagating through the hole whereas ∼ 96 % of the
collected fluorescence photons get reflected by the silver mirror into the direction of
the camera without hitting the small lens.
When implementing the objective into the experiment, we redistribute the power in
the MOT beams in order to shape the MOT to a round ball again as it is described
in the Master’s thesis of Mathis Fischer [103]. Here, the angled beam that is slightly
larger than the other beams needs as much power as the horizontal beams whereas
the MOT beam that propagates completely vertically in −z direction needs only
∼ 60 % relative power. Fortunately, the atom number and the phase space density
after gray molasses did not reduce significantly due to the upgrade.
Another important advantage of our described approach will become relevant in a
future stage of the experiment since in principle it allows the insertion of a second
similar objective above the science cell without loosing the possibility for a MOT.

9Newport: LP-2A
10Edmund Optics: # 48-702
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FIGURE 6.2: Beam paths through the objective – (a) A sketch of the light path of the
collected fluorescence photons (red) and the MOT beam (blue) parallel to the yz plane.
A small beam with adjusted polarization propagates from a passive reflective mirror
through a hole in a silver mirror onto a small lens. The focussed beam is recollimated
and magnified by the objective and suits for a MOT. The fluorescence photons are col-
lected by the objective. ∼ 96 % pass by the lens holder without any manipulation and are
reflected by the silver mirror before they are focused by the tube lens onto a camera chip.
(b) Ray traces of the MOT beam in the xz plane calculated with ZEMAX OpticStudio. The
small lens is decentered by 6 mm. This yields an angle of 14 ◦.



62 Chapter 6. Imaging

6.1.3 Measuring the Point Spread Function

Before implementing the objective tower into the experiment, we characterize the
objective properties separately for making sure that it is suitable for resolving fluo-
rescing single atoms on the sites of our lattice geometry.
By taking into account that our setup is at least limited by diffraction caused by
the finite apertures of the lenses, we can analyze the so-called point spread function
(PSF) that characterizes our resolution. In the ideal case,

PSF(ρ) ∝ (2J1(ρ)/ρ)2 , (6.2)

with

ρ(x, y) = NA k
√

x2 + y2 (6.3)

being the radial optical coordinate for a beam propagating in z-direction, k = 2π/λ
with λ being the wavelength of the fluorescence photons and J1(ρ) being the first
order Bessel function.
In our case, we numerically calculate the PSF of the objective and compare the result
to a measured PSF from a test setup:

• For the calculation we insert the objective in an ideally collimated beam and
look at its focus with a ray tracing software11. The small MOT lens and the
5 mm hole in the mirror is approximated by a circular obscuration.

• For the measurement, we first want to thank Joakim Reuteler from the ScopeM
team of the ETH in Zurich for piercing small holes with a diameter d ≈ 200 nm
into the coating of a glass side12. We use it to shine laser light through the
small holes of the coating and observe the point-like structures (d < λ) with
our objective and a setup that is further explained in [152].

Figure 6.3 shows an example image of a 200 nm hole that is imaged at λ = 671 nm. In
order to test the effective NA of our imaging system, we compare our measurement
to the width σ = λ/ (π ×NAeff) that is given at 4J1(ρ = 1)2 ≈ 0.775. For the
curves that we obtain from our simulations where the small lens is considered as an
obstruction, we look at their first minimum xmin = 0.61 λ/NAeff.
By overlapping the calculated data with a cut through the experimental image, we
observe a good agreement in width. All data fit well to a NAeff ∼ 0.5 like it is
summarized in Table 6.2. We can therefore state that the mirror hole as well as the
small lens do not disturb the imaging performance significantly.

TABLE 6.2: NAeff for the data shown in Figure 6.3

data name NAeff

measurement Data along 1 0.50(1)
Data along 2 0.53(1)

simulation PSF (x, 0) 0.519(1)
PSF (0, y) 0.503(1)

11Zemax: OpticStudio, lens data are provided by Special Optics
12He pierces a ∼ 250 nm PtPd coating with a focussed ion beam (FIB) and measures the coordinates

of the holes via a scanning electron microscope (SEM).
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FIGURE 6.3: Testing the fluorescence imaging system – We cut through a 2D camera image
that is shown in upper left corner and compare the pixel data (black dots and circles) with
the theoretical 1D PSF calculated with our optical ray trace software along two orthogonal
axes x (red) and y (blue). For the calculation an obscuration of 5 mm that is decentered by
6 mm along the x direction approximates the small MOT telescope lens and the hole in the
silver mirror behind the objective. We observe that the curve is slightly broadened along
x and that more light is transferred to the Airy rings along y. The widths of the pixel data
are in good agreement with the numerical data. Their slight asymmetry may be induced
by a small tilt of the objective relative to the glass side and due to the fact that the pixel
direction may not completely coincide with the axis of the decentered lens. All curves
show that we are within the range of a NA = 0.5 that is indicated by σ. The positions of
the neighboring lattice sites are indicated by black dashed lines at ±713nm.

6.2 Absorption imaging

For all adjustment and build up stages that are reported in this thesis absorption
imaging is essential to obtain information about the gas. When performing absorp-
tion imaging, resonant light is shone onto the atoms such that they cast a shadow
onto a CCD camera13. More precisely, we obtain an intensity distribution Iabs(x, y)
on our camera. By referencing this distribution to an image without atoms Iref(x, y),
we can estimate the column density distribution of the atoms

ñ(x, y) = σ−1
eff ln (Iref(x, y)/Iabs(x, y)) (6.4)

that is integrated along the imaging axis z. Here, the value of the effecitve cross-
section σeff can be calculated by applying the Beer-Lambert law14 and by including

13PCO: Pixelfly QE or Pixelfly USB
14If the light beam intensity I is comparable or even larger than the saturation intensity Isat of the

atomic transition, the value of σeff will become intensity dependend as it is e.g. treated in [154, 155].
Moreover, in the case of weakly bound molecules σeff is slightly reduced as e.g. discussed in [156].
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all relevant parameters of the imaging system.
In our case, the two images are taken each in 10 µs with intensities that depend on
the density of the cloud and on the imaging direction (see Figure 6.6b). In between
the images we have a data transfer and storage period of 200 ms. For stray light
correction we further take dark images for which the laser light beam is switched
off.

6.2.1 Imaging transitions in magnetic fields
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FIGURE 6.4: Imaging transitions between the three lowest states |1, 2, 3〉 in the 22S1/2 man-
ifold and the states in 22P3/2 as a function of magnetic field strength – Note that the lines
correspond to transitions rather than to atomic levels that can be found in Appendix B.
The zero is chosen with respect to the frequency measured at the offset lock photodiode,
meaning zero frequency difference to the D2 master laser. The red dashed lines indicate
the frequency interval of the plot that is not accessible with the current offset lock. The
σ+ transitions are dashed because we never used them for imaging. The usual positions
of the plot where we image our clouds are marked with a red circle each. For further
explanation see e.g. [157–159].

When ultracold lithium is exposed to magnetic fields not only their interaction is
changing because of Feshbach resonances [62] but also the intraatomic energy lev-
els split up and shift (see Appendix B). Since lithium has relatively small hyperfine
splittings compared to other alkalis, the Zeeman interaction can only be treated as
a perturbation for very small magnetic field strengths [157]. Thus, the transition
between intraatomic energy levels and so the correct laser frequency for resonant
absorption imaging strongly depends on the present magnetic field strength B.
For our purposes, we restrict the imaging frequencies to drive σ− and π transi-
tions on the D2 line from the three lowest states |1, 2, 3〉 in the electronic ground
state 22S1/2 of 6Li (see Figure 6.4). At low fields the ground states |1, 2〉 are pro-
jected into the F = 1/2 manifold whereas |3〉 can be identified as the stretched state
|F = 3/2, mF = −3/2〉 (see Appendix B). At high fields the ground states |1, 2, 3〉
can be excited to different spectroscopic triplets of the mJ′ manifolds in the excited
state depending on the laser frequency and on the type of transition (σ± or π). Our
computer code for calculating the respective transition frequency is based on [157].
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FIGURE 6.5: Sketch of the offset lock system – (a) At the laser part the light from a DL pro is
coupled into two different fibers and overlapped with the D2 master laser for a frequency
comparison. The comparison is done by first bringing the laser frequencies close together
via a wavelength meter and then measuring the beat signal on a fast photodiode (PD). As
a design library for drawing optics components the author used [85, 104]. (b) The signal is
amplified and compared to a reference signal from a signal generator (SMB100A). As long
as the beat frequency is smaller than the reference signal, including the division factors, the
output of our dPLL (digital Phase-Locked Loop) box is a TTL low. The Digilock, belonging
to the laser electronics, locks the laser to the frequency where the TTL is supposed to
change from low to high. With our spectrum analyzer (FSP-13) we can have a look on the
beat frequency during the lock. As a design library for drawing optics components the
author used [104].

From an experimental point of view it might be useful to state that for B & 350 G
the increase in frequency is mostly linear. For the σ− transitions it is ∝ −κ and for π
transition it is ∝ +κ/3 with κ ∼ 1.4 MHz/G.

6.2.2 Laser system for absorption imaging and its offset lock

The light that we need for imaging the gas is provided by another ECDL laser15 at
671 nm. It is the source for the surrounding laser system (see Figure 6.5a) that basi-
cally consists of a locking part and a part where the light is distributed and switched.
At the locking part of the laser system the light of the imaging laser is overlapped
with light coming from the D2 master laser (see Figure 3.1) on a 50 : 50 beam splitter.
At one of the splitter ports we can measure the absolute wavelength of the laser via
a wavemeter16, at the other port we place a photodiode17. It detects the beat signal
between the two lasers and is connected to the electronic circuit that is sketched in
Figure 6.5b. After two amplification stages the signal of the photodiode is compared
to a reference signal coming from a signal generator18 that is controlled by our ex-
perimental control software via VISA19 commands. For the comparison we use a
self-built digital PLL board (dPLL) that is based on the ADF4007 evaluation board20

and inspired by [160]. The output is a TTL signal saying which frequency is higher.
We use this signal as an error signal to lock our laser. At typical lock parameters we

15Toptica: DLpro
16Toptica: HF-Angstrom WS/6
17Hamamatsu: G4176-03
18Rhode & Schwarz: SMB100A
19Virtual Instrument Software Architecture
20Analog: UG-158
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reach a long term21 jitter of the photodiode frequency of±1.25 MHz =̂ ± 0.21 Γ with
Γ being the transition linewidth.
By using a TTL signal with a clearly defined slope as an error signal, we can exploit
that advantage and change the frequency difference between the lasers in the range
of ∼ 50 MHz to ∼ 2.2 GHz during the lock22. The possible range is in our case lim-
ited by the photodiode electronics (Bias-Tee and the RF amplifiers).
In order to provide the possibility to image the atomic cloud from different direc-
tions (see Figure 6.6b), the light that is not needed for the offset lock is coupled into
a fiber and propagates to an imaging distribution part on the laser table (see Fig-
ure 6.6a). Behind a DPAOM for a fine tuning and switching the light shares its path
with light coming directly from the D2 master laser system (see Figure 3.1) that is
used to image the atomic cloud on the MOT cooling transition (see Appendix B). By
using half waveplates and PBSs, we distribute the light to a fiber that propagates the
light to the science table for imaging the atoms along the wanted direction. All other
fiber entries will be blocked by beam dumps during the run of the experiment.
The current magnifications for the different directions are given in Table 6.3.

TABLE 6.3: Magnification for the different imaging directions

name M

MOTY 0.4
push 3.3
Towy 4.7
zimg 8.7

2120 min
22If we want to flip the sign and go from a blue-detuned lock to a red-detuned lock, we need to

invert the TTL signal. This is done in the DigiLock box.
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FIGURE 6.6: Sketch of the different imaging possibilities – (a) The laser system has two
input fibers. One from the D2 master system (see Figure 3.1) called “cool trans” and one
from the offset lock (see Figure 6.5a). The light from both fibers can be coupled into all
four MOT fibers (MOTZ1,2 and MOTXY) and into 3 auxiliary fibers (Towy, zimg, push).
As a design library for drawing optics components the author used [85]. (b) The sketch
shows different absorption imaging beams. In the experiment we use the beams zimg,
push and TowY for the imaging of an ultracold gas. The MOTY beam is usually used for
the imaging of laser cooled atomic clouds, e.g. for the ToF of an atomic cloud cooled in
a gray molasses. The two coordinate systems show our general axes (xyz) and the MOT
axes (XYZ). As a design library for drawing optics components the author used [104].
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Chapter 7

Conclusion & Outlook

In this chapter, the author will first review the work of his thesis. Second, he identi-
fies the main technical goals that need to be achieved on the way to future research
topics. Third, some of these topics are discussed shortly.

7.1 Conclusion

During this PhD thesis, we built a modern and innovative machine that routinely al-
lows the production of ultracold degenerate quantum gases of lithium and contains
an objective with high numerical aperture that fulfills the requirements for quantum
gas microscopy.
Starting from the construction, assembly and bake-out of a vacuum chamber, we de-
cided for the unconventional but compact solution of a 2D-MOT as a suitable source
for our 3D-MOT of lithium atoms that we tested successively to work for both stable
isotopes. We further implemented a sub-Doppler laser-cooling mechanism, called
gray molasses cooling, that allows significant loading of our far-detuned dipole trap.
By exploiting the beneficial scattering properties of lithium atoms in high mag-
netic offset fields, we could evaporatively cool a cloud of fermionic lithium atoms,
trapped all-optically by high power laser beams, to a Bose-Einstein condensate of
molecules (mBEC). In order to prevent technical issues and for simplicity and com-
pactness, we did not choose the common way of forcing the evaporation via an AOM
but via a calibrated waveplate rotation.
In the following, we succesfully aligned a 1D optical accordion lattice onto the mBEC
and manifested our control options for the dynamic control of the lattice spacing. We
further showed that we can load the ultracold gas to a single slice of the lattice.
Moreover, we built the telescopes for the three laser beams of a 2D triangular lattice
and aligned them onto the mBEC. We characterized the relative phase noise of the
lattice beams and estimated its influence on a site resolved fluorescence image.
Via a decentered small lens at the backside of an objective with high numerical aper-
ture, we found a way to operate our 3D-MOT and gray molasses cooling already at
the focus of that objective. This idea supersedes any transport after the MOT and
should be even applicable to the envisioned case where a second similar objective is
inserted above the glass cell.
Moreover, we designed and characterized the imaging setup for a single site re-
solved fluorescence image of a 2D cloud of ultracold atoms pinned onto the lattice
sites of our triangular lattice. Here, we simulated and measured the point spread
function (PSF) that characterizes our imaging system. In this way, we can be sure
that the small lens at the backside of the objective as well as a hole in a reflection
mirror will not significantly change the expected image resolution.
In a nutshell, during this PhD thesis we developed a new ultracold quantum gas
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machine that looks promising to become an agile quantum gas microscope that can
be used for detailed simulations on quantum systems in the near future.

7.2 Outlook on future technical goals

Fluorescing atoms in the pinning lattice
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FIGURE 7.1: SIMULATED quantum gas microscope image of a dilute atomic cloud – For
the image we fill a triangular lattice with our spacing of alatt = 713 nm. The atoms are
randomly placed within a gaussian distribution that has a width of 12.8 µm =̂ 64 pixels
and a centered maximum occupation probability of 40 %. The image has a magnification
of M = 80 and a pixel size of 16 µm. The number of fluorescence photons per atom is 150.
For the point spread function, we consider a Rayleigh resolution of 820 nm and a gaussian
distribution with a width of 100 nm as the position uncertainty of the atom on a lattice
site. We allow 4 straylight photons per pixel and add shot noise. A detailed description
and the MATLAB program for the simulation can be found in [161].

From the existing quantum gas microscopes [18–26] and from simulations [161] that
we performed in our team (see Figure 7.1), we estimate the number of photons
per atom that we need to collect on our camera chip is ∼ 150. Assuming a real-
istic collection efficiency of ∼ 5 % this implies that we want each atom to scatter
∼ 3 000 photons during our imaging process in . 1 s.
Up to now, the only proven way to obtain enough information for a single lattice site
readout within our parameter range is to apply Raman sideband cooling (RSC) [20,
21, 47] that prevents the atoms from hopping to other lattice sites or from completely
leaving the lattice. In order to improve the single site readout we will investigate the
following topics:
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• We will study alternative but promising ways of cooling ultracold lithium
atoms in a deep pinning lattice. Here, we want to try out different gray mo-
lasses cooling scenarios that do not depend on resonances with the on-site trap
frequency like it is the case for RSC and further try out RSC scenarios at high
magnetic offset fields that could enhance the scattering rate due to anisotropic
emission of fluorescence photons like in [158] and may be suited to a spin-
selective cooling and imaging of the atoms.

• Advanced postprocessing of camera images may reduce the minimum number
of photons per atom that is needed to declare a lattice site to be occupied or not.
Here, modern deep learning readout techniques may help us to progress. They
are currently studied in our team and elsewhere [162].

• When studying small quantum systems of ∼ 10 atoms that have density struc-
tures that are on the scale of the lattice spacing, pinning will distort these den-
sity profiles. In a collaboration with the group of Peter Schmelcher and our
principal investigator, Christof Weitenberg, a readout technique that reduces
the distortion was prepared [163] and is ready to be implemented for future
experiments.

Tailored potentials for small quantum systems
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FIGURE 7.2: Holographic beam shapes – Intensity profile of a diffracted light beam at a
Digital Mirror Device (DMD). For better visibility of experimental imperfections we chose
a logarithmic color scale. The logarithmic pixel count is defined by pl = 10 lg (pc/pc,max)
where pc is the number of counts and pc,max is the maximum number of counts reached
on a single pixel of the array. For a far red-detuned wavelength, the atoms can be loaded
into the white maxima of the potential. Its geometry is similar to the molecular orbitals
proposed for a quantum simulation in [164]. The data is taken from [165].
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Since our goal is to study small quantum systems of ∼ 2 − 100 atoms (see Chap-
ter 7.3) the pancake shaped clouds in a slice of the accordion lattice (see Chapter 5.2)
need to be further manipulated and loaded into well suited optically tailored micro-
potentials induced by light intensity profiles like e.g. shown in Figure 7.2.
In order to create such intensity profiles, we already implemented state-of-the-art
holographic techniques1 for spatial light modulation with a Digital Mirror Device
(DMD, see Figure 7.3) in two Bachelor theses [165, 167] and have kind communi-
cations with the group of Henning Moritz at our institute who e.g. reported on a
solution for the suppression of switching noise on DMDs [154].
As a next step, we will install the required laser system close to our atoms and use
the high numerical aperture objective two focus the tailored dipole potentials onto
the atoms.

00

00

00

00

00

FIGURE 7.3: A smartphone image of the DMD and its surrounding – The actual DMD
(Digital Mirror Device) with its small mirror pixels is shining multicolored like a grating.
Its PCB (red) is in the background. A black tube (right edge of the image) surrounding the
propagation direction of the diffracted laser light starts right behind the DMD. The image
is taken from [165].

1A quick overview can e.g. found in [166].
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7.3 Outlook on research topics

In the near future we mainly want to focus on the two following topics that both use
mesoscopically sized systems with ∼ 2− 100 quantum particles in micro-potentials
and that will extensively benefit from the technical possibilities of a quantum gas
microscope.

Quantum simulation of attosecond science

FIGURE 7.4: Illustration of a simulation for non-sequential double ionization (time evolves
from left to right) – The total potential (blue) of a trap for 4 atoms in two different spin
states (yellow, black) is realized by a dipole trap (dashed blue) and by an additional slowly
oscillating magnetic gradient field (green). After tunneling through the potential barrier,
the liberated atom is accelerated in the oscillating part of the potential and recollides with
the left atoms such that finally two atoms leave the trap. Illustration taken from [79].

Electrons in atomic or molecular orbitals are trapped in potentials that are typically
on the scale of the Bohr radius ao = 0.53 Å and they move at the timescale of attosec-
onds. E.g. Bohr’s orbital period of the electron in the hydrogen atom is

To =
2π

h̄
mea2

o = 152 as, (7.1)

with me being the electron mass. In the field of attosecond science, people investi-
gate the dynamics that happen on those scales by using atom-light interactions in
the strong-field regime, i.e. the oscillating electric field of a short laser pulse de-
forms noticeably the static atomic potential for the electrons and induces additional
dynamics [168].
Via a simulation with ultracold atoms, we can slow down and magnify selected ef-
fects and mechanisms that show up in attosecond science by orders of magnitude
to the millisecond timescale and some microns for spatially tailored laser-induced
dipole potentials (see Chapter 7.2).
Due to these advantages, the idea of building an “ultracold-atom quantum simula-
tor for attosecond science” is recently proposed [79, 164] and a first experiment in
that direction is performed [169] where a macroscopic 84Sr BEC mimics the electron
wave packet.
The quantum gas machine built during this PhD thesis allows to go beyond that
wave packet analogy. We will simulate the effects of attosecond science based on
a few-body ansatz. In our case, fermionic lithium atoms in a well-controlled opti-
cal potential will mimic the dynamics of electrons in an atomic or molecular orbital
driven by an intense laser field. By additionally using quantum gas microscopy,
this shall help us to gain experience and to benchmark theoretical concepts on inter-
particle correlations in those systems and how they behave in strong fields.
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A first experiment that demonstrates our control options and the readout possibil-
ities of a quantum gas microscope will be a simulation of a special case of non-
sequential double ionization.
In attosecond science, this effect is often studied in a noble gas atom [170]. It is, in a
first step singly ionized by a strong infrared laser field. The liberated electron then
acts as an “atomic antenna” [171] that is accelerated in the laser field and absorbs
its energy before recolliding with the mother ion such that finally two electrons are
leaving the atomic potential.
In a simulation of this effect with ultracold but neutral lithium atoms (see Figure 7.4),
we can freely tune the interactions of the colliding particles from repulsive to attrac-
tive by exploiting the broad Feshbach resonance [62]. Via spatial light modulation
(see Chapter 7.2), we can tailor the underlying static potential for the colliding par-
ticles and the strong laser field can be mimicked either by an oscillating magnetic
field or by another superposed dynamic light potential. In both cases, we can tune
the oscillation frequency and so the pulse shape of the driving. Moreover, a dynamic
movement of the superposed light potential in two dimensions would give rise to a
simulation of an arbitrary time-dependent polarization of the strong laser field that
of course includes the case of elliptic polarization like e.g. studied in [172] for the
case of helium.
On top of all the degrees of freedom in quantum state engineering with ultracold
atoms, quantum gas microscopy offers a extensive study of microscopic inter-particle
correlations that appear when the liberated particle collides with the left particles in
the mother potential.

Anyonic quantum particles

FIGURE 7.5: Illustration of anyonic quantum states above the microscope objective – An
artificial magnetic field realized via rotation (light blue arrow) induces flux quanta (dark
blue arrows) into the quantum system of a few particles (red circles). In the regime of
fast rotation the number of flux quanta is comparable to the number of particles and the
ground state of the system can be described with composites formed by particles and by
a given number of flux quanta. Quasihole excitations (white circles with red frame) from
such a ground state are believed to have anyonic properties, e.g. their statistic exchange
phase may have a fraction of π, e.g. π/3. For our artificial systems the excitations can e.g.
be induced by repulsive tweezers as indicated with green cones. The illustration is kindly
provided by C. Weitenberg.
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A quantum particle called “anyon” behaves statistically neither like a boson nor like
a fermion that we know from textbook physics but like anything in between [173,
174]. By taking for simplicity the two-particle wave function of identical anyons

Ψ (~r1,~r2) (7.2)

with~ri being the coordinate of the ith particle, their interchange will multiply a phase
factor to the wave function as

Ψ (~r1,~r2) = Ψ (~r2,~r1)× exp (iθ) (7.3)

with θ being the statistical phase lying in between the bosonic (θ = 0) and the
fermionic (θ = π) limit.
The intriguing idea of anyons comes initially from a topological treatment of the
configuration space with d < 3 dimensions for N > 1 identical quantum particles
[173]. In condensed matter physics, anyons have established in a microscopic model
for the fractional quantum Hall effect (FQHE) that is found in two-dimensional con-
densed matter systems [175]. Though, the understanding of the strongly-correlated
states that come along with this model is still incomplete.
Unlike to charged electrons in solids our ultracold lithium atoms are neutral. Thus,
we need to realize an artificial magnetic field for simulating fractional quantum Hall
states. This will be done via trap rotation as e.g. reviewed in [176].
When mapping out the spatial correlations in a system with N < 10 atoms via quan-
tum gas microscopy as illustrated in Figure 7.5, we expect to find vortices as flux
quanta at rotation frequencies Ω that are moderate compared to the trap frequency,
like it is e.g. observed in [177–180] for larger systems. At rotation frequencies close to
the trap frequency, it is an interesting issue how the system evolves since especially
for small atom numbers, the relative number of flux quanta per particle gets quickly
close to 1, like e.g. reviewed in [181]. This situation is then strongly connected to the
Chern-Simons gauge theories for anyons in the FQHE [182].
A first pioneering work in the direction of small atom numbers and fast rotation is
performed in [183] where the trapping sites of a lattice are rotated and filled with
a few bosonic atoms. However, a microscopic view as proposed in [184] on those
systems with deterministic numbers of particles that may be bosonic or fermionic
and that have tunable interaction will boost our experience on characterizing these
exciting states of matter.
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Appendix A

Digital AOM driver

Since there was need for an AOM driver that suits to the requirements of our novel
apparatus, we revised the the soft- and hardware components that are used during
the PhD thesis of D. Vogel [185] and developed a digital AOM driver. Here the
author gives a short introduction into the use of the driver. He mainly focuses of
using its lock program for a feedback control of the relative optical phase between
two lattice beams.

A.1 Short introduction to DDS

What does digital mean?

θi

ϕM

O0 = cos θ0

O1 = cos θ1

O2 = cos θ2

O3 = cos θ3

...

N = 4
M = 3

FIGURE A.1: The “phase wheel” picture of DDS – Here, we take the example for a look-up
table of 2N = 16 data points, a jump size M = 3 and a cosine-form as the table output.

For our digital AOM driver (dAOM) we use Direct Digital Synthesis (DDS) for gen-
erating RF signals. As illustrated in Figure A.1 the essential working principle of
DDS is described by a “phase wheel” that is a look-up table with periodic bound-
aries [186, 187]. It contains 2N equiangular points placed on a circle at an angle θi
and assigned to an output value Oi.
Along that wheel a DDS device performs phase jumps of

φM = M× 2π

2N (A.1)
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at every clock tick.
If now, the output value is defined to be Oi ∝ cos (θi), we get an output with a
frequency

fM = fo ×
M
2N (A.2)

with fo being the clock frequency and M being the actual jump size that can be tuned
by the user for changing the frequency fM.
However, Equation A.2 only holds for at maximum to the so-called Nyquist limit
of M = 2N−1 where our cosine look-up table gives us a square wave output at a
frequency fM = fo/2.
This is why at the output of our DDS device the signal passes through a low pass fil-
ter at 0.4 fo = 200 MHz. Such a filter smooths and hence cleans the Fourier transform
of the signal. It additionally limits the given output power for a certain frequency
(see Figure A.2).
To put it in a nutshell, digital means here that the underlying generation of the signal
is digital because we use DDS1 that works with a look-up table and discrete steps.
But still, the output for M� 2N is a smooth cosine waveform.
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FIGURE A.2: Typical output power curve as a function of RF frequency for a dAOM
channel.

Why digital?

Even if DDS based RF generation does not directly allow the usual signal control via
an analog voltage and the bandwidth of the signal might be limited, there are many
advantages, e.g.:

1Detailed information on DDS can e.g. be found online at the wikipage of Analog Devices:
https://wiki.analog.com/university/courses/tutorials/index

https://wiki.analog.com/university/courses/tutorials/index
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• The stability of the RF on a DDS board is much less prone to unwanted drifts
than e.g. on a voltage-controlled oscillator (VCO) since it only depends on the
external clock.

• The dAOM has good phase noise characteristics by driving it with our external
clock2 (see Figure 5.12).

• The frequency calibration and synchronization of all dAOMs is automatically
given when using the same external reference clock. This leads to a better
handling of low frequency noise that arises when two RF signals are drifting
at around the same frequency.

• The frequency of a dAOM is exactly programmable with a resolution of fo/2N

that is for our case ∼ 100 mHz. It takes much more effort to realize the same
resolution with a VCO that we used before [69].

• There is no need for an external phase shifter. A phase change is easily pro-
grammed by an additional jump in the look-up table.

• We can switch off the RF signal completely with a command and thus there
cannot be any leakage RF signal at the AOM like it is often the case when
connecting a VCO with an external switch.

A.2 Short hardware overview

The hardware of the dAOM (see Figure A.3) mainly consists of a single-board com-
puter, named BeagleBone3, a DDS chip4 and an analog-to-digital converter (ADC5)
with the following main properties:

• Ethernet or USB connection for sending VISA commands from the experimen-
tal control

• 4 phase stable RF output channels with separately tunable frequency (32-bit)/
phase (14-bit)/ amplitude (10-bit)

• External clock input to minimize long term frequency drifts.

• Multipurpose analog input via a 14-bit analog-to-digital converter (ADC)

• Digital input/output (DI/O) for timing signals (trigger)

• Programmable arbitrary frequency/ amplitude/ phase ramps on two commu-
nicating programmable real-time units (PRUs6) that also can be used for lattice
shaking in our group

• Possible analog modulation of frequency/ amplitude/ phase via the 14-bit
ADC

• Available programs for a digital feedback control of frequency/ phase/ ampli-
tude.

2SRS: FS725/3
3BeagleBoard.org: BeagleBone Black
4Analog Devices: AD9959, frequency/ phase/ amplitude at 32 bit/ 14 bit/ 10 bit.
5Analog Devices: LTC1419, 14 bit at ±2.5V input voltage
6One program step takes usually 5 ns, only a few commands take slightly more time.
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FIGURE A.3: A sketch of the dAOM hardware – The device has three main PCB boards
supplied by a small power supply board that converts voltages and distributes the needed
power. The control unit is a BeagleBone Black that is plugged on the BeagleBone board.
Via Ethernet or USB, the BeagleBone is the interface for the user working on external
software (MATLAB, Terminal, LabView, Cicero Word Generator, etc.). Additionally the
user can get or send digital TTL signals for timing certain tasks in the experimental cycle
(DI/O). The communication to the ADC board DC200A-A Analog Devices is provided by
a 14-bit parallel bus. It has a ±2.5 V analog input. The communication to the DDS evalu-
ation board EVAL-AD9959 from Analog Devices is provided via the SPI (Serial Peripheral
Interface) pins. It has four phase stable RF output channels that can be separately tuned
in phase, frequency and amplitude.

A.3 BeagleBone programming

The structure of the software environment is adopted from the basis work of Do-
minik Vogel [185]. Via an Ethernet or USB connection one can connect to the Beagle-
Bone, i.e. it gets a local or a network IP address and we can access it via a TCP/IP
socket.
The BeagleBone runs a standard Linux OS on its microprocessor (ARM) and we start
the dAOM program from remote. On the ARM a C++ program manages the control
and communication with the PRUs via a shared memory (see Figure A.4).
PRUs are needed for the transmission of execution commands for DDS in real-time
but also for real-time processing of the ADC signal. Here, real-time means that a
single command on a PRU is up to a few exceptions executed in exactly 1 PRU clock
tick that takes 5 ns. The programming therefore needs to be very low-level assem-
bler code (PASM [188]). The advantage of having two PRUs in the system gives us
the possibility to parallelize certain jobs and to get shorter overall processing times.
The communication of the two is realized via a scratchpad memory to which both
have access (see Figure A.4).
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FIGURE A.4: A sketch of the constituents inside the BeagleBone – The BeagleBone works
as a control interface that analyses and parses user commands into simple digital com-
mands for the ADC/DDS board where the real-time data in-/output happens. The Bea-
gleBone is easy accessible via a Linux OS on its ARM processor. Via a shared memory
the ARM can store data for the two PRUs. For real-time synchronization the PRUs can
communicate among each other via a scratch pad memory.

A.4 Example of a locking program

As soon as the main program is started on the ARM, it initiates the command in-
terpretation for VISA commands from the user, it loads all modules where the com-
mands are assigned to programs on the PRUs and it starts the communication man-
agement with the PRUs.
For the locking program the two PRUs, PRU 0 and PRU 1, synchronize their jobs
via a predefined status register on the scratch pad (see Figure A.5). The idea is here
that PRU 1 manages the ARM communication and the real-time calculation7 of the
error signal response whereas PRU 0 controls the ADC readout and the setting of
new values on the DDS output.
All in all, the locking program is written in a general form that allows a locking of
phase, frequency or amplitude. The only change is in the output command for the
DDS and in the generation of the error signal at the input of the ADC.
For now, ∼ 70 % of the lock cycle time (see Figure A.6) is spent on the ADC readout
that we set to 1.265 ms because of the ADC readout speed of 800 ks/s (status 1 in
Figure A.5). Simultaneously, the user set PID parameters are loaded for every cycle.
For the other∼ 30 % of the lock cycle the error signal response is calculated, the DDS
value is set and the program checks whether the user wants to exit the program. We

7The calculation is done by using a Z-transform for PID controlling with discrete time steps [189,
190].
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can thus run through the lock cycle in a time of 1.810 ms which results in a frequency
of ∼ 552 kHz that gives an upper bound for the bandwidth of the lock.
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FIGURE A.5: Status of the locking program – The status of the lock program is stored
in the scratch pad at any time of the execution. Within the lock the status is periodically
changing between the numbers from 1 to 4 (lock cycle). In the status 1 and 2 both PRUs
perform tasks. The status numbers 0/5 are the start and the exit information for the pro-
gram.
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FIGURE A.6: Measuring the lock cycle time – For measuring the lock cycle time that
we programmed, we put an oscilloscope at the ADC ready output pin that is low if the
ADC is in readout mode and that is high if its idling. For well-defined PID parameter
it is important that the cycle time is constant, meaning that the number of programmed
commands is constant for all eventualities of e.g. an “if loop”.
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A.5 Error signal for phase locking
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beam
sampler

HWP
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FIGURE A.7: A sketch of the setup for measuring the relative optical phase between two
lattice beams – The beams are separated by a polarizing beam splitter and diffracted by
slow shear AOMs where the 0th order output goes under an angle of 6.45 ◦ with respect to
the input beam and the 1st order output goes parallel (±0.2 ◦). After propagating through
separate fibers, a few percent of the laser beam power is picked up and coupled into a
standard AOM. By coupling into the AOM at different input angles the laser beams can
be overlapped again for the diffracted beams. In the direction for the 1st diffraction order
of the red beam and the 0th order of the blue beam, we place a fast photodiode. The beat
between the two beams is then at 85 MHz. Since all three AOMs are supplied from the
same dAOM driver (see Figure A.8), the relative phase between the signals is constant and
in good approximation the measured phase change of the beat corresponds to a relative
phase change between the two light waves. The position for the atoms in both beams is
indicated by a green dot. As a design library for drawing optics components the author
used [85, 104].
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FIGURE A.8: A sketch of the electronics for the phase lock – All amplifying and attenua-
tion stages are left out from the sketch. The first three channels of the DDS board are used
for the AOMs from Figure A.7 and the fourth is used as a reference signal that is used for
mixing the photodiode signal from 85 MHz down to DC. The DC phase signal is then fed
into the ADC board that converts the signal for the BeagleBone. Here the PID response
of the signal is calculated and a new command is send to the DDS board that changes the
phase of channel #0.

For testing our phase lock program we built a test setup as sketched in Figure A.7.
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Here, a light beam of our lattice laser system (see Chapter 5.1) is divided and cou-
pled into two slow shear AOMs8 at ν = 80 MHz for each of which the first diffraction
order is coupled into a fiber. The output of the two fibers is then overlapped again
by coupling both beams into a standard AOM9 at νm = 85 MHz. They are over-
lapped by shining one laser beam at the first order diffraction angle and the other at
the zeroth order diffraction angle onto the AOM. Due to the frequency shift of the
diffracted light, we observe a beat at νm on the photodiode10 placed at one of the
AOM outputs.
The beat at the photodiode changes phase when the relative phase between the two
laser beams changes. This relative optical phase is the value we want to keep as
constant as possible (see Chapter 5.3.3).
For the generation of an error signal (see Figure A.8), we mix down11 our signal to
DC via multiplying a reference signal at νm coming from the same DDS board as
the driving signals for all three involved AOMs. In this way, all four RF signals are
phase locked to each other. Finally after passing the signal from the mixer through a
low pass filter12, we insert our error signal into the ADC input of the dAOM. Here,
finally the phase of the RF wave running through one of the slow shear AOMs is
readjusted with respect to the relative optical phase.
The result of an active phase locking feedback is presented in Chapter 5 in Fig-
ure 5.12 and Table 5.3.

Short outlook

As stated in Chapter 5 there remains still the question of switching the lock. If we
switch on the lock when the atoms are already loaded into the lattice there will be
a short oscillation time where the lock controller needs to find the setpoint of the
error signal. This oscillation significantly heats the sample. Even if we program the
setpoint to the latest position of the phase we may run into trouble because the error
signal of a mixer is ∝ sin(∆φ) and thus not an ideal bijective error function.
Instead of searching for a direct switching solution, the Spinor team in our group is
currently working on a phase detector that outputs the same error signal for many
orders of magnitude of lattice beam intensity. In this way, we can first lock the phase
at an intensity that is out of relevance for atom trapping and then ramp up the lattice.
Moreover, this solution will help to better separate the phase lock from a simultane-
ous intensity lock.

8Gooch and Housego: I-M080-32SG-3-LV11
9Gooch and Housego: AOMO-3080-197

10Hamamatsu: G7096-03
11minicircuits: ZRPD-1
12DC output of the ZFBT-6G from minicircuits
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Relevant energy levels
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FIGURE B.1: Standard D-line level diagram of the two stable lithium isotopes 6,7Li – The
respective D2 line transitions (red arrows) are used in the red-detuned MOTs (2D-MOT,
3D-MOT). The respective D1 line transitions (blue arrows) are for a blue-detuned gray
molasses cooling. The solid arrow lines corresponed to the respective cooling transitions
whereas the dashed lines indicate the repumper transitions. The figure is taken from the
author’s Master’s thesis [69].
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FIGURE B.2: Magnetic field dependence of the 22S1/2 ground state of 6Li – Starting from
the momentum basis with F = 1/2, 3/2 6Li enters the Paschen-Back regime at relatively
low magnetic fields and the states regroup according to the mJ quantum number. They
always regroup to subgroups of three lines because for 6Li I = 1, i.e. mI = ±1, 0. For
the 22S1/2 ground state the energy difference within a subgroup is ∼ 80 MHz. Typically
all levels belonging to the 22S1/2 ground state are numbered in energetic order from |1〉 to
|6〉. Data for the plot are taken from [157].
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FIGURE B.3: Magnetic field dependence of the 22P1/2 excited state of 6Li – In this excited
state 6Li enters the Paschen-Back regime at even lower magnetic fields than for the 22S1/2
ground state (see Figure B.2). The states regroup according to the mJ′ quantum number.
They always regroup to subgroups of three lines because for 6Li I = 1, i.e. mI = ±1, 0.
For the 22P1/2 ground state the energy difference within a mI subgroup is on the order of
∼ 10 MHz. Data for the plot are taken from [157].



88 Appendix B. Relevant energy levels

0 200 400 600 800 1000
Magnetic field strength (G)

-3000

-2000

-1000

0

1000

2000

3000

L
ev

el
 s

h
if

t 
(M

H
z)

22P3/2

mJʹ = -3/2

mJʹ = -1/2

mJʹ = 1/2

mJʹ = 3/2

FIGURE B.4: Magnetic field dependence of the 22P3/2 excited state of 6Li – In this excited
state 6Li enters the Paschen-Back regime at even lower magnetic fields than for the 22S1/2
ground state and the 22P1/2 excited state (see Figure B.2 and B.3). The states regroup
according to the mJ′ quantum number. They always regroup to subgroups of three lines
because for 6Li I = 1, i.e. mI = ±1, 0. For the 22P3/2 ground state the energy difference
within a mI subgroup is on the order of ∼ 2 MHz. Data for the plot are taken from [157].
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Interatomic scattering lengths
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FIGURE C.1: Scattering length of the three lowest Paschen-Back states of 6Li – The Fesh-
bach resonances [62] between the states can be used to tune the interactions between ul-
tracold atoms in the particular states (see Chapter 4.2). In the course of this thesis we
especially use the broad resonance between |1〉+ |2〉. For this combination of states – as
shown in the inlet – there is a second tiny resonance at 543.286(3)G with a background
scattering length of ' 62 ao and a width of 0.10(1)G [191]. Further data for the curves are
taken from the supplementary material of [192].
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Intensity noise of the lattice laser

102 103 104 105

Frequency [Hz]

-140

-130

-120

-110

-100

-90

-80

-70

R
IN

 [
d

B
/H

z]

FIGURE D.1: Relative intensity noise of the lattice laser in dB/Hz behind all amplification
stages measured at the photodiode shown in Figure 5.2. The measurement is performed
by using an audio analyzer UPV from Rhode & Schwarz and is consistent with the data
sheet but reveals higher resolution in frequency. During the measurement any external
feedback control is switched off.
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List of Abbreviations

1D 1-Dimension(al)
2D 2-Dimension(al)
3D 3-Dimension(al)
AC Alternating Current
ADC Analog-to-Digital Converter
AI/O Analog Input/Output
AOM Acousto-Optic-Modulator
AR Anti Reflective(-or)
ARM Advanced RISC Machines (company)
BEC Bose-Einstein Condensate
CAD Computer-Aided Design
CCD Charge-Coupled Device
CF ConFlat (brand name)
cMOT compressed Magneto-Optical Trap
D1 22S1/2-22P1/2 transition (see Appendix B)
D2 22S1/2-22P3/2 transition (see Appendix B)
DAC Digital-to-Analog Converter
dAOM digital Acousto-Optic-Modulator driver
DC Direct Current
DDS Direct Digital Synthesis
DFB Distributed FeedBack
DI/O Digital Input/Output
DMD Digital Mirror Device
DN Diametre Normale (diameter)
DPAOM Double-Pass AOM
dPLL digital Phase-Locked Loop
DSUB D-Subminiature
ECDL External Cavity Diode Laser
EOM Electro-Optic Modulator
FPI Fabry-Pérot-Interferometer
FQHE Fractional Quantum Hall Effect
GUI Graphical User Interface
HR High Reflective(-or)
HWP Half WavePlate
IGBT Insulated-Gate Bipolar Transistor
IP Internet Protocol
mBEC molecular BEC
MOT Magneto-Optical Trap
NA Numerical Aperture
OD Optical Density
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OS Operating System
PBS Polarizing Beam Splitter
PC Personal Computer
PD PhotoDiode
PhD Doctor of Philosophy
PID Proportional Integral Derivative
PM Polarization Maintaining
PRU Programmable Realtime Unit
PSF Point Spread Function
PBS Polarizing Beam Splitter
QWP Quarter WavePlate
RF Radio Frequency
RS-232 Recommended Standard 232
RSC Raman Sideband Cooling
SMA Sub Miniature A
SPAOM Single-Pass AOM
TCP Transmission Control Protocol
ToF Time-of-Flight
TTL Transistor-Transistor Logic
UHV Ultra-High Vacuum
UV UltraViolet
VCO Voltage-Controlled Oscillator
VISA Virtual Instrument Software Architecture
VVA Voltage-Variable Attenuator
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