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I. Abstract

The possibility to manipulate the electrical conductance of a system by addressing the

electron’s spin is a central feature in the scientific field of spintronics and is essential for

the development of new computational devices. Besides the experimental exploration

of new materials to improve existing or to develop new spintronic technologies, the fun-

damental understanding of the mechanisms leading to spin-dependent conductance is

important. Such an understanding can allow to predict new materials for the field of

spintronics.

In this work, the results of the attempt to gain insight into three puzzling experimen-

tal observations concerning electron transport in molecular and nanostructured systems

are presented, based on density functional theory. These phenomena are the surpris-

ingly large magnetoresistance in a molecular junction of an organic radical based on the

oligo(p-phenyleneethynylene) (OPE) molecule, the circular photogalvanic effect (CPGE)

in lead-(II)-sulfide (PbS) nanosheets, and the chiral-induced spin selectivity (CISS) ef-

fect observed for helical molecules. This work is able to give an explanation for the

CPGE in PbS nanosheets. It is not be able to give a final explanation for the other

effects, but provides theoretical results which can provide insight and which are helpful

in further investigations.

Magnetoresistance describes the dependence of the conductance of a systems on a mag-

netic field. Regarding the OPE-based radical, electron transport calculations show that

its singly-occupied molecular orbital does not participate in the electron transport.

While this finding excludes mechanisms based on a direct interaction, no alternative

mechanism can be confirmed based on the results of this work. Nevertheless, inter-

actions of the singly-occupied orbitals of the radicals covering the electrode with the

electrode are suggested to be a relevant factor for an interface-dominated mechanism,

which could give further insight into the observed magnetoresistance in future studies.
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The CPGE describes a current induced by illuminating a material with circularly po-

larized light. Band structure calculations identify the Rashba effect to be responsible

for the CPGE in PbS nanosheets, although this effect is not expected for such a highly

symmetric system. However, the calculations show that electric fields due to the applied

gate voltage and the asymmetric interface are able to break space inversion symmetry,

thus inducing a Rashba effect.

The CISS effect manifests itself in a surprisingly large spin filter property of helical all-

organic molecules, based on spin–orbit coupling. As a fundamental understanding of

the surprising magnitude of the effect does not exist, this work presents some attempts

to provide one based on first-principles methods . The Landauer approach, a common

method to calculate electron transport properties, is analyzed regarding its ability to

describe the CISS effect. The symmetry of the first-principles effective single-particle

Hamiltonian matrix and its imaginary elements are identified as being connected to the

occurrence of the effect within the Landauer approach. The results are supported by

calculations for perfect helical and perfect linear systems. Although the ability of the

Landauer approach to describe the CISS effect is shown in principle, it fails to describe

the correct order of magnitude. The results indicate that the effect of the asymmetry

is covered by standard density functional theory based Landauer transport calculations,

but the enhancement of the effect for helical systems is not. The identification of imagi-

nary parts as the central quantity for chiral-induced spin selectivity can serve as a basis

for further improvements of first-principles methodologies, providing further insight into

chiral-induced spin selectivity and related effects in spin polarized nanoscopic structures.
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II. Zusammenfassung

Die Möglichkeit, die elektrische Leitfähigkeit eines Systems über den Spin des Elektrons

zu beeinflussen, ist von zentraler Bedeutung im Bereich der Spintronik und ist essen-

ziell für die Weiterentwicklung der Informationstechnologie. Neben der experimentellen

Suche nach neuen Materialien zur Verbesserung vorhandener oder Entwicklung neuer

Bauteile in der Spintronik ist das fundamentale Verständnis der Mechanismen, welche

zur spinabhängigen Leitfähigkeit führen, ausschlaggebend, da es die Vorhersage von

neuen Spintronikmaterialien ermöglicht.

In dieser Arbeit werden die Ergebnisse einer Untersuchung präsentiert, in welcher drei

Phänomene mit unklarem Ursprung im Bereich des Elektronentransportes in moleku-

laren und nanostrukturierten Systemen mittels Dichtefunktionaltheorie erklärt werden

sollen. Diese Effekte sind der große Magnetwiderstand in einer molecular junction eines

oligo(p-phenyleneethynylene) (OPE)-basierten organischen Radikals, der zirkularpho-

togalvanische Effekt (CPGE) in Bleisulfid (PbS)-Nanoblättern und der chiral-induced

spin selectivity (CISS) Effekt in helikalen Molekülen. Während der CPGE in PbS-

Nanoblättern in dieser Arbeit aufgeklärt werden kann, bleibt eine detaillierte theoretis-

che Erklärung für die beiden anderen Effekte aus. Jedoch bieten die Ergebnisse dieser

Arbeit eine hilfreiche Basis für weitere Untersuchungen.

Der Begriff „Magnetwiderstand“ beschreibt die Abhängigkeit des Leitwertes eines Sys-

tems von einem externen Magnetfeld. In Bezug auf das OPE-basierte Radikal zeigen

Elektronentransportberechnungen, dass das einfach besetzte Orbital des Radikals nicht

am Transport beteiligt ist. Während diese Erkenntnis einen auf einer direkten Wechsel-

wirkung basierenden Mechanismus ausschließt, kann kein alternativer Mechanismus auf-

grund der Ergebnisse dieser Arbeit bestätigt werden. Jedoch gibt es Anhaltspunkte für

einen grenzflächendominierten Mechanismus, induziert durch Wechselwirkungen zwis-

chen den Elektroden und den einfach besetzten Orbitalen von den auf der Elektrode

adsorbierten Radikalen. Diese geben möglicherweise in weiteren Studien Einsicht in den
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Magnetwiderstand.

Der CPGE bezeichnet einen durch Belichtung mit zirkular polarisiertem Licht induzierten

Strom. Bandstrukturberechnungen zeigen, dass der Rashba-Effekt für den CPGE in

PbS-Nanoblättern verantwortlich ist. Dies ist verwunderlich, da dieser Effekt für solch

symmetrische Systeme untypisch ist. Die Berechnungen zeigen jedoch, dass ein elek-

trisches Feld, welches durch die Gate-Spannung und die nicht-symmetrischen Gren-

zflächen verursacht wird, die Inversionssymmetrie bricht und dadurch einen Rashba-

Effekt induziert.

Der CISS-Effekt zeigt sich als überraschend große Spinfilterfähigkeit von organischen

helikalen Molekülen, welche durch Spin–Bahn Kopplung hervorgerufen wird. Diese

Arbeit zielt auf ein (noch fehlendes) Verständis der Größenordnung des Effektes ab,

basierend auf first-principles-Methoden. Eine häufig genutzte Technik zur Berechnung

von Elektronentransporteigenschaften ist der Landauer-Ansatz, welcher in Bezug auf

seine Fähigkeit zur grundlegenden Beschreibung des CISS-Effektes untersucht wird.

Die Symmetrie der first-principles-basierten Matrix des effektiven Einteilchen-Hamilton-

operators und ihre imaginären Elemente können mit dem grundsätzlichen Vorhanden-

sein des Effektes im Landauer-Ansatz in Verbindung gebracht werden. Dies wird durch

Berechnungen von perfekten helikalen und perfekten linearen Systemen bestätigt. Trotz

der Fähigkeit des Landauer-Ansatzes, den CISS-Effekt prinzipiell zu beschreiben, kann

diese Methode die richtige Größenordnung des Effektes nicht wiedergeben. Dies weist

darauf hin, dass zwar der Effekt der Asymmetrie durch den Landauer-Ansatz in Kombi-

nation mit Dichtefunktionaltheorie beschrieben wird, jedoch nicht die Verstärkung der

Spin–Bahn Kopplung in helikalen Systemen. Die Identifikation der imaginären Ele-

mente als zentrale Größe für CISS kann als Basis für weitere Verbesserungen von first-

principles-Methodologien genutzt werden und zusätzliche Einsichten in den CISS-Effekt

sowie verwandte Effekte in spinpolarisierten nanoskopischen Strukturen gewähren.
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1. Introduction

To match the increasing demand of data-storage efficiency [1], computational power [2],

and computational energy efficiency [3], the scientific field of spintronics offers promising

alternatives to charge-only based transistors and data-storage devices [4].

Spintronics deals with the spin of the electron as a carrier of information [5]. A central

phenomenon in this field is magnetoresistance, which describes the manipulation of the

resistance with external magnetic fields [6]. Especially giant magnetoresistance [7, 8]

and tunneling magnetoresistance [9–11] are of great importance for commonly used read

heads in hard disc drives [12], where digital information is magnetically stored.

A problem of hard disc drives is the slow data writing/accessing process compared to

electrical devices, which motivates the development of magnetoresistive random access

memory, combining the persistent (non-volatile) data storage of hard disc drives with

the fast data accessing and writing of random access memory [13].

Spintronics also offers the possibility of improving current transistors. Miniaturization

has led to an increasing number of transistors per computer chip and to a speed-up of

data processing [2]. However, this process faces a bottleneck in dissipating the produced

heat, which has prevented a significant improvement of clock times despite the increasing

number of transistors per chip so far [2]. In conventional transistors, ON and OFF are

defined by differently charged states, and switching between these two states requires

charges to move, which produces heat [14]. If ON and OFF were defined by spin states

instead, a switching without moving charges would be possible, leading to much less

heat production [5]. The possibility to build pure spin-based logic devices for instance

was shown by Wiesendanger et al. [15].

Creating the magnetic fields for writing magnetically coded information/switching be-

tween spin-encoded ON and OFF states can be problematic for very small devices [12]

and requires high currents, which are energy-consuming and again produce heat [14].

Alternative mechanisms are mandatory to improve spintronic computational devices. A

manipulation of the spin degree of freedom with electric fields as in Rashba systems (spin

transistor) [14] or with spin-polarized currents as for the spin-transfer torque [12,13] are
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promising alternatives.

Thus, both the exploration and the theoretical understanding of materials and mecha-

nisms which allow for the creation of spin-polarized currents (spin filters), electrical ma-

nipulation of the spin, or magnetoresistance are very important in the field of spintronics.

This work deals with the investigation of three puzzling spin-dependent transport phe-

nomena, including spin-dependent properties due to unpaired electrons or due to spin–

orbit coupling (SOC) in systems without unpaired electrons. These experimentally ob-

served phenomena are namely the magnetoresistance for a molecular junction of 2,2,6,6-

tetramethylpiperidine-1-oxyl functionalized oligo(p-phenyleneethynylene)1, the circular

photogalvanic effect (CPGE) in (001)-lead-(II)-sulfide nanosheets2, and the chiral-in-

duced spin selectivity (CISS) effect in helical molecular systems [4]. For all of these

phenomena, the physical mechanism responsible for the experimentally observed behav-

ior is currently unclear.

Although simple methods like tight-binding models can give insight into underlying

mechanisms of electron-transport phenomena [18], the usage of model systems or the

need of empirical or calculated parameters for tight-binding Hamiltonians limits its pre-

dictive capabilities. Thus, this work aims to describe the mentioned systems using first-

principles methods, i.e., methods which are only based on natural constants rather than

system-specific input parameters [19], to provide fundamental insight into the origins of

the phenomena under study.

1 This is based on experiments done by Scheer et al. and is documented in a joint publication [16].

2 This is based on experiments done by Klinke et al. and is documented in a joint publication [17].
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2. Theoretical Background

The focus of this work lies on the description of spin and SOC effects on electron trans-

port in molecular and solid-state systems. To understand the research and implementa-

tions done in this work, a short overview of the theoretical background is given in this

part.

First, a short introduction to non-relativistic [20] and relativistic [21, 22] wave-function

electronic-structure theory, as well as to density functional theory (DFT) [23] and current

density functional theory (cDFT) (the relativistic counterpart of DFT) [21,22] is given.

Since DFT is the method of choice in this work, further explanations on the applied

approximations to DFT and cDFT are given. Afterwards, SOC is introduced, focusing

on its origin in the Dirac equation [21,22] and on its effect on central quantities in these

electronic-structure methods.

Finally, two methods to calculate the conductance of molecular junctions based on DFT

are described: the so-called non-equilibrium Green’s function approach and its “non-

interacting” limit with leads in equilibrium, the Landauer approach [24].

2.1. Non-Relativistic Electronic Structure Theory

The equation of motion of quantum mechanics, the Schrödinger equation, neglects spe-

cial relativity. This is a good approximation for many properties of systems consisting

of light atoms, roughly up to the 3d transition metals [21]. An often used approach

to solve the Schrödinger equation is the Hartree–Fock (HF)-Theory. Throughout Sec-

tion 2.1, atomic units are used (reduced Planck constant h̄ = 1, mass of the electron

me = 1, elementary charge e = 1, dielectric constant of the vacuum 4πε0 = 1) [20].

2.1.1. Hartree–Fock Theory

In a non-relativistic description of electrons, an electronic system can be described with

the time independent Schrödinger equation [20],

ĤΨ = EΨ, (2.1)
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where Ĥ is the non-relativistic Hamiltonian (operator of energy),

Ĥ = T̂e + T̂N + V̂ee + V̂NN + V̂eN , (2.2)

which includes the operators of the electronic kinetic energy T̂e, the nuclear kinetic energy

T̂N , the electron–electron interaction V̂ee, the nucleus–nucleus interaction V̂NN , and the

electron–nucleus interaction V̂eN . The system is completely defined by a wave function

Ψ, which is an eigenfunction of Ĥ. Ψ depends on the electronic spatial coordinates r as

well as on the nuclear spatial coordinates R.

In practice, the Born–Oppenheimer approximation [20] is commonly used, assuming T̂N
to be zero, since the motions of the heavy nuclei are much slower than the motions of the

light electrons, i.e., the electrons react instantaneously to the movement of the nuclei.

As a consequence, Ψ can be separated into an electronic wave function Ψe(r, {R}) and

a nuclear wave function ΨN(R),

Ψ = Ψe(r, {R}) ·ΨN(R), (2.3)

where the electronic wave function depends explicitly on the electronic degrees of freedom

and only parametrically on the degrees of freedom of the nuclei. The resulting electronic

Hamiltonian,

Ĥe = T̂e + V̂ee + V̂eN + V̂NN (2.4)

can then be used to solve the electronic Schrödinger equation,

ĤeΨe(r, {R}) = EeΨe(r, {R}). (2.5)

Ĥe can then be written in detail as (neglecting VNN , which is an additive constant for a

fixed set of nuclei) [20]

Ĥe = −1
2

N∑
i

∇2
i −

N∑
i=1

M∑
I=1

ZI
|ri −RI |

+
N∑
i

N∑
j>i

1
|ri − rj|

, (2.6)

where ∇i is the nabla operator acting on electron i, ZI is the charge number of nucleus

I, ri is the position of electron i, and RI is the position of nucleus I.
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A possible way to describe the wave function of an electronic system with N electrons

is a Slater determinant [20],

ΦSD = 1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

χ1(x1) χ2(x1) · · · χN(x1)

χ1(x2) χ2(x2) · · · χN(x2)
... ... · · · ...

χ1(xN) χ2(xN) · · · χN(xN)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (2.7)

which fulfills the Pauli principle. ΦSD is built using single-electron functions χa(xi)

(spin orbitals), where a is an index describing the orbital and xi contains the spatial

coordinates ri and spin coordinate si of electron i. Spin orbitals are built as a product

of a spatial orbital ψi(rj) and a spin function σi(sj),

χi(xj) = ψi(rj) · σi(sj). (2.8)

σi is either α for a positive or β for a negative spin along the quantization direction.

Using the Born–Oppenheimer Hamiltonian, ΦSD, the variational principle3, and assum-

ing a closed-shell system (no unpaired electrons), one arrives at the closed-shell spatial

HF equation [20],

f̂(r1)ψj(r1) = εjψj(r1), (2.9)

where εj is the energy of orbital ψj, and f̂(r1) is an effective single-particle Hamiltonian,

called Fock operator,

f̂(r1) = ĥ(r1) +
N/2∑
i=1

[
2Ĵi(r1)− K̂i(r1)

]
. (2.10)

Here, ĥ(r1) is the one-electron operator,

ĥ(r1) = −1
2∇2

1 −
M∑
I=1

ZI
|r1 −RI |

, (2.11)

3 The variational principle states that the energy corresponding to the ground state wave function of

a system is smaller than that of any other wave function used to describe the system [20]. Within

an approximate ansatz for the wave function Ψapprox, the best approximation to the ground state is

found by minimizing 〈Ψapprox|Ĥ|Ψapprox〉.
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Ĵi is the Coulomb operator,

Ĵi(r1)ψj(r1) =
[∫

dr2 ψ
∗
i (r2) 1

|r1 − r2|
ψi(r2)

]
ψj(r1), (2.12)

and K̂i is the exchange operator,

K̂i(r1)ψj(r1) =
[∫

dr2 ψ
∗
i (r2) 1

|r1 − r2|
ψj(r2)

]
ψi(r1). (2.13)

Since the Fock operator depends on the orbitals, these equations have to be solved

iteratively by a self-consistent field (SCF) algorithm. In practice, spatial parts of the

orbitals ψj(r) are often expanded in a linear combination of atomic orbitals [20]

ψj(r) =
∑
µ

cµjφµ(r) (2.14)

where cµj is a weighting or molecular-orbital coefficient and φµ(r) is a so called atom-

centered basis function. There are several choices of φj(r), in particular the Slater-

type orbital (STO) and the Gaussian-type orbital (GTO). Applying the atom-centered

expansion in Equation (2.14), one arrives at the Roothaan–Hall equations [20],

FC = SCε. (2.15)

where F is the Fock matrix, S is the overlap matrix, and ε is a diagonal matrix with

elements

εij = δijεi. (2.16)

Matrix elements of F and S are then defined as

Sµν =
∫
dr1φ

∗
µ(r1)φν(r1) (2.17)

Fµν =
∫
dr1φ

∗
µ(r1)f̂(r1)φν(r1) =

∫
dr1φ

∗
µ(r1)ĥ1(r1)φν(r1)

+
N/2∑
λσ

P λσ

[ ∫ ∫
dr1dr2

φ∗µ(r1)φ∗ν(r1)φσ(r2)φλ(r2)
|r1 − r2|

− 1
2

∫ ∫
dr1dr2

φ∗µ(r1)φ∗λ(r1)φσ(r2)φν(r2)
|r1 − r2|

]
.

(2.18)
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They are important quantities in practice for the calculation of properties of molecular

systems. In Equation (2.18), P is the density matrix whose elements are calculated as

P λσ = 2
N/2∑
i

cλic
∗
σi. (2.19)

Although HF theory provides a solution to the Schrödinger equation, it only describes the

electronic system with a set of effective single-particle equations, and the many-body

interaction of the electrons is reduced to a mean-field description [20]. The missing

electron–electron interactions in HF theory are called electron correlation. A possible

tool to address this correlation is DFT [23], which is discussed in detail in the following

section.

2.1.2. Density Functional Theory

The most frequently employed method to calculate the electronic properties of molecular

systems is DFT [25]. DFT is an approach which, in contrast to methods based on the

Schrödinger equation, describes properties of an electronic system solely by using the

electron density ρ(r) [23].

The foundation of the applicability of DFT was given by Hohenberg and Kohn by in-

troducing the Hohenberg–Kohn theorems [23]. The first Hohenberg–Kohn theorem de-

scribes the connection between the electronic ground-state wave function Ψ0 and the

electron density of the ground state ρ0(r): ρ0(r) defines the external potential resulting

from the nuclei except for an additive constant, which means that the Hamiltonian is

completely defined through ρ0(r) and, therefore, ρ0(r) also defines Ψ0.

The possibility to find ρ0(r) is derived via the second Hohenberg–Kohn theorem, which

states that ρ0(r) is the electron density ρ(r) with the lowest energy,

E[ρ(r)] ≥ E[ρ0(r)]. (2.20)

This allows the calculation of ρ0(r) using the variational principle.

Although Hohenberg and Kohn showed that it is possible to find ρ0(r) and to use it

to calculate electronic properties in principle, it is very difficult in practice to calcu-
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late the energy with ρ(r) only, in particular for systems with inhomogeneous electron

densities such as molecules. This was solved by Kohn–Sham density functional the-

ory (KS-DFT) [23]. Kohn and Sham proposed to describe a system of electrons, i.e.,

interacting fermions, based on a reference system of non-interacting fermions, assuming

that their ρ0(r) is the same as for the interacting system. The wave function of the non-

interacting system is exactly described by a single Slater determinant, which is again

built using single electron functions, also called Kohn–Sham orbitals. Consequently, the

energy can be calculated as (neglecting the nucleus–nucleus interactions)

E[ρ(r)] = T [ρ(r)] + J [ρ(r)] + ENe[ρ(r)] + EXC [ρ(r)], (2.21)

where J [ρ(r)] is the classical electron–electron Coulomb interaction,

J [ρ(r)] = 1
2

∫ ρ(r)ρ(r’)
|r− r’|

drdr’, (2.22)

ENe[ρ(r)] is the classical electron–nucleus interaction,

ENe[ρ(r)] = −
M∑
I=1

ZI

∫
dr

ρ(r)
|RI − r|

, (2.23)

T [ρ(r)] is the kinetic energy of the non-interacting fermions, which is calculated using

the spatial part ψKS
i (r) of the Kohn–Sham orbitals,

T [ρ(r)] = −
N∑
i=1
〈ψKS

i (r)|12∇
2|ψKS

i (r)〉, (2.24)

and EXC[ρ(r)] is the exchange–correlation functional. EXC[ρ(r)] contains the deviation

of the non-interacting fermion’s T [ρ(r)] from T [ρ(r)] of the interacting fermions as well

as the non-classical electron–electron interactions of the interacting system, i.e., the

exchange–correlation energy. The density of the system with N fermions can be calcu-

lated as

ρ(r) =
N∑
i=1
|ψKS
i (r)|2. (2.25)

In analogy to HF theory, a set of effective single-particle equations, the so-called Kohn–

Sham equations, are obtained as

ĥKS(r)ψKS
i (r) = εiψ

KS
i (r), (2.26)
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where again an effective single-particle Hamiltonian ĥKS, the Kohn–Sham Hamiltonian,

ĥKS(r) = −1
2∇2 + veff(r), (2.27)

is obtained. It contains the kinetic energy (first term) as well as the effective potential

veff , which is defined as

veff = vext(r) +
∫ ρ(r′)
|r − r′|

dr′ + δEXC[ρ]
δρ(r) , (2.28)

describing the external potential vext(r) of the nuclei, the electron–electron interaction

and the exchange–correlation potential. These equations again have to be solved self-

consistently, and the ψKS(r) are expanded using atom-centered basis functions.

Since the exact EXC is unknown, its contribution to the total energy is approximated [23].

Although a lot of such approximations exist, the common exchange–correlation function-

als can be categorized into the following species [23]: within the local-density approxima-

tion (LDA), the energy is calculated as for a system with a homogeneous electron den-

sity. The so-called generalized-gradient approximation (GGA) uses the first derivative

of the electron density additionally, and the meta-GGA also the second derivative. Such

functionals are called pure functionals, since they are completely based on KS-DFT.

In contrast, hybrid functionals combine KS-DFT with wave-function based methods,

calculating a fraction of the exchange energy using HF theory.

2.2. Relativistic Electronic Structure Theory

A drawback of wave function theory and standard DFT is that the electron’s spin-degree

of freedom has to be postulated rather than resulting naturally from the fundamental

equations, and their inconsistency with Einstein’s principle of special relativity [21]. This

is in particular relevant for systems containing heavy atoms [26] and for certain properties

of systems consisting of light atoms, such as nuclear magnetic resonance properties [27].

In this section, an overview of the foundations of relativistic electronic-structure theory

is given. While atomic units were used in Section 2.1, h̄, e, and me are written explicitly

in the following, while 4πε0 = 1 remains. Such units are commonly used in relativistic

literature [21,22].
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2.2.1. Dirac Equation and Dirac–Coulomb–Breit Hamiltonian

According to the principle of special relativity derived by Einstein, equations describing

physical properties must be invariant under a Lorentz transformation and must obey

the principle of equivalence of time and space variables: the non-relativistic Schrödinger

equation violates both [21]. An equation describing the motion of a single electron

in an electromagnetic potential consistent with Einstein’s principle of special relativity

was derived by Dirac, which is known as the Dirac equation (here given in its time-

independent form) [21],

[
cα · (p+ eA) + βmec2 − eV

]
ΨDirac = EΨDirac. (2.29)

c is the speed of light,A is a vector potential due to magnetic fields, V is a scalar potential

due to electric fields (like the potential of the nuclei), α is a vector (α1,α2,α3),

αi =

02 σi

σi 02

 , i = (1, 2, 3), (2.30)

containing 2× 2 null matrices 02 and σi as the Pauli spin matrices,

σ1 =

0 1

1 0

 , (2.31)

σ2 =

0 −i

i 0

 , (2.32)

σ3 =

1 0

0 −1

 , (2.33)

which are connected to the spin s as

h̄

2σ = s. (2.34)

β is a matrix of the form

β =

12 02

02 −12

 , (2.35)

10



where 12 is the identity matrix of the size two and ΨDirac is the wave function, being a

four-component complex vector. It is often written as two spinors,

ΨDirac =

ΨL

ΨS

 , (2.36)

where ΨL is the so-called large component describing the electronic and ΨS the small

component describing the positronic states. ΨL and ΨS can then also be separated into

their spin components [28]

ΨL =

ΨL,α

ΨL,β

 , (2.37)

ΨS =

ΨS,α

ΨS,β

 , (2.38)

where α corresponds to sz = + h̄
2 and β corresponds to sz = − h̄

2 . The term in the brackets

in Equation (2.29) is often written as ĥD, resulting in the Dirac Hamiltonian [22],

ĥDΨDirac = EΨDirac. (2.39)

For a many-electron system, the interaction between the electrons has to be corrected

due to relativistic effects as well. In practice, the interaction of the electron i and j are

often approximated as [21,22]

V̂ij = e2
[

1
rij
− αiαj2rij

− (αirij)(αjrij)
2r3

ij

]
. (2.40)

The first term is the unretarded Coulomb interaction, the second and third terms are

the Breit interaction. rij is the distance of electron i and electron j. Adding ĥD of each

electron to the Hamiltonian yields the Dirac–Coulomb–Breit Hamiltonian as [21,22]

ĤDCB =
N∑
i

ĥD(i) +
N∑
i

N∑
j>i

e2

rij
−

N∑
i

N∑
j>i

e2

2

[
αiαj
rij

+ (αirij)(αjrij)
r3
ij

]
, (2.41)

where the first sum contains the Dirac single-electron operators, the second sum con-

tains the electron–electron Coulomb interaction, and the last sum is the so-called Breit
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operator. The Breit operator is often ignored because the Breit interactions are small

for molecular systems [21,22], leading to the Dirac–Coulomb Hamiltonian,

ĤDC =
N∑
i

ĥD(i) +
N∑
i

N∑
j>i

e2

rij
. (2.42)

In practice, these equation can be solved using the Dirac–Hartree–Fock method [21,22],

but this method is not discussed in detail, since KS-DFT was used throughout this work.

Thus, the relativistic approach to DFT is focused on instead.

2.2.2. Current Density Functional Theory

The extension of DFT into a relativistic theory is based on the four-current jµ [21, 22],

which is defined as
(

icρ(r), jx(r), jy(r), jz(r)
)
. ρ(r) again denotes the electron density,

while
(
jx(r), jy(r), jz(r)

)
is the current density j(r). Instead of expressing the energy

as a functional of ρ(r) it is now expressed as a functional of jµ [22]. Similar to normal

DFT, one can formulate theorems to prove the correspondence of jµ with an external

potential, as well as the validity of a minimum principle, allowing to get jµ0 , leading to

the current-density functional theory (cDFT) [22].

As for KS-DFT, a four-component Kohn–Sham model [22] can be formulated, now using

a reference system of non-interacting fermions with the same jµ as the interacting system.

The wave function of the non-interacting fermions can again be described using a single

Slater determinant, allowing to calculate ρ(r) and j(r) of the non-interacting system as

ρ(r) =
N∑
i

(
ψDKS
i (r)

)†
· ψDKS

i (r), (2.43)

j(r) = c
N∑
i

(
ψDKS
i (r)

)†
·α · ψDKS

i (r), (2.44)

using the four-component Kohn–Sham orbitals ψDKS(r). Another important quantity is

the magnetization,

m(r) =
N∑
i

(
ψDKS
i (r)

)†
· β ·


σx 02

02 σx

 ,
σy 02

02 σy

 ,
σz 02

02 σz


 · ψDKS

i (r), (2.45)
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introducing a spin-degree of freedom into cDFT. The energy can then be calculated as

E[jµ] = T [jµ] + VNN [jµ] + J [jµ] + EXC[jµ], (2.46)

and similar to KS-DFT, one arrives at the relativistic Kohn–Sham equations [21,22][
cα ·

(
p+ e

cAeff(r)
)

+ βmec2 − eveff(r)
]
ψDKS(r) = εiψ

DKS(r) (2.47)

where veff(r) is the effective scalar potential,

veff(r) = vext(r)− e

c

∫
d3r′

ρ(r′)
|r − r′|

− c

e

δEXC[jµ]
δρ(r) , (2.48)

and Aeff(r) is the effective vector potential,

Aeff(r) = Aext(r)− e

c

∫
d3r′

j(r′)
|r − r′|

− c

e

δEXC[jµ]
δj(r) . (2.49)

In the absence of magnetic fields, the Dirac-Coulomb equivalent of the relativistic Kohn–

Sham equations can be obtained as [21]veff [ρ(r)] c(σ · p)

c(σ · p) veff [ρ(r)]− 2mec
2

ψDKS(r) = EψDKS(r), (2.50)

and the energy again depends on ρ(r) only. This allows using the density-only exchange–

correlation functionals [21]. Despite a density-only formulation, one can also arrive at an

expression where the functionals in addition depend onm(r). This also leads to a non-

relativistic treatment of the spin-degree of freedom in DFT. Without spin-dependent

relativistic effects and if the z component ofm(r) is considered only, the magnetization

reduces to the difference of the density formed by electrons with a spin α and the density

formed by electrons with a spin β [22].

Solving the Dirac–Kohn–Sham equations offers a possibility to calculate the electronic

structure with a relativistic treatment. However, the positronic structure are obtained as

well. A Hamiltonian which can be used to calculate the electronic states independently

of the positronic states would lead to a less computational effort, since the unneeded

degrees of freedom of the positrons can be neglected [22]. Such Hamitonians are called

quasirelativistic or two-component Hamiltonians.
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2.2.3. Quasirelativistic Hamiltonians

If electronic and positronic states were decoupled, it would be sufficient to solve the Dirac

equation for the large component only, to get the electronic states. The wave function

would reduce from a four-component to a two-component wave function. Such methods

are called two-component calculations [22]. A further reduction of the dimension of

the wave functions leads to one-component (scalar-relativistic) calculations by assuming

the coupling of the α and β orbitals to be zero [29]. Several methods to decouple the

electronic and positronic states exist, and a few of them are discussed now.

Decoupling of Positronic and Electronic States using a Unitary Transformation

A possible approach for the decoupling of electronic and positronic states is a block

diagonalization of the relativistic Hamiltonian by applying a unitary transformation [21,

22]. ĥD can be written as

ĥD =

E LL OLS

OSL E SS

 , (2.51)

where E are the block-diagonal elements which do not contain coupling of electronic

and positronic states, and O are the off-diagonal elements which describe the coupling

of electronic and positronic states [22]. ĥD can be block-diagonalized using a unitary

transformation,

U ĥDU † =

E LL′ 0

0 E SS′

 , (2.52)

leading to a formulation where electronic states are decoupled from the positronic ones

and can thus be calculated separately [21,22]. The unitary transformation is not uniquely

defined, which give rise for several different decoupling methods [22]. Popular decou-

pling schemes are the Douglas–Kroll–Hess method and the exact two-component (X2C)

approach. While the Douglas–Kroll–Hess method decouples the Dirac Hamiltonian se-

quentially, the X2C method does so in one step [29].
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Decoupling of Positronic and Electronic States by Elimination of the Small Com-

ponent

A different approach for the formulation of a quasirelativistic Hamiltonian is based on

eliminating the small component [21]. Starting from the Dirac equation written as

(V − E)ΨL + c(σ · p)ΨS = 0 (2.53a)

c(σ · p)ΨL + (V − E − 2mec
2)ΨS = 0, (2.53b)

one can eliminate ΨS from Equation (2.53a) by replacing it with the expression

c(σ · p)ΨL(2mec
2 − V + E)−1 = ΨS, (2.54)

derived from Equation (2.53b). Having replaced ΨS, a possible formulation of the re-

sulting equation is

(V − E)ψL + 1
2me

(σ · p) 2mec
2

2mec2 − V

[
1 + E

2mec2 − V

]−1
(σ · p)ψL = 0. (2.55)

Expanding
[
1 + E

2mec2−V

]−1
as a power series, and terminating at zeroth-order, one ar-

rives at the zeroth-order regular approximation (ZORA)-Hamiltonian [21,30],

ĤZORA = V + (σ · p) c2

2mec2 − V
(σ · p) . (2.56)

The eigenvalues of ĤZORA ,

ĤZORAψZORA
i = EZORA

i ψZORA
i , (2.57)

suffer from several problems. On the one hand, they strongly deviate from the Dirac

eigenvalues, on the other hand, they are electric-gauge dependent [21]. Different ap-

proaches to solve this problem were proposed, like using a froozen potential in the

denominator [31] or using scaled ZORA energies [32].

In addition to ĤZORA, the Breit–Pauli Hamiltonian ĤBP can be derived from a different

formulation of Equation (2.55) [21]. ĤBP is variationally unstable, does not include rel-

ativistic effects in zeroth order, and is ill-defined in some points at space, which makes

the usage of ĤZORA preferable.
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2.2.4. Spin–Orbit Coupling as a Relativistic Effect

The Dirac equation contains several relativistic corrections to the electronic energy [21,

22], which include several spin-independent or scalar-relativistic effects (e.g. the mass-

velocity term and the Darwin term), which are not discussed in detail, and spin-dependent

effects like SOC. SOC describes the interaction of the electron’s spin with the orbital

angular momentum of itself, or of other electrons in an electric field4.

The presence of SOC can be revealed by reformulating the two-spinor form of the Dirac

equation [21,22],

[V (r)− E] ΨL + [c(σ · p)] ΨS = 0 (2.58a)

[c(σ · p)] ΨL +
[
−2mec

2 − E + V (r)
]

ΨS = 0. (2.58b)

Replacing ΨS with

ΨS = (σ · r)
2mec

φL, (2.59)

where φL is a pseudo-large component, and multiplying Equation (2.58b) with (σ·p)
2mec leads

to

[V (r)− E] ΨL + [c(σ · p)] (σ · p)
2mec

φL = 0 (2.60a)[
(σ · p)
2mec

c(σ · p)
]

ΨL + (σ · p)
2mec

[
−2mec

2 − E + V (r)
] (σ · p)

2mec
φL = 0. (2.60b)

Applying Dirac’s relation [21],

(σ · u)V (r) (σ · v) = uV (r)v + iσ · (uV (r)× v), (2.61)

leads to the modified Dirac equation,

[V (r)− E] ΨL + T̂ φL = 0 (2.62)

T̂ΨL −
[
−T̂ − E

2mec2 T̂ + pV (r)p
4m2

ec
2 + iσ · (pV (r)× p)

4m2
ec

2

]
φL = 0. (2.63)

4 For instance the field of the nuclei or the field of the other electrons.
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The term containing the cross product can be written as

iσ · (pV (r)× p) = h̄σ · (∇V (r)× p) . (2.64)

Assuming a spherical potential [21],

∇V (r) = 1
r

∂V (r)
∂r

r, (2.65)

using the fact that the orbital angular momentum is defined as [22]

l = (r × p), (2.66)

and the definition of the spin [22],

s = h̄

2σ, (2.67)

allows to rewrite Equation (2.64) as

h̄σ · (∇V (r)× p) = 1
r

∂V (r)
∂r

h̄σ · (r × p) = 2
r

∂V (r)
∂r

s · l. (2.68)

This describes an interaction of the electron’s spin with its orbital angular momentum,

which is also called SOC [22].

SOC is also contained in two-component Hamiltonians, which can, e.g. be seen in the

Breit–Pauli Hamiltonian. ĤBP contains three different types of SOC. The first is the

SOC due to the interaction of the electron’s spin with its orbital angular momentum

resulting from its motion around the nuclei [22],

ĤBP, so = 1
2m2

ec
2

∑
i

∑
I

ZI(riI × p̂i) · ŝi
r3
iI

, (2.69)

where riI is the relative position of electron i to nucleus I. The second one is the SOC

due to the interaction of its spin with its orbital angular momentum resulting from its

motion around the other electrons, also called spin–same orbit coupling [22],

ĤBP, sso = − 1
2m2

ec
2

∑
i,j 6=i

(rij × p̂i) · ŝi
r3
ij

, (2.70)
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where rij is the relative position of electron i to electron j. The third one is the SOC

due to the interaction of electron’s spin with the orbital angular momentum of the other

electrons resulting from their motion around the electrons, also called spin–other orbit

coupling [22]

ĤBP, soo = − 1
m2
ec

2

∑
i,j 6=i

(rij × p̂i) · ŝj
r3
ij

. (2.71)

SOC is also contained in ĤZORA. This can be shown by rewriting Equation (2.56) as [21]

ĤZORA = V + mec
2T̂

2mec2 − V
+ c2

(2mec2 − V )2

[(
pV (r)

)
· p− h̄σ · (∇V (r)× p)

]
. (2.72)

The term with the cross product again contains SOC. For the scaled-ZORA approach,

the effective DFT potential veff is used as a potential to build ĤZORA in DFT [33], and

thus contains parts of the electron–electron SOC [34] (the missing part is the spin–other

orbit coupling).

Two-component DFT calculations are useful to investigate SOC effects in molecular

systems because SOC is described by quasirelativistic Hamiltonians like ĤZORA. Since

properties of molecular systems were extracted from the effective single-particle Hamil-

tonian matrix and overlap matrix during this work, the shape of those matrices resulting

from a two-component calculation including SOC is explained in the following.

2.2.5. Effective Single-Particle Hamiltonian Matrix and Overlap Matrix in Two-

Component Electronic Structure Calculations

In two-component HF and DFT calculations, a molecular orbital can be represented as

a two-component complex molecular spinor [35],

ψi =

 ψ
(α)
i

ψ
(β)
i

 , (2.73)

where ψ(α)
i and ψ

(β)
i are scalar functions describing the α and β part of the molecular

spinor. ψ
(α)
i and ψ

(β)
i can be expanded using two-component atomic-centered basis
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functions, resulting in complex two-component molecular spinors of the form [35–37]

ψi =
∑
µ

cαµi

φµ
0

+ cβµi

 0

φµ

 =
∑
µ

φµ

Re

cαµi
cβµi

+ iIm

cαµi
cβµi


 , (2.74)

where φµ is an atom-centered basis function. The resulting effective single-particle

Hamiltonian matrix and overlap matrix in the atomic orbital basis are 2 × 2 block

matrices,

H =

 Hαα Hαβ

Hβα Hββ

 , (2.75)

S =

 Sαα 0

0 Sββ

 . (2.76)

An element of the spin-conserving block Hαα and spin-flip blocks Hαβ can be written

as

Hαα
µν = 〈

φµ
0

 |ĥ|
φν

0

〉 (2.77)

Hαβ
µν = 〈

φµ
0

 |ĥ|
 0

φν

〉 , (2.78)

where ĥ can be the Fock operator or the Kohn–Sham Hamiltonian in a two-component

form [35,36].

For a closed-shell system without SOC, the matrix elements of Hσσ′ are zero and the

matrix elements of Hσσ are real [20]. The effect of SOC on the elements of an ef-

fective single-particle Hamiltonian matrix in an atomic-orbital basis can be shown by

formulating a simplified single-electron SOC Hamiltonian matrix element as [38, 39]

〈ψj|ĤSOC|ψj〉 = ξj 〈ψj |̂l · ŝ|ψj〉 , (2.79)

where ξj is a single-electron SOC constant5. The angular-momentum operator l̂ is a

vector
(
l̂x, l̂y, l̂z

)
as well as the spin-momentum operator ŝ

(
ŝx, ŝy, ŝz

)
. In the following,

5 The constant is about 460 cm−1 for the 3d-orbitals of an iron(III) ion [38].
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the effect of ĤSOC on two-component basis functions located on a single atom are shown,

represented by atom-centered p-type GTOs.

l̂ is defined as in Equation (2.66) and can be written as [22]

l̂ = r × p =


yp̂z − zp̂y
zp̂x − xp̂z
xp̂y − yp̂x

 = −ih̄


y ∂
∂z
− z ∂

∂y

z ∂
∂x
− x ∂

∂z

x ∂
∂y
− y ∂

∂x

 =


l̂x

l̂y

l̂z

 . (2.80)

Setting the position of the atomic nucleus on which the GTO is centered to zero, the

real solid harmonics p-type GTO (px, py, pz) has the form [40]

pj(r) = j · e−A(x2+y2+z2) = j ·R(r), (2.81)

where j denotes the x, y, or z coordinate and A is the exponent of the radial part R(r).

The derivatives with respect to the spatial coordinate k of the p-type GTOs,

∂pj(r)
∂k

=


−2A · j · k ·R(r), if (j 6= k) ∧ (j ∈ (x, y, z))

R(r)− 2A · j2 ·R(r), if(j = k) ∧ (j ∈ (x, y, z)
, (2.82)

are needed to evaluate the matrix elements. Combining Equations (2.80), (2.81), and

(2.82), the expressions

l̂ |px〉 = h̄


0

−i |pz〉

i |py〉

 (2.83)

for the px-type GTOs,

l̂ |py〉 = h̄


i |pz〉

0

−i |px〉

 (2.84)

for the py-type GTOs, and

l̂ |pz〉 = h̄


−i |py〉

i |px〉

0

 (2.85)
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for the pz-type GTOs can be formulated. The effect of a component of l̂ can be described

as a 90◦ rotation of one p-basis function around a single Cartesian axes a multiplication

with i.

Similar to l̂, ŝ can be reformulated using Equation (2.67) as [22]

ŝ = h̄

2


σx

σy

σz

 =


ŝx

ŝy

ŝz

 . (2.86)

This operator can act on two-component basis functions, which can be written for p-type

GTOs as

|pj〉σ =



|pj〉
0

 , if (σ = α)

 0

|pj〉

 , if(σ = β)

. (2.87)

The action of ŝ on the α p-type two-component basis functions can be written as

ŝ |pj〉α = h̄

2


|pj〉β

i |pj〉β

|pj〉α

 , (2.88)

and the action on the β p-type basis functions as

ŝ |pj〉β = h̄

2


|pj〉α

−i |pj〉α

− |pj〉β

 , (2.89)

leading to a spin-conserving6 effect of the ŝz operator and spin-flip effect7 of the ŝy and

ŝx operators.

6 σz · |pj〉α =

1 0

0 −1

 ·
|pj〉

0

 =

|pj〉
0

 = |pj〉α.

7 σx ·|pj〉α =

0 1

1 0

·
|pj〉

0

 =

 0

|pj〉

 = |pj〉β , σy ·|pj〉α =

0 −i

i 0

·
|pj〉

0

 = i

 0

|pj〉

 = i |pj〉β .
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Any matrix element of ĤSOC in the chosen GTO basis (p-type) can be written as (see

Equation (2.79))

ξj 〈pσk |l̂ · ŝ|pσ
′

l 〉 = ξj
(
〈pσk |l̂x · ŝx|pσ

′

l 〉+ 〈pσk |l̂y · ŝy|pσ
′

l 〉+ 〈pσk |l̂z · ŝz|pσ
′

l 〉
)

(2.90)

Since 〈pσi |pσ
′
j 〉 is zero if i 6= j (assuming both orbitals to be located on the same atom)

or σ 6= σ′, the non-zero SOC elements between the two-component p basis functions for

a single atom are

〈pαy |l̂xŝx|pβz 〉 = 〈pβy |l̂xŝx|pαz 〉 = −〈pβz |l̂xŝx|pαy 〉 = −〈pαz |l̂xŝx|pβy 〉 = −ih̄2

2 (2.91)

〈pαx |l̂yŝy|pβz 〉 = −〈pβx|l̂yŝy|pαz 〉 = 〈pβz |l̂yŝy|pαx〉 = −〈pαz |l̂yŝy|pβx〉 = h̄2

2 (2.92)

〈pαx |l̂z ŝz|pαy 〉 = −〈pβx|l̂z ŝz|pβy 〉 = 〈pβy |l̂z ŝz|pβx〉 = −〈pαy |l̂z ŝz|pαx〉 = −ih̄2

2 (2.93)

Thus, as a consequence of SOC, some matrix elements of H become complex and some

matrix elements of Hσσ′ become non-zero.
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2.3. Electron Transport Properties of Nanoscale Structures

Methods like DFT can be used to investigate electron transport properties of nano-

junctions theoretically. A very popular method for doing so is the so-called Landauer–

Büttiker–Imry approach [41, 42] or in short the Landauer approach. In this approach,

electron transport is described as the elastic scattering of electrons from one lead to

another lead through a scattering region connecting both leads (see Figure ) [24].

Figure 1: Within the Landauer approach the quantum mechanical system is divided

into three regions: a left lead (lead L), a right lead (lead R), and the cen-

tral/scattering region (nanojunction). The leads are assumed to be connected

to electronic reservoirs from which electrons can enter or leave the system.

The reservoirs are considered as infinite systems. Having entered the leads,

electrons move from the leads to the central region from which they are either

reflected or transmitted. After the scattering event, they move back to the

electronic reservoirs. The depiction was taken from Reference [24].

2.3.1. Landauer Approach

In the Landauer approach, several approximations are made to describe electron trans-

port [24]. A mean-field electronic structure method is employed, i.e., an effective single-

particle Hamiltonian is used to describe the quantum mechanical system under investi-

gation. The quantum mechanical system is split into three parts, namely a left lead, a

right lead, and a central/scattering region, and is assumed to be in a steady state. In

addition, the system is considered to be an open quantum system, where electrons can
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enter or leave the system due to the connection of an electronic reservoir to each of the

leads. The reservoirs are described as infinite systems from which the electrons originate

as a wave packet moving along the leads to the central region, and are either reflected

or transmitted. The electrons enter the lead from the reservoirs with the equilibrium

distribution [24],

fX(E) = 1
e
E−µx
kBT + 1

. (2.94)

The electron transport is therefore reduced to a scattering problem, i.e., is described as

a coherent tunneling process. This description of the electron transport holds for low

temperatures, short molecules, and if no energy levels of the nanojunction are close to

the Fermi energy.

The total electron current within the Landauer approach can be described as [24]

I = e

πh̄

∫
dE [fL(E)TLR(E)− fR(E)TRL(E)] , (2.95)

where TXY (E) is the total transmission function which is connected to the probability

of an electron coming from the lead X to be transmitted through the central region to

the lead Y . Due to flux conservation, TRL(E) = TLR(E) = T (E), and Equation (2.95)

becomes [24]

I = e

πh̄

∫
dE [fL(E)− fR(E)] T (E). (2.96)

In principle, T depends on the applied voltage. It is often sufficient to evaluate the

transport properties within the linear regime at the zero-bias limit as [24]

I = 2e2

h
T (EF )V, (2.97)

with V as the applied voltage, and T (EF ) as the transmission function at the Fermi

energy8, calculated at V = 0. TXY can be calculated using DFT or any mean-field based

method as [24]

T = Tr
[
Γ̂RĜ

r
Γ̂LĜ

a]
, (2.98)

8 In a ground-state system, EF describes the highest energy an electron can have [24].
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where Γ̂R describes the coupling of the central region with the right electrode, Γ̂L de-

scribes the coupling of the central region with the left electrode, and Ĝr/a are the

retarded and advanced Green’s function of the central region in the presence of the left

and right leads [24].

For any effective single-particle Hamiltonian, a corresponding Green’s function can be

defined as [24]

Ĝ(z) = 1̂
z − Ĥ

, (2.99)

with z = E ± iε9, where ± defines the retarded and advanced Green’s function as [24]

Ĝ
r(E) = 1̂

(E + iε)− Ĥ
, (2.100)

Ĝ
a(E) = 1̂

(E − iε)− Ĥ
. (2.101)

An ansatz for the calculation of the central region’s retarded and advanced Green’s func-

tion in the presence of the leads can be derived using the Löwdin partitioning scheme [43].

The Hamiltonian of the junction can be written as

ĤJ =


ĤL V̂ LC 0

V̂
†
LC ĤC V̂ CR

0 V̂
†
CR ĤR

 , (2.102)

assuming the coupling between the left and right electrode to be zero. Using such a

partitioning, an effective Hamiltonian Ĥeff
C for the central subsystem, which includes

the effect of the left and right lead, can be written as [43]

Ĥ
eff
C = ĤC −

(
V̂
†
LC V̂

†
RC

)
z − ĤL 0

0 z − ĤR



−1V̂ LC

V̂ RC

 . (2.103)

Using the relation
[
z − ĤL/R

]−1
= ĜL/R(z) , Equation (2.103) can be rewritten as [24]

Ĥ
eff
C = ĤC − V̂

†
LCĜL(z)V̂ LC − V̂

†
RCĜR(z)V̂ RC = ĤC − Σ̂L(z)− Σ̂R(z). (2.104)

9 E is the energy, and ε is an infinitesimally small imaginary offset, which prevents a division by zero.
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Σ̂L/R(z) are the so-called self energies of the left and right electrode which contain the

effect of both electrodes on the central system. As for the Green’s function, the self-

energy corresponds to a retarded and an advanced self-energy [24],

Σ̂r

L/R(E) = Σ̂L/R(E + iε), (2.105)

Σ̂a

L/R(E) = Σ̂L/R(E − iε). (2.106)

The advanced and retarded Green’s function of the central subsystem can be written as

Ĝ
r/a(E) =

[
E − ĤC − Σ̂r/a

L (E)− Σ̂r/a

R (E)
]−1

. (2.107)

Σ̂r/a

L/R(E) are related to the coupling operators Γ̂L/R as [24]

Γ̂L/R(E) = i
[
Σ̂
r

L/R(E)− Σ̂
a

L/R(E)
]
. (2.108)

The Landauer approach does not include any many-body interactions because it is based

on an effective single-particle Hamiltonian. Electron transport is described as coher-

ent tunneling with elastic scattering events. For molecular spin- and electronics, the

electron–phonon interaction can be named as an important effect beyond the scope of

the Landauer approach. Electron–phonon interactions can induce inelastic scattering

events, where tunneling electrons excite or de-excite vibrations in the molecule. The vi-

bration excited by the tunneling electrons can be investigated with the inelastic electron

tunneling spectroscopy (IETS), which is an important tool for the structural investiga-

tion of nanojunctions [24, 44]. The inclusion of electron–phonon interactions is possible

with the more general non-equilibrium Green’s function (NEGF) approach, which is

discussed in the following section.

2.3.2. Electron–Phonon Interactions in Electron Transport Calculations

The NEGF approach [24] describes the electron transport again by using ĤJ (see Equa-

tion (2.102)) to describe the junction. The same partitioning scheme as for the Landauer

approach is used. While within the Landauer approach, the full Hamiltonian is consid-

ered to be at the mean-field level, within the NEGF approach ĤC , V̂ LC and V̂ RC may
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contain any form of many-body interactions10. The total current is then calculated as

(assuming the electrodes to be at equilibrium) [24]

I = ie
h̄

∫ dE

2π Tr
{ [

Γ̂L(E)− Γ̂R(E)
]
Ĝ
<(E)

+
[
fL(E)Γ̂L(E)− fR(E)Γ̂R(E)

] [
Ĝ
r(E)− Ĝa(E)

] }
,

(2.109)

where Ĝ<(E) is the lesser Green’s function defined as

Ĝ
<(E) =

(
1̂ + Ĝr(E)Σ̂r(E)

)
Ĝ
<

0 (E)
(
1̂ + Σ̂a(E)Ĝa(E)

)
+ Ĝr(E)Σ̂<(E)Ĝa(E).

(2.110)

Ĝ
<

0 is the lesser Green’s function without many-body interactions, and Σ<(E) is the

lesser self energy, which contains the lesser self energies of the left and right electrodes,

Σ̂
<(E) = Σ̂

<

L(E) + Σ̂
<

R(E). (2.111)

If the leads are at equilibrium, Σ̂
<

L/R(E) becomes [24]

Σ̂<

L/R = ifL/R(E)Γ̂L/R. (2.112)

To include the effect of electron–phonon interactions, it is convenient to use an effective

single-particle Hamiltonian for the calculation of ĤJ within the Born–Oppenheimer

approximation, and to include electron–phonon coupling through additional self energies

Σ̂
</r/a

elph [24]. Assuming the coupling to the electrodes being unaffected by the electron–

phonon interaction, the self energies become [24]

Σ̂
</r/a(E) = Σ̂

</r/a

L (E) + Σ̂
</r/a

R (E) + Σ̂
</r/a

elph (E), (2.113)

and the retarded and advanced Green’s functions can be evaluated as

Ĝ
r/a(E) =

[
E − ĤC − Σ̂r/a

L (E)− Σ̂r/a

R (E)− Σ̂r/a

elph

]−1
. (2.114)

Since ĤJ is calculated using an effective single-particle Hamiltonian, Ĝ<(E) becomes [24]

Ĝ
<(E) = Ĝ

r(E)Σ̂<(E)Ĝa(E). (2.115)

10 For example electron–electron or electron–ion interactions beyond the mean-field level.
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By inserting Equation (2.115) and Equation (2.113) into Equation (2.109), and by defin-

ing the the spectral function as [24]

Â(E) = i
[
Ĝ
r(E)− Ĝa(E)

]
= Ĝ

r(E)
[
Γ̂L(E) + Γ̂R(E) + Γ̂elph(E)

]
Ĝ
a(E), (2.116)

where Γ̂elph(E) is the coupling of the central region with the phonons, the following

expression for the current is obtained [24],

I = Iel + Iinel. (2.117)

Here Iel is the elastic part of the current and Iinel the inelastic one. They can be written

explicitly as

Iel = e

πh̄

∫
dE [fL(E)− fR(E)] Tr

{
Γ̂R(E)Ĝr(E)Γ̂L(E)Ĝa(E)

}
, (2.118)

Iinel = ie
2h̄

∫ dE

2π Tr
{ [

Γ̂L(E)− Γ̂R(E)
]
Ĝ
r(E)Σ̂<

elph(E)Ĝa(E)

− i
[
fL(E)Γ̂L(E)− fR(E)Γ̂R(E)

]
Ĝ
r(E)Γ̂elph(E)Ĝa(E)

}
.

(2.119)

Having introduced the theoretical background, the investigation of spin-dependent elec-

tron transport phenomena done in this thesis as well as their results are discussed.

Throughout the rest of this thesis, the term DFT is used equivalently to KS-DFT.
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3. Large Magnetoresistance in TEMPO-OPE Single-Mole-

cule Junctions

This thesis deals with the investigation of spin-dependent phenomena, both in molecules

and nanostructured devices. In this part the focus lies on molecular systems with un-

paired electrons and on magnetoresistance11. The underlying experiments were done

by Scheer et al. and are documented in a joint publication [16]. The goal was to find

an explanation for the experimental observations, i.e., the large magnetoresistance in a

molecular junction of an organic radical.

3.1. Introduction

Commonly used spintronic devices such as spin valves are based on inorganic mate-

rials [45]. In fact, organic materials show some advantages over inorganic materials

with respect to their application in the field of spintronics because they consist of light

elements, and therefore only have low SOC and hyperfine interactions compared to inor-

ganic materials [46]. Spin-relaxation times, therefore, are much higher for organic mate-

rials, which would lead to a longer preservation of the spin during the transport [45,46].

However, a challenge for organic materials is the low mobility of charge carriers, which

leads to shorter spin-diffusion lengths than for inorganic materials [47]. Furthermore, or-

ganic molecules can be multiply functionalized, which leads to very flexible possibilities

in designing molecular-spintronic devices [45].

Several experimental and theoretical studies on organic molecules in the field of spin-

tronics have been reported in the literature. The possibility of large magnetoresistance

for organic materials without unpaired electrons was shown for single-molecular junc-

tions based on DFT [49] and experimentally for organic semiconductors [50]. The latter

is also known as organic magnetoresistance [50].

Organic radicals are also interesting candidates in the field of spintronics [48]. Several

11 Magnetoresistance describes the dependence of the electrical resistance on an external magnetic field.
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Figure 2: Several stable radicals for hypothetical organic magnetic materials. a) (2,2,6,6-

Tetramethylpiperidin-1-yl)oxyl (TEMPO) radical b) tert-butylnitroxide radi-

cal c) α-nitronyl nitroxide radical [48].

stable radicals (see Figure 2) based on the nitroxide radical are known to show magne-

toresistance in single crystals or as a wire molecule in gold nanoparticle networks [51–

53]. 2-[2-(4,5-dibromo-[1,3]dithiol-2-ylidene)-1,3-benzodithiol-5-yl]-4,4,5,5-tetramethyl-

imidazoline-3-oxide-1-oxyl and similar molecules were shown to exhibit large magne-

toresistance in single crystals of organic radicals [52–54]. In gold-nanoparticle arrays,

thiophene-based wires functionalized with α-nitronyl nitroxide radicals also exhibited

negative magnetoresistance [51]. Several other organic radicals were predicted to be

organic spin filters in several theoretical studies [55–57], and polymers based on the

nitronyl nitroxide and the 2,2,6,6-tetramethylpiperidine-1-oxyl (TEMPO) radical were

proven to be potential candidates for organic memory devices [58–60].

The motivation for this chapter was given by Scheer et al. [16], who measured magnetic-

field dependent I-V curves for several oligo(p-phenyleneethynylene) (OPE)-based mole-

cules at 4.2 K (see Figure 3) in mechanically-controlled break junctions. While non-

radical OPE molecules only showed a small positive magnetoresistance (2 % to 4 %), a

TEMPO functionalized OPE molecule (TEMPO-OPE) exhibited a much larger positive

magnetoresistance (16 % to 287 %, showing a strong variation from device to device).

The magnetic field was applied perpendicular to the transport direction and the mag-

netoresistance increased up to fields of 4 T [16].

In the following, attempts to explain the large magnetoresistance in TEMPO-OPE

single-molecule junctions are presented. First, an overview of the used methods is given.
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Figure 3: Schematic illustration of the experimental setup for the measurement of the

I-V curves for the TEMPO-OPE molecule [16]. The TEMPO-OPE molecule

consists of an OPE backbone and a TEMPO radical. The magnetic field was

applied perpendicular to the transport direction.

3.2. Theoretical Methods to Investigate Magnetoresistance in Single-

Molecule Junctions of TEMPO-OPE

The Landauer approach [41, 42] was employed to investigate the magnetoresistance of

the TEMPO-OPE single-molecule junctions, based on DFT calculations at zero bias

voltage with atom-centered basis functions (for details of the applied computational

methodology, see Appendix A). This approach was already used to investigate spin-

dependent transport phenomena like spin-filter properties of several organic radicals [55–

57]. Theoretical background on the Landauer approach is given in Section 2.3.

To get first insights into possible origins of the magnetoresistance in TEMPO-OPE

single-molecule junctions, several properties for a single-molecule junction of a TEMPO-

OPE molecule were calculated:

• The spin density and atomic transport path of conducted electrons: since the

spin-filter capability of a radical correlates with the amount of spin density on

the transport path [55,56], the amount of spin density on the transport path may

represent the direct interaction of the radical on the conducted electrons.
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• Transmission function: a difference in the transmission of the α and β electrons

(Tαα/T ββ) in the vicinity of the Fermi energy indicates an influence of the spin

density on the conducted electrons accessible in the experiment.

• Subsystem molecular orbitals: the highest occupied molecular orbital (HOMO),

lowest unoccupied molecular orbital (LUMO), and singly occupied molecular or-

bital (SOMO) of the central region are of interest here12. A participation of the

SOMO of the central subsystm in the transport might give insights into the in-

fluence of the unpaired electron on the electron transport. This can either be

directly, if the SOMO of the central subsystem directly couples electronically to

the left and right electrode, or indirectly, if it only couples electronically with the

HOMO or the LUMO of the central subsystem, which by themselves couple to the

left and right electrode [55, 56]. The latter could for instance result in a quantum

interference (QI) feature like a Fano resonance [55,56,62,63].

All calculated properties are based on DFT calculations without a magnetic field. Trans-

port calculations with a simulated external magnetic field could give important insights

into the mechanism of the large magnetoresistance. However, quantum chemistry codes

being able to do so, like Bagel [64, 65] or the London program [66], were either not

compilable or accessible during this work.

In single-molecule experiments, the electrodes are not only connected by a single molecule,

but completely covered with adsorbed molecules [67]. Thus, besides the TEMPO-OPE

molecule forming the contact between the two electrodes, the TEMPO-OPE molecules

covering the gold electrodes could be responsible for the large magnetoresistance. If the

radical part of these TEMPO-OPE molecules interacted with the electrode, this inter-

action could be sensitive to an external magnetic field, and therefore could influence the

electronic structure of the gold electrode. Thus, in addition to the transport properties

12 Central subsystem molecular orbitals are obtained by solving the secular equation of the central

subsystem (HCCC = SCCCεC) [61].
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of a single TEMPO-OPE molecule connecting the electrodes, first calculations concern-

ing such interactions were done, based on DFT calculations under periodic-boundary

conditions (for details of the used methodology, see Appendix A.).

OPE Keto-OPE

HS SH

O

HS SH

cis-TEMPO-OPE trans-TEMPO-OPE

HS SH

O

N

N

O

HS SH

N

O

N O

Figure 4: Lewis structures of the OPE, Keto-OPE, cis–TEMPO-OPE, and trans-

TEMPO-OPE molecules and their optimized structures contacted to two nine-

atomic gold clusters. The structures were optimized as isolated molecules

(BP86-D3/def2-TZVP). For the cis-TEMPO-OPE, the conjugation of the

OPE backbone is partially broken, due to a tilting of one of the outer benzene

ring, while for the trans-TEMPO-OPE, the OPE backbone is nearly planar.

The OPE and Keto-OPE molecules show a complete planar geometry.
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3.3. Attempt to Identify Possible Origins of Magnetoresistance in

TEMPO-OPE Single-Molecule Junctions

To find an explanation for the magnetoresistance in TEMPO-OPE single-molecule junc-

tions, the transmission functions of two possible isomers of the TEMPO-OPE radical

(cis and trans with respect to the amid bond, see Figure 4) were calculated. Both

isomers were found to be very close in energy (see Appendix B). The potential partici-

pation of the SOMO in the electron transport and the presence of spin density within

the electron transport pathway were the focus of this investigation, since both could

offer first indications for an explanation for the magnetoresistance. For comparison,

the transmission functions of an OPE and a phenyl-ketone derivatized OPE molecule

(Keto-OPE, see Figure 4) were calculated as well. Both molecules were also measured

in the experiments done by Scheer et.al [16].

To build the gold–molecule–gold junctions, the thiol groups’ hydrogen atoms of the

optimized isolated molecules13 were removed and the resulting structures were placed

between two nine-atomic gold clusters (fcc-position, dAu−Au = 2.88 Å as in crystalline

gold [61], and dS−Au = 2.48 Å, based on calculations for phenylthiol from the litera-

ture [68]). Afterwards, the electron transport properties were calculated with Artaios

based on a DFT single-point calculation14. The central region was chosen to be the

molecules only. Herrmann et al. used the same procedure to calculate electron trans-

port properties for several organic radicals [55, 56]. Since the exact value of EF is

unknown, if the electron transport properties are calculated with Artaios, it was esti-

mated (−5 eV [69]).

In the following discussion of the electron transport properties of the investigated mole-

cules, the terms HOMO, SOMO, or LUMO refer to the orbitals of the central subsystem

(molecule only), the atomic transport path of the conducted electrons is called local

transmission (describing the magnitude of the current between pairs of atoms).

13 BP86-D3/def2-TZVP. For details see Appendix A.

14 B3LYP-def2-SVP. For details see Appendix A.
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3.3.1. Influence of the Radical Part of the TEMPO-OPE Molecule on Electron

Transport Properties

The optimized OPE and Keto-OPE molecules both show a planar structure (see Fig-

ure 4), and the transport properties for both molecules are very similar. The calculated

transmission functions, subsystem-molecular orbitals, and local transmissions are de-

picted in Figure 5. The two peaks in the transmission function closest to EF can be

assigned to the transport through the HOMO (at lower energies, hole transport) and the

transport through the LUMO (at higher energies, electron transport). The transmis-

sion function for the OPE molecule is in agreement with other calculated transmission

functions from the literature [70–72]. The local transmissions indicate the path of the

conducted electrons at EF to be along the OPE backbone, which is not strongly influ-

enced by the phenyl-ketone group.

For the cis-TEMPO-OPE, the proximity of the TEMPO radical to one of the outer rings

leads to a distortion of the formerly planar OPE structure, inducing a twist of one of

the outer rings. This is mainly induced by dispersion interactions, which is indicated by

the fact that omitting dispersion interactions in the structure optimization again leads

to a planar structure (see Appendix B). This should reduce the transmission compared

to the OPE molecule. For the trans-isomer, the OPE-backbone is almost planar, which

is why the cis-isomer should also be less conducting than the trans-isomer. Both is also

confirmed by the calculated transmission functions.

The calculated transmission functions, subsystem-molecular orbitals, and local trans-

missions for the cis- and trans-TEMPO-OPE are depicted in Figure 6, the calculated

spin densities are shown in Figure 7. Qualitatively, the transmission function for the

cis- and trans-isomer are very similar compared to the transmission function of the

OPE molecule. The closest peak in the transmission function below EF corresponds to

the HOMO (hole transport), and the closest peak at higher energies corresponds to the

LUMO (electron transport). The low transmission of the cis-isomer compared to the

trans-isomer can be explained by looking at the HOMO and LUMO (Figure 6, part b).
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While for the trans-isomer, atomic orbitals on all carbon atoms of the OPE backbone

evenly contribute to both orbitals, the contribution of the carbon atoms of the twisted

ring is much smaller for the cis-isomer. Therefore, the coupling to the electrodes should

be asymmetric for the cis-isomer, while it should be symmetric for the trans-isomer.

This can be confirmed by a Breit–Wigner fit15, assuming the transport being dominated

by a single level (here the HOMO, see Appendix B). Since the Breit–Wigner fit in the

experiments are nearly symmetric with respect to the coupling to the left and right elec-

trode, the structure of the trans-isomer can be assumed to be closer to the structure in

the experiment, or the tilting of the ring is overestimated by the employed dispersion

interaction.

For the whole range of energy, T αα(E) and T ββ(E) are almost the same (see Figure 6,

part a). This indicates that no spin density is located on the transport path of the

current, which is confirmed by the spin densities in combiniation with the local trans-

missions (see Figure 6, part c, and Figure 7). A small feature in T αα(E) is located at

the energy of the SOMO (E − EF = −0.15 eV) for the cis-isomer, but the feature is

negligible due to its small size. This behavior can be explained by the localization of the

SOMO on the TEMPO part of the TEMPO-OPE molecule, and its vanishing expansion

onto the OPE backbone (where the current goes through). Since the HOMO and LUMO

are completely localized on the OPE backbone, they do not couple electronically with

the SOMO (see Figure 6, part b). This leads to an absence of a Fano resonance at the

energy of the SOMO.

Thus, no insight into the magnetoresistance of the TEMPO-OPE molecular junction

can be gained because the electron transport seems to be unaffected by the SOMO and

no spin density is located on the transport pathway of the conducted electrons.

15 A Breit–Wigner fit assumes a single-level dominated transport and is fitted against the calculated

transmission function. Experimentally, the Breit–Wigner fit can be done using the measured I–V

curves and using the Landauer formula [16].
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2.86 eV

-0.66 eV

2.62 eV

Keto-OPE

HOMO LUMO HOMO LUMOa)

b)

c)

OPE

-0.61 eV

Figure 5: Electron transport properties of the OPE and Keto-OPE molecule using

B3LYP/def2-SVP. The calculated transmission functions (a), subsystem-

molecular orbitals of the molecule-only central region (b) and local transmis-

sions at the estimated EF (c) are shown. All energies are shifted with respect

to the estimated EF of -5 eV. Both molecules show a peak close to the energy

of the HOMO and LUMO. The local transmissions indicate that for both

molecules, the current is mainly moving along the OPE backbone.
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-0.15 eV

SOMO

-0.86 eV

HOMO

LUMO

2.82 eV

-0.24 eV

-0.78 eV

2.67 eV

Tαα

Tββ
Tαα

Tββ

cis-TEMPO-OPE trans-TEMPO-OPE
a)
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Figure 6: Transport properties of the cis- and trans-TEMPO-OPE molecule using

B3LYP/def2-SVP. The calculated transmission functions (a), subsystem–

molecular orbitals of the molecule-only central region (b), and local trans-

missions at the estimated EF (c) are shown. All energies are shifted with

respect to the estimated EF of -5 eV. Since the energies and shapes for the

α and β parts of the HOMO and LUMO are the same, only one spin part is

shown. Both molecules show a peak close to the energy of the HOMO and

LUMO. No significant feature can be observed at the energy of the SOMO.

Tαα and T ββ are nearly the same for the whole energy range depicted. The

local transmissions indicate that the current is not passing the radical and only

moves through the OPE backbone.
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cis-TEMPO-OPE trans-TEMPO-OPE

Figure 7: Calculated spin densities for the cis- and trans-TEMPO-OPE molecules (iso-

surface value: 0.001). For both isomers, the spin density does not extend onto

the OPE backbone. Therefore, the spin density does not seem to influence the

electron transport.

As a conclusion, the results suggest that the SOMO does not contribute to the electron

transport. This is in agreement with the absence of a Kondo resonance in the exper-

iment [16] because the current neither passes the radical nor any spin density. Thus,

the transport calculations cannot give any hint for an explanation of the observed large

magnetoresistance in TEMPO-OPE single-molecule junctions. The validity of the elec-

tron transport calculations done for the TEMPO-OPE molecule are supported by the

fact that the transmission function for the trans-TEMPO-OPE molecule is of the same

order of magnitude as for the OPE molecule, which is in agreement with the experimen-

tal results [16].

Besides the molecule forming the contact, many additional molecules likely cover the

electrode in the experimental setup [67]. Those molecules may also react to an external

magnetic field, influence the transport, and may be the origin of the large magnetoresis-

tance. To obtain insight into the interaction between the TEMPO-OPE molecules and

the gold electrodes, a TEMPO-OPE molecule was optimized16 on a gold surface and the

results of this investigation are discussed next.

16 PBE with periodic-boundary conditions and a modified C6 parameter fo gold in the DFT-D2 method.

See Appendix B for details.
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3.3.2. Possible Interaction between TEMPO Radical and Gold Electrodes

A potential interaction of the adsorbed TEMPO-OPE molecules with the gold electrodes

was investigated by optimizing the TEMPO-OPE molecule on a gold-(111)-surface. Two

different unit cells (dAu−Au = 2.884 Å) were used: a smaller one (4×4 surface, slab con-

sisting of four atomic layers of gold) where the neighboring TEMPO-OPE molecules

could interact with each other, and a larger one (7×7 surface, slab consisting of three

atomic layers) where the TEMPO-OPE molecule was nearly isolated17.

The optimized structures indicate that the TEMPO radical part of the molecule is get-

ting close to the gold surface (see Figure 8). If the interaction of the TEMPO radical

with the surface depended on an external magnetic field, the electronic structure of the

electrode/interface could be affected by this field. This could affect the electronic cou-

pling of the electrode with the molecule, and therefore the electron transport. A change

of coupling due to the magnetic field would be consistent with the experimental Breit–

Wigner fit, which indicates the coupling of the molecule to the left and right electrode

to decrease with the magnetic field [16]. A more detailed analysis of the bonding situ-

ation of the radical part of the TEMPO-OPE molecule and the gold electrode, as well

as the reaction to an external magnetic field could give helpful insights into the origin

of the magnetoresistance. However, due to reasons of time this task is not part of thesis

anymore.

In addition to the TEMPO-OPE molecule, the transport properties of four other organic

radicals were calculated. Due to a similar structural motif as the TEMPO-OPE molecule

(radical which is attached to a conducting conjugated backbone), first-principles elec-

tron transport properties of these four radicals might be the basis of structure-property

relationship investigations of magnetoresistance and electron transport for such systems.

17 Since the optimization moved both thiol groups close to the surface, the hydrogen atoms of both

thiol groups were removed. This allowed both thiolates to form bonding interactions with the gold.
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b)a)

Figure 8: Optimized structures of the TEMPO-OPE molecule on a gold surface using

periodic-boundary conditions, PBE, and a modified C6 parameter of gold for

the DFT-D2 method. Tonigold et al. [73] showed that the dispersion interac-

tion of gold and aromatic molecules is better described by changing the default

C6 parameter of gold (DFT-D2). Only a single molecule is depicted (see Ap-

pendix B for a picture with neighboring TEMPO-OPE molecules). a) Illustra-

tion of a TEMPO-OPE molecule on a Au(111)-surface (4 × 4 surface cell). The

interaction of the TEMPO-OPE molecule with its periodic images prevents

the TEMPO-OPE from completely flat adsorbing on the gold surface with the

OPE backbone. The TEMPO radical is close to the surface (dO−Au = 3.13 Å).

b) Illustration of the nearly isolated TEMPO-OPE molecule adsorbed on a

Au(111)-surface (7×7 surface cell). The molecule is lying on the surface and

the OPE backbone is nearly planar and nearly parallel to the surface. The

TEMPO part is again close to the gold surface (dO−Au = 4.39 Å).
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3.4. Effect of Structural Changes on Electron Transport Properties

at the example of Organic Radicals Similar to TEMPO-OPE

To investigate the electron transport properties of four organic radicals which all share

the same structural motif, a conducting diamagnetic backbone being functionalized with

a radical group (see Figure 9), the exact same methodology used for the calculation

of electron transport properties for TEMPO-OPE single-molecule junctions was em-

ployed. Radicals 1 and 2 consist of an imidazole-based radical linked to a 1,4-(biphenyl)-

benzene backbone. While for radical 1 the thiol-anchoring groups are directly attached

to the 1,4-(biphenyl)-benzene backbone, for radical 2 benzenethiol is attached to the

1,4-(biphenyl)-benzene backbone with an ethinyl linker. The molecules 3 and 4 are

based on the TEMPO-OPE molecule, replacing the TEMPO radical and its linker with

an imidazole and a tert-butyl nitroxide based radical, respectively (see Figure 9). The

direct connection of the radicals to the backbone may induce a stronger electronical

coupling of the SOMO with the HOMO/LUMO, a direct participation of the SOMO

in the electron transport, or a removal of the degeneracy of the α and β part of the

HOMO/LUMO. The gold–molecule–gold junctions of the radicals were prepared in the

same way as for the OPE, Keto-OPE, and TEMPO-OPE molecules. Radical 3 adsorbed

on a Au(111) surface was already shown to exhibit the Kondo effect [74] and it is actu-

ally investigated experimentally by Scheer et al. for molecular junctions. Radical 3 and

the other radicals represent molecules which might be interesting for the investigation of

structure-property relations of magnetoresistance and electron transport (the structural

changes might lead to a direct interaction of the radical with the conducted electrons)

in molecules with a similar general structural motif as the TEMPO-OPE molecule.

For radical 1 and 2 (see Figure 10 for radical 1 and Figure 11 for radical 2), the peaks

in the transmission function closest to EF can be assigned to the transport through the

HOMO (at lower energies) and the transport through the LUMO (at higher energies).

For radical 1, the α and β parts of the HOMO and LUMO are nearly degenerate, and

the SOMO does not induce a Fano resonance. For radical 2, a Fano resonance occurs in
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Figure 9: Lewis structure of additionally investigated organic radicals for a potential

investigation of property-structure relationships of the spin dependent trans-

port. The radicals differ in the type of radicals attached to the conducting

backbone as well as in the type of conducting backbone.

T ββ(E) located at the energy of the β part of the SOMO. The α part of the SOMO does

not induce a feature in T αα(E), which may originate from its energy being far away from

the HOMO/LUMO (about 1 eV/3 eV). The α and β parts of the HOMO and LUMO are

nearly degenerate. Besides the Fano resonance, no significant difference in T αα(E) and

in T ββ(E) occurs and the difference is negligible at the estimated EF . For molecules 3

and 4 (see Figure 12 for radical 3 and Figure 13 for radical 4), the closest peaks to EF
in the transmission function can again be assigned to the transport through the HOMO

(at lower energies) and the transport through the LUMO (at higher energies). As for

the TEMPO-OPE molecule, the α and β parts of the HOMO and LUMO are nearly

degenerate. For both molecules, a Fano resonance occurs in T αα(E) at the energies of

the SOMO. This results in a slightly different transmission for α and β electrons in the

vicinity of EF . The feature is much more pronounced for radical 4 than for radical 3,

implying a stronger coupling of the SOMO with the HOMO/LUMO.
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-0.64 eV

-0.04 eV
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+3.02 eV

α orbitals β orbitals

HOMO
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HOMO
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Figure 10: Calculated transmission functions (a) and subsystem molecular orbitals of

the molecule-only central region (b) for α and β electrons for radical 1. The

HOMO and LUMO are nearly degenerate with respect to the spin, and the

SOMO does not induce spin-dependent features in T (E). All energies are

shifted with respect to the estimated EF of -5 eV. The molecular orbitals were

assigned by comparison with the molecular orbitals of the isolated molecule.
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Figure 11: Calculated transmission functions (a) and subsystem-molecular orbitals of the

molecule-only central region (b) for α and β electrons for radical 2. While

the HOMO and LUMO are nearly degenerate with respect to the spin, the β

SOMO induces a Fano resonance at about -0.88 eV. This resonance leads a

different transmission of α and β electrons. However, both transmissions are

nearly the same at EF . All energies are shifted with respect to the estimated

EF of -5 eV. The molecular orbitals were assigned by comparison with the

molecular orbitals of the isolated molecule.
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LUMO

SOMO
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+2.90 eV

-0.69 eV

+2.95 eV

+2.93 eV

α orbitals β orbitals
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Figure 12: Calculated transmission functions (a) and subsystem-molecular orbitals of the

molecule-only central region (b) for α and β electrons for radical 3. While

the HOMO and LUMO are nearly degenerate with respect to the spin, the α

SOMO induces a Fano resonance at about -0.06 eV. This resonance induces a

different transmission of α and β electrons, which is very small at the vicinity

of EF . All energies are shifted with respect to the estimated EF of -5 eV. The

molecular orbitals were assigned by comparison with the molecular orbitals

of the isolated molecule.
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Figure 13: Calculated transmission functions (a) and subsystem-molecular orbitals of the

molecule-only central region (b) for α and β electrons for radical 4. While

the HOMO and LUMO are nearly degenerate with respect to the spin, the α

SOMO induces a Fano resonance at about -0.34 eV. This resonance induces a

different transmission of α and β electrons, which is rather small at EF . All

energies are shifted with respect to the estimated EF of -5 eV. The molecu-

lar orbitals were assigned by comparison with the molecular orbitals of the

isolated molecule.
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The results of the electron transport calculations for the four investigated radicals may

provide the basis of further investigations regarding spin-dependent electron transport

in similar organic radicals or regarding structure-property relations of magnetoresistance

in organic radicals with the same structural motif. The calculations indicate that some

of these radicals may exhibit interesting spin-dependent transport phenomena due to

an indirect participation of the SOMO in the transport. The calculations show that

changing the radical part or the conducting backbone of the TEMPO-OPE molecule

might lead to a direct influence of the radical on the electron transport.

3.5. Conclusion

In this part of the thesis, spin-dependent transport properties of several organic radicals

have been investigated based on the Landauer approach in combination with DFT, fo-

cusing on finding an explanation for the experimentally observed magnetoresistance in

a TEMPO-OPE molecular junction.

The transport calculations indicate that the unpaired electron does not influence the

transport significantly. The SOMO does not contribute to the transport, and T αα(E)

and T ββ(E) in the vicinity of EF are nearly the same. This originates from the lo-

calization of the SOMO on the TEMPO-radical part of the molecule. The transport

calculations do not give any insight into the experimentally observed large magnetore-

sistance of the TEMPO-OPE molecule, and indicate that the TEMPO-OPE molecule

forming the contact is not responsible for this phenomenon. Structure optimizations

regarding the non-bridging TEMPO-OPE molecules covering the electrodes indicate a

possible radical–electrode interaction. Such an interaction may depend on an exter-

nal magnetic field and therefore may influence the coupling of the electrode with the

molecule indirectly.
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4. Circular Photogalvanic Effect in Lead-(II)-Sulfide Nano-

sheets

Besides unpaired electrons, this work deals with SOC as an origin of spin-dependent

electron transport properties, focusing on the Rashba effect in nanostructured materials

and the Rashba-like CISS effect. In this part of the work, results of an investigation

concerning the Rashba effect in nanostructured materials are presented.

The investigation in this part was aimed to identify the origin of the CPGE induced cur-

rent observed for lead-(II)-sulfide nanosheets. All experiments were done by Klinke et al.

and are documented in a joint publication [17].

4.1. Introduction

Semiconducting materials in combination with strong SOC are of great importance in

the field of spin-orbitronics. In this field, effects based on SOC are used to manipulate

the spin [75]. Spin-orbitronic materials allow to control the electron’s spin-degree of

freedom with electric fields [75] and show magnetoresistance [76], making them promis-

ing for the development of new spintronic devices [75,77].

An important spin-orbitronics effect is the Rashba effect [75, 78]. It originates from a

combination of SOC and structure inversion asymmetry18. Devices based on this effects

were suggested for spin field-effect transistors [80, 81], spin-charge converters [77, 82,83]

and charge-spin converters [77]. The effect is also interesting from a chemical point of

view, since the Rashba effect can be chemically controlled by using different adsorbates

or by chemical modification [82,84].

The strength of the Rashba effect in a system can be estimated by making use of the

CPGE, which manifests as a current induced by the illumination of those materials with

18 Such materials are symmetric under spatial inversion in bulk, but inversion symmetry is broken, e.g.

due to interfaces like in quantum wells. A familiar effect is the Dresselhaus effect, which occurs in

materials with bulk inversion asymmetry [79].
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circularly polarized light [85–88]. Although such a current is not expected for highly sym-

metric systems [17], Klinke et al. observed a CPGE-induced current in (001)-lead-(II)-

sulfide nanosheets, which are symmetric under inversion (D4h symmetry) [17]. In their

experimental setup (see Figure 14), the nanosheets were placed on a silicon/silicondioxide

substrate, contacted with gold electrodes, and a gate voltage was applied perpendicu-

larly to the nanosheet. The asymmetric interface (silicon/silicondioxide substrate and

vacuum) as well as the electric field of the gate were assumed to break inversion sym-

metry (Symmetry: D4h to C4v), which in combination with the strong SOC of the

lead were assumed to induce a Rashba effect. This finding was promising, because the

preparation of lead-(II)-sulfide nanosheets is inexpensive in comparison to other Rashba

nanostructures [17], e.g. based on indium-(III)-nitride [87] or zinc-(II)-oxide [89].

E

Au AuPbS

Si/SiO2

hν

σ+/-

Figure 14: Experimental setup and measured photocurrent by Klinke et al.. The (001)-

lead-(II)-sulfide nanosheets were placed on a silicon/silicondioxide substrate

and contacted with gold electrodes. After illuminating the nanosheet with red

light, a photocurrent was detected. The photocurrent at zero bias depends on

the quarter-wave plate angle, i.e., on the polarization of the light. A fit of the

photocurrent shows, besides a linear photogalvanic effect, a non-zero circular

photogalvanic effect. The magnitude of the photocurrent which is induced by

the CPGE is controllable by the angle-of illumination and an electrical field

from the gate [17].
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The goal of the theoretical investigation concerning lead-(II)-sulfide was to verify the

presence of a Rashba effect in lead-(II)-sulfide nanosheets and, thus, to give a first-

principles based explanation of the observed CISS effect. Before discussing the theoret-

ical study, additional theoretical background is given to understand the results of the

calculations. Although it was assumed that the CPGE in lead-(II)-sulfide nanosheets

originated from the Rashba effect, other plausible explanations were possible and in-

vestigated, like lead-(II)-sulfide sheets being topological insulators [75, 90] or exhibiting

spin–valley coupling [91–94]. Thus, besides the Rashba effect, topological insulators and

spin–valley systems are also subject of the additional theoretical background.

P- and T-Symmetry in Periodic Systems

The solutions of the Schrödinger equation under periodic-boundary conditions have the

form [95]

Ωj(r,k) = uj(r,k) · eik·r, (4.1)

where k is a wave vector, describing the quasimomentum of the electron in the crystal

and uj(r,k) is a Bloch function, reflecting the periodicity of the crystal lattice. The

states described with the same index j form a band. Therefore, the electronic structure

of a solid can be described with a band structure, in which the energies of the bands’

states are plotted against k.

Bands where all states are occupied are called valence bands and bands which are com-

pletely unoccupied or partly occupied are called conduction bands [95]. Solids can be

classified as insulators, semiconductors or metals [95]. In insulators and semiconductors,

all valence bands are fully occupied and all conduction bands are empty. The highest

valence band and the lowest conduction band are separated in energy by the band gap,

which is small compared to kBT for semiconductors. Metals are defined as systems with

partially filled conduction bands and do not have a band gap.

Two important symmetries can be defined in band structures, namely P-symmetry

(space-invsersion symmetry) and T-symmetry (time-reversal symmetry) [79]. P-symme-
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try describes the invariance under space inversion and T-symmetry the invariance under

time reversal19. Both symmetries lead to certain relations within the band structure,

which are mathematically defined for P-symmetry as

E↑(k) = E↑(−k), (4.2)

and for T-symmetry as

E↑(k) = E↓(−k). (4.3)

E↑(k) describes the energy of a band at k for one spin orientation, and E(k)↓ the energy

of a band at k for the opposite one. If both symmetries are present, the relation

E↑(k) = E↓(k) (4.4)

is valid, i.e., no spin splitting of the band structure is possible. A removal of struc-

tural inversion-symmetry in combination with strong SOC can lead to a removal of

P-symmetry in the band structure [79], which allows for spin splitting in the band struc-

ture.

Materials with a Band Structure without P-Symmetry

The CPGE is closely connected to the removal of the P-symmetry in the band structure

and, e.g. can be observed in Rashba systems, topological insulators, and spin–valley

materials [93, 94,96–101]. In the following, those systems are explained.

Rashba effect

The Rashba effect occurs for systems with structure inversion asymmetry [79]. Those

systems are symmetric under inversion in bulk, but inversion symmetry is broken, e.g.

due to an interface (like in quantum wells) [75], at metallic surfaces [102], or due to

19 Space inversion inverts the momentum of the electron, time reversal inverts the momentum and flips

the spin.
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distortions [103]. The effect was originally described for a two-dimensional electron

gas [78] defined by the Hamiltonian

Ĥ = h̄2

2m∗k
2
||, (4.5)

where k|| is the two-dimensional quasimomentum and m∗ is the effective mass of the

electron [78]. The resulting bands have a parabolic shape and are centered at k|| = (0, 0).

Each band consists of two spin sub bands, describing the two different degenerate spin

projections (see Figure 15, part a). If an electric field is applied perpendicularly to the

two-dimensional electron gas, an effective magnetic field is induced by the momentum

k|| of the electron. This allows the spin to couple with the quasimomentum, due to

SOC [75]. Since the orientation of the magnetic field is depending on the direction

of the electron’s momentum, the degeneracy of the spin states for the same non-zero

k|| is removed (see Figure 15, part b) [75]. One spin sub band shifts towards higher

values of k||, and the other one towards lower values of k||. P-symmetry of the band

structure is removed. This band splitting is also called Rashba spin splitting or Rashba

effect [75,78,104,105].

Spin-Orbit Coupling +
Structure inversion asymmetry -

a)

Spin-Orbit Coupling +
Structure inversion asymmetry +

b)E

k

E

k

Figure 15: Removal of P-symmetry due to a combination of SOC and structure inver-

sion asymmetry [79]. a) SOC does not remove the P-symmetry in the band

structure for systems which are symmetric under spacial inversion in bulk.

b) The combination of structure inversion asymmetry with SOC leads to a

splitting of the bands, shifting bands with one spin to values of higher k and

bands with the opposite spin to values of lower k.
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Phenomenologically, the effect is described by the Rashba-SOC Hamiltonian [78,79]

ĤR =
(
αR
h̄

)
(ez × k) · σ. (4.6)

αR is the Rashba parameter depending on the strength of the electric field [106] and z is

the direction of the electric field, which is oriented perpendicular to the two-dimensional

electron gas [75]. The electric field can be an external electric field or internal electric

fields originating from structure inversion asymmetries [75, 79]. The Rashba effect can

thus be modified by an external electrical field, which opens the possibility to manipu-

late the spin with such a field [75,80,81].

Topological Insulators

Normal insulators are defined by a large band gap compared to kBT [95] separating the

highest valence and the lowest conduction band (see Figure 16, part a). Such materi-

als have bad conducting properties compared to metals due to the high-energy cost of

creating mobile charge carriers [95]. For topological insulators the valence and conduc-

tion bands intersect with each other, which would in principle lead to metallic behavior

and is called band inversion because the orbital character of the valence and conduction

band changes for some values of k (see Figure 16, part b) [107]. Both bands are coupled

by SOC, which leads to an opening of a band gap and transforms the metallic system

into an insulator (see Figure 16, part c) [107]. Such systems can posses metallic surface

states20 or metallic edge states21 within the bulk band gap [75, 107, 108]. Those surface

states have a special spin texture with broken P-symmetry, a linear band dispersion [98],

and can be manipulated with electric fields [109,110].

A transition from a normal insulator to a topological insulator was observed for, e.g.

PbxSn1−xTe materials [111].

20 Three-dimensional topological insulator

21 Two-dimensional topological insulator
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Figure 16: Illustration of a transition from a trivial insulator to a topological insula-

tor [107]. The energy-axis and k-axis are not written sake of clarity. a) For

normal insulators the highest valence band (red) and lowest conduction band

(blue) are separated by the band gap. b) If SOC was neglected, a system

with intersecting bands would show metallic behavior. c) Since both bands

are coupled due to SOC, a band gap opens and the bulk system behaves as

an insulator. d) Possible band dispersion of metallic surface or edge states

(dotted lines), which are characteristic for topological insulators.

Spin–Valley Coupling

Besides spin and charge, the electron can have an additional degree of freedom which is

called valley-pseudospin [112]. This variable describes which valley of the band structure

the electron occupies. A valley is the designation for a local maximum in the valence

band or a local minimum in the conduction band. Due to strong SOC and if inversion

symmetry is broken, the electron’s spin can couple with the valley-pseudospin, leading to

a Zeemann-like spin-splitting at the valleys [92, 113] (see Figure 17). This behavior can

be explained for monolayers of MoS2 possessing a hexagonal Brillouine zone with two

different valleys at the K- and K’-points [92,112]. In the absence of SOC, the valleys are

degenerate with respect to the spin but can be distinguished by their valley-pseudospin

(-K and +K). If SOC is considered, the valley-pseudospin and the spin can couple and

55



the spin bands are split at the valleys (see Figure 17). T-symmetry is not broken due to

SOC, and the spin-splitting is opposite if comparing the -K with the +K valley.

K

Spin-Valley Coupling

K'

Valley

KK'

Figure 17: Schematic band structure describing spin–valley coupling [92]. a) In MoS2

monolayers two valleys can be distinguished with respect to their valley pseu-

dospin, located at the K and K’ point. b) Due to SOC the valley pseudospin

and the spin of the electron can couple leading to a Zeeman-like splitting of

the spin bands. The splitting is different at the K and K’ point.

Circular Photogalvanic Effect

Due to the absence of P-symmetry in the band structures of the systems discussed

above, an observation of a CPGE-induced current in such systems is possible and can

be explained by the selection rules for optical excitations, focusing on the total angular

momentum j and the projection of the total angular momentum onto the quantization

axis mj.

If SOC is considered, excitations of electrons from one band into another must follow

the selection rule ∆mj = 0,±1. This is the case because the photon has a spin-angular

momentum of σp = ±1 oriented along its line-of flight. This selection rule depends on the

orientation of the axis for which ∆mj defines the change of total-angular momentum

relative to the orientation of σp, i.e., to the line-of flight of the photon: if both are

aligned parallel, mj has to change by ±1. Otherwise, transitions with ∆mj = 0 are also

allowed [95,114].
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Figure 18: Possible mechanisms of CPGE in Rashba systems, topological insulators, and

spin–valley systems. a) For Rashba systems, two different selection mecha-

nisms are given, which depend on the character of the valence and conduction

bands. This are either excitations from a j = 3
2 /mj = ±3

2 valence band in

a j = 1
2 /mj = ±1

2 conduction band or excitations from a j = 1
2 /mj = ±1

2

valence band in a j = 1
2 /mj = ±1

2 conduction band. In both cases, illumi-

nation with circularly polarized light leads to an asymmetric charge carrier

distribution resulting in a current jx [96, 97]. b) For topological insulators,

an asymmetric charge carrier distribution can be created by selectively ex-

citing electrons with a certain spin orientation of the surface/edge states

into conduction bands with circularly polarized light, resulting in a current

jx [98–100]. c) In spin–valley systems with a hexagonal Brillouin zone, elec-

trons in certain valleys (K/K’) are selectively excited with circularly polarized

light. This results in an asymmetric charge carrier distribution and leads to

a current jx [93, 101].
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An excitation from a j = 1
2 band into another j = 1

2 band due to photons with σp = +1

would induce transitions ofmj = −1
2 → mj = 1

2 . If P- and T-symmetry hold, the amount

of excited charge carriers at k is the same as at −k (see Equation (4.2)), and no current

would occur. If the P-symmetry of the band structure is broken, the amount of excited

charge carriers can be different when comparing k and −k, which would result in an

asymmetric charge-carrier distribution in k-space and a current. This phenomenon is

called CPGE [86,88].

Due to the absence of P-symmetry in the band structure, different mechanisms for

the CPGE, based on optical selection rules, can be formulated for the Rashba ef-

fect [96, 97](see Figure 18, part a), for topological insulators [98–100](see Figure 18,

part b) and for spin–valley systems [93,101](see Figure 18, part c).

To cover all possible underlying mechanisms of the CPGE in lead-(II)-sulfide nanosheets,

a suitable method has to be chosen. Thus, the applicability of available methods to

describe theses effects with DFT is discussed next.

4.2. Theoretical Methods to Investigate the Circular Photogalvanic

Effect in Lead-(II)-Sulfide Nanosheets

Since this work deals with a first-principles investigation of spin-dependent transport

phenomena, the applicability of DFT to the previously described P-symmetry related

effects is discussed now.

DFT under periodic-boundary conditions is a well-established method for the qualitative

investigation of semiconductors, although it has been shown that DFT-based calcula-

tions for semiconductors tend to underestimate the band gap when using LDA and GGA

functionals [115, 116]. Previous calculations for lead-(II)-sulfide, lead-(II)-selenide, and

lead-(II)-telluride by Svane et al. [117] and by Hummer et al. [118] showed the occur-

rence of a band inversion when using LDA or GGA functionals in combination with

SOC. This band inversion occurred due to an underestimation of the band gap in com-
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parison to the experimental one and vanished for methods which predict band gaps in

good agreement with the experiment (hybrid functionals and methods based on the GW

approximation [117, 118]). Therefore, the band inversion was artificial. This problem

could lead to a false-positive identification of lead-(II)-sulfide nanosheets as topological

insulators and thus to a false origin of the CPGE effect. False-positive as well as false-

negative identifications of materials as topological insulators were reported for instance

in Reference [119]. For (111)-lead-(II)-chalcogenide surfaces, stress-induced topological

phases were predicted using a hybrid functional [120]. For (001)-lead-(II)-selenide mono-

layers, topological states were predicted using pure functionals [121].

The Rashba splitting and its manipulation with an electric field were discussed in sev-

eral theoretical studies for gold surface states [122, 123], as well as for semiconductors

like perovskites [106, 124, 125], germanium-based systems [126, 127], and bismuth-based

structures [128]. The results were consistent with experimental results, if available, and

thus showed that DFT is a reliable tool for the investigation of the Rashba effect.

Spin–valley coupling was also successfully investigated using DFT, especially for layers

of transition metal dichalcogenides like MoS2 [129,130] and WSe2 [94, 130].

Overall, DFT has been employed to investigate the Rashba effect, topological insulators

and spin–valley system, but semiconductors such as (001)-lead-(II)-sulfide nanosheets

have been shown to be problematic systems using DFT in combination with pure

functionals and SOC. To investigate the CPGE in lead-(II)-sulfide nanosheets, (001)-

nanosheets (modeled by 15 atomic layers) and bulk lead-(II)-sulfide were simulated using

DFT under periodic-boundary conditions (for details see Appendix A). SOC and an ex-

ternal electric field was considered in combination with a GGA functional, due to the

high computational cost of hybrid functionals and approaches based on the GW approxi-

mation. To circumvent the problem of artificial topological states, the lattice constant

as well as the atomic positions within the nanosheets were optimized (a dependence of

the band gap on the lattice constant was shown, e.g. in Reference [131] for lead-(II)-

telluride). Non-primitive unit cells were used for the calculation of the bulk and the
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nanosheets (see Figure 19). The asymmetric interface in the experiment as well as the

linker-molecules bound to the lead-(II)-sulfide nanosheet surface were not simulated.

The used methodology (GGA functional) and the approximations to the structure (ne-

glecting the linker and the asymmetric interface) were assumed to be sufficient, since the

focus was to get only a qualitative understanding of the CPGE effect in lead-(II)-sulfide

nanosheets. For further details of the used methodology see Appendix A.

Having introduced the used methodology and having shown potential problematic issues

concerning DFT and lead-(II)-sulfide, the results of the first-principles investigation for

lead-(II)-sulfide are presented and discussed next.

a)

b)

3D

2D
M

Γ X

Σ

M'

c)

Figure 19: Illustration of the employed unit cells during this work for lead-(II)-sulfide in

bulk (a) and for the (001)-lead-(II)-sulfide nanosheet (b), as well as the two-

dimensional Brillouine zone of the (001)-lead-(II)-sulfide nanosheet (c). The

band gap of the (001)-lead-(II)-sulfide nanosheet is located at the M-point.

The path connecting the Γ and the M-point is referred to as Σ path.
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4.3. Band Structures and Origin of the Circular Photogalvanic Effect

in (001)-Lead-(II)-Sulfide Nanosheets

To investigate the CPGE in lead-(II)-sulfide nanostheets, the chosen methodology was

applied to bulk lead-(II)-sulfide as a benchmark, as well as to (001)-lead-(II)-sulfide

nanosheets to find the underlying mechanism of the effect. The results for the bulk

lead-(II)-sulfide are discussed first.

4.3.1. Bulk Lead-(II)-Sulfide and Validation of the Methodology

To validate the methodology (e.g. testing the used pseudopotentials), the band structure

of bulk lead-(II)-sulfide was calculated and compared to values from the literature, using

either the experimental (5.909 Å [117]) or the optimized lattice constant (6.002 Å).

Table 1: Calculated values for the DFT band gaps of bulk lead-(II)-sulfide (experimental

and optimized lattice constant). For comparison, calculated band gaps from

previous studies [117,118] are given as well. The variable a0 denotes the lattice

constant and “scalar” scalar-relativistic. The absolute values are given, since

band gaps in structures with a band inversion are normally given as negative

values.

|EBulk
gap | [eV]

This work

Scalar(a0 = 5.909Å) 0.33

Scalar(a0 = 6.002Å) 0.49

SOC(a0 = 5.909Å) 0.13

SOC(a0 = 6.002Å) 0.02

Literature

Scalar(a0 = 5.936Å) 0.37

SOC(a0 = 5.936Å) 0.01

SOC(a0 = 5.909Å) 0.17
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Without considering SOC, the DFT band gaps are 0.33 eV (experimental lattice con-

stant) and 0.49 eV (optimized lattice constant). Taking SOC into account decreases

the DFT band gap to 0.13 eV (experimental lattice constant) and 0.02 eV (optimized

lattice constant). The band gaps and band structures along the Γ → L → W path (see

Figure 20) are in good agreement with previously calculated data of lead-(II)-sulfide (see

Table 1) [117,118].
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Figure 20: Calculated band structure of bulk lead-(II)-sulfide along the Γ → L → W

path using PBE. The band gap (located at the L-point) decreases massively

if SOC is considered, as known from the literature [117,118]. Without consid-

ering SOC, the band gap increases when increasing the used lattice constant,

while with SOC, the band gap decreases with the lattice constant. The ex-

perimental lattice constant is denoted as aexp
0 , the optimized one as aopt

0 , and

“scalar” is an abbreviation for scalar-relativistic.
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4.3.2. (001)-Lead-(II)-Sulfide Nanosheets and the Effect of Spin–Orbit Coupling

and an External Electric Field

To explain the CPGE in lead-(II)-sulfide nanosheets, the band structures of two different

slabs were calculated, using either the experimental lattice constant and keeping all

atoms fixed at the bulk-like position, or the optimized lattice constant and with fully

relaxed atoms. In comparison with the experimental observations, the following trends

are expected:

• A removal of P-symmetry of the band structure, if SOC is combined with an

external electric field applied perpendicularly to the surface.

• An increase of the asymmetry in the band structure with the strength of the

electric field (the CPGE-current increases with the strength of the gate voltage in

the experiment).

• An in-plane spin orientation of the bands (the CPGE-current increases with the

angle-of illumination in the experiment, see explanation of the CPGE in Sec-

tion 4.1).

The analysis of the band structure is focused on the vicinity of the band gap (M- and

M’-point). The calculated band structures for the unrelaxed and the fully-relaxed slab

(see Figure 21) show the importance of increasing the DFT band gap by fully optimizing

the slab. For the non-optimized slab, SOC leads to an avoiding-crossing region at the

band gap, probably induced by a band inversion in combination with SOC [107]. This

feature in the band structure is probably artificial as indicated by the DFT investigations

by Svane et al. [117] and Hummer et al. [118]. The full relaxation of the slab yields a

parabolic shape of the bands at the M-point and increases DFT band gap. Therefore,

further calculations including electric fields were only done for the fully-relaxed slab.

The focus was to get only a qualitative explanation for the CISS effect. Thus, the re-

maining underestimation of the band gap was not considered to be of any problem.
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To reveal the origin of the CPGE, the band structure of the fully-relaxed slab was

calculated with an symmetry-breaking external electric field in combination with SOC.

A splitting of the valence and conduction bands along k-space occurs at the M-point

(see Figure 22), indicating a Rashba effect. To further validate this assumption, the

spin-projected band structure was calculated.
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Figure 21: Calculated band structure of (001)-lead-(II)-sulfide nanosheets in the vicinity

of the M-point using PBE. The band gap (located at the M-point) for the

non-optimized slab is smaller than the one for the fully-optimized slab. If

SOC is considered, the band gap of the non-optimized slab becomes nearly

zero and an avoiding-crossing region occurs. In contrast, the bands of the

fully-optimized slab remain parabolic in the vicinity of the M-point. The

experimental lattice constant is denoted as aexp
0 , the optimized one as aopt

0 ,

and scalar-relativistic as “scal”.
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51 mVÅ-1

b)

Figure 22: Calculated band structure of (001)-lead-(II)-sulfide nanosheets without (a)

and with (b) electric field perpendicular to the surface, using a fully-optimized

slab. The electric field in combination with SOC leads to a band splitting at

the M-point.

A Rashba effect can be identified by the orientation of the spin vectors of the bands (see

Figure 15). The calculated spin vectors of the highest valence and the lowest conduction

band are oriented in the surface plane of the nanosheet (xy-plane). To obtain further

insight, the spin vectors of the bands were analyzed in two different ways:

• In one dimension along the Σ path (see Figure 19). The spin vector was projected

onto the axis being perpendicular to the Σ path and lying in the xy-plane.

• In two dimensions around the M- and M’-point. The spin vector was projected

onto the xy-plane of the two-dimensional Brillouin zone.

The one-dimensional case shows a k-dependent splitting of the spin bands for the highest

valence and the lowest conduction band, as known from Rashba systems (see Figure 23).

While one spin band shifts to lower values of k, the spin band with the opposite spin

orientation shifts to higher values of k. The strength of the splitting increases with the

strength of the simulated electric field. The two-dimensional plot shows a spiral-like spin

structure centered around the M- and M’-points, typical for Rashba systems [79,132](see

Figure 24). The P-symmetry of the band structure is removed, indicated by comparing

the spin textures of the M- and M’-points.
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Figure 23: Spin-resolved band structure of (001)-lead-(II)-sulfide nanosheets in the vicin-

ity of the M-point considering SOC and applying an external electric field.

The spin is projected onto the in-plane axis, perpendicular to the Σ path.

Red denotes a positive projection and blue a negative one. The electric field

induces a k-dependent band splitting of the spin bands, confirming a Rashba

effect. The strength of the splitting increases with the electric field.
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Figure 24: Two-dimensional representation of the spin vector for the two highest valence

bands in the vicinity of the M- (a) and M’-point (b). The spin vectors show

a typical spin texture for the Rashba effect [79], and the P-symmetry of the

band structure is removed. The orientation of the spins are shown for the

states of the valence bands at 0.044 eV below the valence-band maximum.
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The band structure strongly indicates that the Rashba effect is responsible for the CPGE

in (001)-lead-(II)-sulfide nanosheets, and the results are fully consistent with the exper-

imental findings [17]. The increase of the CPGE with the electric field can be explained

by an increase of the Rashba spin splitting with the field, and the increase of the CPGE

with the angle-of-illumination can be explained by the in-plane spin structure (see ex-

planation of CPGE in Section 4.1).

To finally validate that the Rashba effect is responsible for the observed CPGE, a selec-

tion mechanism for the excitation with circularly polarized light has to be formulated.

To do so, the band structures were resolved by the projected density of states (pDOS).

The results are discussed in the following.

4.3.3. Formulation of a Selection Mechanism for the Circular Photogalvanic Effect

in (001)-Lead-(II)-Sulfide Sheets

The pDOS-resolved band structures give information about the orbital character of the

bands with respect to the total angular momentum j, which can give insight into the

CPGE by identifying allowed excitations. The sum of the pDOS-resolved band structures

for all atoms indicates that the highest valence band is dominantly of sulfur p3/2-orbital

character and the lowest conduction band is dominantly of lead p1/2-orbital character

(see Figure 25). A selection rule for the absorption of circularly polarized light, and

consequently the origin of the CPGE, can be formulated. The pDOS-resolved band

structure indicates possible excitations upon absorbing a circularly polarized photon to

be22; |32 ,+
3
2〉 → |

1
2 ,+

1
2〉; |

3
2 ,+

1
2〉 → |

1
2 ,−

1
2〉; |

3
2 ,−

1
2〉 → |

1
2 ,+

1
2〉; |

3
2 ,−

3
2〉 → |

1
2 ,−

1
2〉 (see

Figure 26). Assuming circularly polarized light with σp = +1, an allowed excitation

would be |32 ,−
3
2〉 → |

1
2 ,−

1
2〉. Due to the Rashba-splitting the |32 ,−

3
2〉 band maximum

shifts to higher values of k at the M- and M’-points. Excitations in the vicinity of the

M- and M’-point would now induce an asymmetric distribution of charge carriers, which

22 Bands are given in |j,mj〉.
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Figure 25: Calculated pDOS-resolved band structure for (001)-lead-(II)-sulfide

nanosheets. The highest valence band has strong sulfur p3/2-orbital

character and the lowest conduction band has strong lead p1/2-orbital

character. The pDOS was summed over all atoms for the corresponding

orbital at a field of 51 mV
Å . The intensity of the color corresponds to the

size of the pDOS of the orbital for a certain energy and a certain point in

k-space.

would result in an electric current (see Figure 26). The current would increase with the

electric field because the splitting increases with the electric field, as well as with the

angle-of-illumination because a larger illumination-angle leads to larger projection of the

spin-angular momentum of the photon on the in-plane spin of the bands23.

23 The amount of excitations where mj has to change by ±1 increases with the angle of illumination,

see explanation of the CPGE in Section 4.1.
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4.4. Conclusion

In this part, the origin of the CPGE current observed in (001)-lead-(II)-nanosheets

has been investigated using first-principles methods. An induced Rashba effect due to

an electric field with the strong SOC in lead-(II)-sulfide nanosheets offers a plausible

mechanism for the effect. The Rashba spin splitting of the bands increases with the

strength of the electric field and the spins of the bands are completely oriented within

the surface plane of the nanosheet, both being consistent with the experimental ob-

servations. Selective excitations of |j = 3
2 ,mj = ±3

2〉 into |j = 3
2 ,mj = ±1

2〉 bands with

circularly polarized light provide a reasonable answer for the CPGE in (001)-lead-(II)-

sulfide nanosheets, since such excitations in combination wit Rashba splitting would lead

to an asymmetric charge-carrier distribution, and therefore to an electric photocurrent.
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Figure 26: Suggested mechanism for the CPGE in (001)-lead-(II)-sulfide nanosheets. Ex-

citations induced by circularly polarized light induces an asymmetric charge

carrier distribution at the M- and M’-point. This induces an electric current

and explains the observed CPGE. The bands are given by their quantum

number mj. Spin-up and spin-down bands are depicted in red and blue re-

spectively.
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5. Chiral-Induced Spin Selectivity in Helical Molecules

In the previous section, the focus has been on a first-principles investigation of the

Rashba effect, which offers promising alternatives for electronic devices due to the abil-

ity to manipulate the spin degree of freedom with an electric field. While this effect

can be observed in nanostructured systems with broken inversion symmetry, a similar

Rashba-like effect can be observed in chiral molecules: the chiral-induced spin selectivity

effect. This part of the thesis deals with, until now, rather little studied first-principles

descriptions of this effect.

5.1. Introduction

Chirality describes a form of isomerism where two molecules (enantiomers) are related

by mirror symmetry, but the two mirror images cannot be superimposed on one an-

other [133]. The importance of chirality is manifold. In the field of pharmaceutics,

different chiralities can lead to different pharmacokinetics and pharmacodynamics of

the two isomers (e.g. thalidomide) [134]. In the field of spectroscopy, optical activity

and circular dichroism are important phenomena, related to chiral molecules. Opti-

cal activity describes the ability of chiral molecules to rotate the polarization plane of

light which passes through the optically active medium, circular dichroism describes the

different absorption of circularly polarized light by two enantiomers [135]. The effect

of circular dichroism can be used to distinguish enantionmers by vibrational circular

dichroism spectroscopy [136].

The concept of circular dichroism for light was extended theoretically to electron beams

by Farago [137–139]. He suggested that electron scattering can be accompanied with spin

polarization for chiral molecules, referred to as electron-optical activity. The theoretical

work was confirmed by experimental studies [140,141], but these were showing only a very

small amount of spin polarization. In the year 2011, a much stronger spin polarization

was observed for two different types of experiments using deoxyribonucleic acid (DNA)
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as a chiral molecule adsorbed on metal surfaces [142,143]. In one experiment, photoelec-

trons were emitted from a gold surface on which a monolayer of double-stranded DNA

was adsorbed [143]. The photoelectrons were created using either circularly or linearly

polarized light. For plain gold, linearly polarized light is expected to induce emission of

non-polarized electrons, while circularly polarized light is expected to induce emission

of polarized electrons, where the sign of polarization depends on the handedness of the

circularly polarized light. With an added monolayer of double-stranded DNA, even the

electrons emitted by linearly polarized light were polarized, and the sign of polariza-

tion for the electrons emitted by using circularly polarized light was independent of the

handedness of the polarization of the light (but different absolute values). This indicated

that the helical DNA acts as a spin filter, polarizing the photoemission electron beam.

In another experiment, the current through a double-stranded DNA molecule in depen-

dence of the magnetization of a nickel layer on which the DNA molecule was adsorbed

was measured [142]. The current for one direction of out-off plane magnetization was

much larger than for the other direction of out-off plane magnetization, indicating that

the conductance of electrons of a certain spin polarization is larger than for electrons

with the other spin polarization. This result again indicated that DNA molecules act

as spin filters. In both experiments, the amount of polarization was increasing with

the length of the DNA molecule, and other experiments also showed that the sign of

spin polarization changes with the handedness of the helical molecule [144, 145]. This

phenomenon was called chiral-induced spin selectivity (CISS) or CISS effect. The CISS

effect is not restricted to DNA, but can be found for several other molecules such as

oligopeptides [146, 147], entire proteins [148], helicene [149] and helical polymers [150].

While most experiments were done on monolayers, it was also shown by Mujica et al.

that the effect can also be observed for single-molecule junctions [147]. It was also

shown, that the CISS effect in photoemission experiments can be found on several sub-

strates such as copper [151], silver [151], and aluminum [148], i.e, it is not relying on the

strong SOC in the substrate. The CISS effect also manifests in electron-transfer rates us-

ing spin-dependent electrochemical cyclic voltammetry [152], photoluminescence [153],
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nuclear-magnetic resonance spectroscopy [154], and other experimental setups [155].

The amount of spin polarization achieved in conduction experiments varies depending

on the system. For single-molecule junctions of a 22-amino-acid oligopeptide (Lys-Ala-

Ala-Ala-Glu-based sequence), the spin polarization reached a value of about 60 % [147].

Monolayers of helicene molecules reached values of about 50 % [149], and monolayers of

peptides reached roughly 8 % to 45 %, depending on the applied pressure to the molecule

and on the length of the molecules (Ala-AIB peptide sequence) [156].

The CISS effect has several promising applications in the field of spintronics, analyt-

ical chemistry and electrochemistry. In the field of spintronics, memory devices were

suggested [157–159], as well as a memresistor [160] without using external magnetic

fields. In analytical chemistry, the effect was employed to monitor spin-dependent pro-

cesses [161] as well as for a potential separation of a mixture of two enantiomers [162].

In the field of electrochemistry, it was shown that the electrochemical splitting of water

into oxygen and hydrogen is enhanced by using chiral-CuO coated electrodes [163] or

chiral-molecule coated nanoparticles [164]. In addition to technological applications, the

CISS effect may also be important for the efficient electron transfer in biological systems

and for biorecognition [165].

While experimentally the CISS effect is well studied, a theoretical description appears to

be quite difficult. It is well established that CISS can be explained by spin–orbit coupling

in analogy to the Rashba effect [144, 145]. Several theoretical approaches were devel-

oped to describe the CISS effect, but all fail to account for the magnitude of the spin

polarization [4] without assuming unrealistically large atomic SOC for carbon atoms;

for helical structures, the effective SOC appears to be enhanced compared to the bare

atomic SOC of light atoms [145,166].24

Mujica et al. described the photoemission experiment theoretically using scattering the-

24 The photoemission experiments using copper, silver and aluminum surfaces excluded the possibility

of an inherited SOC by the substrate.
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ory [167–170]. In their first model [167], SOC was enhanced by modifying the effective

mass of the electron to get non-negligible results for the spin polarization. In their sec-

ond model [168,169], effective SOC parameters were not modified but the consideration

of multiple-scattering events was necessary to achieve a non-zero spin polarization.

Conductance experiments were also the focus of several theoretical studies. The first

studies used tight-binding models to derive symmetry-adapted Hamiltonians for the cal-

culation of transport properties. The effective parameters describing the Hamilltonian

were not derived but only screened/selected to identify the effect of the parameters on

the spin filtering. To reproduce the magnitude of the CISS, much larger values for

the effective SOC than expected from experimental values for light atoms were needed.

Such investigations were done by Cuniberti et al. [171, 172] for electron transport in

the presence of a helical potential, by Guo and Sun for DNA [173–176], proteins [177],

and helicene molecules [178] including dephasing, and by Matityahu et al. [179] taking

nonunitary efffects into account by introducing the possibility of leakage of the transmit-

ted electrons. Later, Mujica et al. and Medina et al. developed an analytical continuum

model to describe the CISS effect, and derived the electron transport properties for

biomolecules [180–182]. They were the first to use a semi-empirical method to derive a

spin-dependent Hamiltonian for DNA and to estimate its parameters. To do so, they

used an empirical expression for Slater-Koster overlaps, including kinetic terms, intrin-

sic SOC, Rashba SOC, Stark couplings, internal electric fields, and an external electric

field. No transport properties were extracted from this model, but an enhancement of

the SOC for helical structures compared to planar structures was found, in analogy to

carbon nanotubes compared to graphene. Just recently, a first-principles based inves-

tigation of the CISS effect including SOC within a Landauer transport calculation was

done by Cuniberti et al. [166]. They showed for the first time that DFT-based electron

transport calculations can describe both the enhanced spin polarization for helical pep-

tides compared to linear peptides and the helicity dependence of the spin polarization.

Nevertheless, the spin polarization was strongly underestimated and only appeared far

from the Fermi energy.
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The strong SOC in helical structures was also discussed by Naaman et al. [183] and

Nitzan et al. [184]. Naaman et al. stated that SOC is enhanced by a combination of

SOC and the dipolar potential of the helical molecule. Nitzan et al. suggested that

the strong SOC does not originate from the molecule itself but from the gold substrate,

which was falsified by experiments showing the CISS effect on an aluminum surface for

the photoemission experiment [148].

In this part of this thesis, attempts to understand the origin of the CISS effect in DFT

based transport calculations are presented. While Cuniberti et al. [166] already showed

that the CISS effect is described with DFT electron transport calculations qualitatively,

a detailed insight into its origin was missing. Such an insight is the focus of this part,

based on an analytical derivation of necessary conditions to describe the CISS effect

within DFT and a detailed analysis of the Hamiltonian matrix elements. The latter is

close to the semi-empirical coupling analysis done by Mujica and Medina et al. [180–182],

but is based on a first-principles method and is directly connected to the spin filtering

in Landauer transport calculations.

First, details on the implementations into Artaios, a postprocessing tool of quantum

chemistry results, done for the investigation of the CISS effect are explained. This

includes extensions of the Landauer approach to consider SOC and dephasing as well as

the calculation of the matrices required for the transport calculations. Afterwards, the

origin of the CISS effect within the implemented Landauer approach is discussed and

verified using model systems. Finally, the application of the implemented methodology

to experimental relevant systems, to check the ability to predict the correct order of

magnitude of the CISS effect, is discussed.
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5.2. Theoretical Methods to Investigate Chiral-Induced Spin Selec-

tivity

In this work, the first-principles description of the CISS effect in electron-transport exper-

iments is based on Green’s functions and the Landauer approach using DFT. The plane-

wave electronic-structure codes Transiesta [185], Quantum Espresso [186,187], and

OpenMX [188] can include SOC in transport calculations. However, either the lack of

hybrid functionals or the long computational times of both hybrid DFT calculations

and SOC including transport calculations led to the choice of extending the program

Artaios, which can postprocess different electronic-structure codes, in particular those

which have more efficient implementations of SOC combined with hybrid functionals.

Methods to consider SOC in the Landauer approach were already presented in the liter-

ature, i.e., in References [189,190]. Evers et al. introduced a Landauer-transport based

approach [190], which can be used to calculate spin-dependent transmission functions

including SOC as

T (E)σσ′LR =Tr
[
Γσ′σ′

R (E)Gσ′σ(E)Γσσ
L (E)(Gσ′σ)†(E)

]
, (5.1)

where ΓX
σ′σ′(E) are spin-dependent coupling matrices to the right and left electrode,

and Gσσ′(E) are spin-dependent Green’s function matrices. The equation differs by

a spin-index σ from the equation in Reference [190]. It is derived later. These spin-

dependent transmission functions can then be used to calculate the spin polarization of

the transmitted electrons (in the following just called spin polarization),

SP = Tαα + T βα − Tαβ − T ββ

Tαα + T βα + Tαβ + T ββ
. (5.2)

This methodology can be used in combination with electronic-structure programs like

NWCHEM, Turbomole, or ADF. For this work, Turbomole and ADF were chosen.

ADF has the advantages of using STOs instead of GTOs single-particle basis functions,

the very efficient ZORA Hamiltonian for the inclusion of scalar-relativistic effects and

SOC, and the ability of applying an external electric field. The ZORA Hamiltonian is

well suited for the description of SOC [21] and does include the nuclear and the electronic
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potential for its evaluation [33]. Since it was not possible to do all calculations with ADF

due to convergence problems using pure functionals and problems in constructing the

matrices needed for the transport calculations for some systems, Turbomole was used

as well.

In addition to SOC, dephasing may be important for the CISS effect, as suggested by

Guo and Sun [173] and by Mujica et al. [191]. Therefore, Equation (5.1) was extended

here by an approach to include dephasing phenomologically, developed by Frauenheim

et al. [192]. In this approach, the self energy of the electron–phonon interaction is chosen

in such a way that an effective transmission function can be calculated as

T eff = Tr
[
ΓLGr,n

(
ΓR + Γn−1

R,elph

)
Ga,n

]
. (5.3)

Although dephasing can be considered in this way, the normal modes of the molecules

are not treated explicitly in this approach. However, it offers a fast and simple imple-

mentation for investigating the effect of dephasing on the CISS effect.

5.3. Derivations and Implementations of a Two-Component Lan-

dauer Approach and an effective Dephasing Model

To investigate the CISS effect based on first-principles calculations, methods to calculate

electron transport based on two-component DFT were implemented. In the following,

these implementations and the derivations of the used approaches to calculate the elec-

tron transport properties are explained. This includes the following implementations:

• The calculation of the effective single-particle Hamiltonian matrix (Fock matrix)

H and of the overlap matrix S using the output of Turobomole and ADF.

These quantities are the basis for the electron transport calculations.

• The calculation of T σσ′ . This allows to include SOC into electron transport cal-

culations.

• The calculation of T eff . This allows to additionally include dephasing into the

electron transport calculations, which might be important for the CISS effect.
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First, how to calculate H and S using Turbomole or ADF is presented.

5.3.1. Fock and Overlap Matrices from Two-Component DFT Calculations

To obtain electron transport properties using the Landauer approach in combination

with SOC, H and S from a two-component DFT calculation have to be computed.

For one-component calculations, both matrices often are part of the output. However,

for two-component calculations, this is not the case (at least not for Turbomole and

ADF). Thus, a tool, based on the programming language Fortran90, to calculate

both matrices was created to get H and S in the form as given in Equations (2.75) and

(2.76). The tool was designed to create the needed matrices using the output of ADF

or Turbomole.

In principle, S could be extracted from a one-component calculation and be used to

construct the two-component S, since the overlap matrix only depends on the used

basis functions and their positions (see Section 2.1). However, S can also be calculated

on-the-fly by using the relation [20]

C†SC = 1 (5.4)

to yield S as

S =
(
C†
)−1

(C)−1 . (5.5)

S can then be used to evaluate H based on Equation (2.15) as

H = SCε (C)−1 . (5.6)

Therefore, S and H can be calculated using the eigenvalue matrix ε and coefficient

matrix C only, which are part of the Turbomole and ADF output.

Details on the Calculation of S and H for Turbomole

Turbomole gives ε andC as a standard output. For a closed-shell calculation, they are

contained in the file mos, for open-shell calculations the spin-up (α) molecular orbital
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coefficients and eigenvalues are contained in the file alpha, while the spin-down (β)

molecular orbital coefficients and eigenvalues are contained in the file beta. For two-

component calculations, ε is contained in the spinor.r or spinor.i file. The spinor.r

file also contains the real part of C, while the spinor.i file contains the complex part

of C.

Details on the Calculation of S and H for ADF

For ADF, to extract H and S, the tool dmpkf can be used to translate the binary-

format TAPE21 file, produced during the SCF calculation, into an ASCII format. For

the one-component DFT calculations, the scaled ZORA ε is stored under the keyword

escale_A for the α and under escale_B for the β orbitals, while C is stored under

the keyword Eig-CoreSFO_A for the α and under Eig-CoreSFO_B for the β or-

bitals. For the two-component DFT calculation, having used the TAPE21 file from a

scalar-relativistic calculation as a fragment, ε for the scaled ZORA energies is stored un-

der the keyword escale_A A1/2, the real part of C is stored under FragBas-R_A,

and the imaginary part under FragBas-I_A.

For one-component calculations, C and ε can be used to obtain H and S in the spin-

block form (see Equation (2.75) for spin-block form of H) where the spin-flip blocks

are consequently zero. In a two-component calculation, ADF uses a double-group

symmetry-adapted basis [21,33], which prevents a direct computation ofH and S in the

spin-block form. To circumvent this problem, one can use a so-called fragment basis in

ADF: a basis function used in ADF, also called symmetrized fragment orbital (SFO),

is a linear combination of STOs (see Equation (2.14) for linear combination of atomic

orbitals),

φSFOi =
∑
j

cSTOji φSTOj . (5.7)

The SFOs remain centered on atoms. The molecular orbitals are then expanded by
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combining the SFOs,

ψKSi =
∑
j

cSFOji φSFOj . (5.8)

For a one-component calculation, the SFOs can be described with the quantum number

l25, while for a two-component calculation, the SFOs are described with the quantum

number j26. If the molecular orbitals of a one-component calculation are used as a

basis, which is referred to as fragment basis, for a subsequent two-component calcula-

tion, the new molecular orbitals are expanded using the old molecular orbitals as (see

Equation (2.74))

ψKS,SOCi =
∑
µ

ψKSµ

Re

cαµi
cβµi

+ iIm

cαµi
cβµi


 . (5.9)

In this representation, it is possible to calculate the two-component matrices H and

S in their spin-block form. However, since this basis is not atom-centered anymore,

the partitioning for the Landauer approach (see Section 2.3) cannot be done atomwise,

which makes a partitioning hard at all. To make an atomic-partitioning scheme possible,

Equations (5.8) and (5.9) can be combined to yield ψKS,SOCi expanded in the atom-

centered SFO basis as

ψKS,SOCi =
∑
j

φSFOj

Re

∑µ

(
cSFOjµ · cαµi

)
∑
µ

(
cSFOjµ · cβµi

)
+ iIm

∑µ

(
cSFOjµ · cαµi

)
∑
µ

(
cSFOjµ · cβµi

)

 . (5.10)

The resulting C can be used to get S and H in the SFO basis.

Having introduced the computation of the needed two-component matrices for electron

transport calculations, the implementation of the Landauer approach including SOC is

described. The inclusion of SOC into the electron transport calculations is important to

describe the CISS effect with first-principles methods.

25 The used p-orbital for instance are the px, py and pz orbitals.

26 The used p-orbital for instance are the p1/2 and p3/2 orbitals.
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5.3.2. Two-Component Landauer Approach to include Spin–Orbit Coupling

The two-component H and S can be used to evaluate the electron transport properties

by employing the Landauer approach, which then may incorporate SOC. An approach

to do so, introduced by Evers et al. [190], was adopted and implemented into Artaios.

This implementation was the basis of the first-principles investigation of CISS done

during this work. The theoretical background for the Landauer approach can be found

in Section 2.3. Instead of writing the Green’s function matrices as Gr and Ga, the

terminology as employed in Reference [190] is used (G and G†).

Spin-Dependent Transmission Functions within the Landauer Approach

As mentioned in Section 2.2.5, H becomes a block matrix upon including SOC. In the

same manner, the Green’s function matrix27 becomes a block matrix of the form [190]

G =

Gαα Gαβ

Gβα Gββ

 . (5.11)

In principle, the self-energy matrices ΣL and ΣR as well as the coupling matrices ΓL and

ΓR also have the same form. If a collinear orientation of the spin within the electrodes

is assumed, i.e., SOC is only considered in the central region, ΣL and ΣR as well as ΓL

and ΓR become block-diagonal matrices,

Γ =

Γαα 0

0 Γββ

 , (5.12)

Σ =

Σαα 0

0 Σββ

 . (5.13)

This approach was introduced by Evers et al. [190]. The advantage of this approach is

the clear separation of the transmission function into two spin-conserving and two spin-

flip contributions, allowing for a calculation of the spin polarization of the transmitted

electrons. The spin-conserving and spin-flip transmissions emerge by inserting these

27 The energy dependence is not written in this derivation for sake of clarity.
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equations into Equation (2.98)

T (E)LR =Tr


Γαα

R 0

0 Γββ
R


Gαα Gαβ

Gβα Gββ


Γαα

L 0

0 Γββ
L


(Gαα)†

(
Gβα

)†
(
Gαβ

)† (
Gββ

)†

 . (5.14)

=Tr
[
Γαα
R G

ααΓαα
L (Gαα)† + Γαα

R G
αβΓββ

L

(
Gαβ

)†
+Γββ

R G
βαΓαα

L

(
Gβα

)†
+ Γββ

R G
ββΓββ

L

(
Gββ

)† ]
.

(5.15)

=Tr
[
Γαα
R G

ααΓαα
L (Gαα)†

]
+Tr

[
Γαα
R G

αβΓββ
L (Gαβ)†

]
+Tr

[
Γββ
R G

βαΓαα
L (Gβα)†

]
+Tr

[
Γββ
R G

ββΓββ
L (Gββ)†

]
. (5.16)

The total transmission function can be written as the sum of four contributions.

TLR = T ααLR + T βαLR + T αβLR + T ββLR , (5.17)

T ααRL and T ββRL are the spin-conserving transmission functions (electrons enter and leave

the scattering region with the same spin), where ΓL and ΓR are emerging from the same

spin block, and T αβRL and T βαRL are the spin-flip transmission functions (electrons enter

and leave the scattering region with different spin) where ΓL and ΓR are emerging from

different spin blocks.

Details on the Implementation of the Two-Component Landauer Approach

The formerly elaborated approach for the calculation of spin-dependent transmission

functions was implemented into Artaios to consider SOC in electron transport calcu-

lations. The Fortran90 programming language was used and optimized linear algebra

libraries, namely BLAS [193] and LAPACK [194] were employed. The principle meth-

ods to calculate the needed matrices were adopted from Artaios [195].

In the program, G, ΣL, ΣR, ΓL, and ΓL are constructed as discussed in Reference [61].

S andH are used as an input, obtained from a HF or DFT calculation as explained as in

Section 5.3.1. The left electrode, right electrode, and the central region (see Section 2.3)

are defined by a list of atoms or basis functions, given as an input. H and S are then
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partitioned as

H =

 Hαα Hαβ

Hβα Hββ

 =



Hαα
L Hαα

LC 0 Hαβ
L Hαβ

LC 0

Hαα
CL Hαα

C Hαα
CR Hαβ

CL Hαβ
C Hαβ

CR

0 Hαα
RC Hαα

R 0 Hαβ
RC Hαβ

R

Hβα
L Hβα

LC 0 Hββ
L Hββ

LC 0

Hβα
CL Hβα

C Hβα
CR Hββ

CL Hββ
C Hββ

CR

0 Hβα
RC Hβα

R 0 Hββ
RC Hββ

R


. (5.18)

The resulting blocks from the partitioning scheme are then used to build the central-

region effective single-particle Hamiltonian matrix HC as

HC =

 Hαα
C Hαβ

C

Hβα
C Hββ

C

 , (5.19)

and the central-region overlap matrix SC as

SC =

 SααC 0

0 SββC

 . (5.20)

ΣL is then obtained as

ΣL =

 ESααLC −Hαα
LC 0

0 ESββLC −H
ββ
LC


†

gL

 ESααLC −Hαα
LC 0

0 ESββLC −H
ββ
LC



=

 Σαα
L 0

0 Σββ
L


(5.21)

and ΣR is built analogically using the coupling blocks between the right electrode and

the central region. gX is the Green’s function matrix of the left or right electrode, for

which each element is obtained within the wide band limit (WBL) approximation28 [196]

as

(gX)ij = −iπLDOSconstδij. (5.22)

28 The WBL approximation was shown to give reasonable results for molecular junctions using gold

electrodes [196].
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LDOS is the local density of states, which is assumed to be constant. In this work, the

value 0.036 eV−1 was used [61].

It is important to note that HC is obtained by partitioning H from a two-component

DFT calculation, and therefore can include SOC. ΣL and ΣR in contrast are computed

from H of a one-component calculation as

H =

 Hαα 0

0 Hββ

 , (5.23)

where Hαα = Hββ for a closed-shell system. All matrices are then used to calculate G

as

G =

 ESααC −Hαα
C −Σαα

L −Σαα
R −Hαβ

C

−Hβα
C ESββC −Hββ

C −Σββ
L −Σββ

R


−1

. (5.24)

G, ΣL, and ΣR have to be calculated at every E. Both matrices can then be used to

obtain T σσ′(E) by partitioning G as

G =

 Gαα Gαβ

Gβα Gββ

 , (5.25)

as well as ΓL and ΓR as

ΓX =

 −2Im (Σαα
X ) 0

0 −2Im
(
Σββ
X

)
 =

 Γαα
X 0

0 Γββ
X

 . (5.26)

T σσ′(E) is then obtained by using Equation (5.1).

Validation of the Implementation

To test the implementation for the calculation of the spin-dependent transmission func-

tions, T σσ′(E) was computed form-diethynethiolbenzene (closed-shell) and 1,4-diethyne-

thiol-2-methylbenzene (open-shell) gold–molecule–gold junctions (BP86/ZORA-DZ, for

details see Appendix A). The results were compared to results obtained with the stan-

dard implementation in Artaios, based on the output of ADF. The structures of

the gold–molecule–gold junctions were taken from the examples within the Artaios
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package [195]. The energies of the transmission functions are shifted by the estimated

EF (-5 eV [69]).

The one-component calculations for T αα(E) and T ββ(E) with the new implementation

were done by building a “fake” two-component H and S using the one-component matri-

ces. The results for the closed- and open-shell system for both programs are in very good

agreement (see Figure 27 and Figure 28, part a). If SOC is added to the DFT calcula-

tion, four non-zero transmission functions contribute to T (see Figure 27 and Figure 28,

part b). For the closed-shell system both spin-conserving transmissions are the same,

while for the open-shell systems, they are different. In both cases, T αα(E) and T ββ(E)

computed with SOC are in qualitative agreement with T αα(E) and T ββ(E) obtained

without SOC. The spin-flip transmission functions are several magnitudes smaller than

the spin-conserving transmission functions, as to be expected due to the small SOC.

In addition, the effect of rotating the spin of the unpaired electron from the z-axis

(collinear with respect to the spin of the electrode) into the xy-plane (non-collinear

with respect to the spin of the electrode) was calculated for the open-shell system. The

results obtained for the different orientations of the spin were used to validate the im-

plementation, by comparing them to results from Evers et al. [190]. The authors used

a different system, namely hydrogenated graphene, which is badly described within the

WBL-approximation, and was therefore not used. Turbomole (BP86/def2-SVP, for

details see Appendix A) was used instead of ADF because a tool to rotate the spin

of a system based on the molecular orbital coefficient matrix C was available from the

author’s master’s thesis29.

T σσ′(E) calculated with Turbomole without including SOC and employing a collinear

spin orientation with respect to the electrode’s spin is in qualitative agreement with

the results of ADF (see Figures 28 and 29). If the spin of the unpaired electron is

non-collinear with respect to the electrode’s spin, all transmission functions change with

respect to the collinear orientation (see Figure 29). If the spin is in a collinear alignment,

the spin-conserving transmission functions differ; both are the same, if the spin is non-

29 Martin Sebastian Zöllner, Magnetic anisotropy in nanoscopic systems, 2015 University of Hamburg.
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collinear. Non-zero spin-flip transmission occur for the non-collinear spin orientation,

despite the absence of SOC. The spin-flip transmissions show maxima at the dips of

the spin-conserving transmission functions. The results are consistent with the results

of Evers et al. [190].

1c-DFT

2c-DFT
Tαα

Tββ
Tβα
Tαβ

a)

b)

Tαα Tαα

Artaios This work

Figure 27: Comparison of Artaios with the new program written during this work for

a closed-shell system. All energies are shifted against the estimated EF of

-5 eV. a) For the DFT calculation without SOC, the results obtained with the

new implementation are in good agreement with the results computed with

Artaios. b) If SOC is activated, four transmission functions contribute to

the transmission. All spin-dependent transmission functions have the same

shape as T αα(E) calculated without SOC. The spin-flip transmission func-

tions are several magnitudes smaller than the spin-conserving transmission

functions.
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1c-DFT

2c-DFT

Tαα

Tββ
Tβα
Tαβ

a)

b)

Artaios This work
Tαα

Tββ
Tαα

Tββ

Figure 28: Comparison of Artaios with the program written during this work, for an

open-shell system. All energies are shifted against the estimated EF of −5 eV.

a) For the DFT calculation without SOC the results obtained with the new

implementation are in good agreement with the results computed with Ar-

taios. The results are consistent with Reference [55]. b) If SOC is acti-

vated, four transmission functions contribute to the transmission. The spin-

conserving transmission functions have the same form as T αα(E)/T ββ(E)

calculated without SOC. The spin-flip transmission functions are several

magnitudes smaller than the spin-conserving transmission functions, and are

shaped like the mean of T αα(E) and T ββ(E).

Overall, the results confirm a successful implementation of the chosen methodology.

However, although the implementation which has been described throughout Section 5.3.2

allows for a first-principles investigation of the CISS effect in conductance experiments,

considering SOC alone might not be sufficient enough to describe the correct order of

magnitude of the effect. Thus, the implementation of a method to include another

potential important phenomenon for the description of CISS is presented next.
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No SOC
collinear alignment

No SOC
non-collinear alignment

Tαα

Tββ
Tβα
Tαβ

Figure 29: Effect of rotating the radical’s spin from a collinear to a non-collinear align-

ment (regarding the spin of the electrodes). All energies are shifted against

the estimated EF of -5 eV. If the spin is non-collinear, the spin-conserving

transmission functions become equal. The spin-flip transmission functions

now show maxima at the energies where the spin-conserving transmission

functions have dips (resulting from destructive quantum interference).

5.3.3. Effective Dephasing Model to include Electron–Phonon Coupling

A method to calculate the effect of electron–phonon coupling for electron transport was

implemented into Artaios during this work, since electron–phonon coupling is under

consideration to be important for the description of the CISS effect (see References [173]

and [191]). To consider electron–phonon coupling within electron transport calculations,

one in principle has to go beyond the Landauer-transport equation, and the electron–

phonon coupling has to be computed. To circumvent this calculation, it is possible to

introduce electron–phonon coupling using an effective parameter. One approach in doing

so was introduced by Frauenheim et al. [192], leading to a Landauer-like formulation of

the transport properties including electron–phonon coupling.
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Effective Transmission Function to include Electron–Phonon Coupling

In the following, the approach introduced by Frauenheim et al. is derived, starting from

the NEGF approach (see Section 2.3.2). The matrix representation of the operators are

used and the energy dependence of the used matrices is not written explicitly.

As explained in Section 2.3, electron–phonon interaction can be considered within the

NEGF approach. The current from the left to the right electrode can be obtained as [192]

ILR = i2e
h

∫
dETr [ΓLG

< −Σ<
LA] . (5.27)

Inserting the definitions forG< (Equation (2.115)), A (Equation (2.116)) and Σ<
L (Equa-

tion (2.112)) into Equation (5.27), the matrix over which the trace is taken becomes

[ΓLG
< −Σ<

LA] =ΓLG
r
(
Σ<
L + Σ<

R + Σ<
elph

)
Ga

−ifLΓLG
r (ΓL + ΓR + Γelph)Ga,

(5.28)

= +ifLΓLG
rΓLG

a

+ifRΓLG
rΓRG

a

+ΓLG
rΣ<

elphG
a

−ifLΓLG
rΓLG

a

−ifLΓLG
rΓRG

a

−ifLΓLG
rΓelphG

a.

(5.29)

The first and the fourth term cancel each other, resulting in

i [ΓLG
< −Σ<

LA] = (fL − fR) ΓLG
rΓRG

a

+iΓLG
rΣ<

elphG
a

+fLΓLG
rΓelphG

a

(5.30)

To continue, specific formulations for Σ<
elph and Γelph are needed. Assuming strongly

localized phonons as well as Gr/a/< to be constant within reasonable ranges of phonon

energies, Γelph can be written as [192]

Γelph ≈ γAγ. (5.31)
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γ is a phenomenological parameter, scaling the strength of the dephasing. Equa-

tion (5.31) can be written as

γAγ = γGr (ΓL + ΓR + Γelph)Gaγ. (5.32)

To calculate Γelph and Σelph, the self-consistent Born approximation [192] can be used,

in which Γelph is obtained iteratively. Gr/a, G< and Γelph of each cycle n in the Born

approximation can be formulated as

Gr/a;n = 1
ES−HC −Σr/a

L −Σr/a
R −Σr/a;n−1

elph
, (5.33)

G<;n =Gr,n
[
ifLΓL + ifRΓR + Σ<,n−1

elph

]
Ga,n, (5.34)

Γn
elph =γGr;n

(
ΓL + ΓR + Γn−1

elph

)
Ga;nγ, (5.35)

with Σ<,−1
elph = 0, Σr/a;−1

elph = 0, and Γ<,−1
elph = 0 at “zeroth” order. Γn

elph can be written as

Γn
elph = Γn

L,elph + Γn
R,elph, (5.36)

where Γn
L,elph is the sum over all parts which contain ΓL and ΓR,elph is the sum over all

parts which contain ΓR. As a consequence of the assumptions leading to Equation (5.31),

Σ<,n
elph can be written as [192]

Σ<,n
elph = γG<;nγ. (5.37)

Using Equations (5.34), Equation (5.37) for any order n can be written as

Σ<,n
elph =γ

(
Gr,n

[
ifLΓL + ifRΓR + Σ<,n−1

elph

]
Ga,n

)
γ. (5.38)

Equation (5.38) can then be written as

Σ<,n
elph =γ

(
Gr,n

[
ifLΓL + ifRΓR (5.39)

+γ
(
Gr,n−1

[
ifLΓL + ifRΓR + Σ<,n−2

elph

]
Ga,n−1

)
γ
]
Ga,n

)
γ, (5.40)

which leads to

Σ<,n
elph =ifLγGr,nΓLG

a,nγ + ifLγGr,nγGr,n−1ΓLG
a,n−1γGa,nγ + ...

+ifRγGr,nΓRG
a,nγ + ifRγGr,nγGr,n−1ΓRG

a,n−1γGa,nγ + ... ,
(5.41)
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after recursively inserting all self-energies down to the order n = 0. Combining Equa-

tions (5.35) and (5.36) with Equation (5.41), the lesser self energy can be written as

Σ<,n
elph = ifLΓn

L,elph + ifRΓn
R,elph. (5.42)

Inserting this expression for Σ<,n
elph into Equation (5.30) leads to

i [ΓLG
< −Σ<

LA] = (fL − fR) ΓLG
rΓRG

a

+iΓLG
r
(
ifLΓn−1

L,elph + ifRΓn−1
R,elph

)
Ga

+fLΓLG
r
(
Γn−1
L,elph + Γn−1

R,elph

)
Ga,

(5.43)

which can be formulated as

i [ΓLG
< −Σ<

LA] = (fL − fR) ΓLG
rΓRG

a

−fLΓLG
rΓn−1

L,elphG
a − fRΓLG

rΓn−1
R,elphG

a

+fLΓLG
rΓn−1

L,elphG
a + fLΓLG

rΓn−1
R,elphG

a,

(5.44)

where term two and term four cancel each other, yielding

iTr [ΓLG
< −Σ<

LA] = (fL − fR) Tr
[
ΓLG

rΓRG
a + ΓLG

rΓn−1
R,elphG

a
]
. (5.45)

If this equation is inserted into Equation (5.27), the current can be computed as

ILR = 2e
h

∫
dE (fL − fR) Tr

[
ΓLG

rΓRG
a + ΓLG

rΓn−1
R,elphG

a
]
, (5.46)

which is the expression given by Frauenheim et al. [192]. The trace can be summarized

as an effective transmission function,

T eff = Tr
[
ΓLG

rΓRG
a + ΓLG

rΓn−1
R,elphG

a
]
. (5.47)

For the calculation of T eff using DFT, several possible formulations of γ were introduced

by Frauenheim et al. [192]. γ can be chosen as a single parameter, leading to(
Σr,a,<,>

elph

)
iµ,iν

= γ2
iG

r,a,<,>
iµ,iν . (5.48)

This approach ignores the overlap of the atomic orbitals within the central region. To

take into account the overlap, Frauenheim et al. suggested to use a matrix γ̃I for each

atom I in the scattering region [192],

γ̃I = MISC
2 + SCMI

2 . (5.49)
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MI is a matrix with the dimension of the entire central region. The diagonal elements,

which correspond to basis functions located on atom I, are set to the value of an effective

parameter γ, while all other elements are set to zero,

(MI)ij =


γ, if (i = j) ∧ (i ∈ I)

0, otherwise
. (5.50)

Σr,a,<,>
elph can now be computed as

Σr,a,<,>
elph =

NI∑
I

γ̃IG
r,a,<,>γ̃I (5.51)

where I runs over all atoms NI located in the central region. As a consequence, Γn
R,elph

is obtained as

Γn
R,elph =

NI∑
I

γ̃IG
r,nΓRG

a,nγI

+
NI∑
I

γ̃IG
r,n

NI∑
J

γ̃JG
r,n−1ΓRG

a,n−1γ̃J

Ga,nγ̃I + ... .
(5.52)

The formulas in Equation (5.47) and (5.52) were implemented into Artaios.

Details on the Implementation of the Effective Dephasing Model

The implementation of the just derived methodology to include electron–phonon cou-

pling into electron transport calculations into Artaios is explained next. To do so,

instead of writing the Green’s function matrices as Gr and Ga, the terminology as em-

ployed in Reference [190] is used again (G and G†).

The methodology for the calculation of T eff was implemented into Artaios, employing

the Fortran90 programming language as

T eff
LR = Tr

[
ΓLG

†,n
(
ΓR + Γn−1

R,elph

)
Gn

]
, (5.53)

using the optimized linear algebra libraries BLAS [193] and LAPACK [194]. The

dephasing value γ is given as an input parameter and the γ̃I matrices are calculated
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automatically according to Equation (5.49). The zeroth-order Green’s function matrix

G0 is computed as

G0 =

 ESααC −Hαα
C −Σαα

L −Σαα
R −Hαβ

C

−Hβα
C ESββC −H

ββ
C −Σββ

L −Σββ
R


−1

. (5.54)

For every subsequent self-consistent Born approximation cycle n, the following steps are

taken:

1. Σn
elph is calculated from Equation 5.51.

2. Σn
elph is used to obtain Gn+1 from Equation (5.33).

3. Convergence for every element Gn+1
ij is checked. Convergence is achieved if no

element Gn+1
ij deviates by more than 10−6 eV−1 from the corresponding element

Gn
ij.

4. If convergence is achieved, Γn−1
R,elph is computed from Equation (5.52), otherwise

step 1 is repeated.

To calculate the spin-dependent T eff , it is partitioned into two spin-flip and two spin-

conserving transmission functions.

Validation of the Implementation

The just described implementation was validated by calculating T eff for an anthrachinone-

based molecular junction (see Figure 30). The results were compared to results of Frauen-

heim et al. [192]. The anthrachinone-based molecular junction exhibits a destructive QI

feature within the HOMO–LUMO gap, manifesting as a dip in T (see Figure 30). Since

dephasing leads to a loss of coherence, T eff should show a less pronounced QI feature and

the transmission maxima should be broadened upon including effective electron–phonon

coupling [192].

The gold–anthrachinone–gold junction was built by placing an optimized anthrachinone

molecule30 between two three-atomic gold clusters (dAu−Au = 2.88 Å as in crystalline

30 B3LYP/def2-TZVP, for details see Appendix A.
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gold [61], and dS−Au = 2.48 Å, based on calculations for phenylthiol from the litera-

ture [68]). Therefore, much smaller electrodes are used in this work to safe computa-

tional time, but the qualitative trends of including electron–phonon interactions should

be captured well enough.

T eff calculated without dephasing (γ = 0) shows the same features as obtained by

Frauenheim et al. (see Figure 30). Upon activating dephasing by successively increasing

γ from 0.05 eV to 2.0 eV, T eff increases at the QI feature, and the LUMO peak is broad-

ened (see Figure 31). The HOMO peak is only slightly affected by the dephasing. All

of these dephasing effects are in agreement with the results by Frauenheim et al. [192],

which indicates a successful implementation of the methodology.

Several approaches for a first-principles investigation of the CISS effect and their im-

plementations have been presented and validated throughout Section 5.3. Next, the

implemented Landauer approach is analyzed in detail, focusing on its ability to describe

the CISS effect.

HOMO LUMO

QI-feature

Figure 30: Transmission function for an anthrachinone junction (B3LYP/ZORA-DZP).

Besides two transmission peaks, which can be assigned to the HOMO and

LUMO, a dip close to EF occurs. This feature results from destructive quan-

tum interference. The energies are shifted by the estimated EF of -5 eV.
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T (γ=0.00)
T (γ=0.05)
T (γ=0.10)
T (γ=0.15)
T (γ=0.20)

Figure 31: Effect of dephasing on the transmission function of an anthrachinone junction

(B3LYP/ZORA-DZP). An increase of the effective dephasing parameter γ

leads to an increase of the effective transmission at the QI feature, and the

formerly sharp peak at the energy of the LUMO becomes broadened. Those

observations are consistent with the results by Frauenheim et al. [192]. The

energies are shifted by the estimated EF of -5 eV.

5.4. Possible Origins of Chiral-Induced Spin Selectivity with First-

Principles Methods: Analytical Considerations for the Landauer

Approach

To find a first-principles based explanation for the CISS effect, the Landauer approach

was analyzed regarding its ability to describe the CISS effect using standard DFT meth-

ods (real basis functions). The knowledge of the origin of the effect in the Landauer

approach is important, since it might give insight into dependencies of the effect on

computational parameters and what kind of mechanisms might influence the effect in a

first-principles description. To do so, the origin of a non-zero spin polarization of the

transmitted electrons (which is called polarization, or SP as defined in Equation (5.2))

in closed-shell systems was investigated for the Landauer approach.

Starting point is the time-reversal (T) and space-inversion (P) symmetry of T . This is

similar to the T-symmetry and P-symmetry of the band structure for solids, as discussed

in Section 4.1. Since space inversion inverts the momentum of an electron, and time re-
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versal inverts the momentum and spin (described as a vector) of the electron [79], these

symmetries are define in the following as

T ααRL = T ααLR and T αβRL = T βαLR (P-symmetry)

T ααRL = T ββLR and T αβRL = T αβLR (T-symmetry)

It is important to note that this definition for T-symmetry of T is different from the

commonly used mathematical definition [197]. However, since the focus of this part

is the relation between the symmetry of the central region (defined by HC) and SP ,

and the T-symmetry of HC directly defines the above defined T-Symmetry of T (see

Section 5.4.1), it is used throughout this work (T σσ′XY denotes the transmission function

of electrons from the σ spin channels of lead X to the σ′ spin channels of lead Y ).

If P-symmetry and T-symmetry are present, the relations

T ααRL = T ββRL = T ββLR = T ααLR , (5.55)

T αβRL = T αβLR = T βαRL = T βαLR , (5.56)

are valid, and SP must be zero. The CISS effect within the Landauer approach is able

to occur, if the P-symmetry of T is broken by a combination of SOC and the molecule’s

symmetry. In the following, it is shown how the symmetry ofG can be directly translated

into the symmetry of T , and how the symmetry of G is influenced by SOC and by the

symmetry of the molecule. First, SOC as a necessary condition to achieve a non zero

SP is derived. The derivation is based on the relations (X = L,R)

ΣX = iIm(ΣX) = [iIm(ΣX)]T , (5.57)

ΓX = (ΓX)T , (5.58)

Γαα
X = Γββ

X , (5.59)

emerging from the assumption of a closed-shell system described within the implemented

Landauer approach (for details of the implementation, see Section 5.3.2). Afterwards, a

connection between the symmetry of a molecule and the absence of SP is done employing

a model system. For the sake of clarity, the energy dependence of all used quantities is

not written explicitly.

95



5.4.1. Conditions for P- and T-Symmetry of the Transmission Function

The symmetry of G can be directly translated into the symmetry of T . This can be

shown by looking at the expressions for T ααRL ,

T ααRL =Tr
[
Γαα
L G

ααΓαα
R (Gαα)†

]
, (5.60)

and T αβRL ,

T αβRL =Tr
[
Γββ
L G

βαΓαα
R (Gβα)†

]
. (5.61)

The same argument also holds for T ββRL and T βαRL , and therefore only one spin-conserving

and one spin-flip transmission are discussed. T-symmetry of T originates from the T-

symmetry of HC . T-symmetry of HC is maintained for a closed-shell scattering region

and non-magnetic electrodes. Considering the effect of ΣX on HC , the spin-dependent

blocks of the corresponding G are related as31

Gαα =
(
Gββ

)T
, (5.62)

Gβα =−
(
Gβα

)T
. (5.63)

To show the relation between these symmetries and T-symmetry of T , it is helpful to

look at the transpose of the matrix of which the trace is taken for the calculation of T ααRL

and T αβRL ,32

T ααRL =Tr
[[

(Gαα)†
]T

(Γαα
R )T (Gαα)T (Γαα

L )T
]
, (5.64)

T αβRL =Tr
[[

(Gβα)†
]T

(Γαα
R )T

(
Gβα

)T (
Γββ
L

)T ]
. (5.65)

Using the relation Γαα
X = Γββ

X for non-magnetic electrodes, the relation ΓX = (ΓX)T for

the purely imaginary and symmetric self energies, and due to the symmetries in Equa-

tion (5.62) and (5.63), T-symmetry for T is obtained by reformulating Equations (5.64)

31 The derivation of the symmetries for G within the implemented Landauer approach is given in

Appendix C, based on the T-symmetry of H given by Reiher et al. [198].

32 This does not change T , because Tr[M ] = Tr[MT ].
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and (5.65) as

T ααRL =Tr
[(
Gββ

)†
Γββ
R G

ββΓββ
L

]
= T ββLR , (5.66)

T αβRL =Tr
[(
Gβα

)†
Γββ
R G

βαΓαα
L

]
= T αβLR . (5.67)

P-symmetry of T is present if G is symmetric,

Gαα = (Gαα)T , (5.68)

Gαβ = (Gβα)T , (5.69)

or Hermitian,

Gαα = (Gαα)†, (5.70)

Gαβ = (Gβα)†. (5.71)

This can be shown by rewriting Equation (5.60) and (5.61) and assuming a Hermitian

G, or by rewriting Equation (5.64) and (5.65) and assuming a symmetric G. In both

cases, P-symmetry of T is obtained as (for details see Appendix C)

T ααRL =Tr
[
Γαα
L (Gαα)†Γαα

R G
αα
]

= T ααLR , (5.72)

T αβRL =Tr
[
Γββ
L (Gαβ)†Γαα

R G
αβ
]

= T βαLR . (5.73)

Based on these conditions, a connection between SOC and the removal of P-symmetry

can be done for the Landauer approach, which is discussed next.

5.4.2. Connection between Imaginary Parts of the Effective Single-Particle Hamil-

tonian Matrix and Removal of P-Symmetry of the Transmission Function

Without SOC, HC for a closed-shell system is symmetric, the spin-up and spin-down

blocks are the same, and the spin-flip blocks are zero [20],

HC =HT
C , (5.74)

Hαα
C =Hββ

C , (5.75)

Hαβ
C =Hβα

C = 0. (5.76)
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Since SC [20], ΣL, and ΣR are also symmetric, G must be symmetric as well,

G = (ESC −HC −ΣL −ΣR)−1 =
(
ESTC −HT

C −ΣT
L −ΣT

R

)−1
= GT . (5.77)

As shown before, a symmetric G leads to P-symmetry in T , and the spin polarization

must be zero without SOC because T-symmetry is maintained for a closed-shell system.

If SOC is taken into account, HC becomes complex and Hermitian [35, 36], while SC
remains purely real and symmetric. The symmetry properties of these matrices can now

be written as

HC =H†C 6= HT
C , (5.78)

SC =STC = S†C . (5.79)

Since ΣL and ΣR are not Hermitian [24], but symmetric and complex, the combination

of ΣL, ΣR, and HC results in a G which is in general neither Hermitian,

G = 1
ESC −HC − iIm [ΣL]− iIm [ΣR] 6= G† = 1

ESC −HC + iIm [ΣL] + iIm [ΣR] ,

(5.80)

nor symmetric,

G = 1
ES −HC − iIm [ΣL]− iIm [ΣR] 6= GT = 1

ES −H∗C − iIm [ΣL]− iIm [ΣR] .

(5.81)

Since a Hermitian or symmetric G is necessary to enforce the P-symmetry of T , the

relation TααRL = T ββRL is no longer enforced. This opens the door for non-zero SP and a

description of CISS effect within the Landauer approach. In other words, SOC, or more

precisely Im(HC), is a necessary but no sufficient condition for a non-zero SP within

the Landauer approach, because it leads to a non-symmetric, non-Hermitian G.

To cover the CISS effect with the Landauer approach, besides SOC, the symmetry of the

system should dictate the presence of a non-zero SP , i.e., non-chiral molecules should

show no SP . To give a relation between the symmetry of the molecule in the scattering

region and P-symmetry of T , a simple model Hamiltonian is applied in the following.
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5.4.3. Indications for a Connection between Structural Symmetry of the Molecule

and P-Symmetry of the Transmission Function

While Im(H) (as induced by SOC) as a necessary condition for non-zero P has been

shown, the effect of the molecule’s symmetry on SP remains open. Since for non-chiral

molecules, Im(H) is non-zero as well, if SOC is considered, the explicit structure of

H for a molecule may be responsible for the absence of SP in non-chiral systems. In

the following, a connection between the absence of SP and a linear symmetry (which

represents only a single form of non-chiral symmetry) is derived for a very simple model.

This derivation does not prove that no SP occurs in non-chiral molecules in general, but

shows that the symmetry of the molecule can be connected to the absence of SP , even

if SOC is considered.

To investigate the effect of the symmetry of a molecule on the P-symmetry of T , a model

system consisting of a homoatomic chain with two atoms placed between two leads is

used. The two-atomic chain defines the central region, and HC has the form

HC =

H1 V 12

V 21 H2

 =

H1 V 12

V †12 H2

 (5.82)

where the block Hx describes the coupling between atomic orbitals located on atom x,

and the block V xy describes the coupling of all atomic orbitals located on atom x with

all orbitals located on atom y. Since the chain is homoatomic, H1 is equal to H2.

If SOC is considered and the spin-flip terms are ignored, HC becomes

HC =



Hαα
1 V αα

12 0 0

(V αα
12 )† Hαα

2 0 0

0 0 Hββ
1 V ββ

12

0 0
(
V ββ

12

)†
Hββ

2


. (5.83)

This rough assumption hardly applies to realistic systems, but allows to give a simple

connection between SP and the symmetry of the system. For simplicity, ΓL and ΓR are
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assumed to be

ΓL =



Γ 0 0 0

0 0 0 0

0 0 Γ 0

0 0 0 0


, (5.84)

ΓR =



0 0 0 0

0 Γ 0 0

0 0 0 0

0 0 0 Γ


, (5.85)

which corresponds to a coupling of the left electrode with atom 1 and a coupling of the

right electrode with atom 2, which is equal for α and β spins. V xy is not influenced by

the vicinity of the electrodes. This is also a rough approximation, since in most systems

the electrode couples to more than one atom, but it allows for a simple formulation of

the transmission function. T σσRL and T σσLR of the model system can then be calculated as

T σσLR = Tr
[
ΓGσσ

12 Γ (Gσσ
12 )†

]
, (5.86)

T σσRL = Tr
[
ΓGσσ

21 Γ (Gσσ
21 )†

]
. (5.87)

As in Section 5.4.1, P-symmetry is retained if (Gσσ
12 )† = Gσσ

21 or (Gσσ
12 )T = Gσσ

21 . How-

ever, another relation also can enforce P-symmetry of T for the model system, namely

Gσσ
12 = Gσσ

21 . This is consistent with an interpretation for G12 [199] as a propagator,

i.e., as the probability amplitude of an electron’s propagation from atom 2 to atom 1

at a certain energy.33 It makes sense that if the propagator from atom 1 to atom 2 is

different from the propagator from atom 2 to atom 1, P-symmetry is broken. In the

following, the effect of the model-system’s symmetry on G is discussed.

In principle, HC always describes a linear system because only two atoms are consid-

ered. Therefore, the symmetry in both model systems is modulated artificially by the

33 Probability of a propagation is defined as |G|2 [199].
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relation of V 12 and V 21. Considering p-orbitals only, the matrix elements of the form

ξj 〈pαk |lz · sz|pαl 〉 (see Equation (2.79)) allow to estimate the relation for a linear system

in a linear basis (see Figure 32 part a)

V 12 = V 21 = V †12, (5.88)

while for a helical system in a helical basis, the relation

V 12 = V †21 (5.89)

can be estimated (see Figure 32 part b). The reasons for using a symmetry-adapted

basis is discussed in Section 5.5.2, and the relations for the nearest-neighbor coupling

are validated by DFT calculations for a perfect-helical and perfect-linear carbon chain

later on (see Section 5.5.4). These relations determine the symmetry of G of the model

system. Hσσ
C for the linear model system can be written as

Hσσ
C =

Hσσ
1 V σσ

12

V σσ
12 Hσσ

2

 . (5.90)

Gσσ can then be calculated as

Gσσ = 1
ESσσC −Hσσ

C −ΣL −ΣR

. (5.91)

Since SC has the same block form as Hσσ
C ,

SσσC =

Sσσ1 Sσσ12

Sσσ12 Sσσ2

 , (5.92)

and because ΣL manipulates Hσσ
1 in the same way as ΣR manipulates Hσσ

2 , the matrix

in the denominator also has the same form as HC . The inversion of a (2 × 2) block

matrix yields [200]A B

C D


−1

=


(
A−BD−1C

)−1
−A−1B

(
D −CA−1B

)−1

−D−1C
(
A−BD−1C

)−1 (
D −CA−1B

)−1

 , (5.93)

and the relation Gσσ
12 = Gσσ

21 remains valid34. Consequently, P-symmetry of T for the

linear model system is retained and SP must be zero, even if Im(H) is not zero.

34 For the chosen system A = D and B = C.
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If the estimated relation V 12 6= V 21 for the helical model is used, Hσσ
C can only be

written as

Hσσ =

 Hσσ
1 V σσ

12

(V σσ
12 )† Hσσ

2

 . (5.94)

As a consequence35, neither G12 = G21 nor G†12 = G21 can be assumed to hold, and

the P-symmetry of T cannot be enforced anymore, resulting in a possible non-zero P .

Therefore, a linear structure of the molecule defining the scattering region can be con-

nected to the absence of SP within the Landauer approach, while a helical structure

can be connected to the removal of P-symmetry of T .

The analytical derivations throughout Section 5.4 have given important hints on the

origin of the CISS effect within first-principles based electron transport calculations.

It is important to emphasize that for the Landauer approach, the imaginary part in-

duced by SOC has been shown to be a necessary condition for any system, while a

connection between symmetry and the CISS effect only has been indicated for linear

and helical systems, and by using a simple model Hamiltonian. Spin-flip blocks have

been neglected and the relations for V 12 and V 21 have been roughly estimated for

p-orbitals only. If atomic s-orbitals are considered, the relation in Equation (5.88)

is not valid anymore, due to the real part of the spin-conserving block (the over-

lap of the s-orbitals on atom 1 with the p-orbitals on atom 2 has the opposite sign

as the overlap of the s-orbitals on atom 2 with the p-orbitals on atom 1, since s-

orbitals are symmetric under inversion, while p-orbitals are not). However, results

from DFT calculations for a perfect linear carbon chain show (see Section 5.5) that

even considering the s-p coupling for a linear system does not induce spin polarization.

35 For details see Equations (C.13) and C.14. For the chosen system, B 6= C (due to the symmetry)

and A 6= A† (due to the self-energies).
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Figure 32: Direction dependence of spin–orbit coupling induced coupling between atom

I and atom J . Using very simple spin–orbit coupling matrix elements (see

Section 2.2.5, lz is the z-component of the orbital angular momentum opera-

tor) and a symmetry-adapted basis (linear basis for a linear systems, helical

basis for the helical system), for atomic p-orbitals, the size of such an element

can be estimated by the overlap of a rotated p-orbital with an unrotated p-

orbital. For a perfect linear molecule, the p-p overlap does not depend on

which atom the orbitals are rotated, while for the helical molecule in a he-

lical basis it does. Thus for the helical molecule, the imaginary part of the

p-p coupling of atom J with atom I (Im(V IJ)) is not equal to the coupling

of atom I with atom J (Im(V JI)), while both are the same for the linear

molecule.
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Nevertheless, the simple diatomic model system shows that the symmetry of the molecule

can, in principle, be connected to SP within the Landauer approach. A more detailed

analytical derivation regarding the symmetry has not been done for reasons of time.

To get further insights into a first-principles description of the CISS effect, besides

analytical derivations, numerical calculations for perfect symmetrical systems were done,

and the results are presented and discussed in the next section. This contains a validation

of the derivations shown in this section, as well as the importance of computational

parameters which influence the imaginary part of the elements of the effective single-

particle Hamiltonian (theses elements have been shown to be very important for the

first-principles based description of the CISS effect using the Landauer approach).

5.5. Possible Origins of Chiral Induced Spin Selectivity with First-

Principles Methods: Insight from Density Functional Theory

To numerically validate that the CISS effect can be described with the Landauer ap-

proach in combination with DFT, and to get further insight into a first-principles descrip-

tion of the CISS effect, T σσ′ and SP for ideal carbon-based helical and linear chains were

calculated with DFT36 at zero bias voltage. Similar systems were already investigated

by Cuniberti et al. [166] with DFT, but without a detailed analysis of the microscopic

origin of the CISS effect within the computational method. Regarding the CISS effect,

several trends are expected based on experimental results [146,147]:

• SP for the linear molecule should be much smaller than for the helical molecule.

• SP should change its sign upon changing the handedness of the helix.

• SP should increase with the length of the helical molecule.

36 Scalar-relativistic effects/spin–orbit coupling were considered with the X2C method, as implemented

as in Turbomole (neglecting the electron–electron part of SOC). ADF was not used because

it employed a different number of basis functions in the scalar-relativstic calculations as in the

calculation considering SOC for the linear cumulenes. This prevented the calculation of H and S

(for details on the calculation of H and S, see Section 5.3.1).
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A detailed investigation of H extracted from DFT might give further insight into the

origin of the CISS effect based on first-principles methods.

Since the systems investigated in this part are model systems, the energy scale of the

transmission function is not shifted against an estimated EF . Regarding SP , the focus

is the most significant extremum SPextr.

5.5.1. Details on the Calculations and Structures of Perfect Symmetric Cumulenes

The helical molecular structures were created by placing carbon atoms, evenly spaced

(1.3 Å), along a perfect helical path with a pitch of 3 Å and a radius of 2 Å (see Fig-

ure 33). The linear structures were built by placing carbon atoms evenly spaced (1.3 Å)

along a perfect linear path. For both systems, two different lengths (20 and 40 carbon

atoms) were studied. The terminal carbon atoms were saturated by adding two hydro-

gen atoms, resulting in an overall cumulene-like structure. The hydrogen atoms used

for the saturation were structurally relaxed, the helical carbon backbone was kept fixed.

Right-handed helix

Linear

Left-handed helix

Right-handed helix

Linear

Left-handed helix

Figure 33: Gold–molecule–gold junctions as used in the DFT calculations consisting of a

molecule placed between two 10-atomic gold clusters. 40-atomic left-handed

helix (lower system), 40-atomic right-handed helix (upper system), and the

40-atomic chain (middle system) are depicted.
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The relaxed structures37 were placed between two gold clusters of 10 atoms each, mim-

icking the electrodes (dAu−Au = 2.88 Å as in crystalline gold [61]), so that the terminal

carbon atoms were in face-centered-cubic adsorption positions with gold–carbon dis-

tances of 2.48 Å. The choice of this value was inspired by the sulfur–gold distance based

on calculations for phenylthiol from the literature [68].

The transmission functions of the obtained gold–molecule–gold junctions were calculated

using the implementation described in Section 5.3.2, and are based on a DFT-single point

calculation38. The central (scattering) region (see Section 2.3 for details on the Landauer

approach) was defined to be the helical/linear molecule only.

5.5.2. Details on the Analyzed Matrices of Perfect Symmetric Cumulenes

To give a better understanding of the matrices presented in this work, a short intro-

duction into their structure is given (see Figure 34). This is focused on H , but the

same structures hold for S. The extracted H consists of four spin blocks (Hαα, Hβα,

Hαβ, Hββ). For each spin block Hσσ′ , each atom I builds a block matrix HI , which

contains only matrix elements describing the coupling terms of basis functions located

on atom I. The blocks which contain matrix elements describing the coupling terms of

basis functions of atom I with basis functions located on another atom J are called V IJ

in the following. All HI blocks build the diagonal blocks and all V IJ blocks build the

off-diagonal blocks of Hσσ′ . All other spin-dependent blocks have the same structure.

The HI blocks are sorted along the helix axis for the helical cumulenes and along the

axis connecting the carbon atoms for the linear cumulenes. Both axes were aligned along

the z-axis in the global Cartesian coordinate frame, and V (J>I)I describes the coupling

of atom I with atom J in z-direction. In terms of electron transport, this is referred to as

“in transport direction” in the following, since in the transport calculations the transport

direction was chosen to be the z-axis. Thus, the electron transport from the electrode

37 PBE-D3/def2-TZVP without relativistic effects, for details see Appendix A.

38 B3LYP/X2C-SVPall-2c with relativistic effects (X2C), for details see Appendix A.
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Figure 34: Schematic structure of the investigated matrices. Each matrix consists of

four spin-dependent blocks (Hαα, Hβα, Hαβ, Hββ). The focus is Hαα,

which also has a block structure. The diagonal blocks HN contain matrix

elements describing the on-site terms and the coupling terms of basis func-

tions located on atom N , while the off-diagonal blocks V NM contain matrix

elements describing the coupling terms of basis functions located on atom N

with basis functions located on atom M . The discussion is limited to a single

pair of nearest-neighbor couplings V NM and V MN .

with a lower z-coordinate to the electrode with higher z-coordinate was computed. HI

and V IJ can further be separated into a real and imaginary part

HI = Re(HI) + iIm(HI), (5.95)

V IJ = Re(V IJ) + iIm(V IJ). (5.96)

Two different types of matrices are analyzed:

To investigate how the symmetries in combination with SOC leads to the CISS effect

within the Landauer appraoch, a single pair of nearest-neighbor couplings (V αα
I(I+1) and

V αα
(I+1)I) inHαα of the isolated molecules are analyzed (see Section 5.5.4). SinceHαα is

directly related to Hββ and should contain all important relations for the P-symmetry
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of T (as indicated in Section 5.4.3), Hββ, Hβα, and Hαβ are not discussed. For sim-

plicity, all polarization functions (d-orbitals for the carbon atoms and p-orbitals for the

hydrogen atoms) were removed from the basis set for the DFT calculation. An im-

portant issue is the orientation of the basis functions provided by Turbomole. The

p-type basis functions are oriented along the x-, y-, and z-axis. For the linear molecule

aligned along the z-axis, such a basis corresponds to the symmetry-adapted basis, i.e.,

any nearest-neighbor overlap matrix block SααI(I+1) is the same. This is not the case for

a helical molecule oriented along the z-axis, which makes a comparison of the nearest-

neighbor coupling from the left-handed and right-handed helix difficult39. To circumvent

this problem, the basis was transformed into a symmetry-adapted left-handed or right-

handed helical basis (see Figure 35 and 36). This results in SααI(I+1) being equal for

any atom pair and to Sαα being equal for the right- hand left-handed helix. The ob-

tained symmetry-adapted bases resulting in those relations is assumed to be the best

representation for making a meaningful comparison between the matrices of the linear

chain, left-handed, and right-handed helix40. An illustration of the procedure is depicted

in Figure 36. The linear and helical structures are oriented along the z-axis, which is

defined as the transport direction. In the linear and helical symmetry-adapted bases,

the pz-orbital remains aligned along the z-axis, while the px- and py-orbitals remain in

the xy-plane. The px- and py-orbitals of the linear symmetry-adapted basis are aligned

along the x- and y-axis, while in the helical symmetry-adapted basis, the orientation of

the py- and px-orbitals rotate depending on the position in the helix (see Figure 35). A

similar scheme was already used by Medina et al. [181].

39 Both matrices depend on the exact orientation of the molecule, even if both helix-axes are oriented

along the transport direction.

40 The symmetry-adapted basis transforms S of the helical molecules into a pseudo-linear shape. This

makes a comparison for the linear chain and both helices independent from the exact orientation of

the molecules.
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Figure 35: Orientation of the p-orbitals after transforming the Cartesian basis into a

helical basis. The px- and py-orbitals rotate depending on the position in

the helix in such way that the positive lobe (blue) of the px-orbitals points

into ascending direction of the helix (indicated by the arrowhead) and the

positive lobe of the py-orbitals points into the center of the helix. The pz-

orbitals remain oriented along the helix axis. For details of the construction

of this basis, see Figure 36.

To investigate the strength of SOC in the gold–molecule-gold junction of the helical

cumuelene, and therefore possible origins of the magnitude of the CISS effect, the full

H of an isolated helical cumulene molecule, as well as HC of the helical cumulene

molecule within a gold–molecule–gold junction are analyzed (see Section 5.5.5). Since

this analysis is not focused on a detailed nearest-neighbor coupling scheme, but on the

character of the full matrix, the basis functions were not transformed as described in

Figure 36 and polarization functions were used for carbon and hydrogen atoms during

the DFT calculation.
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Figure 36: Transformation of the Cartesian basis into a handedness-dependent helical

basis, resulting in equal overlap matrices for the helices of both chiralities

(left- and right-handed, helix axis = z-axis). First, the atom-centered ba-

sis functions for both chiralities were rotated around the z-axis, resulting

in px-orbitals oriented along the xy-projection of the vector connecting the

nearest-neighboring atoms of the atom on which the px-orbital is located. The

vector was chosen to point from the nearest-neighboring atom with the lower

value for the z-coordinate to the nearest-neighboring atom with the larger

z-coordinate. Consequently, the py-orbitals pointed into or away of the helix

center (depending on the handedness of the helix) resulting in different over-

lap matrices for the left- and right-handed helix. Thus, for the right-handed

molecule a mirror transformation along the xz-plane was applied, which led

to py-orbitals pointing into the helix center for both chiralities.

5.5.3. Spin Polarization of Transmitted Electrons for Perfect Symmetric Cumu-

lenes

To validate the importance of Im(H) for SP and to validate that the implementation

done in this work describes CISS in principle, SP for linear and helical cumulenes were

calculated (see Figure 37 for SP , see Appendix B for transmission functions).
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For the 40-atomic left-handed helix, SPextr has a positive sign (1.06 %), while for the 40-

atomic right-handed helix, the sign is negative (−1.05 %). SP changes its sign for any

energy upon changing the handedness of the helix (see Figure 37 part b). A reduction

of the chain length to a 20-atomic helix leads to a decrease of the absolute value of

SPextr (±0.43 %). For both linear molecules, SP is close to zero for any energy value

(see Figure 37 part a). All calculations are consistent with the expectations for the

CISS effect, because SP is nearly zero for the linear cumulenes and much larger for

helical cumulenes, increases with the length of the molecule, and changes its sign upon

changing the chiralitiy of the helical molecule. However, a SP of about 1 % is much

smaller than what is observed experimentally, indicating that the magnitude of the effect

is not covered within the employed methodology.

a) Linear Chain
20 Carbon atoms

Linear Chain
40 Carbon atoms

Right-handed
helix (40 atoms)

Left-handed
helix (40 atoms)

Right-handed
helix (20 atoms)

b)

Left-handed
helix (20 atoms)

Right-handed
helix (40 atoms)

Left-handed
helix (40 atoms)

c)

Figure 37: Calculated spin polarization of the transmitted electrons in the range of

−6.00 eV to −2.00 eV, using B3LYP/X2C-SVPall-2c. The linear molecules

do not show significant spin polarization (a), while for the helical ones the

spin polarization can reach absolute values of about 1% (b). The sign of the

spin polarization changes upon changing the handedness of the helix. If the

calculations are done setting the imaginary part of the Hamiltonian matrix

to zero, the spin polarization becomes nearly zero for the whole calculated

energy range (c).
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To further validate the suggestion that SP originates from SOC-induced Im(HC), SP

was re-calculated for the helical molecules setting Im(HC) to zero. This leads to a van-

ishing of SP (see Figure 37 part c), confirming the predicted importance of Im(H) for

the P-symmetry of T and for the calculated SP (see Section 5.4.2).

The electron transport calculations confirm the importance Im(H) for the presence of a

non-zero SP , and thus also for CISS, within the Landauer approach. However, although

T shows the importance of the molecule’s symmetry numerically, it does not give any

insight into the microscopical origin. To provide such an insight, an analysis of Re(H)

and Im(H), calculated for the isolated molecules, is discussed next.

5.5.4. Connection between Symmetry of the Cumulenes and Spin Polarization of

the Transmitted Electrons: Analysis of Effective Single-Particle Hamiltonian

Matrix

To get further insights into the origin of the symmetry dependence of SP within the

Landauer approach, a connection between the calculated SP , Im(H), and the symmetry

of the molecule is investigated (in connection with the diatomic model system, see Sec-

tion 5.4.3). The focus is the changing sign of SP for the left- and right-handed helix and

the vanishing SP for the linear molecule. To do so, the spin-conserving nearest-neighbor

coupling matrix elements of the isolated cumulene molecules (V αα
I(I+1)/V αα

(I+1)I) are dis-

cussed for a single pair of nearest-neighbor couplings. The spin-flip nearest-neighbor

coupling matrices are neglected because the relations drawn from the diatomic model

only allow to draw conclusions for the spin-conserving nearest-neighbor coupling matri-

ces. Additionally, it is assumed that the spin-flip nearest-neighbor coupling blocks does

not give any additional information.

The matrices presented and discussed in the following were calculated with the X2C-

SVPall-2c basis set, but without the polarization functions for carbon and hydrogen

atoms (see Section 5.5.2).
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Important to note for the next part is:

• Although the matrices of the isolated molecule are in focus, the terms in and

against “transport direction” are used for the helix axis of the helical cumulene or

the bonding axis of the linear cumulene (z-axis). This is consistent with the trans-

port direction for the calculated SP of the helical and linear cumulene molecules.

• V αα
I(I+1) describes the spin-conserving nearest-neighbor coupling against transport

direction

• V αα
(I+1)I describes the spin-conserving nearest-neighbor coupling in transport di-

rection.

• Only Gαα and Gββ are connected to the probability of a spin-conserving propaga-

tion [199], and the self energies and V αβ/V βα also influence the spin-conserving

transport. Nevertheless, a rough estimation for the spin-conserving transport prop-

erties (T ααLR /T ααRL ) based on the shape of V αα
I(I+1) and V αα

(I+1)I is done for simplicity.

• Only the signs of the elements in V αα
(I+1)I and V αα

I(I+1) are in focus.

• The symmetry of the Hamiltonian dictates that V αα
(I+1)I = (V αα

I(I+1))†. The nearest-

neighbor coupling is termed direction-dependent if V αα
(I+1)I = V αα

I(I+1).

“Direction-dependence” of Imaginary Hamiltonian Elements

The comparison of the p-p blocks of V αα
I(I+1) and V αα

(I+1)I for the right-handed helical

molecule with the p-p blocks V αα
I(I+1) and V αα

(I+1)I of the linear molecule is in agreement

with the conclusions drawn from the diatomic model system (see Figure 38 and 39). For

the helical cumulene molecule, the p-p nearest-neighbor coupling in transport direction

is different from the p-p nearest-neighbor coupling against transport direction. For the

diatomic model system, this prohibited an enforcement of P-symmetry of T and opened

the possibility for a non-zero SP . For the linear cumulene molecule, the p-p coupling is

independent from the transport direction, which enforces P-symmetry in the diatomic

model system. Including the s-orbitals into the analysis leads to a different picture.
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Figure 38: Exemplary nearest-neighbor coupling in Im(Hαα): Im(V αα
I(I+1)) in and

Im(V αα
(I+1)I) against transport direction, illustrating the Hermitian symmetry

of the matrix. The p-orbitals are abbreviated just by their Cartesian index.

For the linear molecule, the sign of all elements in transport direction are the

same as against transport direction, while for the helix, the sign of some ele-

ments in Im(V αα
I(I+1)) changes compared to Im(V αα

(I+1)I). In connection with

the diatomic model system (see Section 5.4.3) this implies that P-symmetry

of T is retained for the linear molecule, which would prevent any non-zero

SP , while it is broken for the helical one. Non-zero matrix elements were

defined to be larger than 10−8 a.u. (positive) and smaller than −10−8 a.u.

(negative). Calculations were done using B3LYP/X2C-SVPall-2c without

polarization functions.
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Figure 39: Exemplary nearest-neighbor coupling block in Re(Hαα): Re(V αα
I(I+1)) in and

Re(V αα
(I+1)I) against transport direction. The p-orbitals are abbreviated just

by their Cartesian index. For the linear molecule, the sign of all s-s and p-p

coupling elements in transport direction are the same as against transport

direction, but the sign of the s-p elements changes. For the helix, the sign of

some elements of the s-p and p-p blocks of Re(V αα
I(I+1)) changes compared to

Re(V αα
(I+1)I). Since the calculated SP remains zero for the linear molecule,

a direction-dependent real part of the coupling in the spin-conserving block

does not appear to break P-symmetry of T . This consideration is beyond the

scope of the diatomic model system (see Section 5.4.3), showing the need of

extending the model. Non-zero matrix elements were defined to be larger than

10−8 a.u. (positive) and smaller than −10−8 a.u. (negative). Calculations

were done using B3LYP/X2C-SVPall-2c without polarization functions.
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For the helical cumulene, the direction-dependent coupling is also indicated by the real

and imaginary s-s and s-p blocks of V αα
I(I+1) and V αα

(I+1)I . This is consistent with the

removal of P-symmetry for the diatomic model system. However, for the linear cumulene

molecule, the s-p blocks of Re(V αα
I(I+1)) and Re(V αα

(I+1)I) indicate a direction dependence

of the nearest-neighbor coupling, since they change their sign. This originates from the

symmetry relations of the s- and p-orbitals; s-orbitals are symmetric under inversion,

while p-orbitals are not, thus the overlap between the s-orbital in transport direction has

the opposite sign as against transport direction. However, since the calculated SP for

the linear cumulene molecule is zero, the P-symmetry of T appears to be maintained.

This indicates Re(Hαα) being unable to break the P-symmetry of T which is consistent

with the fact that Re(Hαα) does not originate from SOC and is not related to CISS

generation. Additonally, this might also be related to the p-orbital dominated transport

due to the π-system of the cumulene molecules.

The numerical results in combination with a model system (Section 5.4.3) indicate that

the relation between the symmetry of the system and the calculated SP is connected to

the relation of V αα
IJ and V αα

JI . However, the diatomic model does not cover the whole

connection between the vanishing SP for linear molecules. A more detailed model is

needed to cover the relation between the direction-dependent nearest-neighbor coupling

and the vanishing SP for linear and other non-chiral molecules, which is not within the

scope of this work.

“Handedness-dependence” of Imaginary Hamiltonian Elements

To get insight into the changing sign of SP upon changing the handedness of the helix,

V αα
I(I+1) of the left- and right-handed helix are compared (see Figure 40). Upon changing

the handedness of the helix, the signs of the matrix elements of Re(V αα
I(I+1)) do not

change, while the sign of each matrix element of Im(V αα
I(I+1)) does change41.

41 In fact, all imaginary elements ofH change and all real matrix elements ofH remain the same upon

changing the helix-sense in the helical basis.
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Figure 40: Exemplary blocks of nearest-neighbor coupling part of Hαα
C : V αα

I(I+1) against

transport direction for the left- and right-handed helix. The p-orbitals are

abbreviated just by their Cartesian index. While the elements of Re(V αα
I(I+1))

do not change their sign upon changing the handedness, all elements of

Im(V αα
I(I+1)) do so. This may be the origin of the changing sign of the spin

polarization upon changing the handedness of the helix. Non-zero matrix

elements were defined to be larger than 10−8 a.u. (positive) and smaller than

−10−8 a.u. (negative). Calculations were done using B3LYP/X2C-SVPall-2c

without polarization functions.
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The changing sign of SP likely originates from the changing signs of Im(H), which

additionally reinforces the importance of Im(H) for a non-zero SP and the hypothesis

that Re(H) is not connected to the removal of the P-symmetry of T .

So far, the results indicate that Im(H) is important for the appearance of the CISS

effect within a first-principles computational scheme. Besides its principle appearance,

the magnitude of the effective SOC for the molecules is important for a first-principles

description of the CISS effect, since most theoretical studies indicate that the effective

SOC in helical molecules is enhanced. Because the magnitude of SP for the cumulene

molecules is much smaller as expected for the CISS effect, the effective SOC seems to

be underestimated. However, the dependence of SP on several parameters (e.g. the

amount of HF exchange) might give important insights into what is important in a

first-principles description of the CISS effect.

5.5.5. Connection between Magnitude of the Polarization of Transmitted Electrons

and Imaginary Parts of the Effective Single-Particle Hamiltonian Matrix

The magnitude of the elements of Im(HC) should be connected to the magnitude of the

calculated SP , and therefore also to the strength of SOC. Analyzing the dependence of

the magnitude of Im(HC) and SP on several parameters within the DFT calculation

might give insight into which parameters strongly influence the effective SOC, and thus

are possibly important for a systematic first-principles investigation of the CISS effect.

Increase of Imaginary Elements of the Effective Single-Particle Hamiltonian of the

Cumulene Molecule due to the Proximity of Gold

To get further insights into the effective strength of SOC within the helical cumulene in

a junction, HC of the gold–molecule–gold junction is compared with H of the isolated

helical molecule.

Comparing HC and H of the isolated molecule, placing the helical cumulene molecule

between two gold electrodes has a huge effect on the matrix elements which can be
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attributed to SOC (imaginary part of spin-flip and spin-conserving blocks as well as real

elements of the spin-flip blocks) (see Figure 41). On the one hand, these matrix elements

increase due to the presence of the gold electrodes, on the other hand, the range of the

SOC induced interatomic coupling increases (indicated by a less block-diagonal shape of

the spin-flip blocks in Re(HC) and Im(HC) and the spin-conserving blocks in Im(HC)).

Figure 41: a) Re(H) (upper part) and Im(H) (lower part) for the carbon atoms of the

right-handed helical cumulene only. On the left–hand side the matrices are

depicted for the isolated molecule, on the right-hand side they are depicted

for the gold–molecule–gold junction. The gold electrodes induces a massive

increase of Im(H), Re(Hαβ) and Re(Hβα) within the helix. b) Schematic

overview of the structure of the Hamiltonian matrix. While the main diago-

nal (marked in blue) arises from the interaction of the closest carbon atoms

within a pitch, the off-diagonals arise from the interaction of carbon atoms

of different pitches. Calculations were done using B3LYP/X2C-SVPall-2c.
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This suggests an increase of effective SOC within the helical cumulene molecule, indi-

cating that SOC may be at least partially inherited by the gold electrodes. This would

be similar to the known proximity effects in graphene on gold [201,202].

To further validate the inheritance of the SOC from the gold for the helical cumulene

molecule, SP was recalculated for copper–molecule–copper and silver–molecule–silver

junctions. To build the junctions, the atoms of the gold cluster were replaced by copper

or silver atoms, without changing the atomic distances in the cluster. Compared to

gold, using copper and silver as an electrode material leads to a massive decrease of the

absolute value of SPextr (see Figure 42).

Since the effective strength of SOC increases with the atomic number, the amount of

effective SOC in the perfect helical cumulene inherited by the electrodes also increases

with the atomic number of the electrode atoms. Therefore, the absolute value of SPextr

increases with the atomic number as well. This trend can also be seen in Im(HC) (see

Figure 43), since the range of the SOC-induced interatomic coupling decreases massively

as well as the matrix elements of Im(HC), if gold is replaced by silver or copper.

An interpretation of the inheritance of SOC of the gold as the origin of the strong SOC

observed for the CISS effect cannot be made due to the artificial nature of the cumulene

molecules. Experimental observations for helical molecules on aluminum and silver sub-

strates [148, 151] in photoelectron emission experiments suggest a similar magnitude of

the CISS effect on substrates with much smaller SOC than gold. However, this was never

shown to be also the case for the electron transport experiment, and the results suggest

that electron transport experiments using copper or silver instead of gold are worthwhile.

Since the size of Im(HC) seems to affect the amount of SP , and the predicted strength of

the CISS effect within the Landauer approach, another computational parameter should

influence the calculated SP : the amount of HF exchange in the DFT functional, which

also induces imaginary terms in HC [35, 36]. The dependence of SP for the perfect

helical cumulene on the HF exchange is discussed next.
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Copper electrode
Silver electrode
Gold electrode

1e-3

Figure 42: Calculated spin polarization of the transmitted electrons (B3LYP/X2C-

SVPall-2c) for the perfect helical cumulene (40 carbon atoms), using different

elements (Cu, Ag, Au) to build the electrodes, all with the same interatomic

distance. On the left-hand side, the spin polarization for all materials is plot-

ted up to 2.0 %, on the right-hand side it is plotted up to 5·10−3 %. For clarity,

the plot for Au is blurred. The amount of spin polarization is consistent with

the effective spin–orbit coupling of the electrode atoms (Cu<Ag<Au).
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Figure 43: Im(HC) of the perfect helical cumulene (40 carbon atoms) within an

electrode–molecule–electrode junction. The Hamiltonian was calculated us-

ing electrodes of different materials (Cu, Ag, Au), all with the same inter-

atomic distance. Im(HC) increases from copper to gold, confirming the effec-

tive SOC in the helical cumulene molecule to be inherited by the electrodes.

Calculations were done using B3LYP/X2C-SVPall-2c.
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Change of Calculated Spin Polarization of Transmitted Electrons due to varying

Hartree–Fock Exchange

To investigate the influence of the amount of HF exchange on SP , it was recalculated

for the helical cumulene gold–molecule–gold junction with the B3LYP functional and

different amounts of HF exchange (5 %, 20 %, 35 %, 50 %, 65 %, 80 %).

The calculated SP strongly depends on the amount of HF exchange. Starting from 5 %,

the absolute value of SPextr increases with the amount of HF exchange, until it reaches

its maximum at 50 %. A further increase to 65 % and 80 % again leads to a decrease of

the absolute value of SPextr (see Figure 44). This trend is also represented in Im(H) (see

Figure 45). Looking at Im(HC) of the gold–molecule–gold junction, several elements

of Im(H) increase from 5 % to 50 % HF exchange and again decrease from 50 % to

80 % HF exchange. In contrast, several elements of Im(H) of the isolated perfect helical

cumulene continuously increase with the amount of HF exchange. This indicates that

for the perfect helical cumulene the HF exchange does not influence SP by increasing

the imaginary part directly, but by modifying the gold–molecule coupling.

5 %
20 %
35 %

50 %
65 %
80 %

1e+1

Figure 44: Calculated spin polarization of the transmitted electrons for the perfect heli-

cal cumulene (40 carbon atoms), using B3LYP/X2C-SVPall-2c with different

amounts of Hartree–Fock exchange. The spin polarization strongly depends

on the amount of Hartree–Fock exchange, but it is not strictly proportional

to it. This suggests, that testing the influence of the HF exchange on SP for

the prediction of the CISS effect is mandatory.
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This shows the importance of testing the amount of HF exchange for the prediction

of the CISS effect because it seems to severely influence the predicted amount of SP .

This is especially problematic because several quantum chemistry codes able to calculate

transport properties are not able to use hybrid functionals. The dependence of SP on

the amount of HF-exchange might also explain the much larger SP obtained in this

work compared to the results of Cuniberti et al. [166], who used a pure functional.

To summarize, Im(H) appears to be necessary for the prediction of a non-zero SP

in closed-shell systems, and thus for the description of the CISS effect, employing the

Landauer approach in combination with DFT. The relation of the symmetry of the

molecule to the shape of the interatomic-coupling elements and to the sign of the ele-

ments in Im(H), appears to induce the symmetry dependence of the calculated SP . In

addition, the amount of HF exchange seems to be important in a first-principles descrip-

tion of the CISS effect because it influences the magnitude of the elements in Im(H).

Sections 5.4 and 5.5 have given insight into the microscopic origin of the CISS effect

using first-principles methods, but only artificial systems have been used. However,

comparing the theoretical results with experimental values is mandatory which is done

next.
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Figure 45: Im(HC) of the perfect helical cumulene (40 carbon atoms) within an

electrode–molecule–electrode junction. The Hamiltonian was calculated from

a B3LYP/X2C-SVPall-2c calculation with different amounts of Hartree–Fock

exchange. While the magnitude of the imaginary elements in Im(HC) (“Junc-

tion”) shows the same trend as the magnitude of the calculated spin polariza-

tion, the magnitude of the elements in Im(H) (“Isolated”) increase contin-

uously with the amount of HF exchange. This indicates that the dominant

influence of the amount of HF exchange on the spin polarization is an in-

crease of the gold–molecule coupling, thus changing the amount of inherited

spin–orbit coupling.
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5.6. Chiral-Induced Spin Selectivity from Electron Transport Calcu-

lations for Experimentally Relevant Systems

The analysis of the matrices and spin polarization calculated for perfect linear and

perfect helical cumulene molecules, as well as the analytical derivations regarding the

removal of P-symmetry of T , which both has been discussed in Section 5.4 and Sec-

tion 5.5, have shown that the CISS effect is described in principle by the implemented

Landauer approach. Although an effective transfer of SOC from the gold electrodes to

the helical cumulene molecules has been shown, it does not appear to be the case that

DFT in combination with the Landauer approach is able to describe the correct order

of magnitude of the CISS effect. However, a direct comparison with experimental data

is not sufficiently informative for the artificial systems.

In the following, the application of the Landauer approach in combination with DFT42

to experimental systems is investigated. A comparison of the calculated SP with ex-

perimentally measured values for SP is used to evaluate the ability of the Landauer

approach to predict the correct order of magnitude of the CISS effect. It is important

to note that SP during this work was calculated for non-magnetic electrodes (see Equa-

tion (5.2)), while in the experiments, SP was evaluated for different orientations of the

magnetization of a magnetic electrode either as [149]

SP = IDown − IUp

IDown + IUp
, (5.97)

where IUp is the current with the magnetization in transport direction, and IDown is the

current with its magnetization against transport direction, or as [147]

SP =
G+

L/R −G
−
L/R

G+
L/R +G−L/R

, (5.98)

where G+
L/R is the high-conductance orientation of the magnetization, and G−L/R is the

low-conductance orientation of the magnetization. Thus, no direct SP is measured, but

42 B3LYP/ZORA-DZ, scalar-relativistic effects/spin–orbit coupling were considered within the ZORA

method. For details see Appendix A.
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the magnetoresistance43 induced by the chiral molecule.

Two different types of molecules are investigated during this part of this work: oligopep-

tides and a helicene molecule. The structure and the experimental results for such

molecules are discussed next.

5.6.1. Oligopeptide and Helicene Molecules as Realistic Systems

Oligopeptides are experimentally well studied systems with respect to their spin-filter

properties [146, 156, 203–205], even in a single-molecule junction [147]. The CISS effect

for oligopeptides was already investigated based on DFT by Cuniberti et al. [166] using a

pure functional (PBE). Since the exact exchange admixture in the exchange–correlation

functional has a great influence on the calculated SP (see Section 5.5.5), it is worthwhile

to compute SP of oligopeptides using hybrid functionals, and compare the results with

results from calculations with pure ones.

Two different oligopeptides were investigated, one consisting of non-chiral glycines only,

and one consisting of alternating blocks of leucin and alanin (see Figure 46). The first

one was also used by Cuniberti et al. [166] in a DFT based electron transport investiga-

tion, the second one was used in electron transport experiments by Naaman et al. [146].

Since no experimental value for SP in the conductance experiment is given in Refer-

ence [146], the calculated values for SP are compared to other experiments done by

Aragones et al. [147] and Naaman et al. [156].

Landauer transport calculations at zero bias voltage correspond to a single-molecule

junction experiment at very low biases, and therefore are similar to the measurements

done by Aragones et al. [147] . The authors measured SP at only 50 mV for a single-

peptide junction, consisting of three and four Lys-Ala-Ala-Ala-Glu blocks, corresponding

to a length of 25.5/33.0 Å. Due to the deviation of the peptide’s length, the measured

amount of SP in their experiment (up to 60 %) is expected to be larger than the cal-

43 Magnetoresistance describes the dependence of the resistance on an external magnetic field.
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culated ones for the used peptides. However, results of Naaman et al. [156] indicate a

SP of 60 % for a single-molecular junction to be a reasonable reference because they

measured spin polarizations up to 40 % for monolayers of peptides with a similar length

as the peptides considered here (five blocks of Ala-Aib). While two gold electrodes were

used in the calculations, both experimental setups used magnetic electrodes to contact

the peptides, which were adsorbed on a gold surface.

(Gly)n

(Ala-Leu)n

Figure 46: Gold–molecule–gold junctions of the used oligopeptides. The C- and N-

termini were replaced by thiol groups. Two different kinds of peptides were

investigated, one consisting of glycine only (upper part), and one consist-

ing of Alanin-Leucin blocks (lower part). The isolated molecules were opti-

mized (PBE-D3/def2-TZVP) and placed between two nine-atomic gold clus-

ters, having removed the hydrogen atoms of the thiol groups. The sulfur

atoms were placed in fcc-position with a sulfur–gold distance of 2.48 Å. The

distance was roughly estimated based on calculations for phenylthiol from

the literature [68].
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For both investigated peptides, a linear and a helical structure was investigated. To

compare oligopeptides of similar length, three Ala-Leu blocks (19.8 Å) or six glycines

(18.9 Å) were used for the linear molecules, five Ala-Leu blocks (19.6 Å) or 10 glycines

(19.9 Å) were used for the helical ones. The C- and N-termini were substituted by a

thiol linker to connect the molecules with gold electrode. The gold–molecule–gold junc-

tions were obtained by optimizing the isolated peptides44 and placing them between two

nine-atomic gold clusters (dAu−Au = 2.88 Å as in crystalline gold [61]), having removed

the hydrogen atoms from the thiol groups (for details on the positioning, see Figure 46).

Helicene molecules also exhibit the CISS effect [149,151]. A gold–molecule–gold junction

of a derivative of the helicene molecule (see Figure 47 part a) was investigated for com-

parison. SP for a monolayer of this molecule was measured in conductance experiments

by Kiran et al. [149], showing SP to reach values up to 50 %. While the calculations

describe a single-molecular junction with two gold electrodes, the experimental setup

was different. The molecules were adsorbed on a monolayer of pyrolytic graphite, which

was deposited on a gold surface and contacted with a magnetic iron electrode. Thus,

deviations between the calculations and the experimental results are to be expected.

The junctions were built by optimizing the isolated helicene45 and placing it between

two 20-atomic gold clusters (dAu−Au = 2.88 Å as in crystalline gold [61]). For details on

the positioning, see Figure 47.

The transmission functions of the obtained gold–molecule–gold junctions were calculated

using the implementation described in Section 5.3.2, and are based on a DFT-single point

calculation46. The central (scattering) region was defined to be the molecules only, if

not mentioned otherwise. All energies are shifted against the estimated EF (-5 eV [69]),

44 PBE-D3/def2-TZVP, for details see Appendix A.

45 PBE-D3/def2-TZVP, for details see Appendix A.

46 B3LYP/ZORA-DZ with relativistic effects (ZORA), for details see Appendix A.
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Figure 47: Lewis structure (a) and gold–molecule–gold junction (b) of the helicene

molecule. The isolated helicene molecule was optimized (PBE-D3/def2-

TZVP), and was placed between two 20-atomic gold clusters. The carbon

atom marked blue in the Lewis structure was placed in top position. The

upper/lower gold clusters were placed in a distance of 3.1 Å from the car-

bon atoms marked red in the Lewis structure. The distance was roughly

estimate based on a calculated carbon–gold distance for benzene from the

literature [206].

and the analysis of SP is focused on SPextr as well as on SP within an energy range of

EF ± 1 eV. The oligopeptides are discussed first.

5.6.2. Electron Transport Properties of Oligopeptides

The calculated T (EF ) at zero bias voltage for both helical peptides is very low (< 10−8),

and SP (EF ) is also nearly zero. Within an energy window of EF ± 1 eV, T does not

increase significantly, and SP remains below 0.1 % (see Figure 48). Therefore, inde-

pendent of the exact value for EF , the transport calculations indicate all considered
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oligopeptides to have nearly no conductance within the tunneling regime and to show

no CISS at low biases. This is in agreement with the results by Cuniberti et al. [166],

but contradicts the experimental results of Aragones et al. [147] for a single-molecule

junction of a helical peptide. The authors measured histogram features of the conduc-

tance at 2.1 ·10−5 G0 (length=25.5 Å) and 2.8 ·10−6 G0 (length=33.0 Å), and concluded

tunneling to be the dominant transport mechanism. SP was determined to reach values

up to 60 % at low biases. Thus, the calculations for the helical peptides cannot repro-

duce the experimental results.

Another contradiction to the expectations for the CISS effect can be seen by comparing

SPextr for the linear and the helical oligopeptide. SPextr has the same order of mag-

nitude (10−1 %) for both symmetries, which is in contradiction with the expectations

for the CISS effect. To get further insight into this problem, T and SP of the inverted

structures for the Leucin-Alanin-block oligopeptides (helical and linear) were calculated

(see Figure 48). An inversion of the structure leads to a change of sign for the calcu-

lated SPextr, both for the helical and the linear one. This indicates the calculations to

be very sensitive to asymmetries because even the optimized structures of the linear

molecules are not symmetric under inversion/mirror operation. This also indicates that

influencing factors for the enhancement of the SOC in helical structures are probably

missing in the used methodology. The results are not only in contradiction with ex-

perimental results, but also with DFT results of Cuniberti et al. [166]. Using a similar

methodology, the authors reproduced the expected trend for CISS effect regarding the

symmetry of the peptide (the calculated SPextr for the linear peptide was shown to be

much smaller than SPextr for the helical one). The reason for the differing results may

be deviations in the used structures for the linear peptide. The used linear peptide in

the work by Cuniberti et al. [166] is much more symmetric and linear than the one used

in this work. It is not for sure, whether the peptides in Reference [166] were optimized

or were constructed to be completely linear, but the structure optimization always lead

to an slightly asymmetric structure during this work. Therefore, the differences might

not be grounded in slightly deviating methodologies, but in the deviating symmetries of
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Figure 48: Calculated transmission functions and spin polarizations of the transmitted

electrons for gold–molecule–gold junction of the helical and linear peptides

(B3LYP/ZORA-DZ). The relative symmetries of the structures are indicated

as E (identity) and I (inverted). All energies are shifted against the estimated

EF (−5 eV). Within the energy window of EF ± 1 eV, the transmission and

spin polarization are very low for all peptides. The maximum absolute value

for the spin polarization of the linear peptides is larger than for the helical

ones, which is in contradiction with the expectations for the CISS effect. SP

changes its sign upon inverting the structure, even for the linear molecule.

the linear peptides.

It is important to note that care has to be taken, if SP is estimated from small transmis-

sions due to the danger of numerical noise. However, the changing sign after inverting

the structures indicate that the SP for the peptides is beyond numerical noise.

Since the Landauer approach with the chosen structures of the gold–molecule–gold junc-

tion and the settings for the DFT calculation does not describe the conductance proper-

ties of the oligopeptides very well, no further calculations for the oligopeptides were done.

The results indicate that peptides are very problematic systems for a first-principles in-
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vestigation of the CISS effect. However, the used methodology might be able to correctly

describe CISS for the helicene molecule.

5.6.3. Electron Transport Properties of the Helicene Molecule

SP of a gold–helicene–gold junction was calculated using two different amounts of HF

exchange admixture (20 % and 50 %, see Figure 49). For both amounts of HF exchange,

the computed absolute value for SP remains below 10−5 % within an energy window of

EF±1 eV. For 20 % HF exchange admixture, SPextr only reaches values of ±0.42·10−4 %

within the calculated energy range of EF ± 3 eV (sign is depending on the handedness

of the helicene molecule), and SPextr computed with 50 % HF exchange admixture is

shifted to energies larger than EF +3 eV. However, the increased amount of HF exchange

does not appear to influence the magnitude of SP significantly.

The Landauer approach at zero bias voltage with a scattering region consisting of the

molecule only covers the CISS effect for the helicene molecule qualitatively, but cannot

reproduce the experimental magnitude of the CISS effect (P ≈ 50% [149]). This is

similar to the shortcomings of the tight-binding models of Cuniberti et al. [171, 172].

To address the problem of underestimating the magnitude of the CISS effect, the influ-

ence of additional parameters were investigated: an applied external electric field and

dephasing. The influence of an external electric field was already discussed by Mujica et

al. [181], the influence of dephasing was discussed by Guo and Sun [173] and by Mujica

et al. [191].

The external electric field was approximated by including a linear homogeneous electric

field within the SCF calculation, and was applied along the transport direction. The

strength of the field corresponded to an applied voltage of 1 V. Similar voltages were

applied in conductance experiments for helicene by Kiran et al. [149]. Electron–phonon

interactions were considered within the effective dephasing model as explained in Sec-

tion 5.3.3. The effective dephasing parameter was set to a value of 0.2 eV, which is a

rough estimate for aromatic molecules at room temperature, given by Frauenheim et

al. [192].
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Neither an external electric field, nor electron–phonon interactions significantly increase

SP for the helicene molecule. An applied electric field and electron–phonon interactions

slightly shift the maximum of SP in energy and slightly increase the absolute value of

SPextr (see Figure 50). Nevertheless, the absolute value of SPextr in both cases remains

below 10−4 %.

Left-handed

Right-handed

1e-4

Left-handed
20% exact exchange

Left-handed
50% exact exchange

1e-4

a)

b)

20% exact exchange 50% exact exchange

Tαα

Tββ
Tβα
Tαβ

Figure 49: Calculated transmission function (a) and spin polarization of transmitted

electrons (b) for gold–molecule–gold junctions of the left- and right-handed

helicene molecule, employing two different values for the amount of HF ex-

change (B3LYP/ZORA-DZ). All energies are shifted against the estimated

EF (−5 eV). Within the energy window of EF ± 1 eV, the spin polarization

is very low, and the spin polarization changes its sign upon changing the

handedness of the helix. Increasing the amount of HF exchange shifts the

spin polarization to higher energies, but does not lead to much higher values

for the spin polarization.
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The influence of dephasing and an electric field on SP are both very small, and cannot

explain the deviations from the first-principles electron transport calculations with the

experimental results. However, all calculations which have been discussed so far have

included only the molecule into the scattering region. Including the first layer of both

clusters’ gold atoms into the scattering region should increase SP due to the strong SOC

of gold. As mentioned before (see Section 5.5.5), the importance of the substrate’s strong

SOC for the magnitude of the CISS effect was ruled out for the photoelectron emission

experiment [148,151]. However, this might be different for transport experiments because

they have been done only by using gold substrates.

The inclusion of gold into the scattering region massively influences T , SPextr, and SP

(see Figure 51). T decreases, and the peaks in the transmission function become less

broadened. SP varies in the range of EF ± 1 eV and reaches values in the order of mag-

nitude of ±0.1 % (depending on the handedness of the helicene), with SPextr reaching

values of ±0.38 %. Compared to the experimental SP of about 50 % [149], SP computed

with a scattering region including gold atoms is in better agreement than SP calculated

with a scattering region consisting of the helicene only. Although SP remains several

orders of magnitude smaller than in the experiment, this might indicate the strong SOC

of gold to be important in the transport experiment.

To summarize, the results which have been discussed in Section 5.6 show that the first-

principles methodology used in this work, despite its ability to describe CISS qualita-

tively, cannot describe the magnitude of the CISS effect. The SOC-enhancing effect

of the helical structures appears to be missing. The deviation might be attributed to

missing parts of SOC within the ZORA method, an approximated treatment of the

electrodes due to small clusters, neglecting structural changes due to the adsorbtion on

the substrate, or neglecting dynamical effects like structural fluctuations. Additionally,

induced magnetic fields due to electron transport might be important.
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Figure 50: Calculated transmission function and spin polarization of transmitted elec-

trons for gold–molecule–gold junctions of the left-handed helicene molecule

(B3LYP/ZORA-DZ), applying an electric field (left) or considering electron–

phonon interaction with an effective scaling parameter γ (right). All energies

are shifted against the estimated EF (−5 eV). Neither an external electric

field nor dephasing increases the spin polarization significantly.

Left-handed + Au

Right-handed + Au

Tαα

Tββ
Tβα
Tαβ

Figure 51: Calculated transmission function and spin polarization of transmitted elec-

trons for gold–molecule–gold junctions of the left- and right-handed helicene

molecule, including the first layer of both clusters’ gold atoms into the scatter-

ing region (B3LYP/ZORA-DZ). All energies are shifted against the estimated

EF (−5 eV). Gold within the scattering region increases the spin polarization

massively. However, the spin polarization remains several orders of magni-

tude smaller than in the experiment (which was about 50 % [149]).
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5.7. Conclusion

In this part of this thesis, the applicability and quality of a two-component-DFT-based

Landauer approach to describe the CISS effect has been investigated. To do so, this

approach and an extension to include dephasing have been successfully implemented in

Artaios and have been used for a DFT-based investigation of the CISS effect. The

DFT results have been compared with a newly developed symmetry analysis based on

analytical considerations.

First, the qualitative origin of the CISS effect has been analyzed, focusing on the removal

of the P-symmetry of T . For closed-shell systems with non-magnetic electrodes, it has

been shown that if G is symmetric or Hermitian, P-symmetry of T can be enforced and

the spin polarization of the transmitted electrons has to be zero. If SOC is considered,

imaginary parts in H are introduced, which in combination with ΣL and ΣR results

in a non-symmetric and non-Hermitian G. Thus, if SOC is considered, P-symmetry of

T is not enforced anymore. This opens the possibility of a non-zero spin polarization,

and therefore the possibility to describe CISS effect. Using a simplified Hamiltonian

for a diatomic model system, it has been shown that the symmetry of the molecule

defining the scattering region can be connected to an enforcement of the P-symmetry

of T , even if SOC is considered (for the definition of P- and T-Symmetry see Section 5.4).

To verify the analytical derivations, the Landauer approach combined with SOC in

the electronic structure method has been applied to perfect helical and perfect linear

model systems, described with DFT. The resulting spin polarization is in qualitative

agreement with all experimental observations for the CISS effect. Additional insight

into the connection of symmetry and spin polarization has been gained by analyzing

a symmetry-adapted Im(H) for the isolated molecules. All elements of Im(H) change

their sign upon changing the helix sense, and the p-p spin-conserving nearest-neighbor

coupling elements in Im(H) of the linear molecule are direction independent, while for

the helical molecule they are direction-dependent. The first finding gives a direct link
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with the helicity-dependent spin polarization of transmitted electrons in helical struc-

tures, while the latter provides a link between the preservation of P-symmetry of T for

linear molecules and the removal of the P-symmetry of T for helical molecules.

Furthermore, it has been shown that the magnitude of Im(H) for a helical molecule

within a electrode–molecule–electrode junction is connected to the absolute value of the

spin polarization. The magnitude of Im(H) increases with the atomic number of the

atoms which have been used to build the electrode, and strongly depended on the amount

of HF exchange admixture in the exchange–correlation functional. The first finding in-

dicates an inheritance of the electrode’s SOC to be important for the absolute amount

of the CISS, the latter indicates the importance of considering hybrid-functionals for the

prediction of CISS.

At the end of this section, the Landauer appraoch has been applied to experimental

relevant systems. For several oligopeptides, the methodology has not been able to re-

produce the experimental findings with respect to the CISS effect. The oligopeptides

are predicted to have nearly no conductance within the tunneling regime, the polariza-

tion is massively underestimated in comparison with the experiment, and even small

asymmetries in linear structures can induce a spin polarization of the same magnitude

as for the helical ones. However, an inversion of the structures (linear and helical) has

led to a change of sign for the spin polarization, indicating that this effect originates

from asymmetries within the molecule. This strongly indicates that the factors which

increase the effective SOC in helical molecules are missing in the used approach.

For the helicene molecules, the spin polarization is also underestimated in comparison

to the experiment. The addition of an electric field as well as the inclusion of dephasing

does not improve the agreement with the experiment. Including gold into the scatter-

ing region massively increases the spin polarization, although it remains two orders of

magnitude smaller than experimental values. This might indicate an importance of the

substrate’s SOC in transport experiments, although such an influence on the CISS effect

has been ruled out for the photoelectron emission experiment.
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Overall, the results show directly that the CISS effect is described in principle by the

Landauer approach combined with SOC in the electronic structure method, but do

not eludicate the origin of the enhanced SOC in helical structures. The importance of

imaginary quantities following from the results of this work points towards potential new

developments for first-principles descriptions of CISS in the future, by including further

mechanisms that enhance these imaginary terms.
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6. Conclusion and Perspectives

The understanding of spin-dependent phenomena based on first-principles calculations

is important for both the improvement of existing molecular and nanoscale devices and

for the development of new devices in the field of spintronics. In the field of nanoscale

spintronics, one faces the challenge that in many cases the physical mechanisms under-

lying the experimental results are unclear, and simple model descriptions cannot always

grasp all relevant aspects of the system. The goal of this work has been to provide insight

into three different kinds of experimentally observed effects from the field of spintronics

using density functional theory.

6.1. Summary

First, the origin of the experimentally observed magnetoresistance for single-molecule

junctions of a TEMPO-OPE molecule has been investigated. Electron transport cal-

culations within the Landauer regime indicate that the current does not pass through

the TEMPO radical, and therefore a direct interaction between passing electrons and

unpaired spins on the molecule cannot explain the observed magnetoresistance. A pos-

sible interaction of the gold electrodes with the radical part of the molecules covering

the gold electrode has been indicated as a possible alternative explanation: the interac-

tion of these molecules with the electrodes may depend on an external magnetic field,

and the magnetoresistance may be induced by a modification of the electrode–molecule

interface. It has been computationally shown that indeed for adsorbed TEMPO-OPE

molecules on a gold-(111)-surface, the TEMPO radical is close to the surface. Further

investigations of the bonding between TEMPO and gold, as well as of the response of

such an interaction to a magnetic field, are necessary to confirm such a mechanism.

In addition, modifications of the TEMPO-OPE molecule, like changing the conducting

OPE backbone or the TEMPO radical part, have been found to lead to molecules in

which the current is directly influenced by the radical. These radicals might exhibit new
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types of magnetoresistance behavior, and are therefore worthwhile to be investigated

experimentally. Some of these molecules are already studied in the group of Elke Scheer

in Konstanz.

In the second part of this work, the origin of photocurrents induced by a circular photo-

galvanic effect in lead-(II)-sulfide nanosheets has been revealed by calculating the band

structures of two-dimensional nanosheets under periodic-boundary conditions. The com-

bination of spin–orbit coupling and an external electric field has been found to introduce

a Rashba splitting in the band structure of the nanosheets. A selection mechanism for

the creation of an asymmetric charge-carrier distribution under illumination with circu-

larly polarized light has been formulated, based on the Rashba splitting as well as on

the orbital character of the bands. This selection mechanism can explain the presence

of the photocurrent.

In the last part of this work, the chiral-induced spin selectivity effect and the resulting

spin filtering in transport experiments on helical molecules such as DNA or peptides

have been investigated using first-principles methods. The overall mechanism behind

chiral-induced spin selectivity is likely related to Rashba spin–orbit coupling. However,

it is still unclear how the small atomic spin–orbit coupling of the light elements compos-

ing the molecules exhibiting the chiral-induced spin selectivity effect can be connected

with its surprisingly large magnitude. First-principles investigations could provide es-

sential insight into the mechanisms underlying chiral-induced spin selectivity. For this

purpose, a modification of the Landauer approach to include spin–orbit coupling has

been implemented within the Artaios code, analyzed, and applied to several systems.

The imaginary parts of the effective single-particle Hamiltonian that are induced by

spin–orbit coupling have been identified to be responsible for the spin filtering potential

of closed-shell molecules. A linear symmetry of a molecule has been connected to the

absence of spin filtering, even if spin–orbit coupling is considered, using a simplified

molecular model Hamiltonian. The analytical results have been confirmed numerically
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for electrode–molecule–electrode junctions of perfect linear and perfect helical carbon

chains, reinforcing the importance of the imaginary parts of the effective single-particle

Hamiltonian for the symmetry-dependent spin filtering.

Although the presence of the chiral-induced spin selectivity effect has been shown in prin-

ciple, the origin of the experimentally observed large magnitude of the effect remains

unknown. Numerical results show that such an enhancement is not fully described within

the methodology which has been used here, as the total amount of spin polarization is

underestimated and the same order of magnitude is predicted for the spin polarization

of inversion-asymmetric helical and linear peptides. However, by identifying the im-

portance of imaginary terms for chiral-induced spin selectivity a guideline for further

theoretical descriptions is suggested, in particular with respect to processes including

imaginary terms, such as dephasing and leakage.

6.2. Outlook

The results of this work provide starting points for further investigations.

• Since the origin of the large magnetoresistance for the TEMPO-OPE molecule has

not been identified in the course of this thesis, further investigations are needed.

The results of the structure optimizations of the TEMPO-OPE molecule on a gold

surfaces indicate that a detailed analysis of the radical–gold interaction could be

very promising in this context. To do so, force field methods or tight-binding DFT

could be used to simulate a whole junction with a large ensemble of molecules. Such

an investigation could give further insights into the possible adsorption structures

of the organic radicals on gold. Based on the adsorption structures, a detailed

analysis of the bonding situation of a possible radical–gold interaction could reveal

the mechanism underlying the observed magnetoresistance.

• The implemented Landauer approach including spin–orbit coupling could be ex-

tended for further investigations of the chiral-induced spin selectivity effect based

on density functional theory. Extending the approach beyond the wide-band limit
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approximation would allow for the simulation of magnetic electrodes as used in the

experimental setups. In addition, the treatment of dephasing could be extended by

a more accurate method, which considers the vibrations directly and does not use

an effective dephasing parameter (for instance the lowest-order expansion [207]).

• The investigation of the spin filter properties for peptides would benefit from

a detailed insight into the tunneling conductance of peptides. The results of

Alemán et al. [208], Misicka et al. [209], and Isied et al. [210] indicate that the hop-

ping mechanism is important for longer peptides (about 20 Å to 25 Å), suggesting

that tunneling transport may not be the dominant transport mechanism for those

oligopeptides. Landauer transport calculations based on density functional theory

by Cuevas and Zotti [211] support this assumption. Nevertheless, results by Mu-

jica et al. [147] indicate that the tunneling regime is dominant for oligopeptides

with a length of 25.5 Å and 33 Å. Environmental effects like solvation and the prox-

imity of other peptides adsorbed on the surface may be also of importance [211]

as well as a more accurate adsorption structure (experimentally, non-zero angles

between the helix axis and the surface normal were observed [156,209]).

• The treatment of the spin–orbit coupling in density functional theory calculations

is only approximate, ignoring for instance the spin–other–orbit interaction. In ad-

dition, the influence of induced magnetic fields due to the current [212] on the

transported electrons and the electronic structure of the molecule is neglected. To

include the missing contributions of the spin–orbit coupling, the quantum chem-

istry code Dirac [213] could be employed. The inclusion of current-induced mag-

netic fields would require a current-density functional theory treatment, which is

quite difficult computationally.
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Overall, relevant insight into spin-dependent electron transport phenomena of molecular

and nanoscale systems has been gained by using first-principles methods. In one case

(circular photogalvanic effect in lead-(II)-sulfide nanosheets), a plausible mechanism has

been suggested, in another case (magnetoresistance in TEMPO-OPE junctions), no such

mechanism has been identified, but one possible explanation has been excluded, and first

steps toward an alternative one have been made. In a third case (chiral-induced spin

selectivity in helical systems), the surprisingly high magnitude of the effect remains an

open question. However, state-of-the art first-principles methods have been confirmed to

be able to explain the effect in principle, and new insights into why this is the case have

been gained. These findings suggest additional ingredients which might be necessary to

fully understand chiral-induced spin selectivity in helical molecules.

This illustrates both the potential and drawbacks of present-day first-principles method-

ologies in the field of spin-dependent phenomena. Ideally, it will point the way both

toward further insight into relevant processes in molecular and nanoscale spintronic de-

vices, and toward further development of first-principles methodologies for this field.
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Appendix

A. Computational Methodology

Electronic structure calculations and geometry optimizations during this work were done

using the program packages Turbomole 7.0 [214–217], Turbomole 7.1 [215–218],

ADF 2014 [219–221], Gaussian09 [222], Quantum Espresso 5.2 [186, 187], and

Quantum Espresso 6.0 [186, 187]. The GTO basis sets LANL2DZ [223–226], def2-

SVP [227, 228], def2-TZVP [227, 228], and x2c-SVPall-2c [229] as well as the ZORA

adapted STO basis sets DZ [230] and DZP [230] were used. Several exchange–correlation

functionals were employed like BP86 [231, 232] , PBE [233, 234], and B3LYP [232, 235,

236]. Dispersion interactions were either taken into account by using the DFT-D3

method [237] with Becke–Johnson dampending [238] or with the DFT-D2 [239, 240]

method and modified C6 parameters [73]. Relativistic effects were taken into account

with the X2C method [241,242], the ZORAmethod [32,243–246], or within the projector-

augmented wave (PAW) potentials [247]. The PAW provided by the pslibrary.1.0.0 [248]

were used47.

Section (3) Large Magnetoresistance in TEMPO-OPE Single-Molecule Junctions

(3.3.1 and 3.4) The transmission functions for the gold–molecule–gold junctions of TEMPO-

OPE, OPE, Keto-OPE, and all other radicals were calculated with Ar-

taios [195]. The electronic structure calculations and geometry optimiza-

tions were done with the quantum chemistry code Turbomole 7.0. The

energy convergence threshold within the self-consistent field algorithm was

set to 10−7 a.u. and the convergence criteria for structure optimizations were

set to 10−6 a.u. for the energy change and 10−4 a.u. for the gradient.

The structures of the isolated molecules were allowed to relax, employing

the BP86 functional, the def2-TZVP basis set, and the dispersion correc-

47 Downloadable at https://dalcorso.github.io/pslibrary/.
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tion DFT-D3 including Becke–Johnson damping. To speed-up the structure

optimizations, the resolution-of-the-identity method [249, 250] with the cor-

responding auxiliary basis set was applied.

The electronic structures of the gold–molecule–gold junctions were calculated

using the B3LYP functional and the def2-SVP basis set.

(3.3.2) The structures of the TEMPO-OPE molecule on a gold surface were calcu-

lated with Quantum Espresso 6.0. The Brillouine zone was sampled with

a 2× 2× 1 grid (4× 4 surface cell) or at the Γ-point only (7× 7 surface cell)

employing a Fermi–Dirac smearing (0.01 Ry). A kinetic-energy cutoff for the

wavefunction of 48 Ry and a cutoff for the kinetic-energy of the electronic

density of 480 Ry were used. The convergence thresholds for the structure

optimization were set to 10−6 a.u. for the energy change and 10−4 a.u. for

the gradient. The energy convergence threshold within the self-consistent

field algorithm was set to 10−7 a.u..

The structures were optimized using the PBE functional and the correspond-

ing PAW potentials. Scalar-relativistic PAW potentials were used to take

relativistic effects into account. Dispersion interactions during the structure

optimization were considered within the DFT-D2 method. The C6 parameter

for the gold atoms was set to 736.368 Ry
a6

0
[73]. A large vacuum was employed

by setting the length of the unit cell along the surface normal to 50.24 Å,

preventing an interaction of the TEMPO-OPE molecule with the periodic

image of the gold slab.

Section (4) Circular Photogalvanic Effect in Lead-(II)-Sulfide Nanosheets

• All calculations were done with Quantum Espresso 5.2. A kinetic-energy

cutoff for the wavefunction of 46 Ry and a cutoff for the kinetic-energy of

the electronic density of 460 Ry were used. The Brillouin zone was sam-

pled with a shifted 8 × 8 × 8 grid for bulk lead-(II)-sulfide and a shifted

8× 8× 1 mesh for two-dimensional (001)-lead(II)-sulfide sheets. The default
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convergence thresholds were used for all calculations. The PBE functional in

combination with the PAW method was used, and scalar-relativistic as well

as full-relativistic PAW potentials were used to take relativistic effects into

account.

SOC and dispersion interactions were not considered during the structure and

lattice-constant optimizations. The periodic-image of the two-dimensional

sheet was separated by a vacuum of 15 Å during the structure optimization.

Single-point calculations and band structure calculations with applied exter-

nal electric fields were done with a larger vacuum layer (20 Å). The fields

were simulated with a saw-like potential, changing along the surface normal

and the decrease of the saw-like potential to its initial value was set to be

in the middle of the vacuum. Symmetry was not used to reduce the number

of k-points during the self-consistent field calculation. The pDOS resolved

band structure was calculated using a Gaussian smearing with a broadening

of 0.0001 Ry. The pDOS was summed over all atoms for any type of orbital.

Section (5) Chiral-Induced Spin Selectivity in Helical Molecules

(5.3.2) The structures of them-Diethynethiolbenzene and 1,4-Diethynethiol-2-methyl-

benzene gold–molecule–gold junctions were taken from the example file of

Artaios. One- and two-component electronic structure calculations were

done using both ADF 2014 (BP86/DZ) and Turbomole 7.1 [36,198] (BP86-

def2-SVP). In the case of Turbomole 7.1, the resolution-of-the-identity me-

thod with the corresponding auxiliary basis set was applied to speed up the

calculation, and a convergence threshold for the total energy during the SCF

calculation of 10−7 a.u. was used. In the case of the ADF 2014 calculations,

scalar-relativistic effects and SOC were taken into account with the ZORA

method, and a convergence threshold for the total energy during the SCF cal-

culation of 10−6 a.u. was used. The transmission functions were calculated

within the Landaue regime using Artaios and the approach implemented in

this thesis.
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(5.3.3) The structures of the anthrachinone molecule were optimized employing the

B3LYP functional and the def2-TZVP basis set (Turbomole 7.1). The con-

vergence thresholds for the structure optimization were set to 10−6 a.u. for

the energy change and 10−4 a.u. for the gradient. The energy convergence

threshold within the self-consistent field algorithm was set to 10−7 a.u..

The electronic structure calculation for the subsequent transport calculation

inculding dephasing was done with ADF 2014, emplyoing the B3LYP func-

tional and the ZORA adapted DZP basis set. Scalar-relativistic effects were

taken into account with the ZORA method. Transport calculations including

dephasing were done with the approach implemented in this work.

(5.5) All one- and two-component DFT calculations and the structure optimiza-

tions of the hydrogen atoms in the ideal helical and linear molecules were

carried out using Turbomole 7.1. The threshold for the geometry opti-

mizations was set to 10−6 a.u. for the energy change and 10−4 a.u. for the

gradient. The energy convergence threshold within the self-consistent field

algorithm was set to 10−7 a.u..

For the structure optimization, the PBE functional, the def2-TZVP basis

set, and the dispersion correction DFT-D3 including Becke–Johnson damp-

ing were used. To speed up the structure optimizations, the resolution-of-

the-identity method with the corresponding auxiliary basis set was applied.

The one- and two-component DFT calculations for the subsequent Landauer

transport calculations were done using the B3LYP functional and the x2c-

SVPall-2c basis set. Scalar-relativistic effects and SOC were considered within

the X2C method. Transport calculations were done with the approach im-

plemented in this work.

(5.6) All structure optimizations for the oligopeptides and helicene molecules were

carried out using Turbomole 7.1, employing the PBE functional and the

def2-TZVP basis set. Dispersion interactions were considered within the

DFT-D3 method using Becke–Johnson dampening. The threshold for the ge-

149



ometry optimizations was set to 10−6 a.u. for the energy change and 10−4 a.u.

for the gradient. The energy convergence threshold within the self-consistent

field algorithm was set to 10−7 a.u..

The one- and two-component DFT calculations were done with ADF 2014

using the B3LYP functional and the ZORA adapted DZ basis set. Scalar-

relativistic effects and SOC were considered within the ZORA method. The

accuracy of the used Becke grid was set to “good”. The energy convergence

threshold within the self-consistent field algorithm was set to 10−6 a.u.. Trans-

port calculations were done with the approach implemented in this work.
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B. Additional Data

Optimized structures of the isolated TEMPO-OPE molecule

Figure 52 and 53 show the optimized structures of the cis- and trans-TEMPO-OPE

molecule and the relative energies, comparing an optimization with and without disper-

sion interactions.

Without dispersion interactions, the OPE backbone of the cis- and trans-TEMPO-

OPE molecule remains planar and the cis-isomer is slightly favored energetically (see

Figure 52). If dispersion interactions are considered within the structure optimization,

one ring of the OPE backbone of the cis-TEMPO-OPE molecule is twisted and the

trans-isomer is slightly favored energetically (see Figure 53).

cis-TEMPO-OPE (favored by 1.6 kJ/mold)

trans-TEMPO-OPE

Figure 52: Optimized structures of cis- and trans-TEMPO-OPE, optimized with

BP86/def2-TZVP. Both isomers are close in energy. Without dispersion inter-

actions, the OPE-backbone for both isomers is completely planar. (Adapted

with permission from R. Hayakawa, M. A. Karimi, J. Wolf, T. Huhn, M. S.

Zöllner, C. Herrmann, and E. Scheer, Nano Lett. 2016, 16, 8, 4960-4967.

Copyright 2016 American Chemical Society.)

151



cis-TEMPO-OPE

trans-TEMPO-OPE (favored by 6.3 kJ/mold)

Figure 53: Optimized structures of cis- and trans-TEMPO-OPE, optimized with BP86-

D3/def2-TZVP. Both isomers are close in energy. For the cis-isomer, one

ring in the OPE-backbone is tilted due to the interaction with the TEMPO-

radical. (Adapted with permission from R. Hayakawa, M. A. Karimi, J. Wolf,

T. Huhn, M. S. Zöllner, C. Herrmann, and E. Scheer, Nano Lett. 2016, 16,

8, 4960-4967. Copyright 2016 American Chemical Society.)

Transmission function and Breit–Wigner fit for the TEMPO-OPE molecule

Figure 54 shows a transmission function and a Breit–Wigner fit for a gold–molecule–

gold junction of the TEMPO-OPE molecule, using a 19-atomic gold cluster to simulate

the electrodes (Gaussian09: B3LYP/LANL2DZ). The transmission functions are in

qualitative agreement with the transmission functions calculated with the nine-atomic

gold cluster (Turbomole 7.0: B3LYP/def2-SVP). The Breit–Wigner fit shows a nearly

symmetric electrode coupling for the trans-isomer and an asymmetric electrode coupling

for the cis-isomer of the TEMPO-OPE molecule. This indicates that the preferred con-

figuration of the TEMPO-OPE molecule within the junction is the trans-configuration

because experimental results also indicate a symmetric electrode coupling [16].
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cis-TEMPO-OPE trans-TEMPO-OPE

Figure 54: Transmission function and Breit–Wigner fit (T = 4ΓLΓR
(E−E0(V ))2+(ΓL+ΓR)2 ) of

the HOMO, assuming the transport to be dominated by the HOMO. The

transmission function was calculated with Gaussian 09, using 3,6,10-

clusters as electrodes (B3LYP/LANL2DZ). The Breit–Wigner fit gives the

following parameters; cis: ΓL=22.0 meV, ΓR=79.1 meV, E0=−6.46 meV,

r2=0.995, RMSE=0.0129, RSS=0.0265; trans: ΓL=65.4 meV, ΓR=65.4 meV,

E0=−6.41 meV, r2=0.994, RMSE=0.0232, RSS=0.0847. The fit therefore in-

dicates an asymetric coupling for the cis-isomer (ΓL
ΓR = 0.28) and a symmetric

coupling for the trans-isomer (ΓL
ΓR = 1.00). (Adapted with permission from

R. Hayakawa, M. A. Karimi, J. Wolf, T. Huhn, M. S. Zöllner, C. Herrmann,

and E. Scheer, Nano Lett. 2016, 16, 8, 4960-4967. Copyright 2016 American

Chemical Society.)
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Subsystem molecular orbitals for the cis- and trans-TEMPO-OPE molecules

Figure 55 and 56 show the molecular orbitals of the central subsystem within a gold–

molecule–gold junction (cis- and trans-TEMPO-OPE molecule). 19-atomic gold cluster

were used to mimic the electrodes. The molecular orbitals of the subsystem using a

19-atomic gold cluster (B3LYP/LANL2DZ) are in qualitative agreement with the ones

calculated with a nine-atomic gold cluster (B3LYP/def2-SVP). The shape and energy

of the α and β orbitals corresponding to either the HOMO or the LUMO are nearly the

same.

Figure 55: Subsystem molecular orbitals (α part left, β part right) for the cis-TEMPO-

OPE molecule within a junction. The gold electrodes were simulated with

a 3,6,10-cluster. The orbitals are based on calculations with Gaussian09

(B3LYP/LANL2DZ). (Adapted with permission from R. Hayakawa, M. A.

Karimi, J. Wolf, T. Huhn, M. S. Zöllner, C. Herrmann, and E. Scheer, Nano

Lett. 2016, 16, 8, 4960-4967. Copyright 2016 American Chemical Society.)
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Figure 56: Subsystem molecular orbitals (α part left, β part right) for the trans-

TEMPO-OPE molecule within a junction. The gold electrodes were simu-

lated with a 3,6,10-cluster. The orbitals are based on calculations with Gaus-

sian09 (B3LYP/LANL2DZ). (Adapted with permission from R. Hayakawa,

M. A. Karimi, J. Wolf, T. Huhn, M. S. Zöllner, C. Herrmann, and E. Scheer,

Nano Lett. 2016, 16, 8, 4960-4967. Copyright 2016 American Chemical So-

ciety.)

Optimized structures of the TEMPO-OPE molecule on a Au(111) surface

Figure 57 shows the optimized structures of the TEMPO-OPE molecule on a gold sur-

face, including several periodic images. Using a 7× 7 surface, the OPE backbone of the

TEMPO-OPE molecule is lying on the surface. If a 4×4 surface is used instead, a ring of

the OPE backbone is located on top of the radical part of a neighboring TEMPO-OPE

molecule (periodic image), preventing the OPE backbone to get into direct contact with

the surface.
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a) b)

Figure 57: Optimized structures of the TEMPO-OPE molecule on a gold surface using

periodic-boundary conditions, PBE, and a modified C6 parameter of gold

for the DFT-D2 method. a): Illustration a TEMPO-OPE molecule on gold

using a 4 × 4 surface cell. The interaction of the TEMPO-OPE molecule with

its periodic images preventes the TEMPO-OPE to completely adsorb on the

gold surface with the OPE backbone. b): Illustration of the nearly isolated

TEMPO-OPE molecule adsorbed on a gold surface using a 7×7 surface cell.

The molecule is lying on the surface and the OPE backbone is nearly planar

and nearly parallel to the surface.

Transmission function of the perfect helical and perfect linear cumulenes

Figure 58 shows the transmission functions calculated for the perfect linear and perfect

helical cumulenes. The spin-flip transmissions for the helical cumulenes are much larger

than the ones of the linear cumulenes. Nevertheless, the small size of the spin-flip trans-

missions compared to the spin-conserving transmissions indicate the spin-conserving

transmissions to be most important for the spin polarization of the transmitted elec-

trons.
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Linear: 20 atoms
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Figure 58: Transmission functions for the cumulenes consisting of 20 carbon atoms (left

column) and 40 carbon atoms (right column). The transmission functions for

the right-handed helices (upper row), left-handed helices (middle row), and

the linear chains (bottom row) are shown.
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C. Additional Derivations

Derivation of the symmetry of the Green’s function

In Section 5.4.1 the symmetries of G,

Gαα =
(
Gββ

)T
, (C.1)

Gαβ =−
(
Gαβ

)T
, (C.2)

were used to derive the T-symmetry of T for closed-shell central regions and non-

magnetic electrodes. In the following the origin of this symmetry relation is given:

Due to T-symmetry and Hermicity the spin blocks of HC are related as [198]

HC =H†C , (C.3)

Hαβ
C =

(
Hβα

C

)†
, (C.4)

Hαα
C =

(
HC

ββ
)∗
, (C.5)

Hαβ
C =−

(
Hβα

C

)∗
. (C.6)

Using Equations (C.3) and (C.4), Equations (C.5) and (C.6) can be reformulated as

Hαα
C =

(
Hββ

C

)∗
=
([
Hββ

C

]∗)†
=
(
Hββ

C

)T
(C.7)

Hαβ
C =−

(
Hβα

C

)∗
= −

([
Hαβ

C

]∗)†
= −

(
Hαβ

C

)T
. (C.8)

Since G is calculated as

G = 1
ES −HC − iIm [ΣL]− iIm [ΣR] , (C.9)

the symmetry of the denominator determines the symmetry of G. The symmetry of the

denominator is determined by ΣL/R and HC . While the relation (Hαα
eff ) =

[(
Hββ

eff

)]T
remains (Im(Σαα) = Im(Σββ) for non-magnetic electrodes and closed-shell central re-

gion),

Hαα
C −Σαα = Re(Hαα

C ) + iIm(Hαα
C )− iIm(Σαα)

= Re(Hββ
C )T + iIm(Hββ

C )T − iIm(Σββ)T = (Hββ
C −Σββ)T ,

(C.10)

158



the relation (Hαα
eff ) =

[(
Hββ

eff

)]∗
does not,

Hαα
C −Σαα = Re(Hαα

C ) + iIm(Hαα
C )− iIm(Σαα) (C.11)

6= Re(Hββ
C )− iIm(Hββ

C ) + iIm(Σββ) = (Hββ
C −Σββ)∗. (C.12)

The relations for the spin-flip blocks remain because the self-energy only changes the

spin-conserving blocks in the implemented approach.

To continue, a formulation for the inversion to calculate G is needed. The inversion of

a block matrix can be done as [200]
A B

C D


−1

=

A−1 +A−1B(D −CA−1B)−1CA−1 −A−1B(D −CA−1B)−1

−(D −CA−1B)−1CA−1 (D −CA−1B)−1


(C.13)

and [200]
A B

C D


−1

=

 (A−BD−1C)−1 −(A−BD−1C)−1BD−1

−D−1C(A−BD−1C)−1 D−1 +D−1C(A−BD−1C)−1BD−1


(C.14)

In the following, the relations A = DT , B = −BT , and C = −CT 48 are used to derive

the symmetry of the spin-dependent blocks of G.

The relation between the spin-conserving blocks can be shown by looking at A and

D block of the inverse. They can be calculated by combining Equation (C.13) and

Equation (C.14) as
IA IB

IC ID

 =

A B

C D


−1

=

 (A−BD−1C)−1 −(A−BD−1C)−1BD−1

−D−1C(A−BD−1C)−1 (D −CA−1B)−1

 .
(C.15)

48 A = Hαα
eff , B = Hαβ

eff , C = Hβα
eff , D = Hββ

eff .
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Taking the transpose of D of the inverse matrix leads toIA IB

IC ITD

 =

 (A−BD−1C)−1 −(A−BD−1C)−1BD−1

−D−1C(A−BD−1C)−1 ((D −CA−1B)−1)T

 , (C.16)

which can also be written asIA IB

IC ITD

 =

 (A−BD−1C)−1 −(A−BD−1C)−1BD−1

−D−1C(A−BD−1C)−1 (DT −BT (A−1)TCT )−1

 . (C.17)

Making use of the relations DT = A, A−1 = (D−1)T , B = −BT and C = −CT leads

to49,IA IB

IC ITD

 =

 (A−BD−1C)−1 −(A−BD−1C)−1BD−1

−D−1C(A−BD−1C)−1 (A−BD−1C)−1

 (C.18)

and consequently Gαα is the transposed of Gββ and vice versa.

The symmetry relations between the spin-flip blocks can be shown by looking at the

transpose of B,IA ITB

IC ID

 =

 (A−BD−1C)−1 −(A−BD−1C)−1BD−1)T

−D−1C(A−BD−1C)−1 (D −CA−1B)−1

 , (C.19)

which can be written asIA ITB

IC ID

 =

 (A−BD−1C)−1 −(D−1)TBT (AT −CT (D−1)TBT )−1

−D−1C(A−BD−1C)−1 (D −CA−1B)−1

 .
(C.20)

Making use of the symmetries AT = D , (D−1)T = A−1, B = −BT and C = −CT one

arrives atIA ITB

IC ID

 =

 (A−BD−1C)−1 A−1B(D −CA−1B)−1

−D−1C(A−BD−1C)−1 (D −CA−1B)−1

 . (C.21)

49 Since A = DT , A−1A = 1 can be rewritten as A−1DT = 1 and consequently A−1 =
(
DT

)−1
.
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Comparing this with the formulation of B of the inverse in Equation C.13 shows that

the relations Gαβ = −(Gαβ)T and Gβα = −(Gβα)T are valid.

Consequently the symmetry of G can be written asGαα Gαβ

Gβα Gββ

 =


(
Gββ

)T
−
(
Gαβ

)T
−
(
Gβα

)T
(Gαα)T

 . (C.22)

Derivation of the Remaining P-Symmetry for Symmetric or Hermitian Green’s Functions

To show that a symmetric G results in P-Symmetry of T to be retained, one has to take

the transpose of the matrix of which the trace is taken to calculate T ,

T ααRL =Tr
[
Γαα
L G

ααΓαα
R (Gαα)†

]
= Tr

[[
(Gαα)†

]T
(Γαα

R )T (Gαα)T (Γαα
L )T

]
, (C.23)

T αβRL =Tr
[
Γββ
L G

βαΓαα
R (Gβα)†

]
= Tr

[[
(Gβα)†

]T
(Γαα

R )T
(
Gβα

)T (
Γββ
L

)T ]
. (C.24)

ΓL and ΓR are always symmetric in the used approach. If now G is symmetric as well,

Equation (C.23) and Equation (C.24) can be rewritten as

T ααRL =Tr
[
(Gαα)†Γαα

R G
ααΓαα

L

]
= Tr

[
Γαα
R G

ααΓαα
L (Gαα)†

]
= T ααLR , (C.25)

T αβRL =Tr
[
(Gαβ)†Γαα

R G
αβΓββ

L

]
= Tr

[
Γαα
R G

αβΓββ
L (Gαβ)†

]
= T βαLR . (C.26)

If G is Hermitian, Equation (C.23) and Equation (C.24) can simply be rewritten as

T ααRL =Tr
[
Γαα
L G

ααΓαα
R (Gαα)†

]
= Tr

[
Γαα
L (Gαα)†Γαα

R G
αα
]

= T ααLR , (C.27)

T αβRL =Tr
[
Γββ
L G

βαΓαα
R (Gβα)†

]
= Tr

[
Γββ
L (Gαβ)†Γαα

R G
αβ
]

= T βαLR . (C.28)

Thus, both a symmetric G and a Hermitian G results in P-Symmetry of T .
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