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Abstract

In this thesis spin-polarized scanning tunneling microscopy, combined
with scanning tunneling potentiometry, was used to study magneto-Seebeck
tunneling at an atomic scale. For our experiments, we used a homebuilt
scanning tunneling microscope, mounted on an eddy-current damping stage
inside of an ultra-high vacuum chamber system. Both the tip and the sample
were simultaneously cooled using a helium �ow cryostat, allowing for equi-
librium measurements. A temperature gradient between the tip and sample
was then created using an external diode laser with variable power. Nu-
merical modeling was used to determine the temperature gradient from the
linear thermal tip expansion. A lock-in ampli�er was used to measure the
di�erential conductance, which was used as a feedback signal to maintain
the tip-sample separation, and a separate DC bias feedback loop compen-
sated for any DC tunneling current, thus measuring the potential across the
tunneling junction.

This potentiometry measurement was used to predict the values of the
Seebeck coe�cient S. The predictions were supported by means of I (V )
spectroscopy. If the probe tip is heated with the laser, the resulting thermal
voltage can be measured directly. The corresponding (magneto-)Seebeck
coe�cients were thus determined on di�erent magnetic surfaces with spin-
averaged and spin-resolving tips.

The measured S values exhibited a dependence on the relative magneti-
zation of the measurement tip and the sample. With a periodicity of 1 nm,
this e�ect was also measured in a nanoskyrmion lattice of a Fe single layer on
Ir (111) to emphasize the achievable resolution of the experimental method.
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Zusammenfassung

In dieser Arbeit wurde spinpolarisierte Rastertunnelmikroskopie in Kom-
bination mit Rastertunnelpotentiometrie verwendet, um den Magneto-Seebeck-
Tunnele�ekt auf atomarer Skala zu untersuchen. Die Experimente wurden
mit einem Rastertunnelmikroskop durchgeführt, welches sich auf einem wir-
belstrombasierten Dämpfungstisch in einem Ultra-Hochvakuum-System be-
�ndet. Die Kühlung von Sondenspitze und Probe erfolgte mithilfe eines Helium-
Durch�uss-Kryostats, was Messungen im thermischen Gleichgewicht ermög-
lichte. Für die Erzeugung eines Temperaturunterschieds zwischen Sonden-
spitze und Probe wurde ein externer Diodenlaser mit variabler Leistung ver-
wendet. Der generierte Temperaturgradient wurde mithilfe numerischer Be-
rechnungen der linearen thermischen Ausdehnung der Messspitze ermittelt.
Durch einen Lock-in-Verstärker wurde der di�erentielle Leitwert bestimmt,
welcher als Feedback-Signal für den Abstand zwischen Messspitze und Probe
diente. Ein Gleichspannungs-Regelkreis kompensierte Gleichstromanteile im
Tunnelstrom und zeichnete so den Spannungsabfall am Tunnelkontakt auf.

Diese Potentiometriemessung wurde verwendet, um die Werte des Seebeck-
Koe�zienten S vorherzusagen. Die Vorhersagen wurden durch mittels I (V )-
Spektroskopie unterstützt. Wird die Sondenspitze mit dem Laser erwärmt,
kann die entstehende Thermospannung direkt gemessen werden. Die entspre-
chenden (magneto-)Seebeck-Koe�zienten wurden so auf verschiedenen ma-
gnetischen Ober�ächen mit spin-gemittelten und spin-au�ösenden Spitzen
bestimmt.

Der gemessene S-Wert zeigte eine Abhängigkeit von der relativen Magne-
tisierung von Sondenspitze und Probe. Mit einer Periodizität von 1 nm wurde
dieser E�ekt auch in einem Nanoskyrmionen-Gitter einer Fe-Einzelschicht auf
Ir(111) gemessen, um die hohe Ortsau�ösung der experimentellen Methode
zu unterstreichen.
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Chapter 1

Introduction

In the �eld of condensed matter physics, a great deal of e�ort has been spent
on discovering the connection between applied potentials, such as thermal
gradients or electric potentials, and the resulting transport of energy through
the system. Here system can refer to bulk solid-state materials, liquids, lay-
ered structures, tunneling junctions, etc. This broad de�nition encompasses
e�ects such as electrical resistance (transport of electrons and holes as a re-
sult of an applied electric potential), thermal resistance (transport of heat
via particle and quasi-particle carriers), and magnetic transport (e.g. spin
waves).

Within this general topic of transport within materials, thermoelectric-
ity, which is the relationship between heat and electric charge transport in a
material, has been studied since the early 1800s. This began with the inde-
pendent discoveries of the well-known Seebeck and Peltier e�ects, discovered
by Thomas Seebeck in 1823 [1], and Jean Peltier in 1834 [2], respectively,
along with the related Thomson e�ect, attributed to Lord Kelvin in 1854 [3].
These e�ects are essentially manifestations of the same underlying physics,
and as such can be directly related to one another via the Thomson relations
[4].

Although these e�ects are present in the interior of materials, they are in
general not directly measurable in the bulk. The application of measurement
probes, e.g. voltage probes from a multimeter, will in fact create an interface
between the sample material and the probe material, which will determine
the magnitude of the measured e�ect. In fact the study of interfaces be-
tween dissimilar materials is of central importance to the understanding of
thermoelectricity.

As an example, we take the case of the well-known Seebeck e�ect, de�ned
as
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∇Vtherm = −S (T )∇T , (1.1)

where the temperature gradient ∇T in a material with Seebeck coe�-
cient S will generate a (anti-)parallel electric voltage gradient, ∇Vtherm. But
to measure this e�ect, voltage probes would need to be placed at either end
of the material. If two materials with di�ering S are joined at both ends,
and the junctions are held at di�erent temperatures, an electromotive force is
generated which is dependent on the di�erence between the average temper-
ature of the junctions and on the di�erence between the Seebeck coe�cients
of the materials [5].

Although this e�ect is quite small in absolute terms, on the scale of
mV K−1 at room temperature [6], it can nevertheless be used as an indi-
rect measurement of the absolute temperature, when one junction is held at
a known reference temperature. This device is known as a thermocouple, and
as this is a metallic junction, the operational temperature range of this device
can be very broad [7], leading to extensive use in industry and research, in
addition to consumer devices.

More recently, an additional degree of freedom, in the form of the magne-
tization of the material, or for a junction device one or both of the electrodes,
has been applied to the study of these systems. This follows the general trend
towards quantifying interactions between increasing amounts of potentials.
Although the simultaneous interaction of thermal gradients, electrical poten-
tials, and magnetic potentials had been explored theoretically [8], the �eld
gained renewed interest with the discovery of the spin-Seebeck e�ect, by
Uchida and coworkers [9]. This has led to the �eld of spin-caloritronics, so
named in reference to the larger �eld of spintronics, which is concerned with
the use of spin transport in materials, primarily for research and computing
applications [10, 11].

Part of this success can be attributed to the increasingly uniform and
precise interfaces that can be created. The advent of increasingly detailed
techniques for nano-scale fabrication [12], measurement [13], and manipu-
lation, in particular for magnetic thin-�lms [14], have led to an improved
understanding of spin-caloritronic e�ects, and their potential uses in engi-
neering sensors and devices at all size scales, e.g. waste-heat recycling and
switchable thermal conductance at the nanoscale [11, 15, 10]. For example,
insulating layers of MgO with thicknesses of only a few nanometers can be
routinely created [16].

This is still a broad topic, encompassing such e�ects as the spin-dependent
generalizations of the classic non-magnetic thermoelectric e�ects, heat trans-
port via collective motion of single spins, and relativistic considerations in
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Figure 1.1: Schematic depiction of magneto-Seebeck tunneling between two
metallic electrodes, with the density of states N (E) shown partially �lled
according to a Fermi distribution. For clarity, the right electrode is assumed
to be at 0 K, while the left is at a �nite positive temperature. In the illustrated
case, for the minority spins the symmetry of the occupied and unoccupied
states around the Fermi level will lead to no net current, while the assymetry
in the majority spins will yield both a net charge and spin current.

the form of the anomalous and spin Hall e�ects. Much work is underway
to explore these e�ects, and central to these e�orts is the search for robust
systems that a�ord precise control of the relevant potentials, with which to
quantify and manipulate these relationships.

In this work, we will focus on the measurement of a single spin-caloritronic
e�ect: The tunneling magneto-Seebeck (TMS) e�ect. This is a spin-dependent
generalization of the tunneling Seebeck e�ect, which occurs when a thin in-
sulating barrier is placed between conductive electrodes and a temperature
gradient is applied across the junction. This e�ect has been previously mea-
sured in a layered device structure, both with non-magnetic and magnetic
electrodes [17, 18, 19, 20, 21, 22]. The basis of this e�ect is illustrated in
Figure 1.1.

The tunneling Seebeck e�ect occurs when a temperature gradient is present
across a tunneling junction. In the case of a symmetric density of states
(DOS), with respect to the Fermi energy Ef , each thermally occupied state
above Ef will be compensated by an unoccupied state below Ef , leading to
zero net tunneling current. However, if there exists an asymmetry in the
density of states (DOS) at the Fermi level in at least one of the electrodes,
the uncompensated thermally-dependent occupation of these states will lead
to a temperature dependent charge carrier tunneling. For small temperature
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di�erences this e�ect is relatively linear, leading to the standard linear form
of the Seebeck e�ect from Equation (1.1).

In the case of a magnetic tunnel junction (MTJ), similary to tunneling
magneto-resistance, we can consider a two-channel model, where the di�er-
ing asymmetry in the parallel and anti-parallel junction states results in a
Seebeck coe�cient that is dependent on the relative magnetization of the
electrodes [23]. In this case both spin-averaged and spin-dependent compo-
nents of the total S will be present, and the strength of the spin-dependent
Seebeck tunneling again depends on the magnitude of the asymmetry of the
density of states of the electrode surfaces at Ef . Thus it is crucially depen-
dent on the electrode surface structure and nature of the tunneling barrier.
This provides a window into the Fermi-level physics of surfaces, which is of
basic physical interest.

It has been found that the magnitude of the switching e�ect can be com-
parable to that of the spin-averaged case. This can be characterized by the
magneto-Seebeck ratio TMS, de�ned in the literature as [22]

TMS =
SP − SAP

min (SP, SAP)
, (1.2)

where SP/AP are the Seebeck coe�cients for parallel and anti-parallel
alignments of the magnetization. Experimental values of a few hundred per-
cent have been reported [24], which makes it interesting for technological
applications. The addition of magnetic switching means that the �ow of
this thermoelectricity could be controlled with an external magnetic �eld,
leading to the possibility of reliable, e�cient, and controllable heat valves at
nanometer scales [25].

Thus, from an applied perspective, magneto-Seebeck tunneling could be
used to manage heat dissipation in electronic or spintronic devices, or to
directly use heat �ow as a computing element [26]. Temperature gradients
of even a few degrees Kelvin, for example between transistor elements in a
computer processor and the bulk substrate [27], can lead to thermovoltages
on the microvolt or millivolt scale. This potential could be used to drive a
thermoelectric current to power other computing elements, especially energy-
e�cient spintronic devices, or aid with cooling [28]. Magnetic sensor elements
could also be powered by this thermovoltage.

A measurement of magneto-Seebeck tunneling requires simultaneous knowl-
edge of the junction magnetization, electrical potential, and the absolute
temperature of both electrodes. The magnetization and equilibrium bulk
temperature of each electrode can be �xed externally, and the electric poten-
tial can, with proper shielding, be directly measured. However, estimating
the temperature gradient in nano-scale tunneling junctions has proven to be
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more di�cult [29, 17]. Although an insulating barrier will in general have a
correspondingly low thermal conductance, any heat conduction will decrease
the actual temperature gradient achieved, leading to lowered values for S.

To date, experimental studies of the TMS e�ect have been performed
using insulating tunneling barriers, formed by oxide layers between metal
electrodes [17, 30, 22]. These purely solid-state devices have the advantage
of reliable operation at room-temperatures and above, critical for industrial
environments, and have also been used to study controlled switching of the
junction [17]. However, these studies have relied on temperature estimates
from numerical modeling, assuming known heat inputs and material prop-
erties. Direct measurement of the temperature gradient has been di�cult
to achieve without in�uencing the MTJ. Without a reference measurement
then, despite an accurate voltage measurement, the uncertainty in the mea-
sured tunneling Seebeck value for these devices remains high. In addition,
while the overall chemical composition of the electrode materials can be con-
trolled, there is still variation in the quality of the fabricated MTJs, and
since the measurements are necessarily an averaged value over the face of the
junction, this prevents experimental attribution of thermoelectric properties
to speci�c surface features.

To address these issues of barrier reproducibility and thermal isolation,
we have measured the magneto-Seebeck e�ect using scanning tunneling mi-
croscopy (STM). The basic approach of STM has been adapted to study
a wide variety of e�ects, including spin-averaged thermopower [31, 32, 33,
34, 19]. However, an application of this thermopower technique to magnetic
tunnel junctions has so far been lacking.

For measuring magneto-Seebeck tunneling, the basic approach of measur-
ing the electric potential between two electrodes (here the STM tip and sam-
ple with a vacuum tunneling barrier) while varying the temperature di�er-
ential applies. Therefore for our measurements we combined the techniques
of spin-polarized STM [35] and scanning tunneling potentiometry [36], en-
abling laterally resolved imaging of the magnetization-dependent tip-sample
potential. This approach is depicted schematically in Figure 1.2.

The measurements were performed by applying an actively controlled
compensating voltage, Vcomp, across the tip-sample tunneling junction, such
that no constant current across the junction is measured. The requisite
temperature gradient was obtained via external laser heating of the STM
tip, and the required bias to compensate for the generated thermovoltage
becomes a direct measurement of the Seebeck tunneling (Vth = −Vcomp).
This de�nition of the thermopower as the required compensating voltage is
standard in layered device measurements [29, 22]. This also has the bene�t
of preventing any resistive heating or current-induced magnetic e�ects, which
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Figure 1.2: Illustration of experimental approach. The magnetic STM tip
is heated via laser, creating a temperature di�erence ∆T = Ttip − Tsample

between tip and sample and the generated thermovoltage Vtherm is measured.
Magneto-Seebeck tunneling will be detectable as a modulation of Vtherm as a
function of the relative magnetization of tip and sample.

can become signi�cant in nanoscale structures [37].

Outline of thesis

In this thesis, we will present our work in measuring (magneto-) Seebeck tun-
neling using STM, in UHV and cryogenic conditions. In Chapter 2, the theo-
retical underpinnings of tunneling junctions, and their expected behaviour in
response to static and time dependent electric potentials, as well as thermal
gradients, will be discussed, and the relationship between generic tunneling
junctions and STM will be outlined. Following this, Chapter 3 will detail the
experimental setup used to measure the e�ect, and the procedures followed
to collect the data. This will include a description of the sample systems and
STM tips used in the experiments, and details of determining the tempera-
ture of the tunneling junction. Having established our approach, Chapter 4
and Chapter 5 will present our �ndings for Seebeck tunneling in non-magnetic
and spin-polarized tunnel junctions respectively. Finally, a summary of the
work and an outlook for future experiments will be found in Chapter 6.



Chapter 2

Origin of magneto-Seebeck

tunneling

In this Chapter, the theoretical basis necessary to formulate an experimen-
tal and analytical approach to measuring magneto-Seebeck tunneling will be
presented. First, the general behaviour of tunnel junctions will be discussed
in terms of the Bardeen model of tunneling junctions. This will be used as
a basis to discuss non-magnetic tunneling due to thermal gradients (Seebeck
tunneling). The concept of tunnel junctions will then be extended to mag-
netized electrodes and their response to thermal gradients, giving a basis for
discussion of magneto-Seebeck tunneling. Finally, the connection between
the previous tunneling behaviour, valid for any tunneling junction, and the
speci�c case of spin-polarized scanning tunneling microscopy (SP-STM) will
be clari�ed.

2.1 De�nition of tunnel junctions

We de�ne a tunnel junction, for the following discussion, to consist of two
electrically conductive reservoirs of charge carriers in equilibrium (electrodes),
separated by an electrically insulating barrier that is su�ciently thin to allow
for quantum mechanical tunneling. We will consider only elastic tunneling
of electrons in this explanation, neglecting inelastic e�ects unless required.
Here elastic refers only to the tunneling process itself, as after tunneling a
particle will be thermalized via inelastic interactions. Experimentally, this
situation is well approximated by tunneling between two metal electrodes
across a vacuum barrier.

Under these constraints, the Bardeen theory of tunneling is su�cient to
explain the required features [38]. This approach relies on time-dependent



8 Chapter 2: Origin of magneto-Seebeck tunneling

perturbation theory, considering each electrode to have its own Hamilto-
nian, with accompanying energy-dependent wavefunctions. The wavefunc-
tions from either side decay exponentially into the barrier, as is commonly
established by solving the one-dimensional Schrödinger equation for a rectan-
gular potential. If there is a signi�cant overlap between the basis wavefunc-
tions inside the barrier, over time the amplitude of an electron wavefunction
can transfer between the electrodes, giving a �nite probability for the electron
to tunnel into the other electrode.

This process is described quantitatively by the matrix tunneling element
M , which is a function of the overlapping wavefunctions from the reservoirs.
This element, for the tunneling of state ψµ into state χν , has the general form
[38, 39]

Mµν =
~2

2me

∫
z=z0

[
ψµ

∂χ∗ν
∂z
− χ∗ν

∂ψµ
∂z

]
dx dy . (2.1)

Here ẑ is perpendicular to the tunneling barrier. The additional assump-
tion of exponential decay of the states into the vacuum region then gives

Mµν =

[
~2

2me

∫
z=z0

2κµψµ (0)χν (s) dx dy

]
e−κµs . (2.2)

Here me is the mass of the electron, z0 is the position of an arbitrary
surface separating the electrodes over which the integral is performed, and
s is the width of the barrier. The condition of elastic tunneling imposes the
condition that

Eµ = Eν . (2.3)

The decay constant of ψµ and χν in the barrier region, κ, which by Equa-
tion (2.3) is equal for ψµ and χν , has in the simplest approximation the
form

κ =

√
2me

(
φ̄− E

)
~

, (2.4)

where φ̄ is the average work function of the tunnel junction.
Once the tunneling rate between states has been de�ned, the total tun-

neling current can be found by summing over all pairs of states that are
available for elastic tunneling, modulated by M . This requires an occupied
state on one side of the barrier, and an equal energy unoccupied state on the
other.
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First, the number of states must be de�ned. In this work, we will be
dealing with metal electrodes, which can be described by a band of conductive
states. In this case, a summation over states can be replaced by an integration
over an appropriately de�ned density of states (DOS). Thus, we introduce
ρA/B as the DOS of sides A and B.

Next, the actual occupation ratios of these states are required. As elec-
trons are fermions, they will occupy the states according to a Fermi distri-
bution, de�ned as

f (E, µ, T ) =

(
e
E−µ
kBT +1

)−1

, (2.5)

where E is the energy of the state, µ is the chemical potential, T is the
temperature of the system in Kelvin, and kB is the Boltzmann constant.
For the temperatures and samples used in this work, µ can be considered
approximately equal to the Fermi energy Ef .

The tunneling current that arises from A to B can now be understood in
a more precise form as the product of the number of electrons available to
tunnel (ρAf (TA)), multiplied by the available states in the other electrode
(ρB

(
1− f (TB)

)
, multiplied by the tunneling rate M . The di�erence in the

tunneling current from A to B and B to A is found, and the result is integrated
over all energies. This is summarized by

I ∝ (ρAfA)
(
(1− fB) ρB

)
− (ρBfB)

(
(1− fA) ρA

)
, (2.6)

where fA/B are Equation (2.5) evaluated for TA/B, and we have accounted
for current �ow in both directions. Simplifying this expression, the total
tunneling current between the electrodes can be stated as [38, 39]

I =
4πe

~

∫ ∞
−∞

ρA (Ef − eV + ε) ρB (Ef + ε) |MAB (ε)|2[
f (Ef − eV + ε, TA)− f (Ef + ε, TB)

]
dε ,

(2.7)

where V is an electric potential applied to the junction. Equation (2.7)
describes in general the dependence of the tunneling current on the density
of states, temperatures, and surface wavefunctions of the electrodes, and the
separation between them.

As seen in these relations, the observed current as a function of V , for a
particular energy, will be proportional to the product of the tip DOS and the
sample DOS. The choice of tip material is thus meaningful even on the tun-
neling scale. For energy dependent data, an ideal tip would have a constant
DOS on the energy scale in question, meaning any change in measurement
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signals would arise only from the sample DOS. In practice this is not achiev-
able, so all results are instead a convolution of the tip and sample DOS, and
must be interpreted with this in mind. Results then must be stated as being
for a particular combination of tip and sample, not just the sample surface,
which includes measurements of Seebeck tunneling.

The additional tunneling e�ects we require can be investigated by con-
sidering the terms of Equation (2.7) in speci�c cases.

2.2 Thermally induced (Seebeck) tunneling

The central phenomenon studied in this thesis is the thermoelectric current
or potential, also referred to as tunneling thermopower, induced by a temper-
ature gradient across a tunnel junction. This is referred to as the tunneling
Seebeck e�ect. The Seebeck e�ect in a continuous medium, for an open
circuit condition and in the limit of small temperature gradients, has the
form

Vtherm = −S∆T , (2.8)

where S is the Seebeck coe�cient, and the temperature gradient ∇T
changes to a di�erence ∆T = TA − TB for the case of an abrupt change in
temperature, such as across a tunnel junction. According to semi-classical
theory of electron transport in a bulk metal, S follows the Mott formula [5]:

S = −π
2k2

B

3e2
T
σ′

σ
. (2.9)

Here σ is the electrical conductance, with the di�erentiation being relative
to the applied potential V .

We require an equivalent expression for S in the case of a tunneling junc-
tion, starting from the tunneling current in Equation (2.7). The e�ect of
temperature on the tunneling current is contained in the Fermi distribution
term fA − fB. To understand this dependence, we can �rst de�ne

α = f (Ef − eV + ε, TA)− f (Ef + ε, TB) , (2.10)

which describes the energy interval over which Equation (2.7) is non-
zero. In the limiting case of TA/B = 0 this is a boxcar function, but as we
will be concerned with �nite temperatures and temperature di�erences this
dependence must be examined in more detail.

To illustrate this, α and ∆α =
[
α− α (∆T = 0)

]
are plotted as a function

of E for varying values of ∆T in Section 2.2. Here TB was kept constant,
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Figure 2.1: α and ∆α =
[
α− α (∆T = 0)

]
plotted for a range of ∆T =

TA − TB. The base temperature TB = 50 K was used for the majority of the
measurements.
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and values of µ = 4.5 eV and V = 20 mV were chosen to be similar to our
experiments. The upper plot, with TB = 0 K, shows a step function at E =
µ, corresponding to the energy of electrode B. The increased temperature
of electrode A leads to a rounding o� of α at E = µ + eV , which is the
Fermi energy of electrode A. The di�erence plot illustrates the symmetry
of this modulation with respect to Ef . Since I (E) ∝ α, we can predict
that there will be increased tunneling current from states above Ef , opposed
by increased tunneling current from states below Ef . Thus, if there is any
asymmetry in the DOS around Ef , this will lead to a net tunneling current,
which we refer to as Seebeck tunneling.

It is also important to note which states will dominate this thermally in-
duced tunneling current. In Section 2.2, α and ∆α have been plotted with the
same parameters as above, but for TB = 50 K. We see that the box function is
signi�cantly rounded on both corners by the increased temperature, and the
di�erence plot reveals that the e�ects of ∆T are spread over a much larger
range. The minimum and maximum of ∆α occurs at a slightly higher energy,
±7.5meV, than the average thermal kinetic energy Etherm = 3

2
kbT , which for

50 K equals 6.5 meV. Qualitatively, we can see from the plot that the ma-
jority of the thermal tunneling e�ects will occur within |E − Ef | < 2Etherm.
This demonstrates the energy range of interest going forward.

A more quantitative result can be found by applying the assumption
of low tunneling energies and temperatures to Equation (2.7). This has
been done previously in the work of Støvneng and Lipavský [40]. For metal
tunneling electrodes, the DOS will vary relatively slowly near Ef , justifying
a linear approximation:

ρAρB ≈ ρA (0) ρB (0) +
[
ρA (0) ρB (0)

]′
E . (2.11)

Here we have de�ned E as being relative to Ef . We are only interested in
the thermal contribution to the tunneling current, and while the temperature
will always have an e�ect on the current, the relative e�ect will be largest
for small V . We will also assume thatM = M (0) will remain approximately
constant in the energy region of interest [39], which implies a �xed electrode
separation.

With these conditions, we can consider a polynomial expansion of I as a
function of the bias voltage V , around V = 0. This has the form

I (V ) =
∞∑
i=0

∂iI
∂V i

∣∣
V=0

V i . (2.12)

Starting from Equation (2.7), and applying Equation (2.11), the lowest
order term i = 0, which we will refer to as the thermal current Itherm, has
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the form

Itherm ≈ a

[
ρA (0) ρB (0)

∫ ∞
−∞

(fA − fB) dε+
[
ρA (0) ρB (0)

]′
·
∫ ∞
−∞

(fA − fB) ε dε

]
, (2.13)

where a is a constant containingM , and f is as de�ned in Equation (2.5).
It is clear from this expression that for TA = TB no current is expected to �ow.
To solve the integrals, we apply the Sommerfeld approximation, which is valid
for T � TF, where TF is the Fermi temperature [5]. This approximation has
the form

∫ ∞
−∞

H (ε) f (ε) dε =

∫ EF

−∞
H (ε) dε+

π2

6
(kBT )2H ′ (EF) , (2.14)

where H (ε) is a function that does not vary too rapidly over ±kBT .
Applying this approximation to Equation (2.13) results in zero for the �rst
integral, leaving

Itherm =
π2k2

B

6e2

(
T 2

A − T 2
B

) [
ρA (0) ρB (0)

]′
(2.15)

However, this expression is equivalent to the Mott formula in Equa-
tion (2.9). To see this, we use the result of Equation (2.7) that [39](

dI
dV

)
U=V
≈ ρA (EF + eV ) ρB (EF) , (2.16)

and that for small energies

σ =
dI

dV
. (2.17)

Equation (2.15) is still de�ned as a tunneling current, implying a closed
circuit condition. Experimentally, this can also be measured in an open
circuit, giving the condition of I = 0. With the polynomial expansion in
Equation (2.12), we can consider the second term, giving

σV= − Itherm , (2.18)

which �nally can be expanded in the form

Vtherm = −π
2k2

B

6e2

σ′

σ

(
T 2

A − T 2
B

)
. (2.19)
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De�ning TB = TA + ∆T , and assuming that ∆T 2 � TA∆T , gives

Vtherm =
π2k2

B

3e2

σ′

σ
TA∆T = −S∆T , (2.20)

with

SA/B = −π
2k2

B

3e2

σ′

σ
TA . (2.21)

This matches Equation (2.9), and describes the expected Seebeck coe�-
cient for a given tunnel junction, when one side of the junction remains at
a �xed temperature while the other is heated. The constant prefactor has a
value of

π2k2
B

3e2
= 24.44 nV2/K2 . (2.22)

With Equation (2.21) the Seebeck coe�cient of a tunnel junction as a
function of TA/B can be calculated, given measurements of σ, σ′. This will be
exploited in our later analysis to predict S in equilibrium conditions before
creating a temperature gradient, to provide an independent reference for the
actual thermal gradient measurements.

2.3 Magnetic tunnel junctions

We would like to investigate Seebeck tunneling in the case of magnetic tun-
nel junctions. To understand what to expect under these conditions, the
properties of these systems must �rst be clari�ed.

The e�ect of the relative orientation of the electrode magnetizations on
the tunneling current was studied theoretically by Slonczewski [23], explain-
ing earlier experimental work by Julliere [41]. We will explain this e�ect in
terms of the previously outlined Bardeen theory of tunneling, as found in the
work of Reittu [42] and Chen [39]. This will enable a direct connection to
the previous discussion of Seebeck tunneling.

Generally speaking, a magnetic tunnel junction occurs when one or both
of the electrodes have a net surface magnetization. The origin of this magne-
tization will primarily be the valence electrons, which are the same entities
involved in the tunneling process [5]. As electrons are fermions, with S = 1/2,
instead of a single population of charge carriers, we must now consider two
populations, consisting of spin-up and spin-down electrons, where the magne-
tization direction is de�ned relative to some convenient axis (e.g. an external
magnetic �eld or the magnetic easy axis).
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The e�ect of this spin dependence has consequences for both M and
ρA/B in Equation (2.7). To understand this, we start by examining the
consequences for the tunneling between a single pair of states, described
by Equation (2.2). Considering spin-dependence requires that the electron
wavefunctions be described using a two-component vector:

Ψ =

(
ψ↑
ψ↓

)
. (2.23)

To describe the tunneling process, M must be de�ned between each com-
ponent of both wavefunctions. Thus, a single spin-averaged term M will
require four terms, with each de�ned analogously to Equation (2.1), with the
addition of the spin component. For example

Mµ↑,ν↓ =
~2

2me

∫
z=z0

[
ψµ↑

∂χ∗ν↓
∂z
− χ∗ν↓

∂ψµ↑
∂z

]
dx dy , (2.24)

where

ψµ↑ = ψµ

(
1
0

)
. (2.25)

To make this relation useful, the states must be described in the same
reference frame. As the choice of reference frame is arbitrary, it can be chosen
as the magnetic easy axis (z) of electrode A. The states of electrode B, with
its own arbitrary magnetization direction relative to A, must be transformed
into the reference frame of A. This is done using the conventional Euler angles
(φ, ψ, and θ) and unitary transformation matrices, giving the �nal result for
the tunneling matrix element of

M =

(
M↑↑ M↑↓
M↓↑ M↓↓

)
= M0

(
ei(φ+ψ)/2 cos θ/2 i ei(φ−ψ)/2 sin θ/2
i e−i(φ−ψ)/2 sin θ/2 e−i(φ+ψ)/2 cos θ/2

)
(2.26)

where M0 is as de�ned in Equation (2.1). The exponential factors will
always have a magnitude of unity. Thus the tunneling current between the
di�erent states will be modulated by the angle θ between the electrode mag-
netizations.

As in Section 2.1, the net tunneling current is found by a summation over
the available states for tunneling, modulated by M . Again the concept of
the DOS can be used, in this case split into spin-dependent components:

ρA/B = ρA/B ↑ + ρA/B ↓ . (2.27)
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In a magnetized electrode, these components will not be equal:

ρ(A/B)↑ 6= ρ(A/B)↓ . (2.28)

Using Equations (2.26) and (2.27) with Equation (2.7) gives

I =
4πe

~

∫ ∞
−∞

α
(
ρA↑ρB↑|M↑↑|2 + ρA↑ρB↓|M↑↓|2

+ ρA↓ρB↑|M↓↑|2 + ρA↓ρB↓|M↓↓|2
)

dε . (2.29)

Considering Equations (2.26), (2.27) and (2.29), and de�ning the spin-polarized
DOS

mA/B = ρA/B ↑ − ρA/B ↓ , (2.30)

gives an expression for the tunneling current dependent on θ:

I =
4πe

~

∫ ∞
−∞

α (TA, TB, ε) |M0|2 (ρAρB +mAmB cos θ) dε . (2.31)

The dependence of I on cos θ is referred to as the spin-valve e�ect, and is the
key property of magnetic tunnel junctions.

2.4 Magneto-Seebeck tunneling

The results of Sections 2.2 and 2.3 can be combined to �nd the e�ect of the
tunnel junction magnetization on the thermally generated tunneling current.
This e�ect is referred to as magneto-Seebeck tunneling, and is the central
topic of this thesis.

We consider the spin-dependent tunneling current described in Equa-
tion (2.29). This can be written in a more convenient form as

I =
4πe

~
∑
sA,sB

∫ ∞
−∞

αρA,sAρB,sB|MsA,sB |2 dε . (2.32)

where sA/B are the spin orientations of the electrodes. Each element
in this sum has the same form as that used in our previous derivation of
the thermal tunneling current. We can thus apply the same procedure to
each element, starting with the linear approximation for the product of the
DOS from Equation (2.11), followed by the application of the Sommerfeld
approximation. Again using the matrix elements from Equation (2.26), we
get a similar form to Equation (2.31):
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Itherm =
π2k2

B

6e2

(
T 2

A − T 2
B

) [
(ρAρB)′ + (mAmB)′ cos θ

]
. (2.33)

With this result we can now expect the Seebeck value of the tunneling
junction to have the same cosine dependence on the relative magnetization
angle as the tunneling current. The magnitude of the e�ect is now propor-
tional to the �rst derivative of the spin-split DOS relative to energy. Thus,
if we can simultaneously measure both the tunneling conductance and the
tunneling thermopower as a function of θ, we expect them to exhibit the
same modulation.

2.5 Spin-polarized scanning tunneling microscopy

In the previous sections, the properties of tunnel junctions have been dis-
cussed in terms of a generic planar junction. The details of the speci�c
wavefunctions involved in the tunneling, and the e�ect of non-planar geom-
etry have not been evaluated. However, in this thesis, the previous e�ects
have been studied in the context of scanning tunneling microscopy (STM),
and thus the properties of this instrument must be discussed. In particular,
the equivalence of STM to the previous planar junction must be established,
in order to justify the measurement of those e�ects with this experimental
approach.

The basic structure and primary components of a scanning tunneling
microscope are shown in Figure 2.2 [39], and will be discussed further in
Chapter 3. The principal challenge of this device is to maintain a constant
separation between the conductive tip and sample, on the order of hundreds
of pm, despite relative drift due to thermal �uctuations or mechanical noise.
Furthermore the separation must be maintained whilst scanning the tip over
the sample surface.

This is typically achieved via a hollow piezoelectric cylinder, on which
the tip is mounted. Voltages applied to opposing outer faces of the tube
will de�ect the tip laterally, where the coordinates x and y are de�ned as
parallel to the sample surface. Another electrode, covering the entire inner
area of the cylinder, will extend or retract the tip, according to the sign of
the voltage, providing vertical (z) de�ection. Both the tip and the sample
are electrically isolated, with single lines allowing for the application of a bias
voltage and the measurement of the tunneling current.

The di�erence between the tunneling junction of an STM and the previ-
ously discussed ideal planar junction is the geometry of one of the electrodes;
the tip. The tip of an STM is sharpened such that tunneling will now occur
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Figure 2.2: A standard scanning tunneling microscope consists of an atomi-
cally sharp conductive tip, mounted on a piezoelectric cylinder, approached
to within tunneling distance of a conductive sample. A voltage VBias is applied
across the junction to generate a tunneling current I. A current-to-voltage
ampli�er converts I into an output signal VSignal, and a feedback loop adjusts
the tip height to match VSignal to VSet. The tip is then raster-scanned over
the sample, and the tip height and tunneling current are recorded over time,
creating a topographic map of the surface.
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primarily between a single apex tip atom and the local states on the surface
beneath this tip. Considering again the exponential decay of the surface state
into the vacuum barrier, the overlap between the tip and sample wavefunc-
tions will occur only in a small region directly beneath the tip, which gives
the STM its localized imaging capabilities.

To make the connection to Equation (2.1) explicit, the tunneling matrix
element M is again found, now for an STM junction. For a planar junction,
the integration was over a plane at z = z0, assumed to lie roughly in the
middle of the two electrodes. For this tip-sample geometry, as pointed out in
[39], one can modify Equation (2.2) to be an integration over a non-planar
separation surface Σ. This has the form

Mνµ =
~2

2me

∫
Σ

(
ψµ∇χ∗ν − χ∗ν∇ψµ

)
dS (2.34)

where the wavefunctions ψ and χ, previously de�ned as being for the elec-
trodes, are now the wavefunctions of tip and sample, as noted in Figure 2.2.
The choice of integration surface is again not critical, but will generally lie
between the tip and sample.

However, this three-dimensional form is entirely compatible with the pre-
vious derivation of Seebeck tunneling, following the same approximations and
substitutions, meaning we also expect thermally-induced electron tunneling
to be present in a STM [40]. In addition, with this change, one can see that
the previous arguments for spin-sensitive tunneling apply equally well to the
case of an STM. This special case is known as spin-polarized STM (SP-STM)
[43], and has been used extensively to investigate surface magnetism [44, 45,
46, 47].

Thus, by this reasoning, a scanning tunneling microscope is a suitable tool
for studying Seebeck tunneling, and the addition of a spin-polarized tip and
sample should make possible the observation of magneto-Seebeck tunneling.





Chapter 3

Experimental implementation

This Chapter describes our approach to measuring the tunneling e�ects out-
lined in Chapter 2, in the context of a spin-polarized scanning tunneling
microscope (SP-STM). This requires three major components: the creation
of a stable and controllable magnetic tunnel junction (MTJ); the control and
measurement of both the equilibrium temperature and temperature gradient
across this junction; and the measurement of the resulting electric potential
while maintaining the previous conditions. First, we will describe in Sec-
tion 3.1 the STM instrument, tips, and samples used in this work to create a
reliable MTJ. Starting from this basic con�guration, the modi�cations nec-
essary to perform the measurements can then be elaborated in subsequent
sections. Section 3.2 will discuss the method of temperature control in more
detail, including the creation of a temperature gradient. The experimen-
tal description will be completed with Section 3.3, with a discussion of the
measurement of the tip-sample potential, in the context of the previous two
sections, giving a complete method for measuring S. Section 3.4 and Sec-
tion 3.5 will present two supplementary methods for determining S that will
be used to validate the main approach. The Chapter will close in Section 3.6
with a summary of the experimental protocol for the later measurements.

3.1 Creating a magnetic tunnel junction

The �rst requirement for the experiments is the creation of a magnetic tun-
nel junction. For purposes of lateral resolution and precise control of the
tunneling junction properties, a scanning tunneling microscope was used to
achieve this. First the design of the STM itself will be presented, which en-
ables high-resolution, low-noise positioning of a tip and sample in tunneling
contact. This includes the ultra-high vacuum system needed to maintain
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clean sample surfaces, and the cryostat and thermal properties that enable
stable equilibrium temperatures. With this established, the choice of tip and
sample to create the desired junction properties can be discussed.

3.1.1 A variable-temperature scanning tunneling micro-

scope

The central idea of STM was previously mentioned in Section 2.5. Here
we will discuss the experimental requirements for the apparatus, and the
experimental implementation that matches these conditions.

To reiterate, the goal is to position a sharp conductive tip within tunnel-
ing distance of a conductive sample whilst measuring the tunneling current
at su�ciently high speeds to allow making picometer scale (with nanome-
ter range) adjustments to the tip height via a fast-reacting feedback loop.
This feedback system must operate at su�cient speeds to allow for laterally
scanning the tip with sub-ångström lateral precision over the sample while
countering changes in tip-sample separation from vibrational noise and scan-
ning over both gradual and abrupt topographical changes (e.g. atomic step
edges).

In addition, in our experiments the di�erential conductance, dI
dV

, is used
extensively, both as a measurement channel and as a feedback signal. This is
measured using a lock-in ampli�er, which applies a small excitation bias at a
particular frequency, and measures the amplitude and phase of the resulting
signal at the same frequency after the tunnel junction. This requires a time-
resolved measurement of the current at the chosen excitation frequency. Thus
the current measurement must also have su�ciently high bandwidth to allow
for this measurement at frequencies higher than the rate of change in any
signal of interest.

To match these requirements, the measurements in this thesis were per-
formed using a home-built STM, constructed by Torben Hänke, further de-
tails of which can be found in his doctoral thesis [48]. An image and schematic
of the STM are shown in Figure 3.1, taken from the thesis. Here one can see
the actual STM itself, the body of which is constructed out of gold-plated
phosphor bronze. The sample plate, an example of which can be seen in
Figure 3.2, can be inserted into the electrically-isolated (from the body) re-
ceptacle above the tip. A single wire then connects outside of the STM for
biasing the sample. A temperature sensing diode (GaAs/GaAlAs) is �xed
with a thin layer of glue to the STM body, inside of the cavity, very near to
the sample. Two curved-wire springs act to �x the sample plate inside of the
slot, to dampen vibrations.
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Figure 3.1: Figure taken from [48]. (a) The scanning tunneling microscope
used in the experiments. The position of the tip, and the receptacle for the
sample plate are indicated. The GaAs/GaAlAs thermal diode is positioned
near the sample, directly connected to the STM body. The tip, tube scan-
ner, and sapphire prism, are moved vertically in coarse steps used a stick-slip
piezo-stack method, and the tip can be scanned in precise picometer move-
ments via the indicated scanner tube. (b) Schematic view of the STM. The
sample receptacle is electrically isolated from the STM body by a thin layer
of non-conductive glue. The tip and tip holder are isolated from the scanner
tube by an insulating ceramic bushing, as indicated. For futher electrical
noise isolation, there is a conductive coating on part of the bushing, which
has a dedicated electrical connection outside of the STM for grounding.

Figure 3.2: A bound metallic crystal on a sample plate.
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The tip is �xed inside a metal tip holder, either by pressure or conductive
glue. This holder is then �xed into the tip receptacle, held by a spring. The
holder is designed such that a shuttle can be used to insert and remove the
tip holder inside of the STM without opening the chamber, allowing for tip
exchange. The tip receptacle sits inside an electrically insulating ceramic
piece, which is then glued to the top scanner tube. The glass-ceramic Macor
was used, for its machineability and thermal properties [49]. Another ceramic
piece joins the bottom of the scanner tube to the sapphire prism. This
prism, which must maintain its shape at a wide range of temperatures, is
clamped between three sets of two piezo stacks. These stacks are driven with
a sawtooth voltage pattern, which results in a stick-slip motion of the prism.
With this method, the tip can be driven in coarse steps perpendicular to the
sample at a wide range of temperatures, while still being sti�y clamped to
the STM body for relative vibration reduction.

The entire STM is contained within a stainless steel chamber, capa-
ble of being pumped down to ultra-high vacuum (UHV) pressures below
1× 10−10 mbar. This ultra-low pressure allows for atomically clean sample
surfaces to be prepared and maintained on the timescale of weeks, barring
contamination during the course of an experiment. This pressure is achieved
by �rst baking the system for days at 120 ◦C with running turbomolecular
pumps. This removes any water inside the system, which can be veri�ed used
quadrupole mass spectrometers. After baking, continuous pumping using
ion getter pumps, titanium sublimation pumps, and non-evaporable getter
pumps [50], brings the pressure into the UHV regime. The turbomolecular
pumps can be used during sample preparation as required, e.g. during high
partial pressure annealing, but remain o� for scanning.

Surrounding the STM is a heat shield, shown in Figure 3.3. Instead
of being exposed to incident thermal radiation from the surrounding room-
temperature UHV chamber, the STM will only be exposed to the radiation
from the shield. If the shield is cooled, in this case by exhaust gases from
the �ow cryostat, the reduction in ambient radiation will allow the STM to
reach signi�cantly lower temperatures. The STM itself is suspended on three
stainless steel rods inside of the shield, which provide the majority of the heat
input into the device at low temperatures.

The cooling of the STM is achieved using a �ow-cryostat, which uses
a continuous �ow of cryogen, in our case liquid helium, to cool a metal
block inside of the UHV chamber, which e�ectively acts as a heat exchanger.
The thermal connection between this block and the STM is provided by
braids of thin silver-plated copper wires, which can also be seen in Figure 3.4.
These are screwed onto the cooling block, and fed through a hole in the
heat shield to connect to the STM itself. A second braid, attached to the
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Figure 3.3: The heat shield of the STM, shown from two angles. The heat
shield is cooled by the exhaust gas of the cryostat, resulting in a tempera-
ture somewhere between room temperature and the STM temperature. This
results in the STM being exposed to a reduced temperature of thermal radi-
ation, which is essential for e�ciently reaching cryogenic temperatures. The
electrical feedthroughs at the top of the shield allow for electrically isolated
connections through the shield, between a UHV electrical feedthrough �ange
and the STM itself.
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warmer side of the heat exchanger, is used to cool the heat shield, giving it
a temperature intermediate between room-temperature and the equilibrium
STM temperature.

A heater built into the cryostat can be used to warm the block, thereby
allowing for �ne adjustment of the �nal temperature. In practice, this heater
is connected to a proportional-integral (PI) feedback controller which, com-
bined with control of the liquid He �ux, can be used to achieve an arbitrary
temperature at the STM. This system is relatively stable against �uctuations
in the temperature of the room or small variations in the He �ow rate.

With this approach, the equilibrium temperature of the entire STM can
be adjusted from room temperature, down to approximately 25.5 K. The
details of the deliberate creation of a thermal gradient inside of the system
will be discussed in Section 3.2.

Both the tip and the sample are connected to isolated feedthroughs in the
top of the shield via low thermal conductance kapton-coated manganin wires,
with a diameter of 50µm. These cables have a resistance of ≈ 50 Ω. Since
the resistance of the tunneling junction is usually in the range of MΩ, this
cable resistance is relatively negligible, ensuring that the applied potential
set in the controlling electronics is practically the same as that applied to
the tunneling junction.

The heat shield is mounted to an eddy-current damping stage. This is
shown in Figure 3.4. The STM stage is suspended from soft springs inside
of vertical stainless steel cyclinders, of which three can be seen. Surrounding
the edge of the stage is an interlocking set of permanent magnets, �xed
relative to the chamber, and copper U-pieces mounted to the stage. As the
stage vibrates, the change in magnetic �ux through the copper pieces will
induce eddy currents which will then, via Lenz's law, induce counter currents.
These counter currents will interact with the magnets and oppose the motion,
leading to e�ective damping [51].

This method of vibration damping is broadly e�ective with respect to
frequency [52], which is especially important when using a �ow cryostat,
which will add signi�cant vibrational noise to the system. However, a critical
drawback is that the magnetic damping is incompatible with any strong
externally applied magnetic �eld. This necessitates a careful choice of tip
and sample in order to create the desired magnetic tunnel junction features,
which will be discussed in later sections.

Electrical system

In principle, three separate subsystems for the control of the STM can be
de�ned; the driving electronics for the coarse piezo stacks and the scanner
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Figure 3.4: Eddy-current damping stage, on which the STM is seen mounted.
The magnetic suspension acoustically decouples the instrument from the
chamber, providing vibrational isolation.
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Figure 3.5: Schematic layout of the electronic subsystems of the STM. The
logical connections shown inside of the Nanonis system are entirely digital.
This allows for quickly switching between alternative signals for the feedback
control, executing arbitrary logical operations on scanning parameters, and
programmatically controlling the applied potential.

tube, the signal generation for both constant (DC) and time-varying (AC)
signals, and the tunneling current detection system.

A schematic of the electronic system of the STM is shown in Figure 3.5.
Three main components provide the required functions; the Nanonis con-
troller, the lock-in ampli�er, and the I/V pre-ampli�er.

The Nanonis control system stack [53] contains the high-voltage (HV)
ampli�er necessary for driving the STM piezoelectric elements, and an inter-
nal computer controlling a �eld-programmable gate array (FPGA), which is
con�gured to control the tip position feedback loop. A signal input/output
breakout box allows for arbitrarily programmable output signals and simul-
taneous recording of ±10 V signals.

In practice, at least four of the output channels will be dedicated to ba-
sic STM control; the lateral (x/y) and vertical (z) piezo signals, which are
connected to the HV-ampli�er, and the tip-sample bias potential U = eV .
Correspondingly, two input channels will be used at a minimum, for recording
both the tunneling current I and dI

dV
. The tunneling current signal is pro-

vided by a Femto DLCPA-200 transimpedance I/V pre-ampli�er [54], which
converts the tunneling current directly after the STM into a proportionally
scaled ±10 V signal, which is directly measured by the Nanonis. In this
con�guration the tunneling junction is virtually grounded on the tip side.



Section 3.1: Creating a magnetic tunnel junction 29

For measuring dI
dV

, a lock-in ampli�er is used. The majority of the mea-
surements were performed with a Stanford Instruments SR830 ampli�er, with
some additional data gathered using a Zurich Instruments MFLI ampli�er.
While the details of their implementation di�er, primarily in the analog ap-
proach of the SR830 versus the fully digital MFLI, the basic principle of
demodulation of I, or a voltage proportional to I, at a speci�c frequency is
the same. The Nanonis also has a lock-in capability, through internal digital
processing, but the performance of the dedicated hardware units was found
to be superior.

To apply the excitation signal, the output of the ampli�er is combined
with the DC bias potential from the Nanonis using a Mini-Circuits ZFRSC-
183-S+ RF power combiner. This combined signal is then connected to the
sample side of the STM. The measured tunneling current from the Femto
pre-ampli�er is split o� with a T-junction and connected to the input of
the ampli�er. The lock-in ampli�er will then provide an output voltage
proportional to the amplitude of the tunneling AC signal, which is connected
to a signal input on the Nanonis. With this approach, the Nanonis can
measure dI

dV
simultaneously with I, meaning that images of the topography,

current, and dI
dV

are all produced with a single scan.
The actual operation of the STM is done using the Nanonis software

interface, based on LabVIEW. This is a program for setting all scanning
parameters, including calibration constants for converting HV piezo signals
into distances, sizes and positions of scanning areas, and feedback parame-
ters. This software approach to instrument control also allows the possibility
of creating arbitrary sequences of measurement actions via a programming
interface. Modules for performing various forms of spectroscopic measure-
ments, most importantly �xed bias and/or �xed tip position, are also avail-
able.

3.1.2 Tunneling tips

The primary goal of this work is to demonstrate that magneto-Seebeck tun-
neling can be observed using an STM. To do this, the base e�ect of non-
magnetic Seebeck tunneling will �rst be established, before considering a
magnetic tunnel junction. We thus require two tip materials; non-magnetic
and magnetic. As we only require a veri�able observation of the e�ects, the
particular choice of material, which will a�ect the magnitude of the signal,
is not initially critical.

The choice of material for the STM must simultaneously satisfy a general
set of requirements for tunneling tips and the speci�c conditions imposed by
the particular experiment. The �rst issue with a tip is the fabrication. A
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sharp tip, both on the macroscopic and microscopic scales is desired. Once
stable atom-to-atom tunneling is achieved, this will only be dependent on the
actual atomic species, but reliably achieving this contact requires consistent
tip fabrication procedures.

The macroscopic formation can be done with a diversity of methods,
including mechanical shearing and electrochemical etching [55]. This must
be a somewhat reliable process, as each tip must be brought into the vacuum
chamber and prepared before testing, which is a time-consuming process.

With electrochemical etching, a shard a few centimeters long is �rst cut
from the bulk material, which is either a �lm or a rod. After rough shaping
to �t the tip holder, approximately half of it is then coated with a non-
reactive �lm (e.g. nail polish), and suspended (coated surface downwards) in
an etching solution, with the uncoated surface just touching the top of the
liquid. The choice of solution depends on the tip material. A current is run
through the shard, into the solution, with a circular electrode in the solution
ensuring a homogeneous etching rate around the circumference of the tip.
At the interface between the material and the solution, the etching process
then begins. This will continue until the hanging section breaks o�, leaving
a sharp point on the �xed upper section. The current is then stopped, either
manually or using a cut-o� circuit which senses the open circuit between the
remaining material and the bath. If further etching were allowed to occur, it
would result in a more rounded tip. The uncoated section can then be used
as an STM tip.

After etching, or other mechanical means of fabrication, the next issue is
the formation of insulating oxides on the metal surface during production or
transport [56]. These layers, common on metals, are di�cult to avoid with
room-condition fabrication, and due to their insulating nature can inhibit
stable tunneling contact. This leaves the options of either fabrication and
transport in a neutral atmosphere (practically di�cult) or, more commonly,
further in-situ processing.

In the UHV chamber, the tip can be quickly heated to high tempera-
tures (�ashing), to evaporate any oxide layer [57]. As this is achieved using
electron-beam heating, with the tip apex closest to the electron source, the
tip apex will experience the greatest heating, causing it to reform and present
a fresh tip surface.

Once a macroscopically stable and microscopically clean tip has been
formed with these processes and brought into tunneling contact, the imaging
may still be of poor quality. A few common problems include: fast-switching
of the tip electronic state, which will appear as high-frequency noise in the
resulting signals; tip instablity which can lead to material loss on the sample
surface; malformed tip apex which leads to direction-dependent imaging or
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incorrect topography; or the appearance of double-tip e�ects, which appear
as identical copies of features in an image, due to the tip apex switching to
a nearby cluster while scanning.

To address these problems, the microscopic tip con�guration must be
changed. This is usually done either by electrical pulsing of up to 10 V over
200 ms, or controlled dipping of the tip into the sample. In the �rst case,
since this is done with the tip in tunneling contact with the sample, the close
proximity and sharp tip apex will lead to very large �eld gradients. This
is often su�cient to either recon�gure the tip apex or entirely remove tip
material, resulting in a new tunneling site. This can be done repeatedly,
until a desirable tip is found.

The second approach of controlled tip preparation involves driving the tip
a few 100 pm into the sample, followed by application of a �nite bias voltage
and a relatively slow withdrawal of the tip, on the timescale of seconds, out
of the sample. This leads to a high current density through the atomic-scale
contact junction, which ideally melts the material. One interpretation is that
as the tip pulls away, this melted region is stretched and breaks, resulting in
a sharper material.

However, as the procedure cannot be reliably imaged, at least in our
apparatus, the actual details of the process are unavailable. However this is
not a problem, as long as the resulting tip is sharp. One concern with this
technique is that the clean tip surface can be contaminated by the sample
material. Thus, if a rigorously clean tip is required, this technique should be
used with caution.

Only once these issues have been dealt with, can the resulting images
be interpreted in terms of the tunneling current in Equation (2.7), and the
resulting e�ects discussed in Chapter 2.

W tip for non-magnetic imaging

Considering the requirements previously listed, a bulk W tip was used to
gather the non-spin-polarized data. This is a common tip material in STM
[55], used both bare and with various coatings, with preparation procedures
compatible with UHV conditions.

The tip was fabricated using electrochemical etching, in a potassium hy-
droxide solution [55]. Once inside the UHV chamber, the tip was �ashed for
7 s, with an emission current of Iem = 40 mA, with a HV of 500 V, to remove
any oxide or other impurities. Once inside the STM, further tip preparation
was performed by electrical pulsing.
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Bulk Cr tip for magnetic imaging

To produce a magnetic tunnel junction, a tip material with a stable magnetic
ground state is required. The experiments will be performed at cryogenic
temperatures, which allows for additional materials to be considered, other
than the usual room temperature ferromagnets such as Fe, Ni, or Co. We
will be imaging nanoscale magnetic structures. At these size scales, the
coercivity of the magnetic states can be quite low [58]. Thus, a tip with a
minimal magnetic dipolar stray �eld is also required.

These requirements are met by bulk Cr tips. The magnetic properties of
these tips have been studied previously [59, 60], and bulk Cr tips have been
used in many SP-STM studies [61]. At cryogenic temperatures, bulk Cr is
anti-ferromagnetic. This means that a minimal stray �eld will be produced by
the tip, as compared to a ferromagnetic material such as Fe. While the spin
polarization of the tunneling current is generally lower than with ferromag-
netic tips [59], the anti-ferromagnetic character is su�ciently advantageous
to outweigh this cost.

For our experimentals, Cr tips were produced similary to the W tips. The
bulk material was a 99.99% pure Cr �lm. The tip was again electrochemically
etched, this time using a hydrochloric acid solution, and prepared in-situ
using only electrical pulsing [62]. With each restructuring of the tip apex, the
tip magnetization will in general change. Through repeated cycles of pulsing
and scanning of known magnetic structures, the desired tip magnetization
orientation can be achieved.

Steel tip

For the measurement of the Fe ML islands, a steel tip was used. Originally,
a Cr tip was intended to be used. However, a material supplier error led to
a steel tip being prepared instead, using the same procedure as described for
the Cr tips. However, it was found that the tip performed well during the
experiments, and resulted in well-de�ned topographic images and distinct
magnetic contrast. This was attributed to an Fe cluster being at the tip
apex. Thus, the tip will e�ectively be considered equivalent to an Fe-coated
W tip, a commonly used tip system for SP-STM.

3.1.3 Sample systems

With the previously described STM instrument, and having selected ap-
propriate tunneling tip materials, all that remains for creating a magnetic
tunnel junction is the choice of sample surface. Before attempting to mea-
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sure additional thermal tunneling e�ects, an understanding of the features
and contrast expected using regular STM and SP-STM is necessary. This
baseline is critical for understanding the changes that will arise from the ad-
dition of the thermal gradient. Thus, for each prepared sample system the
preparation technique, as well as STM and SP-STM data will be presented,
and compared to literature results where possible. In this way, the presence
of the correct surface can be assured.

As described in Section 2.5, the conductive surface must be prepared
atomically �at, and for this STM (Section 3.1.1), we have the restriction
that no external magnetic �eld is available. However, as per our prediction
of the cosine dependence of Seebeck tunneling on the relative orientation of
tip and sample magnetizations Θ (where Θ = θtip − θsample) in Section 2.4,
we require access to multiple values of Θ in a single experiment, without
re-preparing the tip or sample.

To achieve this, sample systems were chosen with magnetic ground states
exhibiting multiple magnetization directions on the scale of tens of nm. Three
systems, each with particular advantages, were investigated. In all cases, the
general procedure is the same: A clean substrate is produced by a com-
bination of Ar+ sputter, O2 annealing, and high-temperature �ashing. An
electron-beam evaporator is then used to deposit the required material on
the sample. This can be followed by further sample annealing, promoting
the desired growth mode of the surface.

Fe DL on W(110)

The primary system used in the experiments was the atomic double-layer
(DL) of Fe on a W(110) substrate. This is a well-known magnetic system,
which has been the subject of many previous SP-STM studies [44, 63, 59].

Of key interest is the magnetic ground state at low temperatures. This
has, in previous works, been characterized as alternating out-of-plane mag-
netic domains, separated by chiral domain walls [63]. In a uniform DL stripe,
with no external magnetic �eld, these domains will be of approximately
equal size. The chiral sense of the domain walls is given by the presence
of the Dzyaloshinskii-Moriya interaction, arising from the interface between
the magnetic Fe and the W substrate, with its strong spin-orbit coupling.

To prepare the surface, a clean W(110) sample is �rst produced. This
follows the work of Bode et al. [57]. To start, a freshly inserted W crystal
will have accumulated an oxide layer due to atmospheric exposure. As the
melting point of W is very high (≈ 3400 ◦C), this layer can be removed by
high temperature �ashing.

After this, the sample is still left with signi�cant carbon impurities in
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Figure 3.6: Topographic image of the clean W(110) surface, imaged with a
W tip, V = 1 V, at a current setpoint of I = 100 pA. The STM temperature
was T = 50 K. The average terrace width is approximately 30 nm, and the
average step height is 200 pm.

the bulk. To remove these requires annealing the sample at an elevated
temperature of ≈1300 ◦C, in a high O2 partial pressure of 2× 10−6 mbar.
The carbon on the surface will react with the O2 atmosphere to produce CO
[64]. The raised temperature increases the mobility of the bulk impurities,
which can migrate to the surface for reaction. It is assumed that these CO
molecules will remain on the surface, forming a layer. After annealing for
some time, another high temperature �ash is applied, removing the CO layer.
The procedure is repeated whilst stepwise decreasing the partial pressure of
O2 to 8× 10−8 mbar.

To verify that the surface was clean, it was imaged with conventional
STM. This is generally done once to verify that the preparation procedure
was correctly performed. For further preparations with the same parameters,
the surface is then assumed to be clean. The resulting surface is shown in
Figure 3.6. As can be seen, this method produces atomically �at terraces,
suitable for deposition of further materials.

With this completed, approximately 1.5 atomic layers of Fe were then
evaporated onto the surface, followed by at least ten minutes of further an-
nealing at >220 ◦C. At this temperature, the Fe clusters deposited on the
surface will dissociate into a single atom thick wetting layer. The DL will
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then grow, in a step-�ow fashion, on top of this layer [65, 66]. At higher
temperatures, instead of a �at DL, taller islands will be the preferred growth
pattern [66], which must be avoided. The required evaporation parameters
were known from previous experiments with this instrument, and by com-
paring repeated preparations to published examples of the target surface.

A representative example of the produced surface is shown in Figure 3.7,
imaged using a W tip. The annotated features, including the step-�ow grown
terraces, dislocation lines, and di�erence in dI

dV
, are consistent with known

structures from the literature, con�rming that the correct surface was pre-
pared. The dislocation lines are parallel to the [001] direction, giving a �xed
reference orientation on the surface.

A particularly interesting feature is the clearly visible darker lines across
the terraces. These are in fact the magnetic domain walls, imaged via tun-
neling anisotropic magnetoresistance (TAMR) contrast. This has been pre-
viously observed in this tip-sample system [67]. The origin of this e�ect is
the strength of the spin-orbit coupling at the surface. The non-easy-axis
alignment of the local magnetization will apply a torque on the electron or-
bits via this coupling. This will lead to an energetic shift in the local DOS
which, as per the relationship in Section 2.1, will manifest as a change in
the dI

dV
signal. It must be emphasized that this e�ect is purely dependent on

the sample magnetization, θsample, and not on Θ. We thus classify it as an
electronic tunneling e�ect, which must be accounted for when attempting to
extract the purely magnetic signal.

To characterize this quantitatively, it has been found that, similarily to
the spin-valve behaviour, this e�ect will have a sinusoidal dependence on the
sample magnetization direction, θsample, de�ned relative to the easy axis [63].
If one considers an in-plane pro�le perpendicular to the domain wall, the
change in contrast has been found to have the form

σ (r) = y0 + ySOC sin2
(
θsample (r)

)
, (3.1)

where the di�erential conductance σ is a function of the lateral dimension
r, y0 is a surface dependent o�set, and ySOC is the magnitude of the TAMR
modulation.

Previous work has assumed a Bloch wall pro�le for θsample, given by [63]

θsample = arcsin

(
tanh

(
r − r0

w/2

))
, (3.2)

where w and r0 are the width and position of the domain wall, respec-
tively. However, later work has shown that the walls are in fact of the the
Néel type [68], with a lateral pro�le of the form
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Figure 3.7: Topographic and di�erential conductance image of the Fe DL on
W(110), imaged using a W tip, with V = 25 mV, Iset = 1 nA, and TSTM =
50 K. dI

dV
was measured at 4.3 kHz, with a modulation amplitude of 40 mV.
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θsample = ± arccos

(
tanh

(
K

A
(r − r0)

))
. (3.3)

Here K is the anisotropy coe�cient, A is the spin sti�ness, and the sign
of the function is determined by the handedness of the domain wall rotation.

Both functions can be used to �t a lateral pro�le of the same domain wall
magnetization when only the relative change in signal is being considered,
since

arccos (θ) =
π

2
− arcsin (θ) . (3.4)

The constant π/2 o�set will be accounted for in the pro�le by a di�erence
in y0, and the sign of ySOC will be opposite for the two domain wall types.

We will consider here the walls to be of the Bloch type. Thus, a line
pro�le across a single domain wall should have the form

σ (r) = y0 + ySOC ∗ sin2

arcsin

(
tanh

(
r − r0

w/2

)) . (3.5)

Multiple domain walls can be modeled by a summation of each wall's
contribution to θsample:

θsample =
∑

i

arcsin

(
tanh

(
ri − r0

w/2

))
, (3.6)

where the summation is over the individual wall positions ri, and w has
been assumed to be constant.

To demonstrate the applicability of the model, a line pro�le has been
extracted from the image in Figure 3.7, and been �tted with the model of
Equation (3.1). The result is shown in Figure 3.8.

From the line pro�le, we can see that the TAMR contrast is clearly vis-
ible, and the model is well-suited to describe it. As a general method of
quantifying the strength of a signal, relative to some baseline, we can de�ne

S (y) =
y − y0

y + y0

. (3.7)

For the TAMR contrast, this gives SSOC = −7 %. This relative de�nition
is in general better for quantifying such e�ects, as the actual magnitude will
vary with the speci�c settings used for the measurement. The wall width of
w = 4.9 nm ± 0.3 nm is smaller than the literature values [63]. However, a
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Figure 3.8: (Top) Closer image of a domain wall, taken from the dI
dV

channel
of the reference image in Figure 3.7. A line pro�le over the domain wall
is indicated by the blue box, with the box width corresponding to the per-
pendicular averaging width of the pro�le, and with the pro�le direction r
indicated by the arrow. (Bottom) Fit of the TAMR contrast model (red)
from Equation (3.1) to the pro�le data (blue).
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large range of widths has been reported, from 6 nm to 9 nm, and the width
can vary with temperature [69].

Having veri�ed the imaging contrast with a non-magnetic tip, SP-STM
imaging with a spin-sensitive bulk Cr tip can now be discussed. A represen-
tative image is shown in Figure 3.9. The bias potential was chosen based on
literature values for energies with signi�cant spin polarization.

The major topographical features appear again with this tip, including
the step edges and dislocation lines. In addition, as predicted, a strong
alternating domain pattern is observed. The DL has an out-of-plane magne-
tization, while the ML will have an in-plane magnetization, due to spin-orbit
coupling with the W substrate. As the magnetic contrast depends on the pro-
jection of the tip magnetic moment onto the surface magnetization, Θ, there
will be tip states that reveal magnetic contrast in only the DL or the ML. It
can also occur that contrast will be exhibited in both areas simultaneously,
in the case of the tip magnetization having both in-plane and out-of-plane
components.

The Curie temperature is known from literature, and the STM temper-
ature was chosen to be below this [70]. Depending on the tip con�guration,
the magnetic structure can appear in either or both the topographic channel
and the dI

dV
channel. The sources of these two contrasts are related. In both

cases the change in Θ modulates the tunneling conductance. However, the Z
channel is sensitive to the total conductance, which is the energy integrated
di�erential conductance dI

dV
. Even if in principle spin contrast should always

be present in both channels (assuming no energy regions with negative dI
dV

),
experimental noise limits its detection.

Qualitatively, if the spin polarization of the current is su�ciently large,
the change in conductance will require a change in tip height to maintain
a constant current, thus translating a change in Θ into a height change in
topography. However, at the �xed bias voltage of the scan dI

dV
, which varies

with energy, might be quite small. The inverse can occur as well, since
the lock-in technique used to measure dI

dV
has a large signal-to-noise ratio

with a small bandwidth, and may thus return a spin-sensitive signal, even
though the total conductance did not change su�ciently to be observed in
the topographic channel.

As expected, magnetic domains and domain walls can be seen in Fig-
ure 3.9. We note here that without an external magnetic �eld to �x the
magnetization of the STM tip, it cannot be determined if a bright ( or dark)
domain in the dI

dV
map corresponds to a magnetization oriented into or out

of the sample. Thus we will refer to them as bright and dark domains.
There are now two sources of contrast that lead to their structure [63,

67]: spin-valve behaviour and the TAMR e�ect. These two e�ects have
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Figure 3.9: Topographic and spin-resolved di�erential conductance image of
the Fe DL on W(110), imaged using a Cr tip, with V = 250 mV, Iset = 1 nA,
and TSTM = 50 K. dI

dV
was measured at 4.3 kHz, with a modulation amplitude

of 40 mV. An alternating magnetic domain structure is indicated.
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been shown to sum together to explain the observed lateral contrast when
transitioning between domains. The combined model has the form

σ (r) = y0 + ySP cos (Θ) + ySOC sin2
(
θsample

)
, (3.8)

where again, Θ = θtip − θsample, with the tip magnetization assumed to
have no dependence on x, and the sample magnetization θsample has the form
previously de�ned in Equation (3.2).

To verify this model, we again consider a line pro�le from the dI
dV

channel
of the image in Figure 3.9, where the pro�le now spans two domain walls,
transitioning from a dark domain to a bright domain, and back again. The
pro�le, and the resulting �t from applying Equation (3.8) and Equation (3.6)
are shown in Figure 3.10.

Again, it can be seen that the model describes the lateral data well.
From the �t, we can determine values of θtip = 50° ± 3°, and λ = 5.5 nm ±
0.3 nm, which is reasonable compared to literature values. Using the previous
de�nition of S from Equation (3.7), we have SSOC = 4 % and SSP = 13 %.
These values will be used later for comparison.

With the previous results, we can conclude that the Fe DL samples that
were produced have the same quality and characteristics as previous work,
allowing for direct comparison of results in the later analysis.

Fe ML/DL on Ir(111)

The second sample system used in this work was the Fe ML and DL on the
Ir(111) substrate. This surface is of note for its non-collinear spin textures
at low temperatures <26 K [71]. At these temperatures, the spins on the ML
form a nano-skyrmion lattice, with a periodicity of approximately 1 nm. For
the purposes of this work, this system serves as a benchmark test for lateral
resolution of the detection of magneto-Seebeck tunneling e�ects. Thus, rather
than a detailed �tting of lateral pro�les, our primary interest is the correlation
of the nano-skyrmion lattice to any observed magneto-Seebeck signal.

The substrate was prepared by sputtering with Ar gas, followed by �ash-
ing at 1200 ◦C. The Fe DL was then deposited on the, still-warm, clean
surface, again via an e-beam evaporator. This resulted in continuous ML
and DL areas, as seen in Figure 3.11.

In this constant-current SP-STM image, both the ML and DL Fe areas
are visible in the top overview image. From literature, it is known that the
ML grows pseudomorphically [72]. In the zoomed image of the ML, the
expected square nanoskyrmion lattice is clearly visible, in accordance with
literature results [71].
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Figure 3.10: (Top) Line pro�le indicated in blue, perpendicular to two do-
main walls, proceeding from a dark domain, to a bright domain, to a dark
domain. The data is taken from the dI

dV
channel of the image in Figure 3.9.

(Bottom) Line pro�le (blue) �tted with the model of spin and TAMR con-
trast (red) from Equation (3.8). The �tted domain wall positions are shown
(dark grey). The gap between the indicated domains is equal to the �tted
wall width.
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Figure 3.11: (Top) Spin-resolved constant-current image of the Fe ML and
DL on Ir(111), imaged using a Cr tip, with V = 250 mV, Iset = 1 nA, and
TSTM = 25.37 K. dI

dV
was measured at 4 kHz, with a modulation amplitude

of 50 mV. (Bottom left) Cropped image of the Fe ML, exhibiting the square
nanoskyrmion lattice, with a periodicity of approximately 1 nm. (Bottom
right) Cropped image of the Fe DL, showing the dislocation line (green), and
the spin spiral wave front (purple).
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The DL can exhibit two growth modes; pseudomorphic or relaxed. In
this image, the second phase is evident, resulting in dislocation lines for
stress relief. The bottom left image highlights this structure, with the green
line marking the location of a dislocation line. Previous SP-STM studies [73]
have determined that a spin spiral state is present, with a zig-zag wavefront
(contour of magnetization) that changes direction at the dislocation lines.
This is marked by the purple line.

As can be seen, the expected structural and magnetic features are present
in our samples of Fe on Ir(111). Thus, the system can be prepared with
su�cient quality to suit its use as a test of lateral magnetic resolution, using
the nanoskyrmion lattice on the Fe ML.

3.2 Thermal system of the STM

Having established the instrumentation and sample systems to be used, the
next step is the creation and measurement of a well-de�ned temperature gra-
dient between the STM tip and the sample. In this section, the equilibrium
situation of tip and sample at the same temperature will �rst be analyzed.
With the resulting understanding of the thermal �uxes and conductivities
present in the system, we can discuss the application of heating power via
an externally mounted laser, and the resulting development of a temperature
gradient between the tip and the sample. This includes both the experimen-
tal approach, and the measurement of the resulting ∆T , which is required
for the eventual determination of S.

3.2.1 Description of thermal elements

To start, the thermal elements of the system and their connections must be
de�ned. The basic components consist of the UHV chamber at room tem-
perature, the heat shield, the STM body, the sample, the tip, and the heat
exchanger of the cryostat. These are variously connected via both radia-
tive and thermal di�usion based channels, that are depicted schematically in
Figure 3.12.

The heat shield (HS) is radiatively coupled to the external environment
of the UHV chamber walls over its entire surface, except for the bottom face,
and internally to the STM, sample, and tip. It is connnected mechanically
to the underlying damping stage via three ruby ball spacers, but since the
damping stage is only loosely connected to the UHV chamber, we will ignore
this connection. Internally, the heat shield is connected via a system of ruby
ball spacers, steel rods, and steel plates to the internally hanging STM. In
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Figure 3.12: Macroscopic thermal system of the STM, with the major sources
of thermal conductivity between the elements. For modeling purposes the
elements in white boxes will be combined into a single thermal conductance
connecting the other elements in the colored boxes, which will be assumed
have to a well de�ned, uniform temperature. The connection between the
tip and the sample will be discussed in more detail separately.



46 Chapter 3: Experimental implementation

addition, a 20 cm long copper braid consisting of 800 strands, each with a
diameter of 50µm, provide a connection to the heat exchanger exhaust gas
shield, which is cooled by the cryogen after it has passed the connection point
for the STM cooling.

The STM body is coupled to the heat shield via radiative heat transfer
and by mechanical mounting to the heat shield, with cooling power provided
by a second copper braid, identical to the one for the heat shield, connected to
the heat exchanger. The temperature of the body is directly measured via a
thermal diode, which provides a reference point for modelling the equilibrium
temperatures.

The sample is in good thermal contact with the STM body via binding to
the sample plate, which is clamped into the sample receptacle. This recepta-
cle is glued with strongly thermally conducting epoxy to the body. The front
opening in the STM will allow some radiative coupling to the heat shield, but
the majority of thermal radiation will come from the internal cavity of the
STM. For an equilibrium situation with no temperature gradient, we expect
no net radiative transfer between the tip and sample, but this will change if
a signi�cant temperature gradient is present.

The thermal connection between the tip and tip holder, and the STM
body is considerably more complex, as shown in Figure 3.12. Starting from
the tip, there is the metallic tip holder, a macor mounting piece, the piezo
scanner tube, a second macor bushing, the sapphire prism, and the six coarse
drive piezo stacks. All these elements will combine into a considerable ther-
mal resistance between the tip and STM body. This makes the tip a much
more suitable candidate for temperature modi�cation than the sample, as
the required heating power will be much less for a given temperature change,
minimizing additional e�ects from the heating approach. The radiative cou-
pling is essentially the same as that for the sample, consisting of a small view
to the heat shield, and the dominant source of thermal radiation being the
internal STM body cavity.

There is also wiring into the STM to consider, for sample biasing and
tip current sensing, as well as for the piezo elements. The tip and sample
are connected to feedthroughs on the heat shield via thin manganin wires.
However, while these would be considerable heat sources at e.g. <1 K tem-
peratures, for our experiments they will be a negligible heat source, and can
be considered for modelling purposes as perturbative only.

3.2.2 Equilibrium tip temperature modeling

For determining S, the starting equilibrium temperature of tip and sample,
before any additional heating is applied, must be known. As stated in the
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previous section, the sample temperature is assumed to be equal to that of
the temperature of the STM body, which is measured nearby. However the
tip is much more insulated from the body by intervening components, but
is still subject to ambient radiation both from the STM body and from the
heat shield, which is presumably at a higher temperature. As the absolute
tip temperature is not directly measured, we will develop a model here for es-
timating the equilibrium tip temperature Ttip, given these thermal couplings.
This will provide an order of magnitude estimate of the expected tempera-
tures and thermal �uxes in the system, which will be used as a reference for
discussion of the later temperature di�erence modeling.

We are thus interested in three temperatures; the tip temperature Ttip,
the STM temperature TSTM, and the heat shield temperature THS. Referring
to Figure 3.12, we will consider Tsample = TSTM, Thex and TUHV to be constant,
and consider the thermal connnections as labeled in the �gure. For simplicity,
the elements will be assumed to be homogeneous, and at a single temperature.

For each element, the time-dependent change in temperature will depend
on the heat capacity C and the change in internal energy U :

dT

dt
=

1

C

dU

dt
, (3.9)

where dU
dt

is the sum of the heat �uxes into and out of the element and
the work done by the element. The system as we consider it will be closed,
and have no work performed on or by it. Thus, the only change in U for each
element can come from heat transfer between the thermal elements and the
environment. As no large electrical currents or magnetic �elds are present,
we need only consider radiative and di�usive heat sources:(

dU
dt

)
i
=
∑
j 6=i

(
qrad(i−j) + qdiff(i−j)

)
. (3.10)

Here the net change in internal energy for element i is the sum of the
net radiative power transfer between i and j, qrad(i−j), and the net heat �ux
between them, qdiff(i−j), for every element j in the system.

The heat capacity is only important for the thermal dynamics, as for an
equilibrium situation, where dT

dt
= 0, Equation (3.9) reduces to

dU

dt
= 0 . (3.11)

Given the condition of Equation (3.11), the simultaneous solution of
Equation (3.10) for every element of the system will give the set of equi-
librium temperatures.
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For a quantitative analysis then, the task is to de�ne qrad(i−j) and qdiff(i−j)

for each pair of elements. For many pairings, given the choice of how to
divide the system into separate elements, it is immediately apparent that
these values are zero (e.g. the STM body is not in mechanical contact to the
UHV chamber, but rather to the heat shield). Thus we will only discuss the
non-zero values.

Thermal conductance

The thermal conductance of qdiff(i−j) will be modeled using Fourier's Law [74],
which is su�cient for macroscopic heat �ux analysis. In discrete form, this
law can be stated as

qdiff(i−j) = −ki−j

(
Ti − Tj

)
, (3.12)

where the thermal conductance ki−j between the elements is a function of
their mechanical connection. This consists of both contact thermal resistance
at interfaces, and heat conduction through any intervening elements:

k−1
A−B =

∑
i−j

k−1
i−j , (3.13)

where the sum is over the thermal conductances across all of the inter-
vening elements, and the thermal contact conductances. In this case the
intervening elements are treated as thermal conductors only, ignoring any
heat sources or sinks, or radiative coupling. This is su�ciently accurate if
the parts are small, relative to the main elements.

Thermal radiation

For the radiative power transfer, as we initially have no directed light sources,
we are considering only the ambient thermal radiation of the various surfaces,
assuming macroscopic separations. The surface of every element in the sys-
tem is simultaneously absorbing incident radiation and emitting both its own
thermal radiation and re�ections of any incident radiation. If we assume gray,
di�usively emitting surfaces we can de�ne the net heat �ux through a surface,
due to radiation, as [75]:

qrad = εEb − αH , (3.14)

The emittance of the surface ε, which is the ratio between the emitted
radiation and that of an ideal blackbody, is a surface and material speci�c
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constant. This will come from knowledge of the utilized materials and sur-
faces (e.g. polished vs. unpolished). This also applies to α, which is the
absorptance of the surface. H is the net incident radiation on the surface.
Eb is the ideal blackbody radiation, de�ned in the Stefan-Boltzmann Law as

Eb = σBT
4 , (3.15)

where the surface is at temperature T , and σB = 56.70 nW/m2K4 is the
Stefan-Boltzmann constant.

The �ux H contains the incident radiation from the other surfaces, Hinc,
as well as any external sources of radiation Hext. Each surface in the system
is assumed to di�usely emit thermal radiation, de�ned by the radiosity J :

J = εEb + (1− α)H . (3.16)

If we consider a single surface i, only some fraction of J from the other
surfaces will be absorbed by i. We thus de�ne the view factor Fj−i, which
is the fraction of the total di�use radiation from element j that is incident
on element i. It is a purely geometric factor related to the relative position,
shape, and orientations of the considered surfaces.

In its most general form, solving for Hinc involves integration over both
the emitting surfaces and the receiving surface, with view factors varying by
both positions. However, a more practical approach is to divide the enclosing
emitting surfaces into a set of N subsurfaces. If these are chosen such that
they can be assumed to be homogeneous, both in J and in Fi−N, then the
integration can be avoided. This results in a discrete form of H for surface i:

Hi =
N∑
j=1

JjFi−j +Hext−i (3.17)

with the total �ux on surface i, Hi, being the sum of the radiosity Jj of
every surface (including i itself), modulated by the view factor from i to j,
Fi−j, with the �nal addition of the external �ux Hext−i [75].

The substitution of Equations (3.15) to (3.17) into Equation (3.14) gives
the result

qi
εi
−

N∑
j=1

(
1

εj
− 1

)
Fi−jqj +Hext−i =

N∑
j=1

Fi−j

(
Ebi − Ebj

)
. (3.18)

Here the sum is over all surfaces, including i. Equation (3.18) contains
both the heat �ux through surface i, and the temperature of the surface, via
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Ebi. Given the determination of F for each pair of surfaces, this relation can
be combined with Equation (3.12) for calculating the net heat change in the
thermal elements.

Combined model

The above relations describe a general approach to modeling the equilibrium
temperature of a connected system of thermal elements. We will use this
both for an estimate of the entire STM system, with no heating power and
a closed heat shield door, and later for the case of applied heating power.

To combine the above relations into a single model, we reformulate Equa-
tions (3.12) and (3.18) into vector form. For the radiative heat �ux,

qrad = C−1 · [A · eb − h0] , (3.19)

where qrad, eb, and h0 are the radiative heat �ux, blackbody radiation,
and external radiation of the thermal elements, and the matrices C and A
are de�ned as

Cij =
δij
εj
−

(
1

εj
− 1

)
Fi−j , (3.20)

and

Aij = δij − Fi−j . (3.21)

Here δij is the Kronecker delta function. For the thermal conductance,
we have

qdiff = K · T − b , (3.22)

where

Kij =
(
1− δij

)
kj−i − δij

∑
j

ki−j , (3.23)

and ki−j = kj−i.
The matrix K de�nes the thermal conductance between the elements of

the system. The vector b has the form

bi = −
∑
l

ki−lTl , (3.24)

and de�nes the heat exchange of the elements with �xed external heat
baths; e.g. the heat exchanger and the UHV chamber.
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Figure 3.13: Sketched geometries of the thermal elements, with relevant di-
mensions labeled.

Thus we have, in vector form, the full de�nition of the heat �uxes of the
system:

q = qdiff + qrad = K · T − b + C−1 · [A · eb − h0] . (3.25)

The solution of Equation (3.25) for q = 0, will yield the equilibrium
temperatures of the system.

Thermal model of heat shield, STM, and tip

As has been labeled in Figure 3.12, the later measurements were all performed
at an STM temperature of 50 K, which required a heat exchanger temperature
of Thex = 35 K. This heat exchanger temperature, and the room temperature
of Tenv = 300 K, will be taken as constants in the analysis.

The geometry we use to approximate the system is shown in Figure 3.13.
For simplicity, cylindrical and planar approximations of the elements have
been used.

Catalogues of view factors, solved for various elemental geometries, are
available in literature [75]. These have been used, along with the known and
labeled dimensions of the system, to calculate F for each coupling. These
are summarized in Table 3.1. Additional details regarding the calculation of
these factors can be found in Appendix A.

The emissivities of the surfaces can also be found in literature. The
UHV chamber consists of unpolished stainless steel, the heat shield and STM
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Elements (A-B) Fi−j Fj−i

Env-Heat Shield 0.05 0.5
Heat Shield-STM Body 0.27 1

Heat Shield-Tip 0.002 0.16
STM Body-Tip 0.002 0.84

Table 3.1: View-factors and areas.

body have polished gold surfaces, and the sample and tip are dependent on
the experiment. The emissivities of the necessary elements are tabulated in
Table 3.2. The values for the steel are for room temperature, while the others
are taken at temperatures to approximately match the known conditions;
50 K for the STM and 150 K for the heat shield.

Material ε
W 0.4 [76]

Unpolished steel 0.7 [75]
Polished gold (150 K) 0.01 [75]
Polished gold (50 K) 0.002 [75]

Table 3.2: Emissivities of elements used in the thermal model. The tem-
perature dependence of emissivities of metals means that at 150 K it will be
approximately halved relative to room temperature [77].

The thermal conductance between the elements of the system was calcu-
lated, using the materials and geometries from the previous section, giving
the values in Table 3.3. The calculations and assumptions are discussed in
more detail in Appendix A. The resulting thermal conductances between the
components of the system are in the range of 100µW K−1 to 1 mW K−1.

k
(
µW K−1

)
Heat Shield-STM Body (150 K) 133

STM Body-Tip (50 K) 848
Heat Shield-Heat Exchanger (35 K) 2300
STM Body-Heat Exchanger (35 K) 2300

Table 3.3: Estimated thermal conductances between elements of the system.
The thermal conductivities used for calculation were taken at the tempera-
tures indicated.

Using the values from Tables 3.1 and 3.2, Equation (3.25) was solved nu-
merically, using the SymPy [78], SciPy, and NumPy modules for the Python
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programming language [79].
The goal of the modeling was to set the overall scale of expected heat

�uxes and temperatures in the system, and more importantly their sensitiv-
ity to the system parameters. For this idealized element modeling approach,
�xed temperature reference points provide a useful check on the quality of
the model. Both an unconstrained and constrained non-linear solver were
used. The constrained solver used the condition of TSTM = 50 K. As this
was directly measured in the experiments, this is taken as the more accu-
rate solution, with a large divergence between the solvers taken as a sign of
numerical instability of a solution.

Overall, the model was capable of reproducing the expected temperatures.
Experimenting with the input parameters revealed a broad dependence of the
�nal temperatures on the ratio between the radiative heating and conductive
cooling components, as expected. It was found to be necessary to increase the
conductance to the heat exchanger by a factor of two to match the reference
temperature of the STM. This seemed reasonable as the emissivities of simple
surfaces not subject to oxidation, especially gold-coated ones, should be quite
comparable to literature. In practice, the resulting temperatures were quite
sensitive to the input system parameters. Thus, we will extract some broad
conclusions from this model.

With this taken into consideration, the constrained model estimated that
THS = 152 K, TSTM = 50 K, and TTip = 50.1 K. However, the unconstrained
solver returned THS = 152 K, TSTM = 50 K, and TTip = 54 K. From this,
we conclude that a temperature di�erence of a few Kelvin between tip and
sample, even in equilibrium, is plausible.

The in�uence of the opening of the heat shield door on the tip could be
evaluated by adjusting the view factors between enviroment and tip, and
heat shield and tip, accordingly. E�ectively, opening the door resulted in a
change in tip temperature ranging from 50 mK, for the unconstrained solver,
to 1.8 K, for the constrained solver.

Finally, an application of 1 mW of external irradiation to the tip results
in an increase of TTip in a range from 100 mK, for the unconstrained solver,
to 4 K, for the constrained solver. These values depended sensitively on
the emissivity of the tip and the thermal conductance to the STM body, as
expected. This sets the range of expected heating, if external radiation is
applied to the tip, as will be discussed in the following sections.

3.2.3 Implementation of tip heating via laser

With the previous understanding of the thermal conductivities in the system,
the creation of a temperature gradient can be discussed. Tunneling Seebeck
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coe�cients from the literature are on the order of 10µV K−1 [22]. For more
robust measurements that are simple to distinguish from noise, relative sig-
nals on the order of 100µV or more would be preferable. This implies a
temperature gradient of a few degrees Kelvin at a minimum is desired. How-
ever it should also not be too large, as at this point the linear approximations
outlined in Section 2.2 will become less applicable, once again complicating
interpretation.

Given the relative thermal isolation of the tip from the STM body com-
pared to the sample, we will heat the tip in order to create ∆T . The small
conductivity means both that less heating power will be required for a given
∆T , and that the tip temperature will be slower to react to drifts in the STM
body temperature, e�ectively �ltering out higher frequency variations.

Ideally we would like to be able to both heat and cool the tip relative
to the sample within the same experiment, but this is not possible with the
current apparatus, and will be left for future work. There are a variety of
possible approaches to heating the tip, including resistive heating elements,
thermal bridges, or radiative power transfer. These will be discussed in turn.

A resistive element, simply consisting of an electrically resistive element
located near the tip, has the disadvantage of requiring additional modi�cation
of the STM, and introducing an additional potential source for electrical noise
into the system. The relative heating e�ciency will also be quite low, since
it would need to be electrically well-isolated from the tip, both by distance
and insulating elements, implying a corresponding thermal isolation.

A thermal bridge, consisting of a mechanical connection between the tip
or tip holder and a warmer area of the system is also impractical without ex-
tensive modi�cations, and would be much more di�cult to smoothly adjust
the applied heating power. Also, given the di�cult nature of exactly deter-
mining temperatures, as seen in the previous section, this approach would
lack the required accuracy and repeatability necessary for reliable measure-
ments.

A hybrid of the two approaches could be considered for future work. A
heating element could be mounted relatively far away from the tip and sam-
ple, with an electrically-insulating wire connecting it to the tip holder region.
Much higher heating powers could then be applied to the element without
concern for electrical interference. However the implementation details would
also be complex.

For this work, the third approach of radiative heat transfer was chosen.
In contrast to the discussion in Section 3.2 of passive blackbody radiation,
a focused laser beam was used to deliver heating power directly to the tip
holder, through the open door of the STM. This solution is superior to the
other approaches due to the lack of modi�cations to the STM, the avoidance
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Figure 3.14: Mounting of the optical �ber for the laser to the output colli-
mator.

of any additional electrical input into the system, and the precision with
which the heating power can be adjusted. The tip holder was chosen for
heating to avoid any photoassisted tunneling e�ects [80].

An image of the utilized setup is shown in Figure 3.14. A �ber cou-
pled S1FC660 Fabry-Perot benchtop diode laser, supplied by ThorLabs, was
used, with a wavelength of 659 nm. The output power was adjustable, in
increments of 10µW, from 0 mW to the maximum output power of 15 mW.
The manufacturer speci�ed error for the power output was 10%. This laser
was connected, via a multi-mode optical �bre, to an adjustable collimator
mounted inside of a 5-axis stage as shown in the �gure. This allowed for
precise adjustments of the laser spot within the STM.

For operation, with the door open, the tip is approached to within tun-
neling distance of the sample, then retracted a few hundred nanometers. The
laser, set to minimum power, is turned on, and the laser spot adjusted to
shine on the tip holder. The indent in the tip holder, necessary for the tip ex-
change mechanism, should e�ectively increase the absorptance of the holder
via multiple re�ections. The collimator was adjusted such that the beam had
a minimum spot size at the tip holder. After this, the laser can be turned o�,
and STM operation continued as normal, with the door open in preparation
for later heating.



56 Chapter 3: Experimental implementation

3.2.4 Measurement of temperature di�erence

With the approach to creating ∆T decided, a method is needed to measure it.
Previous work measuring thermopower with STM lacked a detailed analysis
of the temperature gradient, relying either on binary heating/no-heating ap-
proaches or scaling of thermopower with applied heating power [19, 81, 32].
However, an accurate determination of ∆T is crucial for acquiring a reason-
able measurement of the Seebeck coe�cient. We have therefore undertaken
a more detailed analysis to obtain this [82]. This modeling was performed
as part of the Master thesis of Hermann Osterhage, which was supervised in
the context of this work [83], and further discussion can also be found there.

Following from Section 3.2.3, we will assume the sample temperature to
be �xed at the temperature of the STM (Tsample = TSTM), meaning only a
measurement of the relative change of Ttip is required. In principle, the signal
used to measure the temperature should originate as close as possible to the
tunneling junction. A thermal diode or thermistor placed close to the tip
requires electronic leads for measurement, providing an additional pathway
for heat into the STM. In addition, the accuracy of the measurement would
in general be low, due to unknown thermal conductivities between the sensor
and the STM elements.

A more accurate approach is the measurement of a temperature depen-
dent property of the tip itself. Many properties of solid materials are strongly
dependent on the temperature, but the optimal choice is one that is already
measured with high accuracy in the context of STM measurements. Thus,
we have used the thermal expansion of the tip and tip holder as a function
of applied laser heating power as a thermometer. As the tip position is con-
trolled via the piezo scanner tube with an accuracy of picometers, this results
in a sensitive signal for the temperature. To demonstrate this technique, an
expansion dataset will be analyzed in detail in the following.

Experimentally, the tip is brought into tunneling contact with the sample,
with no applied laser power. Once in equilibrium, the laser power is then
switched on, with the tip piezo feedback loop still closed. As described
previously, the tip holder rather than the tip is the target of the laser, but
it has been found that the temperature of the tip will essentially match that
of the tip holder while heating [83].

The tip and tip holder will begin to expand as the temperature rises,
bringing the tip closer to the sample. As the bias voltage remains �xed, the
tunneling current will rise, and the feedback loop will retract the scanner tube
in response. Although a thermal tunneling current will already be present,
the use of a bias voltage of at least some mV means that the dominant
tunneling will be due to this applied bias.
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Figure 3.15: Tip position normal to the surface as a function of time. The
tip was made from W, at a starting temperature of 50 K. Prior to t = 0 the
tip was in equilibrium, with V = 250 mV and Iset = 100 pA, and the drift
rate in z was minimal. The applied laser power was then changed from 0 mW
to 1.66 mW. The maximum expansion was 178 nm.

As long as the feedback loop is fast enough relative to the thermal ex-
pansion, tunneling contact will be maintained. The tip position normal to
the sample is then recorded over time, until the tip position reaches a new
equilibrium, giving data such as that shown in Figure 3.15.

The data shown was collected with aW tip, starting at a base temperature
of 50 K. As per the procedure, the laser power was set to 1.66 mW while
remaining in tunneling contact. To understand this curve, we �rst consider
the change in equilibrium tip extension. In general, materials will change size
in response to temperature, with a relative change in length. This change,
along a single axis and using a linear approximation, is described by

α =
1

L

dL

dT
, (3.26)

or, assuming a constant α, which is appropriate for small changes in
temperature,

∆L = αL0∆T . (3.27)
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The thermal expansion coe�cient α is material and temperature depen-
dent, and the reference length L0 is measured at a starting reference tem-
perature (in our case with no laser power). We take this to be the di�erence
between the starting position and the peak tip position, after approximately
30 min in Figure 3.15. Values for α for the materials used for the tips and
tip holders are given in Table 3.4. These are assumed to be constant, as the
expected temperature change is expected to be relatively small.

Material α (T = 50 K) K−1

W 1.02× 10−6 [84]
Cr 3.01× 10−7 [85]
Steel 3.86× 10−6 [86]

Molybdenum 1.04× 10−6 [84]

Table 3.4: Thermal expansion coe�cients for utilized materials.

In the simplest approach, Equation (3.26) is su�cient to estimate ∆T ,
given some estimation for L0. We will assume the tip and the tip holder
to be at the same temperature. The lengths used will be the extent of
the tip above the holder, and the height of the tip holder, as illustrated in
Figure 3.16. The values can be measured directly, before inserting the tip
into the UHV system.

Given the values in Table 3.4 and Figure 3.16, and the indicated expansion
of 178 nm from Figure 3.15, we can calculate ∆T using Equation (3.26),
applied to both elements separately. In this case, the combined expansion
must equal the measured expansion:

∆Ltotal = ∆Ltip + ∆Lholder =
(
αtipL0−tip + αholderL0−holder

)
∆T (3.28)

giving a value of ∆T = 15.7 K. This is an e�ective heating ratio of
9.4 K mW−1. This is twice as large as that predicted in Section 3.2, but in
the correctly predicted order of magnitude. A likely cause could be a larger
thermal resistance between the tip holder and the tip receptacle, as the spring
that �xes the holder is quite weak.

Additionally, when the tip holder is heated, there will be some temper-
ature gradient created in the holder and the other thermal elements, each
of which will also change length in response. Thus the determination of the
e�ective L for the tip and tip holder is not trivial, even with measurements
of the tip holder and tip lengths. To improve our approach, we incorporate
additional measured quantities into our model, namely the time dependence



Section 3.2: Thermal system of the STM 59

9 
m

m
3 

m
m

⌀0.8 mm

1 
m

m
5 

m
m

Tip

Holder

Laser

Figure 3.16: Sideview diagram of the tip and tip-holder, with marked lengths
used for modeling the change in temperature. For the equilibrium calculation,
a tip height of 3 mm and a tip holder height of 9 mm were used. The spot size
was calculated from the speci�cations of the optical �bre and the collimator.
Figure adapted from [83].
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of the expansion. We can restate Equation (3.26) in a time-dependent form
as

dL

dt
= αL

dT

dt
. (3.29)

The change in temperature as a function of time depends on the balance
of input power from the laser and heat lost to conductive cooling:

C
dT

dt
= APlaser + kTip−STM

(
TTip (t)− TSTM

)
, (3.30)

where C is the heat capacity of the tip/tip-holder system, A is the absorp-
tance of the tip-holder surface at the wavelength of the laser, and kTip−STM

is the thermal conductance between the tip-holder and the STM body. The
laser power Plaser we will take to mean the nominal output power set for the
laser. Although this will have some error, we assume it to be systematic,
resulting in an inconsequential shift in A.

For relatively small changes in Ttip, we can assume that α, C, A, and k
are constant. However, they are still unknown, meaning that multi-variable
optimization will be required to match this model to the measured curve.
This is an advantage, as many data points were recorded during the expan-
sion, as opposed to only two data points from the equilibrium measurement.
The �tted temperature from this approach will thus be better constrained to
the actual system.

Boundary conditions were used based on physical restrictions: A was
bounded between 0 and 1 and per our previous discussion, the tip and tip
holder were assumed to be at the same temperature.

As mentioned, the tip and tip holder will have di�erent e�ective expansion
lengths, and will in some cases be made of di�erent materials with di�erent
values for α. Since these lengths are not precisely known, they should also be
used as �tting parameters, albeit with boundaries set by the approximately
known geometry.

We can however remove a �tting parameter, by noting that the heat
capacity C can be calculated directly from the tip and tip holder lengths: C =
cPV , where c is the material dependent speci�c heat. This will be utilized
for the �tting, with the added simpli�cation of taking the base temperature
of the tip for the value of c. As a check, we can also look at the retraction of
the tip, after the laser power is turned o�. In this case, the value for A has no
e�ect, further reducing the parameter space. As can be seen, the retraction
curves also match the measured data very well.

Thus, to perform the �tting, for each step of the �tting, the coe�cients
Ltip, Lholder, A, and kTip−STM, were chosen by a non-linear optimization algo-



Section 3.2: Thermal system of the STM 61

rithm, and then used to solve Equation (3.30). The resulting dT
dt

can be used
to calculate dL

dt
, via Equation (3.29), to give a modeled expansion(retraction)

curve. The resulted curve was then evaluated at the same time steps as the
actual data, and the sum of the squares of the di�erence at each point was
calculated. This was used as a �tness value for the optimization algorithm,
which attempts to �nd a parameter set to minimize this value.

This was done for every tip used, with multiple expansion and retraction
curves. To illustrate this, data taken with a bulk Cr tip attached to a steel
tip holder, on the Fe DL on W(110), were �tted, with the result shown in
Figure 3.17. At the marked points there is a break in the curve, as the laser
power was held constant for some hours for scanning and spectroscopy to
be performed. As can be seen, the model �ts the behaviour very well. The
equilibrium Z values are repeatedly well-matched at the same laser power,
although some di�erence in expansion lengths can be noted. From the bottom
plot of the modeled temperatures, this results in a variation of approximately
±1 K. This variation was used as an estimate of the error in the �nal modeled
temperatures.

The peak temperatures retrieved from the model are plotted against the
applied laser power in Figure 3.18. A linear �t to the resulting data gives a
�nal heating e�ciency of 4.7 K mW−1. This is very near the upper end of the
range of heating e�ciences roughly estimated in Section 3.2. The linearity of
the temperature with respect to the laser power was predicted in literature,
where a Greens function method was used, with the assumption of uniform
irradiance of a conical metal emitter [87].

Although the �tting results are well-matched to the data, it is still unclear
if there are degeneracies in the system. This can lead to unphysical values
from the �tting, despite a good match to data. For example, a higher laser
absorptance will lead to a higher energy input into the system, which can be
countered by a larger thermal conductivity. However, we can compare the �t-
ted value for the thermal conductances to the calculated value in Section 3.2.
The �tted model gives an average value of kTip−STM = 109 µW K−1, while
the direct calculation results in kTip−STM = 848 µW K−1. While certainly
di�erent, these values are still on the same order of magnitude, meaning the
�tted results are of the correct physical scale.

This procedure must be performed for every realignment of the laser,
which will give di�erent e�ective heating powers, and for every tip, necessi-
tating the collection of expansion/retraction data with every dataset. For the
same tip and sample, in subsequent experiments it is also su�cient to note
only the maximum expansion/retraction as a function of the laser power, and
calibrate this to a temperature using the �tting data from previous experi-
ments. In this case the heating e�ciency is recast in units of K nm−1.
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Figure 3.17: (Top) Tip position normal to the surface (blue), with �tted
model (red), as a function of time, using a bulk Cr tip with steel tip holder.
Laser power was held constant at the marked points while imaging and spec-
troscopy were performed, on the timescale of hours. Each section of Z data
has been �tted separately and o�set to match the end point of the previous
section, to compensate for thermal drift in the STM. (Bottom) Correspond-
ing tip temperature returned by the model. The di�erence of approximately
1 K between identical laser powers for the two heating sequences was taken
as the error in the temperature determination.
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Figure 3.18: Modeled peak temperatures as a function of the applied laser
power, for a bulk Cr tip. A linear �t (red) results in a heating e�ciency of
4.7 K mW−1.

As these results are self consistent and give reasonable values for the
heating, this method of �tting the expansion of the tip and tip holder with a
linear thermal expansion model will be used to provide the values of ∆T used
in the following experimental analyses. This is a macroscopic approach, and
will give a temperature for the bulk of the tip, but will neglect microscopic
e�ects occurring directly at the junction. However, as the Seebeck e�ect
is de�ned on a macroscopic level, this is consistent and su�cient with the
measurement.

3.3 Tip-sample potential measurement

Thus far, all the requirements for inducing magneto-Seebeck tunneling have
been described. The remaining step is the measurement of the generated
potential, which we will describe in this section.

Based on the previous discussion, we must be able to accurately measure a
change in the electrical potential between the tip and the sample on the scale
of µV. However, this must be done such that the tunnel junction (i.e. the
tip-sample separation) does not change appreciably during the measurement.
In a solid-state planar junction, this process generally involves attaching the
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measurement probes from a nanovoltmeter, or small current ammeter, to
either side of the tunneling junction. With an STM however, we require
continuous measurement of the tunneling current in order to maintain the tip-
sample separation. This removes the ability to make open-circuit potential
measurements, without some modi�cation to the scanning procedure. Any
method must also be su�ciently quick such that the sample can be scanned
without lateral thermal drift becoming too large of an issue, so that atomic-
scale structures can still be identi�ed.

For this, we rely on the method of scanning tunneling potentiometry,
originally introduced in the work of Muralt and Pohl [36]. This approach has
been used successfully to study a variety of e�ects, involving both tunneling
thermopower [88, 89, 33], and lateral potential gradients [90]. The general
technique consists of two components: the use of an alternate feedback signal
for maintaining the tip-sample separation, that is not dependent on the DC
tunneling current, and a DC current compensation approach to measuring
the tip-sample potential. We will discuss these in turn.

3.3.1 Constant-conductance STM

For maintaining the tip-sample separation, two approaches are apparent:
The tip positioning loop can be switched on and o� in a gated scheme, or an
alternative signal for the tip positioning can be used. The latter must allow
for simultaneous measurement of the DC tip-sample potential or current,
while maintaining tip-sample tunneling contact.

The �rst option has been used in previous work [81], but the switching
time is prohibitive, as some settling time is required after switching, either to
accurately measure the potential, or to return to an equilibrium tip position
prior to further scanning.

We have elected to use the second approach. The two primary candidates
for alternative signals, which must be at least as sensitive to the tip-sample
separation as the tunneling current (i.e. an exponential dependence), are the
tunneling noise and the di�erential conductance. Both have been shown to
depend exponentially on the tip-sample separation [91], but the thermal noise
has the disadvantage of requiring extensive averaging time due to the small
signal-to-noise ratio, which limits the achievable scanning speed. Critically,
we require that the feedback signal will be only weakly dependent on the DC
bias, when scanning with low voltages. Provided the noise is measured over
some band that is well o�set from 0 Hz, or that dI

dV
is measured in a linear

region, both signals will ful�l this requirement.
Thus, according to our requirements, the di�erential conductance was

used as a feedback signal for the tip positioning. This was measured using
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the lock-in ampli�er, as per the data shown in Section 3.1.3. In the following,
we will refer to this tip-positioning feedback approach as σ − STM.

Regarding the previous requirements, we must address the data in Sec-
tion 3.1.3, where it was visible that the measured dI

dV
is a mixture of to-

pographic features and electronic structure [91, 92]. For use as a scanning
feedback signal, we must show that the electronic structure contribution is
minimized near the Fermi level, where the tunneling thermovoltage will be
measured. We consider the expression for the tunneling current, for simplic-
ity at zero temperature [92]:

I ∝
∫ eV

0

dερS (E) ρT (E + eV )T (V ) , (3.31)

with the transmission factor

T = exp

(
−

2
√

2me (φ− E + eV )

~

)
. (3.32)

With the assumption of near-constant DOS near the Fermi level, this
results in [91]

dI

dV
(V ) ∝ eρT (0) ρS (eV )T (V ) +

∫ eV

0

dερT (±eV ∓ ε) ρS (ε)
d

dU
T (V ) .

(3.33)
Thus, with small applied bias voltages, the second term in Equation (3.33)

is considered negligible, leaving only the �rst term, which is equivalent to
Equation (3.31) for V = 0. Thus, when scanning in this mode at low
bias voltages, the same topographic contour will be followed as in constant-
current mode. This means a one-to-one correspondence between topographic
features is expected between constant-current and constant-conductance im-
ages, which we will use to verify the correct operation of the scanning, and
cross-talk from purely electronic features will be suppressed.

However, as outlined in Section 2.2, Seebeck tunneling also depends on
the structure of the density of states directly at the Fermi level. If the tip
feedback method and the Seebeck coe�cient are dependent on the same tun-
neling parameter, then cross-talk can occur between the topographic channel
and the potential measurement channel. To prevent this, a signi�cantly larger
modulation voltage for the lock-in ampli�cation was used (> 10 mVPk− Pk),
as compared to the expected thermovoltages. This means that the signal used
for the positioning feedback is e�ectively averaged over a much larger energy
band than the smaller scale Seebeck e�ects we are interested in. This should
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aid in decoupling changes in topography from changes in S. In addition,
the scan will ideally follow a contour de�ned by dσ

dx,y
= 0. But as per Equa-

tion (2.21), S ∝ σ′, and thus this mode will not merely scan along a contour
of S.

The change in feedback signal was implemented via software in the STM
controller, without requiring any change in cabling. This allows for quick
switching between conventional STM and σ − STM. Experimentally, the
tip can be approached to the sample using conventional STM with known
settings, and once equilibrium has been achieved and the desired surface
conditions have been veri�ed, the method of tip feedback can be switched.

3.3.2 Bias compensation

As has been described in the literature [36], the tip-sample potential for a
tunnel junction can be de�ned as the negative of the external bias that must
be applied in order to maintain zero tunneling current. For measuring the
potential, we note that the STM apparatus as described in Section 3.1.1 is
analogous to a closed circuit, via the virtual ground of the I/V pre-ampli�er.
This means that a thermopower will generate an associated thermal tunneling
current, which will be detected by the pre-ampli�er.

The implementation of constant-conductance feedback for the tip posi-
tion enables the adjustment of the DC tunnel bias without changing the tip
position, at least for small changes in V and for time scales much slower than
the few kHz used for the lock-in ampli�er measurement. Thus, for small tun-
neling currents, the potential can be measured by adjusting the DC bias such
that the average tunneling current is zero.

It can be pointed out that the thermal tunneling current is related to
the thermopower by the tunneling resistance, which can be independently
measured, and so is an equivalent measurement of Seebeck tunneling. Thus,
a scan over the sample with �xed Vbias = 0, while recording the tunnel-
ing current, is also a measurement of Seebeck tunneling, only requiring a
measurement of σ for an actual conversion to S. However, the practical ad-
vantage of measuring the potential directly via current compensation is that
any other e�ects due to current, such as Joule heating, can be avoided.

To perform this potential measurement in a closed circuit situation, a
feedback loop is added that measures the tunneling current and applies a
compensating bias voltage to the junction, such that zero net tunneling cur-
rent results. This feedback loop, operating as a PI controller, can be im-
plemented directly as an analog component of the measurement circuit [32].
For our measurements, it was implemented using the STM control system
shown in Figure 3.5, via a provided software module. With this approach,
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Figure 3.19: Schematic representation of the STM electronics, when operat-
ing with constant conductance and bias compensation.

the feedback loop runs on the internal FPGA, which operates directly on the
input signals without any processing, minimizing the response time of the
feedback. This allows for the compensation signal to be treated identically
to all other measured STM quantities, meaning it can be immediately used
for further calculation, as a signal for spectroscopy or feedback modules, and
saved as an additional channel of any scanned images.

The only settings required are the standard PI controller parameters, in
our case formulated as a proportionality constant and a time constant. These
can be initially estimated by knowing the scanning speed and junction resis-
tance. For �ne tuning, the scanning speed and PI constants were adjusted
while scanning to minimize overshoot e�ects at step edges. These can be di-
rectly identi�ed by comparing both directions of a line scan over this feature,
and minimizing the di�erence between them.

The implementation of the combined bias compensation and σ− STM is
shown schematically in Figure 3.19. For convenience, we will still refer to
this combined system as σ − STM.

3.4 AC recti�cation

With the previously de�ned apparatus, material choices, and temperature
and potential measurement techniques, we can consider any complicating
additional e�ects that may appear in the current compensation data. Given
the choice of using a lock-in ampli�er to measure the di�erential conductance,
an additional e�ect must be considered: recti�cation of AC signals in the
tunneling junction.
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This e�ect is well-known for tunneling junctions, and was one of the
�rst practical uses for these devices [80]. It arises from the asymmetric be-
haviour of the tunneling conductance with respect to voltage. Considering
for simplicity a single frequency sinusoidal signal, this means that the aver-
age tunneling current over one period can be non-zero. This has been clearly
derived in the literature, in the context of recti�ed laser frequencies, starting
with a general Taylor expansion around V = V0 of I (V ) [93]:

I (V ) =
∞∑
n=0

1

n!

dnI0

dV n
(V − V0)n . (3.34)

As per our assumption for the applied voltage, we take

V = V0 + VAC cosωt . (3.35)

The substitution of Equation (3.35) into Equation (3.34), followed by
averaging over time, results in a DC component of the tunneling current
with the form

IDC = I0 +
∞∑
n=1

V 2n
AC

2n (2n)!

d2nI0

dV 2n
(3.36)

Here I0 = I (V0), which is the current resulting from the DC voltage
V0. Thus, non-zero even-numbered derivatives of I (V ) will result in a DC
tunneling current component dependent on the modulation voltage VAC. If
we assume only the n = 1 term of the summation is signi�cant, we get

IDC ≈ I0 +
V 2

AC

4

d2I0

dV 2
AC

. (3.37)

If we make the further de�nition that I0 = σV0, and assume from the
compensated conditions of the experiment that IDC = 0, we are left with

V0 = −V
2

AC

4

Σ

σ
= VAC−rect , (3.38)

where

Σ = σ′ =
d2I

dV 2
. (3.39)

The parameter V0 in Equation (3.38) will be the voltage output by the
bias compensation system.

This result can be compared to our previous expression for S from Equa-
tion (2.21):
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SA/B = −π
2k2

B

6e2

Σ

σ
TA/B . (3.40)

From this, it can be seen that the recti�cation e�ect has the same depen-
dence on the ratio of the non-linear to the linear conductance. In fact, the
tunneling thermopower can also be viewed as fundamentally being a recti�-
cation e�ect. Thermally excited electrons tunnel back and forth across the
junction, but due to electronic asymmetries are slightly more likely to remain
on one side of the junction rather than the other.

In general, the tunnel junction is subject to a time-dependent electrical
potential, which is most commonly decomposed into a sinusoidal spectrum.
We will refer to individual non-zero frequency signals within this spectrum
as AC signals. These include both deliberately applied signals, such as that
from the lock-in ampli�er, and unwanted noise signals. This AC noise can
come from either the external environment, e.g. via an open heat shield,
through the STM cabling, or be generated from other physical processes,
e.g. mechanical vibration varying the tunneling resistance.

In particular, the metallic, unshielded tip can act as an e�ective antenna
for radio waves [94]. As a rough approximation, assuming the tip and holder
to form an approximately 1 cm long resonator, this corresponds to a range
from a few hundred MHz up to some GHz, which is potentially problematic
as many measurement electronics operate in this frequency range.

Assuming for the moment a single AC signal, applied by the lock-in am-
pli�er, we then have:

Vcomp = − (Vtherm + VAC−Rect) =

(
π2k2

B

3e2
TS∆T +

V 2
AC

4

)
Σ

σ
. (3.41)

Here the voltage across the tunnel junction, compensated by Vcomp, is
composed of two contributions: the thermally generated voltage, Vtherm, and
the DC voltage created by the recti�cation e�ect, VAC−rect, as per Equa-
tion (3.38).

From this linear relationship then, the amplitude of one signal can be used
to predict the other. If Vcomp is measured for ∆T = 0, then Equation (3.41)
can be solved for Σ/σ. This in turn can be used to calculate S:

S =
Vtherm

∆T
=
π2k2

B

3e2
TS

Σ

σ
= −π

2k2
B

3e2

4VAC−rect

V 2
AC

TS . (3.42)

However, it should be noted that this relies on complete knowledge of the
actual time-dependent potential present at the tunnel junction. In practice
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this may be di�cult to determine, e.g. given external noise sources and
thermal excitations. Regardless of their source, any periodic potential will
be subject to the recti�cation e�ect, as per Equation (3.38).

For relatively low amplitudes, it is reasonable to assume that the tun-
nel junction will react linearly [95], leading to a summation of the recti�ed
currents due to each signal:

Vmeasured = V0 + VDC +
∑
ν

VAC (ν)2

4

Σ (ν)

σ (ν)
, (3.43)

where V0 is the unmodi�ed tip-sample potential that we would like to
measure, VDC is the sum of any external DC biases, and VAC (ν) is the fre-
quency dependent AC amplitude. This approximation relies on the summed
amplitudes of the AC signals being small enough such that any higher order
terms in I (V ) remain negligible. Stated another way, we must remain in a
region of I (V ) that is well-modeled by a quadratic function.

There exists an extensive body of literature regarding the interaction
and recti�cation of AC signals, both electronically and optically induced, in
STM tunnel junctions [80, 87]. This includes detection of beat frequencies,
and variation of the recti�cation voltage due to both thermal oscillations
and time-dependent modi�cation of the tunneling barrier. However, in this
experiment we are only concerned with the net generated DC signal, and can
ignore any time-dependent e�ects due to interacting AC signals. To simplify
the analysis, we will thus de�ne a single e�ective AC voltage, VAC−eff , such
that

V 2
AC−eff

4

Σ (0)

σ (0)
=
∑
ν

VAC (ν)2

4

Σ (ν)

σ (ν)
. (3.44)

A method for determining VAC−eff for a particular experiment will be
shown in later analysis. The physical interpretation of VAC−eff is problematic,
but in the low-noise environment of a well-shielded STM junction, this can
be simpli�ed as just the sum of a few incident AC signals.

The recti�cation will only be linear up to some high-frequency limit,
determined by the mean lifetime of the electronic states that are involved in
the tunneling and the operational tunneling time [80]. The idea here is that
due to the discrete nature of electron tunneling, if an AC signal is of such
high frequency that an electron tunneling event cannot occur in one half-
wavelength, then no tunneling will occur, and the recti�cation current will
be identically zero. In practice this limit is a few femtoseconds, corresponding
to visible light, although the interpretation of these studies is ongoing.
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Signi�cant �uxes of higher energy radiation are unlikely in our experimen-
tal setup, so any non-linear e�ects should not be signi�cant, and regardless
would still be contained within VAC−eff . Since our laser spot is focused a
macroscopic distance away from the tunnel junction, we can thus assume
that photo-assisted tunneling, due to stray photons from the laser or the am-
bient environment, will be negligible. For our purposes then, we will consider
only the regime of relatively low frequency signals.

3.5 Bias spectroscopy

For an additional determination of S, we can take advantage of the low-noise
spectroscopy available in cryogenic STM to directly measure I (V ) around the
Fermi level. This is done by �rst establishing tunneling contact and waiting
for any drift in tip position to settle. The tip height and bias compensation
feedback loops are then broken, and the bias voltage swept over a speci�ed
range while measuring the resulting tunnel current. After the sweep the
feedback loop is again closed, and normal operation of the STM can continue.

With su�cient resolution and averaging, accurate values for σ and Σ are
acquired by numerical di�erentiation of the resulting spectroscopy curves.
These values can then be substituted into Equation (2.21) to predict S. They
can also be used to predict the recti�cation voltage via Equation (3.36).

3.6 Measurement technique for Seebeck tun-

neling

Given the description of the basic STM in Section 3.1.1, the tip and sample
systems in Sections 3.1.2 and 3.1.3, the thermal gradient creation and mea-
surement in Section 3.2, and the measurement of the tip-sample potential in
Section 3.3, the measurement of magneto-Seebeck tunneling is possible.

Starting with the prepared sample and tip in the cooled STM, the basic
procedure will be as follows. First the tip is approached to within tunneling
distance of the sample, either in conventional STM or σ − STM mode. The
laser is mounted and aligned, then switched o�, and the system is moni-
tored until thermal equilibrium returns, as observed in the drift rate of the
tip position. The tip is then scanned over the sample, using the σ − STM
mode, and, at minimum, the topographic and compensating bias signals are
simultaneously recorded.

The laser is then switched on at some de�ned power. The resulting tip
expansion due to heating is recorded by maintaining tunnel contact and
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recording the vertical tip position over time. Once this has reached some
plateau, indicating a new thermal equilibrium has been reached, the sam-
ple is again scanned with the same feedback parameters and the change in
tip-sample potential for the di�erent areas of the sample is recorded. This
change, stated as a function of the change in temperature acquired from the
expansion data, then gives a measure of S. The measurement is repeated for
multiple steps in laser power, both increasing and decreasing, to increase the
accuracy of the �nal result.

For additional con�dence in the acquired measurement of S via tip-
heating and potential measurement, additional independent approaches to
measuring S in the same tunneling conditions are required. From the pre-
vious sections, we have de�ned two separate purely electronic methods to
predict S while assuming ∆T = 0. The comparison of these results to the
directly measured value for S serves �rst as a veri�cation of the preceding
assumptions for temperature modeling, and second as a proposal to use these
methods, which are experimentally easier to implement, as a useful tool to
quickly predict S in existing STM setups without requiring any modi�ca-
tions.

In equilibrium conditions then, for the same tip, bias spectroscopy curves
and the compensation voltage as a function of the amplitude of the lock-in
modulation are also recorded. These can then be used to calculate predicted
values for S, giving a complete set of inter-related measurements, providing
increased con�dence in our approach.

3.7 Summary

In this Chapter, we have presented the necessary experimental elements for
measuring (magneto-)Seebeck tunneling using an STM.

First, the realization of the necessary tunneling junction was presented.
This required a description of the VT-STM used for the experiments, as well
as the tunneling tips and sample systems used in the experiments.

Following this, the thermal environment of the STM was presented in
more detail. This involved modeling of the equilibrium heat transfer between
the major components of the system, description of the heating of the tip
via external laser, and the proposed method for measuring the resulting
temperature di�erential between the tip and the sample.

With the thermal environment understood, we then discussed the method
for measuring the electric potential between the tip and the sample. This
constant-conductance STM (σ-STM) allows for lateral imaging of this poten-
tial, and is an established technique in literature. For our experiments, it was
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combined with a magnetic tunneling tip to allow for magnetically resolved
measurements.

Finally, experimental considerations were explored, with the e�ect of AC
recti�cation, the technique of bias spectroscopy, and a summary of our mea-
surement technique for Seebeck tunneling detailed.





Chapter 4

Spin-averaged Seebeck tunneling

In this Chapter, the result of applying the previously outlined experimental
methods to a sample of single and double atomic layers of Fe on W(110),
recorded using a bulk W tip, will be presented. The resulting data, lacking
spin-contrast, will be used to demonstrate the behaviour of the constant-
conductance, compensated current STM method (σ − STM), and verify the
predictions made in Chapters 2 and 3. This will establish a basis for later
chapters, which will focus on the magnetic results. Parts of this analysis has
been published in Journal of Physics D [82].

First, the baseline performance and attributes of σ−STM will be demon-
strated, using images of the surface recorded with no tip heating. The pro-
cessing and analysis of these images will be outlined, and comparisons will
be made to conventional STM images of the same area.

This will lead into a discussion of the measured VComp without tip heat-
ing. Bias spectroscopy will be used to predict the expected AC recti�cation
potential, and a technique will be presented to account for systematic biases
in both DC and AC signals.

Following this, we make predictions for S, on both the Fe DL and Fe ML,
along with values for the various surface structures, using bias spectroscopy
and AC recti�cation results. This is followed by the e�ect of heating power
being applied to the tip, which results in a direct measurement of S for surface
structures. The predictions and measured data will then be compared and
discussed. The results of multiple datasets will be presented, to demonstrate
the reliability of the measurement technique.
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Figure 4.1: (Top left) Topographic STM image of the Fe DL on W(110),
imaged using a W tip, with U = 25 mV, Iset = 1 nA, and TSample/Tip =
50 K. (Top right) Same area subsequently imaged using σ − STM, with a
conductance setpoint of 2.8 nS. The bias feedback loop was closed, meaning
the nominal DC current for the image was zero. (Bottom) Comparison of
indicated lateral pro�les from the STM and σ − STM images.

4.1 Topographic comparison

The result of imaging the topography of a sample of nominally 1.7 atomic
layers of Fe on W(110) using σ− STM is shown in Figure 4.1. This was per-
formed on the same area as the data in Figure 3.7, which is shown again here
for comparison. The regular STM data was collected with a setpoint of 1 nA
with a bias of 25 mV. The σ − STM data was collected using a conductance
setpoint of 3.3× 10−9 nA V−1, as measured using a lock-in ampli�er. The
ampli�er was operated with an output sinusoidal voltage VAC = 6 mVRMS,
at a frequency of 3.2 kHz. The trans-impedance ampli�er was set to a gain
of 10× 108 A V−1, which results in a manufacturer speci�ed bandwidth of
7 kHz, allowing for adequate detection of the conducted AC signal.

As can be seen from the �gure, the same topographical features are
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present with both imaging techniques. As can be seen in the comparison
of line pro�les, e�ectively the same step height and variation over the dis-
location line are measured. In addition, a one-to-one match of impurities is
also present.

This is reasonable, because when performing conventional STM scanning
with a �xed bias potential, the tip-sample separation is adjusted to main-
tain a constant current. This also results in a constant conductance contour
being followed, albeit the integrated conductance rather than the di�eren-
tial conductance. As the metal-insulator-metal tunnel junctions generally
have near-Ohmic behaviour near the Fermi level [95], and we are scanning
with low bias voltages, then the integrated and di�erential conductances are
practically equal.

The only di�erence then is that with σ − STM the conductance must
be measured. As this is a second-order e�ect, with respect to the bias and
current, this in general necessitates a longer measurement time, and is more
susceptible to measurement noise. Speci�cally, the STM image in Figure 4.1
was completed in 21 min, while the σ − STM image required 5.7 h.

We can thus conclude that the STM and σ − STM techniques follow the
same topographical contours of the sample during scanning, enabling direct
comparison of the results. The actual tip-sample separation will depend on
the feedback setpoints used.

4.2 Compensated current imaging

The corresponding bias signal for Figure 4.1, collected with the compensating
feedback loop closed, is shown in the bottom of Figure 4.2, with the di�er-
ential conductance map of the same area imaged with regular STM shown
above for comparison. As with the topographic channel, there is a one-to-one
correspondence between the structures present in both images. The slower
scanning speed of the σ − STM image leads to an increased in�uence of lat-
eral thermal drift, which is readily apparent in the shape of the ML vacancy
near the upper-center of the images, which di�ers between the images.

While the equivalence of the surface geometry is apparent, the connec-
tion between the relative changes in amplitude of the two signals requires
further consideration. From Equation (2.16) it is understood that dI

dV
is a

result of the product of the DOS of tip and sample, o�set by the applied bias
potential. However, the actual measurement of dI

dV
is not a point measure-

ment, but is rather a result of the averaged DOS over the energy range of
the applied lock-in signal, ±VAC. This is relevant, if we consider the regime
of low bias voltages, as we are using here. During the STM scan, the tip
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Figure 4.2: (Top) Di�erential conductance image of the Fe DL on W(110),
imaged using a W tip, with U = 25 mV, Iset = 1 nA, and TSample/Tip =
50 K. (Bottom) Bias channel of σ − STM image of same area, taken with a
conductance setpoint of 2.8 nS. No laser heating was applied while imaging,
meaning that the tip is nominally at the same temperature as the sample.
The same four domain walls are noted in both images for comparison.
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will follow a DOS contour, or equivalently stated, will maintain a constant
tunnel conductance. In a perfectly Ohmic regime, the dI

dV
would then have

the same value as this tunnel conductance, and we would expect no contrast
in the dI

dV
image. The fact that we do see structure must then come from

non-linearities present in the DOS.

This then explains the one-to-one correspondence with the Vcomp image.
As explained earlier, both the Seebeck voltage and any AC recti�cation volt-
age depend on the ratio of the 2nd order non-linear conductance d2I

dV 2 to the
linear conductance. For the dI

dV
contour followed by σ− STM then, any con-

trast must arise in d2I
dV 2 , giving the connection to the

dI
dV

STM channel. Practi-
cally any change in electronic structure should appear in the images, provided
it is not just a constant o�set, whether due to changes in atomic position
for stress relief as in the dislocation lines, or due to tunneling anisotropic
magneto-resistance (TAMR) as evidenced by the presence of domain walls
in both images (labeled).

The di�erence in noise and resolution then comes from the details of the
feedback techniques. For comparison, we note that the dI

dV
image in Figure 4.2

has not been corrected at all, and imaging took 21 min. This relatively
fast scanning results in the overshoot observed near the step edges, and low
resolution in areas of detailed electronic structure, such as the dislocation
lines.

The Vcomp image, on the other hand, required 5.7 h. The speed of the
Vcomp scanning is limited by the tip-position feedback loop. The speed must
be slow enough that the lock-in ampli�er can measure dI

dV
with su�cient

accuracy, so that the tip is moved in the proper direction. If the scan speed
is too fast the tip movements will be essentially time delayed, resulting in tip
crashes or imaging artifacts. In the case of the scan speed being too fast for
the bias feedback loop to maintain zero net tunneling current, the measured
value for Vcomp will be incorrect. This has been corrected by estimating the
correct value for Vcomp using the non-zero tunneling current, as described
in Appendix B. This correction has been applied to all images used in this
analysis.

Some additional e�ects can be observed in the Vcomp image as well. The
suppression of overshoot e�ects at the edges allows for much greater resolu-
tion of the interaction of the domain walls with the step edges and dislocation
lines. In addition, one can see that the average value for the ML vacancy near
the top of the image di�ers from that of the extended ML areas elsewhere,
while this detail is not apparent in the dI

dV
image.
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4.2.1 Measurement of average tip-sample potential

Before continuing with the discussion of the components of the observed Vcomp

signal, we will �rst de�ne the procedure for determining the average value of a
region. The average compensation biases from Figure 4.2 for the ML and DL
domains are Vcomp−ML = −0.52 mV and Vcomp−DLDM = 0.12 mV respectively.
In addition, as a demonstration of the ability of this approach to examine
smaller structures, the value for the domain walls was also determined to be
Vcomp−DL−DMW = 0.21 mV.

These were found by creating a histogram of Vcomp only for the area
of interest, determined by drawing a mask over the image. The resulting
histograms exhibited a normal distribution, which is reasonable as the applied
and measured voltage should both be subject to thermal �uctuations in the
electronic components (e.g. cabling, analog-digital converters, etc.). Thus
it was su�cient to �t a Gaussian function to the histograms to determine
the mean. This is demonstrated in Figure 4.3. For the domains, individual
impurities were removed from the mask, but in practice their presence only
adds a slight shift in the distribution. In later analysis, this approach will be
assumed whenever Vcomp for a speci�c surface area is measured.

4.3 Sources of contrast in potential

Now that we have shown that the tip-sample potential can be reliably mea-
sured, the possible sources of such a potential can be discussed. The σ−STM
image in Figure 4.2 was recorded without laser heating applied to the tip,
implying that, at least nominally, ∆T = 0 K. The fact that signi�cant con-
trast was nevertheless observed between sample areas indicates that a careful
analysis of additional signal sources is required.

If any DC biases are present, for example from the measurement elec-
tronics, these will appear as a systematic error in the measured compensa-
tion bias, leading to an o�set in the measured values. This can arise from
di�erences in grounding between e.g. the STM control electronics and the
lock-in ampli�er, or from internal o�sets in the instruments. This will give
rise to a shift in the DOS of one side of the tunnel junction relative to the
other, leading to di�erent values for σ and Σ. However, this would not in
general lead to a contrast between di�erent areas of the sample, and so can
be treated simply as a voltage o�set VDC.

As described in Figure 3.19, an AC signal is applied to the junction via a
lock-in ampli�er to measure the tunnel conductance. Thus a portion of the
observed signal can be attributed to AC recti�cation of the lock-in applied
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Figure 4.3: (Top) Ucomp images of Fe on W(110), imaged using a W tip,
with σset = 3.2 nA V−1, and TSample/Tip = 50 K. Overlayed on the images
are manually applied masks (bright) indicating the Fe ML, Fe DL domains,
and Fe DL domain walls. (Bottom) Histograms of the areas under the masks,
with the labeled means determined by �ts of Gaussian functions (not shown),
result in values of Vcomp−ML = −0.52 mV, Vcomp−DL−DM = 0.12 mV, and
Vcomp−DL−DMW = 0.21 mV.
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modulation voltage, as predicted in Section 3.4. Any additional signals, for
example from measurement electronics, will also in principle be recti�ed,
contributing to the measured Vcomp.

4.4 Bias spectroscopy

To understand and decompose these signal contributions, I (V ) spectroscopy
was performed, with a di�erent tip but same sample preparation, as described
in Section 3.5. Examples of the resulting curves, for the ML and for the DL,
are shown in Figure 4.4. From these curves, values for σ and Σ were acquired
by �tting a third order polynomial to the I/V data.

These values were then used to calculate predictions for Vrect for these
areas using Equation (3.38), given the known value for VAC from the lock-
in ampli�er. This procedure results in the prediction of Vrect−ML = 71 µV
and Vrect−DL = 209 µV. As discussed previously, this arises from

∣∣ΣDL (0)
∣∣ >∣∣ΣML (0)

∣∣. However these predictions di�er signi�cantly from the average
value of these areas in Figure 4.4, both by their o�set from zero, and by the
di�erence between the two areas.

4.4.1 E�ective AC signal and DC o�set

Given the discrepancy between our prediction and the measured values, it
must be that VAC−eff varies signi�cantly from VAC−lockin. If bias spectroscopy
is available for two distinct areas of a sample, a relatively simple procedure
can be used to simultaneously determine both VDC and VAC−eff . To show
this, we will consider the Fe ML and Fe DL data from 4.4. For an analytical
explanation, we make the assumption that the same VDC and VAC−eff must be
present when scanning over both areas, as they arise from external sources.
It then follows that we must have

VML =
V 2

AC−eff

4

ΣML

σML

+ V0 = V 2
ACβML + V0 (4.1)

and

VDL = V 2
AC−effβDL + V0 , (4.2)

where the substitution β = Σ/4σ has been made. This system can be
solved for V0 and VAC−eff , giving us

V0 = VML − βML
VDL − VML

βDL − βML

(4.3)



Section 4.4: Bias spectroscopy 83

0.25

0.00

C
ur

re
nt

 (n
A)

Fe ML
Fe DL

5.0

7.5

 (n
S)

100

0

 (n
S 

/ V
)

40 20 0 20 40
Bias (mV)

20

0

/
 (V

)

Figure 4.4: Representative curves of I (V ) for the Fe ML and DL, with
TTip−Sample = 50 K and a modulation voltage of 6 mVRMS. σ − STM was
used to position the tip between spectroscopy points, with a feedback setpoint
of 3.8 nA V−1. The top plot shows the acquired data points, �tted by a third-
order polynomial. The resulting σ (V ) and Σ (V ) calculated from this �t are
shown in the subsequent plots. The ratio Σ/σ is shown in the bottom plot,
showing a di�erence between the ML and the DL for V = 0.
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Figure 4.5: Di�erence between the measured VML/DL, Vmeas, and the value
calculated from spectroscopic conductances, Vspec, as a function of applied
modulation voltage. The indicated crossing point gives the result for both
V0 = −760 µV and VAC−eff = 18.2 mV Pk-Pk.

and

V 2
AC =

VDL − VML

βDL − βML

. (4.4)

Thus, given experimental values of βML/DL, the external DC and AC
signals can be found. This can be seen as the crossing point of the two
curves in Figure 4.5, where the di�erence between the compensation voltage
predicted by Equation (3.38) and the actual measured values, as a function
of the applied modulation voltage, are plotted.

As these values will vary between every experiment and apparatus, being
able to quickly calculate these values is a useful calibration tool.

4.4.2 AC recti�cation

To verify that the recti�cation potential behaves as predicted in Section 3.4,
an experiment was performed, with a di�erent sample preparation than the
previous data but still Fe on W(110), where the tip was brought into tun-
neling contact with the sample in σ − STM mode. The door was closed
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Figure 4.6: (Top) Vcomp vs. AC amplitude of a second applied AC signal, on
the Fe ML and DL on W(110), with a W tip and TTip−Sample = 50 K. The tip
position feedback loop was open during the sweep. Both curves are �tted by
a quadratic function, and the di�erence between the �ts is plotted (Bottom).

during this experiment, to minimize external signals. A second AC signal, at
a di�erent frequency, was applied to the junction, and the peak-to-peak am-
plitude of this second signal was swept from 0 mV to 45 mV. Representative
curves for both the ML and DL are plotted in Figure 4.6.

As can be seen, the compensation bias indeed exhibits a quadratic depen-
dence on the applied AC signal on both areas, indicated by the plotted solid
lines. This implies that the recti�ed AC signal from the lock-in ampli�er and
the recti�ed second AC signal indeed combine linearly. Thus, as long as the
combined magnitude of the AC signals is small relative to the curvature of Σ
in Figure 4.4, we can treat them as independent, as per our assumptions in
Section 3.4. We will also assume that σ and Σ are independent of frequency
[80].

The di�erence between the �ts of the two areas is given by the function
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VDL−ML = 8 µV−1V 2
AC + 0.4 mV. As a check, from the remnant contrast of

0.4 mV, we can calculate that VAC−eff = 7 mV, which indeed matches the
amplitude of the lock-in ampli�er used during the experiment. Thus for this
experiment we can see that the only strongly contributing AC signals were
the ones applied by the lock-in ampli�er and our swept signal. We can thus
conclude that the AC recti�cation e�ect is present as expected, and that for
small signals can be treated as either a linear combination of contributions,
or as arising from a single e�ective AC voltage.

4.5 Predicting Seebeck values

Now that the baseline Vcomp signal is understood, and the validity of the
feedback method established, the actual experimental goal of measuring S
can be realized. Before the tip-heating experiment is performed, values for
S can be predicted from the AC recti�cation data, as per Section 3.4, and
from bias spectroscopy, as per Section 3.5.

Examples of bias spectroscopy on the ML and DL were already displayed
in Figure 4.4. These were taken as part of a line of spectroscopy points, on
both the ML and the DL. The reference image for the line of spectroscopy,
as well as resulting predictions for Vrect and S, are shown in Figure 4.7.
The modulation voltage VAC−eff used to calculate Vrect was found as per
Section 4.4.1.

Here the ML and DL can be clearly distinguished by an abrupt change
in Σ, with a corresponding change in the calculated S. From this data, we
can predict Seebeck values of SML = 3.1 µV K−1 and SDL = 13.4 µV K−1.
The agreement between the Vrect predicted from spectroscopy and the actual
measured values in Figure 4.3, makes the calculated S e�ectively a prediction
from both datasets.

4.6 Tip-heating data

With the previous sections, we have predictions for S on the sample surface:
the average ML and DL via bias spectroscopy, and of more detailed structures
via AC recti�cation mapping. We can now compare these to the actual results
of tip heating experiments.

The experiments were performed as described in Section 3.6. This was
done for two di�erent tip preparations on the same sample preparation, here
referred to as datasets 1 and 2, in order to test the repoducibility of the
results. The tip consisted of bulk W in a Mo tip holder. The tip expansion
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data, similar in form to Figure 3.15, was �tted to provide the tip temper-
ature as a function of laser power, giving an e�ective heating coe�cient of
9.4 K mW−1, twice that of the bulk Cr tip. Since the tip temperature tends to
follow that of the tip holder, this change can be attributed to the properties
of Mo vs steel, in addition to any variation in the alignment of the laser.

For datasets 1 and 2, the initial measurements were performed in thermal
equilibrium, with the STM door already open. The laser was then turned
on to a �xed value of 1.66 mW, and the second datapoint was collected after
equilibrium was again reached. The results for the two datasets are shown
in Figure 4.8.

We can now discuss the results in turn. Dataset 1 was measured using
the same tip preparation as used for the lateral bias spectroscopy shown in
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Figure 4.7. This spectroscopy predicted values of SML−Spec = 3.1 µV K−1, and
SDL−DM−Spec = 13.4 µV K−1. We can compare this to the measured values
for SML−Heated = 3.2 µV K−1 and SDL−DM−Heated = 14.3 µV K−1. As can be
seen, there is an excellent agreement between the spectroscopic results and
the actual heating data. This agreement is signi�cant, as it validates the
method of measuring both Vcomp and ∆T . While the tip-sample potential
measurement for Vcomp is already established in the literature, the veri�cation
of the approach for ∆T is a novel result.

On the topic of repeatability, we can move on to discuss dataset 2. Again,
this was the same sample preparation, but with a di�erent W tip preparation.
We can see that the contrast between the ML and DL domains is slightly
reducted at all data points. As per Section 4.4.2, assuming that the feedback
system is keeping σ constant, this means that the di�erence in Σ between
the two areas is reduced. Given the o�sets relative to dataset 1 then, we can
conclude that ΣML has increased slightly, and ΣDL−DM has decreased. This
should correspond to an increase/decrease in SML/DL−DM, which is precisely
what is observed. This again demonstrates the predicted connection between
Vrect and Vcomp.

4.7 Summary

In this Chapter, the results of spin-averaged measurements of Vcomp on the Fe
ML/DL on W(110) were presented and compared to standard STM imaging.
It was demonstrated that the σ − STM technique follows equivalent topo-
graphical contours as conventional current-feedback STM, and that electronic
structures appearing in dI

dV
images tend to also appear in Vcomp images, as

expected. A standard method for measuring the averaged Vcomp value for
given areas was then de�ned.

Following this, the magnitude of the measured potential was discussed.
The contrast achieved with no tip-heating was adequately explained in terms
of the predicted e�ect of AC recti�cation, with support from I (V ) spec-
troscopy. This was used to make predictions for Seebeck values of both the
Fe ML and DL. These areas were then investigated using heated-tip imag-
ing, from which values for S were obtained in good agreement with those
spectroscopically predicted.

This agreement justi�es the applied approximations for the linear expan-
sion tip-heating model employed to calculate ∆T , and the literature predic-
tions for the linear dependence of S on Σ [40]. Additionally, the consistency
of these results implies that accurate predictions for S can be made without
the need to modify an apparatus to support the creation of ∆T , meaning that
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this technique can be applied with only minor software changes to existing
STM setups.



Chapter 5

Spin-dependent Seebeck tunneling

In this Chapter we will present the results of applying the method of σ−STM
and tip-heating to the Fe mono/double layer (ML/DL) on W(110) for TSTM =
50 K, this time using a spin-polarized bulk Cr tip to provide magnetic con-
trast. In this analysis, we will rely on the results of Chapter 4 regarding the
basic behaviour of the spin-averaged results and the correspondence between
spectroscopic results and S. Thus we will focus on the magnetic tip-heating
data, giving a direct measurement of magneto-Seebeck tunneling on the Fe
DL on W(110).

To start, we will again compare the results of imaging the same sam-
ple area with STM and with σ-STM (without tip heating), focusing on the
comparison of the electronic structure via the dI

dV
channel and Vcomp channel

respectively. This will be followed by the actual tip-heating data for the Fe
DL, and the resulting surface-dependent values for S will be used to translate
a Vcomp image without tip heating into an image of S. This will then be used
to analyze the spin-dependent domain wall structure. As a last step, the
results of the imaging technique being applied to the Fe ML/DL on Ir(111)
will be shown. A signi�cantly lower STM temperature of 25.3 K was used,
as at these temperatures the Fe ML exhibits a nanoskyrmion lattice, further
demonstrating the capability of σ − STM to study S at the nanoscale, and
its potential use in future technological applications.

5.1 Method comparison

The sample of Fe layers was again prepared according to Section 3.1.3, and
the temperature of the STM was again held constant at 50 K. This tempera-
ture was chosen to be as low as possible to increase the relative heating power
of the laser, while remaining under the Curie temperature of the Fe layer
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Figure 5.1: (Top) STM image of the Fe DL on W(110), imaged using a bulk
Cr tip, with V = 250 mV, I = 1 nA, and TSTM = 50 K. The topography is
shown on the vertical axis, and is colored by the dI

dV
data. (Bottom) σ-STM

image of the same area, with σset = 8 nS, and Vmod = 6 mVRMS. Again, the
vertical axis is the topography, now colored by the Vcomp data.

(220 K [96]) and under the Néel temperature of the bulk Cr tip (311 K [97]),
and keeping liquid He consumption low enough to allow for the extended
measurement times required by the relatively slow scanning of σ-STM.

The subsequent result of imaging the Fe ML/DL using both STM and
σ-STM under these conditions is shown in Figure 5.1. The STM image was
taken with a bias voltage of 250 mV, and a current feedback setpoint of 1 nA.
For the σ − STM image, the imaging was performed with a RMS voltage of
the sinusoidal lock-in signal of 6 mV, and the tip feedback setpoint was set
to 8 nS.

As has already been determined from Chapter 4, the topographical data
in both images is essentially identical. We will thus focus on the additional
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magnetic information in the electronic structure data; i.e. the dI
dV

and Vcomp

channels. Here we can see the expected correspondence between the dI
dV

and Vcomp channels, this time with the alternating orientations of the Fe DL
domain structure providing additional contrast (labeled with arrows). Of
immediate note is the reversal of contrast between the two images, with the
same domain having a high (bright) dI

dV
signal, and a low (dark) Vcomp signal.

However, the ML also has a larger average value for dI
dV

than the DL, which is
the opposite of what was observed using the W tip, e.g. in Figure 4.2. This
contrast �ip is likely due to an adjustment of the lock-in ampli�er phase
setting, as a change of 180 degrees will reverse the contrast in a dI

dV
image,

and will have no e�ect on the determination of S.
We know from Chapter 2 that the magnitude of σ will be largest when the

tip and sample magnetizations are aligned parallel, and smallest for an anti-
parallel alignment. Thus, the dark Vcomp domains in Figure 5.1 correspond
to a parallel junction, and the bright domains to an anti-parallel junction.
However, as the particular alignment is not necessary for our analysis, we will
refer to the domains as bright and dark, with the Vcomp image in Figure 5.1
as a reference.

5.2 Tip-heating results

The results of heating the tip with the laser can now be presented. Again, this
experiment was performed with an equilibrium STM temperature of 50 K,
with the Fe DL on W(110) prepared as per Section 3.1.3. The measurement
was performed with a bulk Cr tip, implying a �xed tip magnetization that
was then scanned over the magnetic domains of the sample. A di�erent tip
preparation was used, as compared to Figure 5.1. However, during the course
of the measurement no tip changes were evident, and the tip was in tunneling
contact for the duration of the experiment.

Analogously to the previous chapter, the average Vcomp values for Fe DL
domains (bright and dark) were used to measure the change in thermovoltage
while stepwise increasing the laser heating power. The values for ∆T were
found via the linear expansion model described in Section 3.2.3.

The results are shown in Figure 5.2, with values for S extracted via a
linear �t Vcomp versus ∆T . From the previous chapter, we know that the
di�erence in Vcompbetween the domains for ∆T = 0 K can be attributed to
AC recti�cation.

As can be seen, the value of Vcomp for both domains scales linearly with
the generated ∆T . Furthermore, we see a distinct value for S for each do-
main. This is exactly the signature of magneto-Seebeck tunneling that was
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Figure 5.2: Change in Vcomp for the Fe DL, on the bright and on the dark
domains, due to laser heating of the tip. Each dataset has been �tted with
a linear function, yielding the values of S shown.

expected, and complies with the prediction of Equation (2.33). With this,
we can see that the e�ect of magneto-Seebeck tunneling applies even on a
single-atom scale tunneling junction. The di�erence between the domains of
4.1 µV K−1 is reasonable, relative to literature values for planar junctions [22,
98]. The measurement of this e�ect was the primary goal of this project.

5.3 Seebeck analysis of magnetic domain walls

With the previous tip-heating data, and our explanation for the spectroscopic
results, we can again convert an image of Vrect into an image of S, and
investigate lateral magnetic properties of surface structures. This was done
for a section of domain walls on the Fe DL from Figure 5.1, with the results
shown in Figure 5.3.

Here the image was converted from Vcomp to S using the linear con-
version from Equation (3.42). We can see that, as with the W tip data,
the model of spin-dependent and spin-orbit coupling dependent terms from
Equations (3.6) and (3.8) also describes the lateral variation in Vcomp. Here
we equate the tunneling magneto-resistance e�ect (TMR) to the tunneling
magneto-Seebeck e�ect (TMS), and we introduce the de�nition of the tun-
neling anisotropic magneto-Seebeck (TAMS) e�ect, which is the analog of
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Figure 5.3: (Left, proceeding downwards) STM image of two bright domains
and two dark domains, as well as extracted line pro�le, averaged over the
width of the image, �tted with a model of multiple domain walls (locations
indicated). The resulting functions for TMR and TAMR contributions are
plotted separately, and the �tted phase pro�le of the sample magnetization is
shown. (Right, proceeding downwards) Same domains imaged using σ-STM,
linearly converted into a Seebeck image using the experimental parameters:
VAC−eff = 8.5 mVPk-Pk and TSTM = 50 K. Again, the averaged line pro�le is
shown, �tted by a model of TMR and TAMR contrast, here labeled as tun-
neling magneto-Seebeck (TMS) and tunneling anisotropic magneto-Seebeck
(TAMS) contributions. The lateral pro�le of the sample magnetization is
again indicated.
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Figure 5.4: Results of �tting a model of TMS and TAMS contrast to a
sequence of four magnetic Bloch walls, imaged using σ-STM and converted
to values of S using experimental parameters.

the tunneling anisotropic magneto-resistance (TAMR) e�ect. The �t results
are presented in Figure 5.4.

The �tting gives a TMS parameter of STMS = 1.48 µV K−1, which results
in the splitting between the magnetic domains. We also have a TAMS pa-
rameter with a value of STAMS = 1.6 µV K−1 This value however, as with
STMS, is tip-dependent, and so cannot be taken as a de�nite measure of the
Seebeck value for a magnetic domain wall. However, these large values for
STMS and STAMS support the conclusion that magnetic contributions to S
can be of equal or larger magnitude than the observed surface-dependent
variations.

5.4 Fe layers on Ir(111)

In order to evaluate the potential resolving power of this technique, a sample
of Fe ML/DL on Ir(111) was also imaged using σ-STM. The sample was
prepared as per Section 3.1.3, and the measurements were performed with
TSTM = 25.3 K using a bulk Cr tip. The results of the imaging are shown
in Figure 5.5. With the current experimental setup, it was not possible to
heat the tip and keep the STM temperature below the minimum needed to
maintain the skyrmion lattice. However, as our previous results have shown,
predictions for S can still be made based on Vrect or bias spectroscopy, and
this has been used to convert the Vcomp data into predicted values of S.

The topographic channel of the STM data is shown in the �gure, as the
Fe ML lattice contrast was most apparent with this imaging. The square
nanoskyrmion lattice (indicated) on the Fe ML can be distinguished, with
localized disruptions due to impurities. Near to the step edge to the DL, an
intermediate region where the lattice is distorted is also visible.

On the Fe DL, we can see a one-to-one correspondence between the topo-
graphic and Vcomp images. However, an additional contrast pattern is present,
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Figure 5.5: (Top) Topographic STM image of the Fe ML and DL on Ir(111),
obtained using a Cr tip, with V = 250 mV, Iset = 1 nA, and TSTM = 25.37 K.
(Bottom) Same area, imaged using σ-STM, with VAC = 10.8 mV Pk-Pk.
Measured values have been converted to predicted Seebeck values using these
experimental parameters.
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Figure 5.6: (Top) Cropped section of the Fe ML from Figure 5.5, showing the
topographic STM data (right) and converted Vcomp (right) on the same area.
(Bottom) Indicated line pro�le over the Fe ML nanoskyrmion lattice on the S
data is plotted, showing a predicted Seebeck modulation of ≈ ±0.3 µV K−1.

with dark nodes appearing along the dislocation lines. Although this could
be due to magnetic contrast, a more likely explanation for this dark nodal
pattern is a structural disruption shifting the electronic states. This was
already observed for the Fe DL on W(110) in previous sections.

In order to highlight the lateral resolution of the σ-STM imaging, Fig-
ure 5.6 shows a subsection of the data on the Fe ML. The square lattice is
immediately visible in both the topographic and Vcomp images. A represen-
tative line pro�le for the ML, plotted below, shows that the nanoskyrmion
lattice, with a periodicity of 1 nm, is clearly resolved by the imaging. From
this, we can predict a peak-to-peak variation of around 0.6 µV K−1 across
the lattice. This demonstrates that σ-STM with a magnetic tip is a viable
imaging technique even for sub-nanometer scale magnetic structures.

5.5 Seebeck sensor for spintronics

The nanometer scale resolution of magneto-Seebeck tunneling presented in
this chapter has implications for future device applications. As an example,
magnetic hard drives now use bit sizes on the scale of a 12 nm by 50 nm [99].
While small, the di�erence between these elements and the 1 nm periodicity
imaged here is a reduction in surface area by two orders of magnitude. This
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Figure 5.7: Illustration of the proposed use of magneto-Seebeck tunneling
as the sensing process for a racetrack memory device. Waste heat from the
surrounding device is used to create the necessary temperature di�erential
between the sensor and the racetrack, and the change in Vcomp as the magnetic
elements are moved under the sensor is mapped to binary bits.

implies that next-generation storage technology could use tunneling sensors
to manipulate single nanometer scale magnetic structures for reading and
writing data.

As an example of this, the concept of a racetrack memory has been pro-
posed [100]. The central idea is that single magnetic elements (bits), e.g.
domain walls or skyrmions, are pushed along a track, where the track is
narrow enough that the bits form a single line. A stationary sensing/write
head then reads/writes the bits as they pass by. This concept is advanta-
geous if the speed at which the bits can be moved and positioned exceeds
the mechanical limits of scanning speed for the magnetic sensor.

A key component of this device is the sensor element. We propose that
the magneto-Seebeck tunneling e�ect could be used as a sensor, with the
necessary temperature di�erential between sensor and racetrack being gen-
erated using waste heat from the surrounding electronics. This is illustrated
in Figure 5.7.

The primary advantage of this approach is that sensing the magnetic state
of the junction using Seebeck tunneling avoids any heating of the magnetic
bits, e.g. via Joule heating. This becomes increasingly important with de-
creasing bit sizes, as small magnetic elements are subject to the well-known
Néel-Brown law for magnetic particles [58]. This law essentially states that
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there exists a temperature above which a previously ferromagnetic particle
will begin to �ip between parallel and anti-parallel states, relative to its easy
axis. This temperature depends on the geometry of the particle, with smaller
particles having smaller activation temperatures. Thus, for small magnetic
bits, avoiding unecessary heating becomes critical for the reliability of data
storage.

5.6 Summary

In this Chapter measurements of magneto-Seebeck tunneling using an STM
were presented. First, the results of scanning the Fe DL on W(110), with
its alternating magnetic domains, using a bulk Cr tip and σ-STM were dis-
cussed. This clearly demonstrated that magnetic contrast is present using
σ-STM, with a direct correspondence to the magnetic structures imaged us-
ing conventional spin-polarized STM.

Following this, the result of tip-heating on the Fe DL domains was pre-
sented. This resulted in a clearly distinguishable di�erence between the
bright and dark domains, linearly dependent on the temperature di�erence
between the tip and sample. This clear evidence of magneto-Seebeck tunnel-
ing is the primary result of this thesis.

This result was then extended down to the single nanometer scale with
the observation of resolvable variations in Vcomp on the nanoskyrmion lattice
of Fe on Ir(111) with a periodicity of approximately 1 nanometer. This
resolution was then used as a basis for proposing the use of magneto-Seebeck
tunneling as a sensor element for a racetrack memory device, for potential
use in next-generation data storage technologies.

Thus, with the presented technique, Seebeck tunneling can be studied
in a more quantitative way than previous work, with a lateral resolution
equivalent to other STM techniques.



Chapter 6

Conclusion and outlook

In this thesis, we have presented the results of our investigations into the
e�ect of magneto-Seebeck tunneling across a vacuum barrier.

In Chapter 2, the theoretical underpinnings of the work were described,
�rst in the context of a generic planar tunneling junction. This included
descriptions of spin-averaged and spin-dependent Seebeck tunneling. The
equivalence between the planar derivations and the magnetic tunnel junc-
tion created in spin-polarized scanning tunneling microscopy (SP-STM) was
detailed.

In Chapter 3, we set out our approach to the measurement of magneto-
Seebeck tunneling using an SP-STM apparatus. First the apparatus itself
was described, and the examples of the sample systems used later in the
work were presented, measured using standard STM techniques. Following
this, the necessary modi�cations and tools needed for the later measurements
were discussed. This included measuring the tip-sample potential using the
method of scanning tunneling potentiometry, σ − STM, and generating a
temperature di�erential across the tunnel junction by heating the STM tip
with an external laser. We developed a model of linear thermal expansion
in order to extract the temperature change of the tip from the time-resolved
tip expansion data, gathered by remaining in tunneling contact while chang-
ing the tip heating. Finally, the additional e�ect of AC recti�cation was
described, and its relevance to the goal of measuring Seebeck tunneling was
clari�ed.

Following these preparatory chapters the results of our investigations were
presented, starting in Chapter 4 with spin-averaged data, measured on the
Fe double layer (DL) on W(110), using a W tip. This was done in order to
precisely quantify the behaviour of the measurement approach, before the
added complication of magnetic sensitivity. To start, σ− STM scanning was
compared to regular STM scanning, exhibiting a one-to-one correspondence
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of topographical and electrical features. With this established, spectroscopic
results were used to verify that the signi�cant contrast in potential observed
even without tip heating arises from the AC recti�cation e�ect. These spectra
were also used to predict the Seebeck coe�cients for the system. These
modeled values were then compared to actual tip heating data, and found
to be in good agreement. This supports the approximations necessary for
our proposed linear tip expansion heating model, and our derived connection
between the magnitude of the AC recti�cation and the eventual values for S.

Having established the baseline behaviour of the technique, we then moved
on to spin-dependent data. This was again measured on the Fe DL on
W(110), but using a bulk Cr tip for magnetic sensitivity. The analysis
followed that of the spin-averaged data. First the magnetic sensitivity of
σ − STM was compared to SP-STM, and again a direct correspondence be-
tween magnetic features measured using either approach was found. We then
presented direct evidence of a change in tip-sample potential due to a tem-
perature di�erential across the tunnel junction, that was dependent on the
magnetic state of the junction, i.e. magneto-Seebeck tunneling. This obser-
vation is the central result of this thesis. We followed this with observations
of the nanoskyrmion lattice on Fe on Ir(111) with σ − STM, to show the
potential of our approach for investigating S at even smaller scales, which
was then used to propose the use of magneto-Seebeck tunneling for sensory
applications in a racetrack memory device.

Outlook

The work presented here opens many options for future research. A few
promising avenues of inquiry include:

� Di�erent sample systems, with the goal of maximizing the switching
contrast.

� Improvements to the measurement technique, including microscopic
temperature measurements directly at the tunnel junction.

� Time dependent studies, with the goal of observing thermal spin-transfer
torque induced changes to magnetization dynamics.

Taken together, the work described in this thesis lays the groundwork for
future investigations into the broader topic of thermal e�ects in magnetic
tunnel junctions.
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Appendix A

Equilibrium temperature

modeling

This section contains supporting information for the modeling of equilibrium
temperatures, considering a system of thermal elements coupled via direct
heat conduction and thermal radiation. The sample temperature was con-
sidered as �xed to that of the STM body, and the STM body temperature is
directly measured during the experiment. Thus the only temperatures that
are free to vary are that of the tip and of the heat shield. It will thus be
su�cient to calculate the thermal connections only for these two elements.

A.1 Heat shield

As stated in Chapter 3, the heat shield will be assumed to be a homoge-
neous thermal element. Although large thermal gradients may exist in the
shield, especially in the region of the connection between the shield and heat
exchanger braid, this assumption is su�cient for the purpose of the model-
ing, which is to establish an approximate temperature range for the thermal
elements.

A.1.1 Heat shield - UHV chamber

For Q̇rad(HS−UHV), we assume a geometry of nested cylinders of equal length,
but di�erent radii. The view factor for this situation is symmetric for the
two cylinders, and has the form [75]



118 Appendix A: Equilibrium temperature modeling

FA−B =
1

R

[
1− H2 +R2 − 1

4H
− 1

π

(
cos−1 H

2 −R2 + 1

H2 +R2 − 1
−√

(H2 +R2 + 1)2 − 4R2

2H
cos−1 H2 −R2 + 1

R (H2 +R2 − 1)
−

H2 −R2 + 1

2H
sin−1 1

R

)]
,

(A.1)

where R = rA
rB

and H = h
rB
. With rUHV = 10.5 cm, rHS = 3 cm, and

h = 10 cm, we have FUHV−HS = 0.05 and FHS−UHV = 0.5.

A.1.2 Heat shield - Heat exchanger

The connection between the heat shield and the heat exchanger is via a
copper braid, and assumed to be purely di�usive. We will approximate the
braid as having the same temperature as that of the heat exchanger. The
braid consists of 800 copper cables with a combined cross-section of 1.57 mm2,
and a cable length of 20 cm. Assuming a thermal conductivity for copper of
κCu = 30 W/m2K, for a heat exchanger temperature of THex = 35 K, the
thermal conductance between heat shield and the heat exchanger will be
kHS−Hex = 3.1 mW K−1 [76].

A.1.3 Heat shield - STM body

For the radiative heat transfer, we have again applied a nested cylinder geom-
etry as per Equation (A.1). Although there are some intervening elements,
namely the steel supporting rods, they are of a thickness such that the ma-
jority of the STM body is still exposed to the heat shield.

Applying this approach, with rHS = 3 cm, hHS = 10 cm, rSTM = 1.6 cm,
and height hSTM = 5 cm, we have FHS−STM = 0.27 and FSTM−HS = 1. This is
assuming negligible radiative transfer between the STM body and the sample
and tip.

The mechanical contact between the heat shield and the STM is via a
series of steel rods and plates, as well as three ruby balls. Assuming ma-
terial temperatures of 50 K, we have used krods = 0.93 mW K−1, kplate =
0.3 mW K−1, and kruby = 188 mW K−1.
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A.1.4 Heat shield - Tip

The tip can be approximated as a small plane, with an area of 10 mm2. This
plane will see a reduced area of the inner heat shield surface, via the front
opening of the STM. We will approximate this viewable region as circular.
From the known geometry of the STM, the approximate area of the heat
shield seen by the tip will be 7.5 cm2. The view factor relation for an area
element normally situated along the central axis of a circular element is [75]

Farea−circle =
A(

h
r

)2

+ 1
, (A.2)

where A is the area of the planar element, h is the separation between
the planar element and the circular element, and r is the radius of the cir-
cular element. With the stated dimensions here and in Figure 3.13, we have
FHS−Tip = 0.002 and FTip−HS = 0.16.

A.2 Tip

As the radiative connection between the tip and the heat shield has already
been described, there remains only the connection between the tip and the
STM body to describe.

A.2.1 Tip - STM body

For the radiative coupling, as the view factor between the tip and the heat
shield has been described, and the convex shape of the tip prevents any
self-heating, we can simply assume that FTip−STM = 1− FTip−HS = 0.84.

Mechanically, we can add up the contributions to the thermal conductance
in series. The contact conductance at each interface was assumed to be much
greater than that of any of the elements, and so was neglected. For material
constants, we use the values in Table A.1.

Material κ (W/mmK)
Macor 0.00146 [76]
Sapphire 9 [75]
W (150 K) 4 [75]

Table A.1: Thermal conductivities of materials used for modeling the thermal
conductance between the tip and the STM body. The temperature is assumed
to be 50 K.
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The series of connecting elements was as follows: the tip holder, the
top macor bushing, the piezo-scanning tube, the bottom macor bushing, the
sapphire prism, and the six coarse-drive piezo stacks. Taken together, the
total thermal conductance between the tip and the STM body was taken to
be kTip−STM = 848 µW K−1.
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Appendix B

Uncompensated tunneling current

An additional correction has been applied to the measured values of Vcomp,
to correct for the settling time of the bias feedback loop. Here we de�ne
settling time as the time required for the feedback loop to �nd the new correct
compensation voltage, if the tip-sample potential is changed. In general this
will depend on the speci�c implementation of the feedback controller, as well
as the change in potential.

Until the correct compensation value is found however, there will be a net
tunneling current across the junction. If the tip is being scanned too fast,
such that the bias has insu�cient time to settle, then the recorded value
for Vcomp will be incorrect. To quantify this, assuming small biases, we can
de�ne an error signal, ∆V , as

∆V = Videal − Vcomp , (B.1)

where the ideal compensation voltage Videal is de�ned such that

σVideal = I = 0 . (B.2)

This error signal will lead to the previously mentioned undesired tunneling
current:

Ierror = σ∆V , (B.3)

with Ierror being the di�erence between the actual tunneling current and
the setpoint for the feedback loop (here Iset = 0):

Ierror = I − Iset . (B.4)

To see how to recover the ideal tip-sample potential then, we can substi-
tute Equation (B.3) into Equation (B.1), giving
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Videal =
Ierror

σ
+ Vcomp . (B.5)

Experimentally, this requires simultaneously recording the tunneling cur-
rent and conductance, while performing the σ−STM measurements. We can
then recover the information by point-wise combining the I, dI

dV
, and Vcomp

images according to Equation (B.5). This is illustrated in Figure B.1.
We can see that |Ierror| is largest where the value of Vcomp varies rapidly

(e.g. single impurities and step edges), which matches our expectation for a
�nite settling time. In the limit of much slower scanning, we would expect
these deviations decreasing to zero.

In the correction image ∆V we can see that variations on the scale of
100µV are present, speci�cally at the location of impurities. We see that the
average value for ∆V is approximately zero, and indeed the change in mean
value between Vcomp and ∆V is less than 1 µV. However, the correction is
useful if information about small structures with faster scanning speeds is
required.

It should be noted that this correction can also be applied if no bias
compensation was used, i.e. Vcomp = 0. In this way, only the Ierror and
dI
dV

images are needed to measured Videal. This is useful if, for example,
the requisite software or hardware for implementing the bias feedback is not
available for a particular microscope. However, this is subject to errors in
two measurements, making it less accurate than directly applying Vcomp.
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Figure B.1: Demonstration of correction for uncompensated current. Pro-
ceeding from the top, the Ierror image is divided pointwise by the σ image,
resulting in the ∆V image. This is added to the Vcomp image, giving the �nal
result of Videal.
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Appendix C

Dependence of compensated bias

on tip-sample separation

The dependence of the thermopower on the tip-sample separation has been
predicted in literature [40], and with the assumption of s-states for both tip
and sample has a linear character:

Vtherm ∝
π2k2

b

6e
TA∆T

(
2m

~2φ

) 1
2

z , (C.1)

where φ is the average work function of the tunnel junction, and z is the
tip-sample separation. This relationship has also been experimentally veri�ed
[88], where a sample of Ag at 330 K and a room-temperature tip (material
not reported) resulted in a linear distance dependence of −1.6 mV nm−1.

If an average work function of 3.3 eV is assumed, along with our average
experimental values of TA = 50 K and ∆T = 16 K, then the prefactor has a
value of

π2k2
b

6e
TA∆T

(
2m

~2φ

) 1
2

= 1.722× 10−2 mV nm−1 , (C.2)

This calculated factor is much lower than the previously reported value,
but this is expected, as the equilibrium temperature here (50 K versus 300 K)
and ∆T are both lower. A change in tip-sample separation between the
domains of 15.7 pm should then lead to a change in Vcomp of 0.27µV. This is
a small change relative to our average signals, and so should have a negligible
e�ect on our measured S.

To check this relationship, measurements of ∂Vcomp

∂z
were undertaken, for

both the Fe DL and Fe ML in W(110) at TSTM = 50 K, as reported in the
Master Thesis of Hermann Osterhage [83]. This involved lateral lines of
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tip-sample distance spectroscopy, with and without bias compensation, and
corrections for thermal drift during the measurement.

It was found that the linear prediction for ∂Vcomp

∂z
did hold in general.

However, much higher values for ∂Vcomp

∂z
than expected were found, e.g. for

the DL in the range of≈ 1 mV nm−1−2 mV nm−1. These would be reasonable
for room temperature experiments, but not for the TSTM = 50 K used for the
measurements.

In addition, these values were found to be highly dependent on the mea-
sured surface. Although this is to be expected due to the surface dependence
of the work function, when φ (~r) was measured, Equation (C.1) did not ac-
count for the change in ∂Vcomp

∂z
. In addition, φ was found to depend on ∆T ,

with an estimated ∆T = 38.2 K raising the work function for the Fe DL (with
W tip) from 2.8 eV to 3.3 eV.
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