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Abstract

X-rays allow to non-destructively investigate biological, chemical or physical processes at the
nano-scale. Their high penetration depth in matter allows to investigate samples even in-
side sample environments, which would be difficult with complementary methods such as
transmission electron microscopy (TEM). The microscopy technique ptychography has been
established in X-ray imaging in recent years. Utilizing the short wavelengths of X-rays, resolu-
tions of about 10 nm and below have been achieved in the reconstructed projection images.

However, projections provide no information about the spatial distribution of features along
the beam axis. Knowing the structure of materials and objects in three spatial dimensions is key
to understanding their properties and function. Hence, two-dimensional ptychography has been
extended to three spatial dimensions based on tomographic methods known from radiographs
and computed tomography (CT) resulting in a method called ptychographic X-ray computed
tomography (PXCT). Using PXCT quantitative three-dimensional maps of the complex index
of refraction of the sample can be reconstructed, which yield quantitative information on the
local electron density. Such PXCT measurements are very time intensive to perform, very
computing intensive to reconstruct and are based on several limiting approximations.

In this work, a detailed description of PXCT and its limitations is given. From that starting
point, a coupled ptychographic tomography (CPT) algorithm, improving on the PXCT algo-
rithm in terms of alignment and sampling requirements, is presented and tested on experimental
data. Moreover, a resonant PXCT experiment is performed at the Ga-K absorption edge, al-
lowing for additional elemental and chemical information inside the reconstructed volume. Af-
terwards, the shared limit of both the PXCT algorithm and the CPT algorithm, the thin-sample
approximation, is addressed by presenting a multi-slice approach utilizing the propagation of
the X-ray beam in the sample. In total three different experiments, performed at the hard X-
ray nanoprobe endstation at beamline P06 at the PETRA III synchrotron radiation source, are

presented in this work.



Kurzfassung

Rontgenstrahlen erlauben die zerstdrungsfreie Untersuchung biologischer, chemischer oder phy-
sikalischer Prozesse im Nanobereich. Ihre hohe Eindringtiefe in Materie ermdglicht die Unter-
suchung von Proben auch innerhalb von Probenumgebungen, was mit komplementédren Tech-
niken wie Transmissionselektronenmikroskopie schwierig wire. Die Mikroskopiemethode Pty-
chographie hat sich in den letzten Jahren in der Rontgenbildgebung etabliert. Durch das Aus-
nutzen der kurzen Wellenldngen von Rontgenstrahlen wurden Auflésungen von etwa 10 nm und
besser in den rekonstruierten Projektionsbildern erreicht.

Projektionen geben jedoch keine Auskunft iiber die riumliche Verteilung von Merkmalen
entlang der Strahlachse. Die Struktur von Materialien und Proben in den drei Raumimensionen
zu kennen, ist Schliissel zum Verstéindnis ihrer Eigenschaften und ihrer Funktion. Daher wurde
die zweidimensionale Ptychographie auf der Grundlage von tomographischen Methoden, die
aus Rontgenbildern und Computertomographie bekannt sind, auf drei Raumdimensionen er-
weitert, was zur ptychographische Rontgen-Computertomographie (PXCT) fithrte. Mit PXCT
konnen quantitative dreidimensionale Abbildungen des komplexen Brechungsindex der Probe
rekonstruiert werden, die quantitative Informationen zur lokalen Elektronendichte enthalten.
Solche PXCT-Messungen sind sehr zeitintensiv in der Durchfiihrung, sehr rechenintensiv in
der Rekonstruktion und basieren auf mehreren einschrinkenden Nidherungen.

In dieser Arbeit beschreibe ich die PXCT und seine Eigenschaften detailliert. Davon aus-
gehend wird ein gekoppelter Ptychographie- und Tomographie- Algorithmus (CPT) hergeleitet
und an experimentellen Daten getestet. Dieser (CPT) Algorithmus verbessert die Ausrichtung
der einzelnen Projektionen und verringert die Anforderungen an die Abtastdichte im Vergle-
ich zum PXCT Algorithmus. Dariiber hinaus wird ein resonantes PXCT-Experiment an der
Gallium K -Absorptionskante durchgefiihrt, welches zusitzliche elementare und chemische In-
formation innerhalb des rekonstruierten Volumens erméglicht. Sowohl der PXCT- als auch der
CPT- Algorithmus sind auf optisch diinne Proben beschrédnkt. Im letzten Abschnitt der Arbeit
wird dieses Problem gelo8t, indem die probe durch mehere diinne Schichten modelliert wird
und die Ausbreitung des Rontgenstrahls in der Probe beriicksichtigt wird. Insgesamt werden
in dieser Arbeit drei verschiedene Experimente vorgestellt, die an dem Strahlrohr PO6 an der

Synchrotronstrahlungsquelle PETRA III durchgefiihrt wurden.
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Chapter 1
Introduction

Curiosity is one of the main the driving forces of progress and innovation. Mankind always
wanted, and still wants, to know how the world around us works and why things are as they
are. The primary tool for most of us to first examine something in detail is vision. Looking at
something and perceiving it with our eyes allows for the first categorization and classification
inside our mind. Because humans are so visual in their approach to study and explore, we build
tools, devices and machines such as glasses, microscopes and telescopes to help us with seeing

€ven more.

This thesis is all about microscopy: making small things visible. Because we perceive
the world around us in three spatial dimensions, this thesis also focuses on three dimensional
imaging of the studied specimen. Resolving smallest structures in three dimensions is of great
importance for understanding the functionality of materials, because micro structures and nano
structures influence the properties of matter. Many examples can be found in nature itself. The
micro structuring and nano structuring of almost the same hydrocarbons can create the brightest
white [1-3], the darkest black [4,5], vibrant colors [6,7] and even transparent and anti-reflective
materials [8]. Knowing about these structures allowed to recreate these effects on purpose in
other materials [9-11]. Not only photonic properties of materials change with their structure.
Physical properties such as hardness [12] or functional properties like heat-resistance [13] can
be changed by structuring of materials. Chemical properties like the catalytic activity of nano-
materials also differ from their macroscopic bulk materials as the ratio of surface atoms to bulk
atoms changes. Even structuring the catalytic inert support material of a catalyst systems can
change the overall catalytic activity [14], as the permeability for the reacting molecules might
change. The charge capacity and lifetime of batteries and the efficiency of solar cells depend on

the structuring of their electrodes [15—18].

In this thesis, a catalyst zeolite particle, an opto-electronic InN/GaN micro-rod and the for-
mation of copper (I) oxide nano cubes are investigated using X-rays. The high penetration
depth of X-rays allows to image samples too thick for electron microscopy and is essential for
three-dimensional imaging. The small wavelengths between 10 nm and 100 pm theoretically

allow for highest resolutions according to the Abbe diffraction limit [19]. The method used in

9

1. INTRO



1. INTRO

this thesis for imaging samples using X-rays is called ptychography [20]. It is a coherent scan-
ning microscopy technique, which has several unique advantages compared to other microscopy
techniques. Because it is a scanning technique, the field of view is only limited by the range of
the scanning stages. Ptychography allows to reconstruct and separate probe and sample, making
the reconstruction independent from aberrations of the probing beam. Moreover, ptychography
allows for the quantitative evaluation of the reconstructed images, as the phase shift obtained
by the probing beam while passing through the sample is proportional to the electron density
inside the sample. The detector acts as imaging lens, limiting the achievable resolution to the
highest scattering vector recorded with sufficiently high signal-to-noise ratio (SNR) on the de-
tector. Hence, everything needed for achieving higher resolutions is, in theory, a larger detector,

longer exposure times and sufficient stability in the experimental setup [21,22].

Ptychographic X-ray computed tomography, as extension from two-dimensional ptychog-
raphy, has been implemented at multiple synchrotron radiation sources to investigate the struc-
tures of mircometer sized samples [23-29], achieving resolutions down to 14 nm. Key to re-
constructing the three-dimensional structure of the sample is the recording of multiple unique
two-dimensional angular views of the sample, which are all reconstructed separately before be-
ing aligned to each other and finally being reconstructed using any tomographic algorithm. The
main drawbacks of ptychographic tomography are the long duration of the measurement, the
requirement for each projection to reconstruct on its own, the vast computational effort and the

limitations to X-ray optically thin samples.

The goal of this thesis is to alleviate some of these drawbacks. The original contribution of
this thesis is addressing three topics building on top of each other and each one presented using
an experiment performed at the PO6 nano-probe endstation of beamline P06 at the PETRA 1II

synchrotron light source:

First, a coupled ptychographic tomography algorithm will be deduced. The algorithm is then
applied to recorded experimental data of a hierarchical structured zeolite catalyst particle in
chapter 6. The coupling of previously separated steps of two-dimensional ptychography and
tomography increases the redundancy in the data set and allows for sharing of information be-
tween projections allowing better reconstructions. Moreover the sharing of information should
reduce the sampling requirements in each projection, theoretically allowing for faster scanning
and therefore reduced measurement durations. Those aspects will be investigated and compared
to the state of the art sequential algorithm. This is the first time such a coupled ptychographic
tomography algorithm is used on experimental data and not just simulations. Hence, devia-
tions from the ptychographic model due to experimental limitations and their influence on the

reconstructed volume will be discussed in detail.

Second, ptychographic tomography will be extended to a resonant and multi-modal measure-
ments in chapter 7. As ptychography requires lateral scanning of the sample with a finite beam

profile, other contrasts relying on the same scanning method can be recorded simultaneously.

10



Here, X-ray fluorescence of the layered InN/GaN micro rod sample excited by the probing X-
ray beam will be measured, allowing to distinguish distributions of different elements inside
the sample. The additional resonant measurement on and above the Ga-/K edge, also allows
for elemental Ga contrast using the ptychographic tomography reconstructions. The evaluation
of the experiment will focus on generating a single multi-dimensional mutli-contrast volume
from these different measurements which can be analyzed in its entirety. The basics for the
extension to chemical contrast via the resonant aspect of the measurement and incorporation of

other scanning transmission X-ray microscopy (STXM) based contrasts will be discussed.

Third, the limitation of ptychographic tomography to thin samples will be approached by mod-
eling the sample as multiple thin slices in chapter 8. Modeling and reconstructing the sample
this way allows for thicker samples to be accurately imaged and also reduces the number of
unique angular samples required. A measurement performed on a Kapton foil covered in Cu,O
cubes on both sides will be used to discuss the method, its limitations and how the propagation
of the probing beam inside the sample allows to separate robustly which particles are on which

side of the sample.

Before those three experiments are presented, each designed to demonstrate one aspect of
ptychographic tomography, I will discuss the essential models used throughout this thesis. In
chapter 2, the modeling of X-rays, their propagation and interaction with matter will be dis-
cussed. The two-dimensional ptychographic model, its limitations and its approximations as
well as ptychographic reconstruction algorithms are presented in chapter 3. The essentials of
tomography and tomographic reconstruction algorithms are described in chapter 4. Finally, all
of the previous considerations are combined in chapter 5, where I describe three-dimensional
ptychography methods.

After presenting the experimental results in chapters 6, 7 and 8, the conclusion of the thesis
and an outlook of further applications and developments of ptychographic tomography will be

given in chapter 9.

11
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Chapter 2
X-rays

Coherent diffractive imaging using X-rays is just one of many specialized fields of modern
X-ray methods carried out at current synchrotron light sources and free-electron lasers. To
understand the experiments presented in this work and to correctly interpret the measured data,
a certain knowledge about underlying theoretical models is necessary. I will focus on only those

concepts essential for understanding the original contribution of this work:

How are X-rays modeled?

How do they propagate in space?

What is coherence?

What happens to X-rays when they pass through matter?
e How are phase shift and absorption connected?

The description are based on common handbooks in the field by Hecht [30], Attwood [31], Als-
Nielsen and McMorrow [32], Willmott [33] and Jaeschke et al. [34]. All presented experiments
are based on the elastic scattering of coherent X-rays on bound-electrons inside of atoms making
up non-periodic structures. Each deviation from this model would open up another chapter of
modern X-ray methods and unnecessarily lengths this work. Hence, a description of in-elastic
scattering effects is waived. Descriptions of the creation of X-rays at synchrotron light sources
or free-electron lasers are omitted as well, as they are presented in details in the mentioned

handbooks and do not constitute an original contribution of this work.

2.1 wave function

X-rays are light. Light is electromagnetic radiation. As such it has to fulfill all four of Maxwell’s
equations [35] coupling the electric and magnetic field. The simplest way to describe the two
components (E and B) is by writing them as a single complex scalar wave field ¥ (7, ) depend-
ing on the position p'and time ¢. By expressing the time-dependency of W (7, ¢) using multiple

spectral components W, (p):

1 oo
U (p,t) = E/o U, (p) exp (—iwt) dw, (2.1)

13
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the wave field becomes a superposition of monochromatic wave fields Psi, (p) with differ-
ent angular frequencies w [36]. These monochromatic wave fields components Psi,, (p) are a

solution to the Helmholtz equation:

2
(VP+ k), (p) =0 , where k = % = Tﬂ (2.2)

Here k is the wave number to the corresponding angular frequency w, c is the speed of light in
vacuum, and A is the wave length of the radiation. This representation of the monochromatic
wave fields Psi,, (p) demands, that they only vary slowly with | 0| ‘ compared to the wave length
A. The wave lengths of X-rays range between 0.01 nm and 10 nm. The experiments presented
in this work were all performed with X-rays of ~ 0.1 nm wave length. The length scales of
X-ray beams and structures inside the X-ray beam were in the tens of nano meters. Hence, the
above presented combined description of the electric field E and magnetic field B as a function

of waves is used throughout this work.

2.2 propagation in space

The Huygens-Fresnel principle [37] can be used to describe the propagation of a wave front
in free space. It states that every point of a wavefront ¥, (p,,p,) at the upstream position
p. = py 1s itself a source of a spherical wavelet. The sum over all of these spherical wavelets at

the downstream position p, = p, constitute the wavefront ¥, (9., p,).

Py Py

2.

o)

Pz = Pu Pz = Pd

Figure 2.1: Schematic representation of the diffraction geometry (as in [38]): The upstream plane
(px, py) is located at p, = p,, while the downstream plane (p,, py) is located at p, = pg. X is the
convex hull of all non-zero components of the upstream wave front ¥V, (pz, py)-

In the continuous representation the propagation of a wavefront ¥, (p,, p,) from p, = p,

to p, = pg can be written as (see Fig. 2.1):

exp (ikr
\ijd (pxa py / / pza py +) cos © dpy dp:m (2.3)

where:

r =/ (0 = ) + (g — ) + (pu — pa)? 2.4)

14



and k£ = 27/ is the wave number of the radiation.

When propagating a long distance Ap, = pg — p, in comparison to size of the aperture >

(see Fig.2.1), the angle O between the outward normal of the (p,, p,) and the scattering vector 7~

becomes very small. Hence, the cosine of © becomes approximately 1. This can be used when

equation 2.4 is rewritten [39] as :

~ 72
r=Ap.V/1+b, where b:([p“} pz} +[py Py )<1 (2.5)
Ap, Ap,
The root can be estimated by its binomial expansion:
1 1,
r=2A7Ap, - 1—|—§b—§b + ... (2.6)

As Ap, is supposed to be large compared to the aperture >, b can be regarded as very small.

Only regarding the first two terms, allows to rewrite equation 2.3 as:

A ik exp 1kApZ 1
U, (Po, py) = — I Mg / / pu (D2, Py) - €XD (1k Ap, - = b) dpydp., (2.7)

As the aperture Y is supposed to be finite, equation 2.7 can be expressed as a convolution:

Vou (P Py) = //\iju (P25 Py) - Pap. (Px = Pas Py — py) dpy dpa (2.8)

\Ide (ﬁxa ﬁy) = \iju (fsxa /Sy) * PApz (ﬁm pAy) ) (2.9)

where P, is the convolution kernel for the propagation over the distance Ap,:

o ik exp (i(kAp,) ik o o
PAPZ (pz, py) 47TA—pZ exp m . |:p:E + py] (210)

Thinking back to the Huygens-Fresnel principle, the expression of the propagation from the
downstream position p, to the upstream position p,, as a convolution with the impact of every

single wavelet on the original wave front ¥, (p,, p,) makes sense.

This representation of the propagation is called Fresnel propagation. It is applicable for
propagating small distances Ap, < k- D? with k = 27/ being the wave number of the

radiation and D being the diameter of the aperture 3.

When propagating very large distances Ap, > k - D? something even more elegant can be

done. By factoring out exp [ik/ (2Ap.) (92 + p2)] from equation 2.7 one gets:

o ik exp (ikAp,) ik
Uy, (Do y) = B ar vt G v R

15
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ik ik )
/ /2 {‘I’pu (P py) - €xp (2 Ap 5+ pﬂ)] exp (A_pz [z + pypy]> dpy dps.

[ J/

phasgterm
(2.11)

For Ap, > k - D? the phase term in the integral becomes a constant for all (p,, p,) inside the
aperture . Hence, equation 2.11 represents a simple Fourier transform of ¥, (p,, p,) with an
additional phase factor.

This representation of the free-space propagation is called Fraunhofer propagation and is
used for propagating to the far-field. For hard X-rays with a wave length of approximately 1 A
and a micron sized X-ray beam, k - D? would become:

2
k-D2:£1pm2%63mm (2.12)

In this example propagation distances Ap, > 63 mm would justify the representation of the
propagation as a simple Fourier transform. For even smaller beams, this criterion becomes even

more relaxed.

2.3 Coherence

Coherence is a measure of the correlation between the phases of waves [30,40]. Coherent
scattering experiments, as presented in this work, rely on constant phase relations between

waves. Two types of coherence are important for the modeling of the presented experiments:

Longitudinal Coherence

The longitudinal coherence describes the phase relation of waves as they propagate. Assuming
two waves with wavelengths A and A — A\ starting with identical phases at the same point
propagating in the same direction, those two waves would differ in phase by 7 after having

propagated the distance ;. This distance &; is defined as the longitudial coherence length:

1 A

If the path length between scattering vectors is larger than &; the interference pattern of the two
wave fields is not visible any more.

In an experiment at a synchrotron, the longitudinal coherence length arises from the limited
spectral bandwidth of the monochromator. For a Si-111 double crystal monochromator (DCM)
the energy resolution is about 10~*. For X-rays with a wavelength of 1A, once calculates a
longitudinal coherence length &; of:

1 1A

& = 57971 = H00mm (2.14)
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Transverse Coherence

The transverse coherence results from the lateral extent of the source. Where the diffraction pat-
terns of point, sources always have perfect contrast, the superposition of multiple point sources
may destroy the visibility of the interference fringes in diffraction pattern. The transverse co-

herence length &; can be calculated as:

_ 1ALgo
2 Dg’

& (2.15)

where ) is the wavelength of the radiation, Lgo is the distance between source and imaged
object and Dy is the size of the source. Having an object with a diameter Dy > &; would result
in the interference fringes in the diffraction pattern being not visible anymore.

At the P06 nano-probe beamline at PETRA III [41], transverse coherence lengths of 87 um
(horizontal) to 567 um (vertical) are achieved at Lgo = 100m and E,p,o0, = 12keV, which is
enough to illuminate the whole aperture of the focusing optics and therefor the sample coher-

ently.

2.4 Interaction with matter

The interaction of an electromagnetic wave with a material of thickness d can simply be written

as:
d
Eoui (d) = Ey, - exp (ik / ndz) : (2.16)
0

where n describes the complex refractive index of the material the X-rays are interacting with.

This refractive index is often written as:
n(w)=1-0¢w)+i8 (w), (2.17)

where § is the decrement of the real part of refractive index' and 3 is the imaginary part of the

refractive index. Substituting n with equation 2.17 in equation 2.16 yields:

d d d
E,u (d) = E;, - exp <1k5/ 1 dz) - exp (—ik‘/ 5dz> - exp (—k:/ de) (2.18)
0 0 0

-~

. g . v .
wave in vaccum phase shift absorption

It can be seen that the incoming electromagnetic wave travels through the material like through
vacuum, but receives two additional factors. The first additional factor only depends on ¢ and
describes an additional negative phase shift. The second additional factor only depends on (3

and describes a reduction of the amplitude of the electromagnetic wave. In detail 6 and 5 can

!compared to vacuum
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be written as [40]:

(@)= SN (24 [ () 2.19)
5(w) = 0N (P (), (2220)

where Ny is the atomic number density, r. is the classical electron radius, A is the wavelength
of the probing beam, Z is the atomic number of the material, ' (w) and f” (w) are the dispersion
corrections of the atomic (forward) scattering factors. The atomic number density Ny is the
product of Avogadro’s number N4 and the mass density p of the material, divided by the atomic

mass A of the material:

Ny = NAﬁ 2.21)

The imaginary part 3 of the refractive index can be used to describe the Lambert-Beer law
of attenuation of X-ray in matter. The intensity of an X-ray beam passing through the thickness

d of a material along the z-axis is decreased according to:

d
4
Towt = L - €Xp (- / udz) . where u= 7”5 — 2kf (2.22)
0

The absorption coefficient 4 (E,,) depends on the photon energy E,;, of the probing X-ray
beam. This energy dependence is used to distinguish different elements or even different chem-
ical states of the same element in techniques such as extended X-ray absorption fine struc-
ture (EXAFS) and X-ray absorption near edge structure (XANES).

The decrement § of the real part refractive index describes the influence on the phase of the
electromagnetic wave passing through the material. As the phase is always a relative measure,
this influence is expressed relative to an identical incoming wave traveling through vacuum (see
equation 2.18). When passing through a material of thickness d, an electromagnetic wave is

shifted by ¢ compared to traveling the same distance in vacuum:

d d
¢:_2_”/ 5dz:—k/ 5dz (2.23)
)\ 0 0

2.5 Kramers Kronig relation

The Kramers-Kronig relation [42,43] connects the real part and the imaginary part of a complex
index of refraction. This allows to retrieve the real part, the dispersion if only the imaginary
part, the absorption is measured or vice versa. Assuming the complex refractive index to be a

frequency-dependent linear response function X (w):
X (w) = Xg (w) +iX; (w) (2.24)

This function is analytic in the closed upper half-plane of w, as no physical system X (¢) can re-

spond to a force before the force was applied. Therefore the real part X (w) and the imaginary
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part X (w) are connected by:

1 [~ X WX (

Xp (w) = +-C 1) gy = 42 C/ 1 2 W' (2.25)
T ) oW —w 2—w
1 [ X (W 2 [ wXp (W

X (w)=—=C r) g = e / WXr () gy (2.26)
T ) W —w T Jo w?—-w

where C is the Cauchy principle value [44] at the poles w = w’. In mathematics those two
relations are known as Sokhotski-Plemelj theorem and as Hilbert transform [45—47] In this
work I will use the Kramers-Kronig relation to calculate the real part of the index of refraction
from an EXAFS measurement of the imaginary part of the index of refraction. In other words, I
will calculate the phase shift of a material from a measurement of the absorption of the material
[48].
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Chapter 3
Ptychography

Ptychography is the name for a coherent diffractive imaging method. The name was derived
from by the greek words for "to fold" and "write/image" and was choosen by its inventors R.
Hegerl and W. Hoppe [49]. This choice and how the "imaging via folding" can be understood

will become clear as I explain the ptychographic model.

3.1 Ptychographic model

The basic ptychographic model, detached from any experimental background, revolves around
two complex-valued functions: one is called ,,the object “ O, and the other one is called ,,the
probe” P. Lets assume that both O and P are defined in two spatial dimensions p = (p,, py)
(while in general one and more dimensions are also possible). The function P (p) has a limited
support and can therefore be considered as a mathematical window. During a ptychographical
reconstruction, the initially unknown probe function P (p) and object function O () shall be
retrieved from j discrete measurements. In the modeling of a single measurement the object
function O (p) is multiplied with the probe function P (), creating the so called ,.exit wave-
front™ W (p):

¥ (5) = 0 (p) P () (3.1

The actual measurement is not in p-space, but in the reciprocal k-space.

¥ (’5) =FT V()] =FT [0 ()] *FT[P(p) 32)

The Fourier transform of a product is the convolution of the Fourier transforms of each factor.
Hence, this equation is the origin of the word ,,folding “ in the name ptychography, as the
word for convolution is "folding" in German. As a detector cannot measure the complex-valued

function, it is the modulus square of the intensity that is measured:

1(5) - o ()
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Consequently all phase information is lost during the measurement and only the amplitudes are
known. The difference between the j measurements are the varying relative shifts Ap; between
the object O (p) and probe P (5 — Apj):

1; (k) = IFT10() P (5= 2] (3.4)

The so-called ptychographic problem is the extraction of the unknown object O (p) and un-
known probe P (p) from the j measurements /; (/2) and the corresponding shift positions Ap).

In X-ray microscopy the complex-valued probe function P (p) descibes the wavefront of
the probing beam at the sample position in the two lateral spatial dimensions p. The size of
the probing beam is restricted in order to guarantee the limited support of P (p). The complex-
valued object function O (p) describes the influence on the probing beam when passing through
the sample. The multiplication of P and O corresponds to the probing beam interacting with
the sample and the Fourier transform to k-space is the Fraunhofer propagation to the far-field
regime. The final absolute square represents the fact, that the phase of an electro-magnetic wave
with wavelengths in the X-ray regime cannot be measured with the current detector technique,
but only intensities. In the setup used for the measurements of this work the relative shifts Ap;
are actual spatial shifts of the sample lateral to the probing beam. A schematic overview of the

ptychographic measurement is shown in Fig. 3.1.

Pz

Figure 3.1: Schematic representation of the ptychographic measurement. The X-ray beam (red transpar-
ent) is probing the sample at multiple positions in the (p,, p,)-plane, propagates along the p.—axis and
is finally detected as a diffraction pattern in Fourier space.

3.2 Limits and approximations

Before I explain how the ptychographic problem is solved, I will discuss the approximations

made by this model and the limits it imposes on the measurement.
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3.2.1 Thin sample

In equation 3.1 the interaction between the probing beam P and the sample O is modeled as a
simple multiplication. All thickness effects of the sample are neglected, as it is modeled as a thin
slice which reduces the probing beam’s amplitude and shifts the phase. The best approximation

of this thin sample slice is the samples projection along the beam axis p,:

+oo
O (pzs py) = €xp (ik- {/ L —n(p) dpz}) : (3.5)
where n (p) is the three dimensional distribution of the refractive index of the sample and £ is

the wavenumber of the probing beam. Substituting with equation 2.19 results in:

O (pz, py) = exp (ik : /5(5) dpz) exp (—k : /B(ﬁ) dpz> : (3.6)

shows that the integral over $ only influences the amplitude of the probing beam, while the
integral over o determines the phase shift.

The integrals in equation 3.6 go from negative infinty to positive infinity. To fulfill the
approximation of a thin sample, the sample should not extend beyond a length scale on which
the beam profile changes drastically. For focusing optics the depth of focus (DOF) defines that
length scale. Consequently, the sample has to be smaller than the DOF of the probing X-ray
beam to justify the thin sample approximation.

Moreover, only single scattering is modeled within this simple multiplication of the probing
wave field as a thin object slice. All multiple scattering effects which might occur in a real
sample are not modeled. Therefore imaging strongly scattering materials might be outside the

model and require extensions of the basic ptychographic model.

3.2.2 Far field

To model the propagation of the exit wavefront to the detector as a Fourier transform, two
assumptions / approximations are made:
e the detector is placed far away from the sample and

e the diameter of the detector is small compared to this distance.

As described in chapter 2.2 those two assumptions allow the modeling of the propagation in the
Fraunhofer regime as a simple Fourier transform.

Placing the detector too close or using a too large detector would require using Fresnel
propagation instead of Fourier transforms (see equation 2.9) in the ptychographic model. In that
case the method would be refereed to as near-field ptychography. All experiments presented in
this work, were performed in the far field regime and thus the usage of the Fourier transform as

far field propagation is applicable.
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3.2.3 Coherence

As described in 2.3, the probing beam has to be coherent enough to be modeled as a single wave
front P (p,, p,). Hence, two requirements become clear:

First, the X-ray beam requires a minimal monochromaticity to have sufficient longitudinal
coherence. This is the case, when all path length differences between all scattering vectors r
from the probing beams P (p,, p,) aperture to all points on the detector are smaller than the
longitudinal coherence &;.

Second, the (secondary) X-ray source is required to be small enough to have sufficient

transversal coherence &; over the whole aperture of the probing beam on the sample.

3.2.4 Photon noise

The intensities [ (%) measured on the detector are probabilities of measuring a single photon
at that scattering vector k. As only discrete events (photons) can be measured, discrete statics
limit the information measured in each diffraction pattern. More precise, the number of photons
counted in each detector pixel follows Poisson statistics. In Poisson statistics the possibility

Py (n) to observe n events, where 1 events are the expected (average) number of events, is:

n

Py (n) = XD (—W). (3.7)

The standard deviation is simply the square root of the expected number of events W [50]. The
highest achievable resolution in a ptychographical data set is limited by the largest scattering
vector |E ‘ at which sufficient signal-to-noise ratio (SNR) has been achieved in the recorded

1 (E) The SNR in a single measured diffraction pattern [ (E) can be estimated as:

mean

SNR(k) = 1)

— 3.8
I ( /Z) standard deviation (3.8)

Using SNR > 1 as criterion, the largest scattering vector ‘E | at which in average more than 1
photon where recorded per pixel' sets the limit for the highest achievable resolution. Using all

J measured diffraction patterns, the SNR can be estimated as:

S 1,(k) B mean
SNE (k) - . . -2 standard deviation’
V3 (L0 - 1)
where Iﬂ(l;) = %Ij (E) and J = Z 1 3.9
J

Iradially averaged over the whole detector
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To possibly improve the achievable resolution beyond the limit set by the photon statistics
(SNR > 1) more photons need to be recorded. In a measurement this corresponds to ex-
posing longer and thus prolonging the measurement or using a source with an increased flux of
coherent photons. For an non-periodic object, the measured intensities decay strongly (o ]Ig |4)
with increasing scattering vector ‘E ‘ Hence, ~ 16 times more photons would be needed to

double an achieved resolution.

3.2.5 Sampling

To reliably reconstruct the exit wavefront faithfully the discrete measurements /; (E) need to be
sampled properly to resolve the speckles in the diffraction patterns. The size of these speckles
is defined by the size of the window function, the probing beam. The larger the probing beam
P (p) , the smaller the speckles in the diffraction pattern and consequently smaller detector
pixels are required for sufficient sampling of the speckles. Or in other words, the probing
beam needs to be small enough so that the detector pixels are sufficiently small to sample the
diffraction patterns correctly: Calculating backwards from the known minimal sampling size
in Fourier space, the size of the detector pixels Aspgr, the corresponding maximal sampling in

real space s,,,, at the sample position can be calculated to:

A-Ap,

)
ASpgr

Smaz = (3.10)
where ) is the wavelength of the probing beam and Ap, is the distance between sample and
detector. To obtain an upper limit sp for the maximum beam size, one utilizes the the Nyquist-
Shannon sampling theorem [51] and the equal sign becomes a less than and a factor of one half

is added:
A-Ap,

p< ——=
2'A$DET

If this relation is not fulfilled, then the minima and maxima of the interference patterns are not

(3.11)

S

sufficiently resolved and the measured data cannot be reconstructed properly.

3.2.6 Step size

As half the information (the phase) is not measured, there has to be another way of redundancy
in the measured data to make it possible to retrieve the missing phase information. In ptychogra-
phy this redundancy comes from the overlap of the illuminated regions of adjacent scan points.
How much relative overlap between adjacent scan points is needed for a faithful reconstruction
depends on the shape and structure of the probing beam, the scan pattern utilized as it defines
the directions in which the overlaps occur. As a rule of thumb, at least 50 % overlap between

adjacent scan points should be achieved, while more is preferable [52].
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Py

Px

Figure 3.2: Schematic representation of the overlap requirements in 2D ptychography: a) sufficient
overlap between adjacent scan positions, as the beam profiles overlap with all their neighbors and even
overlap their next neighbors. A ptychographic reconstruction should not fail. b) critical overlap condi-
tions, as beam profiles overlap only with their direct neighbors. A ptychographic reconstruction might
fail. ¢) non-sufficient overlap, as the beam profiles do not overlap at all. A ptychographic reconstruction
would fail.

3.2.7 Stability

In 3.1 the functions P (p) are O (p) are constant, meaning unchanged for all j measurements.
Hence, this has to be reflected in the experiment. For the probe function P (p) to be stable over
the duration of the experiment, all X-ray optical components of the beamline as well as the
electron orbit inside the storage ring of the synchrotron need to be kept stable. To this end, all
components need to be build to withstand or even counteract external vibrations. The same is
true for the mounting of the sample. Moreover, for the object function P () to be stable over
the duration of the experiment, the sample does not have to change during the measurement.
The act of exposing the sample to the X-ray should not deform, melt or disintegrate the sample.
This poses a challenge for biological sample, but most inorganic samples are able to deal with
coherent X-ray fluxes achieved at current synchrotron light sources. Nonetheless, the stability

of the sample in the probing beam has to be considered.

3.2.8 Summary

Multiple conditions have to be met to justify the usage of the ptychographic model as described
above. Other experimental parameters have to be chosen correctly to even allow for a faithful
reconstruction of the data. The made assumptions and necessary conditions mentioned above
are summarized here:

e the sample is thin

e no multiple scattering occurs

e the detector is placed far away from the sample

e all scattered intensity is close to the optical axis?

e the probing beam is coherent

e sufficient statistics need to be measured in each diffraction pattern

e probing beam and sample have to stay unchanged during the measurement

2in this case where the Fourier transform should be used
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e the detector pixels are small enough for the size of the probing beam

e the j shifts are small enough for sufficient overlap between neighboring scan positions.

3.3 ePIE algorithm

The inversion of the ptychographic problem boils down to one question: Which O () and P (p)
explain the measured diffraction patterns I; (E) at the relative shifts Ap; best? Multiple al-
gorithms were developed to answer exactly this question. In the work at hand, the extended
ptychographical iterative engine (ePIE) algorithm [53] is used for all reconstructions of ptycho-
graphic data. It is an iterative algorithm, which cycles between real space at the sample plane
and reciprocal (Fourier) space at the detector position.

Initial estimates of the probe P (p) and object O (p) are created first. Then it is cycled
over all measurement positions j in random order: The current estimate of the probe P (p) is
multiplied with the current object estimate O () at the position Apj; to create the estimated exit

wave front U, (p):
U, (7)) = P(p)- 07— Af)) (3.12)

The exit wave front is then propagated to the far field:

Vi (k) = FT [, (p)] (3.13)

There the amplitudes are replaced by the square root of the measured intensity /; (E)

.- — . (k
() = /15 - 2 (3.14)
v (k)
The updated wave field 1/;]- (IZ) is then back-propagated to the sample plane:
W (7) = FT [d;(R)] (3.15)

The difference between the previously estimated exit wave front U, (p) and the updated exit
wave front U ; () has now to be separated into an update for the probe and the object function.

This is done by multiplying with the complex conjugate of the other function:

07— %) +o<ﬁ—Aﬁj>+a% (Lo -v») G1e
0; (7~ A) ¢
PP =P @)+ B (95 (7 - w; (7)) (3.17)

The updated probe P (p) and object O (p) are then used for the next measurement position

j. Once all j were used one iteration of the ePIE algorithm has been performed. Complet-
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ing NNV iterations concludes the ePIE algorithm. The complete ePIE algorithm is described in

algorithm 1.

Algorithm 1 extended ptychographical iterative engine (ePIE)

1: procedure ePIE(/; (E) AP
2: initalization of a estimated object O (p) and estimated P (p)

O (p) < 1+i0
P (p) < gaussian (p) + i0 > or known O or P
3: loop N times
4: for all measured diffraction pattens /; <q> do > in random order
5: cropping of the object shifted by ()
0, (7) — O (5 - AF)
6: multiplying with the probe P (p)
W5 (p) < 0;(p) - P ()
7: two-dimensional Fourier transform of the exit wave front U, ()
Y, (E) — [ [ ( _')exp[ <k‘p)] dk
8: replace the amplitudes of v; (k) with the measured ones
(% ). k)
| k) . (k;) L Yalk)
i \E)
9: inverse two-dimensional Fourier transform of zﬂj (E
T, (p) ff@/;] (l;) exp (1,072) dp
10: update O (p) and P (p)
7 () 2
O (7= Af) + O (7= Af) + oo gm (20—, (7))
o CAp;
PG PO g () - ()

11: return O (p) and P (p)

3.4 Further algorithms

There are a few adjustment to the ePIE algorithm, each dealing with one or multiple approxima-
tions or conditions listed in 3.2.8. For samples that are too thick, there is the three-dimensional
ptychographical iterative engine (3PIE) algorithm [54,55], which will be presented later in de-
tail. A variant of ePIE working with multiple probes was developed to deal with incoherent
modes making up the probing beam [56-58]. An upscaling extension [59] of the ePIE algo-
rithm allows to deal with slight too large probing beams. There is even a variant that can deal
with a small incoherent background on all diffraction patterns [60]. Others even modify the
measurement scheme to resolve smallest weakly scattering objects [22].

Apart from this group of ePIE-like algorithms, there is the difference-map algorithm, which
is also widely used to reconstruct ptychographic data [61, 62]. But as it is never used in this

work and therefore not presented here.
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3.5 Spatial resolution estimation

The spatial resolution of an image is often estimated in order to quantitatively compare results
of different imaging techniques or reconstruction algorithms. As a general approach, the spatial
resolution could be defined as the capability to resolve features of a certain size at a given
contrast. However, numerous ways to determine the spatial resolution have been established in
the past and the results for one and the same image vary from method to method. Therefore,
estimating the resolution goes hand in hand with exactly describing how the estimation was

performed.

In ptychography the theoretically highest achievable spatial resolution is given by the high-
est scattering angle, where the signal of the sample is detected over noise. But even knowing
this angle and the corresponding spatial resolution does not mean that this is also the resolu-
tion achieved in the reconstructed object. The implementation of the reconstruction algorithm,
positioning errors and other deviations from the ptychographic model might decrease the ac-
tual spatial resolution in the reconstructed image. In this section, I will focus on methods only

utilizing the reconstructed images.

Resolving known features

The most simple case of estimating the spatial resolution is knowing the size of certain features
that were resolved in the reconstructed images. Their size is then an upper limit for the achieved
spatial resolution, as the actual spatial resolution could be even better. But this approach can
only truly claim the estimated resolution for those features at their respective positions in the
image. Features of a similar size but weaker contrast in another part of the image might not

have been resolved.

Fitting sharp edges

If sharp edges are present in the object, they can be used to estimate the spatial resolution.
Extracting a profile across the sharp feature, such as an edge, one can measure the distance
between the 10 % and 90 % level of contrast [63]. Fitting an error function to the profile and
using the full width at half maximum (FWHM) of the underlying Gaussian as the resolution
estimate is also often done. Nonetheless, this method can also just measure the resolution
of one specific feature at one position inside the reconstructed image. Moreover the result is
impaired by the assumption that the feature in question is in fact a perfectly sharp edge. Every
inherent softness of the features is measured as additional worsening of the estimated spatial

resolution.

29

3. 2D PTYCHO



3. 2D PTYCHO

Fourier ring correlation

The Fourier ring correlation (FRC) is a method to estimate the average spatial resolution in
the reconstructed image in all directions and at all positions in the image. The FRC has been
adopted from electron microscopy [64—66]. The resolution cannot be estimated with one recon-

structed image alone, as the FRC compared the similarity of two images in Fourier space:

e S, F (/Z) . F (IZ)

GGG

where [ (E) and Fb (E) are the two-dimensional Fourier space representations of the two

(3.18)
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images being compared.

To extract a spatial resolution from the calculated FRC curve, one has to find the point
where it falls below a certain threshold criteria. Today the most utilized criteria are the half-
bit criterion and the one-bit criterion [64]. The one-bit criterion is used when the two images,
which are being compared, are both reconstructed from a full data set. On the other hand, the
half-bit criterion is used when the two images are both reconstructed from a half data set.

Because the FRC only compares the similarity of the two images, and artifacts in the re-
constructed images are not identified as such, one has to be careful with the resulting estimated
spatial resolutions. Assuming the used image reconstruction algorithm, creates the same high-
frequency artifacts in all reconstructions, comparing these reconstructions results in very good
estimated spatial resolution. Or even worse: imagine the image reconstruction algorithm return-
ing perfectly empty images. Calculating the FRC of two perfectly empty images would result

in the spatial resolution estimate match the pixel size of the images.

Spatial signal to noise ratio

The calculated FRC can be used to calculate the spectral signal to noise ratio (SSNR) [65] of

the two compared images:

FRC4, (k)
1 — FRCq, (k)

SSNRyy (k) = 2 (3.19)

The resolution is then estimated by comparing the SSNR against a threshold of SSNR5 < 1.

FRCy, (k)
1 — FRC 5 (k)

<1= FRCy (k) < (3.20)

W

It can easily be seen that this is equal to comparing the FRC against a threshold of FRC'5 <
1/3, which is a more rigorous criterion than the limit of the half-bit threshold. But plotting
SSNR15 logarithmic over k, allows for a linear fit of the whole curve, which is not that strong

influenced by variations around the threshold criterion. Any deviations from the more or less
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straight curve would also indicate that something is wrong and the used reconstructed images
need to be double-checked.

3.6 Conclusion

Ptychography as a mathematical model was introduced and connect to scanning coherent X-ray
imaging. Limitations and approximations of the X-ray ptychographic model were discussed.
The iterative ePIE algorithm was presented as one robust algorithm able to solve the ptycho-
graphic problem. Finally multiple methods of estimating the spatial resolution of the recon-

structed images were discussed.
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Chapter 4
Tomography

Tomography is a term used for multiple methods, imaging cuts / planes through an otherwise
opaque sample and revealing its inner structure without actually physically cutting the object.
The most widely known technique, computed tomography (CT) is based on reconstructing the
sample from measured sets of line integrals through the sample. In the next section I will
explain the mathematical concept behind CT for the two-dimensional case, before I explain the

extension to three dimensions.

4.1 Model of computed tomography

In the pure mathematical expression, the sample shall be represented by the function f (r,, 7).
The sample function f (r,,7,) is non-zero only inside a circle with radius r,,,, around the
origin. As mentioned above the measurements are sets of line integrals through the sample
f (rg,72), the so called projections. In the most simple case all line integrals of one set are
parallel to each other and the sets are distinguished by the angle between these parallel lines
and the r, axis (see Fig. 4.1a):

—+00

po (pz) = [ (Re -7) dp., 4.1)

—0o0

where Rg is the rotation matrix:

ﬁ:<pm>:< cqs@ Sm@)(%):]%@-ﬁ 42)
Jon —sin® cos® T,

and p,, p, is the rotated cartesian coordinate system, sharing the origin with r,, .. The totality
of all projections pg is called a sinogram as each position in the (r,,r,) plane lies on a sinu-
soidal path in the sinogram (see Fig. 4.1b). Expressing f (r,,r,) in polar coordinates would
make this even more obvious. The tomographic problem is the inversion of this measurement:
to reconstruct f (7., r,) from the measured projections pe (p.). The Fourier slice theorem ex-

plains, why this inversion is even possible. It states that the one-dimensional Fourier transform
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Figure 4.1: a) Schematic representation of the tomographic measurement of the sample f (7, 7,) result-
ing in the projections pg (p, ). b) Sinogram pg (p,;) of the sample f (7,,7,) shown in a).

of each projection pg (p,) equals a slice of the 2D Fourier transform of f (r,,r,) through the

origin under the angle © (see Fig. 4.2):

/ pe (pa) exp (igps) dps = / / f(re,r2) exp (i [gare + ¢272]) dr dr,
qz=q cos ©,q,=q sin ©
(4.3)
By measuring at multiple rotation angles ©, the two-dimensional Fourier space representation
of f (r.,r,) is completely covered. Hence, a reconstruction of f (7, r,) must be possible as all

information is there.

(e

Figure 4.2: Schematic representation of the Fourier Slice Theorem showing how the one-dimensional
Fourier transform of a projection pg (p.) represents a cut through the two-dimensional Fourier represen-
tation of f (rz,r,) under the angle ©.

4.2 Reconstruction algorithms

Most algorithms used for solving the tomographic problem can be divided into two groups.

Firstly, those algorithms which follow the direct mathematical inversion of the projection mea-
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surement. Secondly, iterative algorithms which start from an estimate for f (r,,r,) and refine
it every iteration by simulating the measurement, comparing against the actually measured data
and using the difference to update the current estimate for f (r,,r,). Algorithms from the first
group are less demanding when it comes to computing resources and therefore faster, while

algorithms from the second group usually produce fewer artifacts.

4.2.1 FBP algorithm

The most well known algorithm of the first group is called filtered back-projection (FBP) [67]. It
is based on back-projecting the measured projections pg (p,.) onto the two-dimension (7., 7,)—

plane. The back-projection b (1., r,) of the projections pg (p.) is defined as:

do 4.4)

pPa =Tz cOS O+r, sin ©

b(re,r2) ::/b(%(rxarz) de = /pQ(ﬂx)

The two-dimensional Fourier transform of each single component bg (7, 7,) has only non-zero
Fourier components on the line through the origin under the angle © to the g,—axis. These
components are the same as the one-dimensional Fourier transform of pg (p,):. Because of
the linearity of the Fourier transform, the integral over all bg (7., 7,) has all measured Fourier
components. Due to the sampling of Fourier space in polar-coordinates, the two-dimensional
Fourier transform of bg (r,,7,) is much denser sampled around the origin than further away
from the origin. Not addressing this denser sampling, when switching between polar and carte-
sian coordinates results in the center components of the two-dimensional Fourier transform
around the origin being pronounced too much, resulting in a blurring in real (r,, r,)—space.
This can be countered by weighting the one-dimensional Fourier components of the pg ()
according to the Jacobi-determinant! before back-projecting them. Multiplying the Fourier

components of pg (p.) with |¢| does exactly that:

Po (pe) = FT ' (FT [pe (p2)] lal) (4.5)

Back-projecting these filtered projections pe (p, ) results in the original function f (r,,7,):

J(rosrs) =— / Po (92) a0 4.6)

Pz =Tg cOS O+7r; sin ©

The FBP algorithm is therefor the direct mathematical inversion of the projection measurement.
Each projection is filtered by multiplying with |¢| in 1D Fourier space. The filtered projections
Peo (p) are then back-projected on the (7., 7, )—plane to obtain f (r,,7.). All steps are summa-
rized in algorithm 2.

Instead of filtering with a wedge filter in 1D Fourier space, the filtering step could also be

performed after the back-projection with a cone filter in 2D Fourier space. To be consistent with

Ifor the transformation between polar and cartesian coordinates
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the naming convention, this algorithm should then be called back-projected filtering. Mathe-
matically they are the same. Sometimes filter functions that drop to zero beyond a certain ¢,
are used instead of the |g| wedge to suppress high-frequency noise in the reconstruction [68].
Those deviations from the exact mathematical inversion are sometimes necessary because they

are more robust. Their usage depends on the noise level in the measured projections.

Algorithm 2 filtered back-projection (FBP)

1: procedure FBP(p (p., ©))
2: one-dimensional Fourier transform of the sinogram

P (¢2,0) < [p(ps, ©) exp (igsps) dpa
3: filtering by multiplying with the filter function

P (¢:,0) < P(q:,0) - H (q.) > H (¢z) = |gx]
4: inverse one-dimensional Fourier transform of the filtered sinogram

]5 (pwa @) «— f P (%ca 9) €xXp (_imez) dgx
5: back-projection of the whole filtered Sinogram

f(ro,r.) < [P(rycos© + 7,800, 0) dO
6: return f (r,,7,)

4.2.2 SART algorithm

As example for the iterative algorithms, I am presenting here the simultaneous algebraic re-
construction technique (SART) algorithm [69-71]. It starts with an estimation f (rg,7,) of the
sample. Then it iterates over all recorded projection angles ©, one by one. For each angle the

projection pe (p,) is calculated:

“+00

Pe (pz) = f(Re - ) dp., 4.7)

—00

The simulated projection pe (p,) is then compared against the actually measured projection

pe (pz):
Ape (pz) = pe (pz) — Pe (pz) (4.8)

The difference Apg (p.) is then back-projected on the (7, r,)—plane under the angle © and then
added to estimate f (1, 7). This updates the estimate f (r,, ) to a state, where it’s projection
under the angle © matches the measured projection pg (p.). Repeating this update step of
projecting, comparing and back-projecting the difference for all recorded projection angles ©
concludes one iteration of the SART algorithm. Performing N such iterations finalizes the
whole algorithm. All steps are summarized in algorithm 3.

The simultaneous in the name of the algorithm comes from the update of the estimate
f (r4,7,) using all rays / line integrals from a single recorded projection pg (p,) simultaneous.
Updating the estimate f (rz,7,) ray by ray would make the algorithm the algebraic reconstruc-

tion technique (ART) algorithm [72,73]. Updating the estimate f (rg,7,) simultaneously using
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all rays from all recorded projections, would make the algorithm the simultaneous iterative

reconstruction technique (SIRT) algorithm [74].

Algorithm 3 simultaneous algebraic reconstruction technique (SART)
1: procedure SART(p (p,, ©,))

2: initialize the object by guessing or using an empty one
f(ra,rs) <0

3: loop N times

4: for all recorded ©; do

5: projection of f (r,, r,) under the angle O;
P (pz,0;) < [ f(rx = Py c0s O — p,sin O, r, = p, sin O + p, cos O;) dp,

6: substraction of Ap from the measured projection p (p,, ©;)
Ap  p(pz:0;5) = D (pa, ©;) )

7: back-projection of Ap (p,, ©;) on f (r,,r,) under the angle O
f(rx,rz) — f(rw, r.) + Ap(py =rycos0; +r,sin0;, 0;)

8: return f (r,,7,)

4.2.3 Other algorithms

As already mentioned there are multiple algorithms, which are similar to the FBP algorithm.
In fact there are even more ways to perform the mathematically correct filtering, for example
by taking the derivative of the projections pg (p.) along p, and applying the Hilbert transform?
[75]. As these algorithms are mathematically equivalent, they share the same strengths and
weaknesses and knowing only the FBP algorithm as presented above does suffice.

The SART algorithm and other similar iterative algorithms [74, 76-79] are known to deal
better with noisy projections, but most often require multiple iterations to converge properly.
The SIRT algorithm is known to converge slower than the SART algorithm, while the ART
algorithm is more prone to salt and pepper noise artifacts than the SART algorithm. As the
basic principle of estimating the result, simulating the measurement, comparing to the actual
measurement and using the difference to improve the estimated result is similar to the extended
ptychographical iterative engine (ePIE) algorithm, the SART algorithm will be used later on
instead of other tomography algorithms.

Besides these two groups of algorithms, other algorithms to solve the tomographic problem
exist as well. Some are based on Maximum-likelihood methods [80-82], while others are based

on reconstructing f (r,r,) in two-dimensional Fourier space in cartesian coordiantes [83, 84].

2filtering with —isgn (q)
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4.3 Limits

Angular sampling

To faithfully reconstruct f (') from the
measured projections pg (p,) a suffi-
cient number of unique projection an-
gles needs to be recorded. The min-
imal needed number can be extracted
from the Fourier slice theorem: Know-
ing that recording projections pg (p.) is
sampling F' (¢, q,) radially, one should
aim for an equal sampling of the out-

ermost Fourier components in radial as

in angular direction (see Fig. 4.1). Hav-
ing achieved an resolution of Ap in real

space and a sample of diameter D results Figure 4.3: Tomographic sampling of F (g;,q.) in
in having measured Np.; = D/Ap res- Fourier space. The radial sampling Ag (blue) depends
on the resolution elements across the width if the projec-
tions. The sampling along the arc A© depends on the
sample. In Fourier space at least Npges number of angular steps recorded.

olution elements across the width of the

are needed to represent the Ng., resolu-
tion elements of each projection pg (p. ). Hence, at least N, points are sampled on each radial
axis in Fig.4.3. The angular sampling is simply the length of the arc divided by the number of

unique projections Ng recorded over that arc.

T 2

AO = — = =
N@ NRes

Aq 4.9)
Solving for the necessary number of projections Ng yields:

Ne ~ g Nies (4.10)

An additional factor of two is used, because of the Nyquist-Shannon sampling theorem [51]
stating that > 2 - Ng., sampling points in Fourier space are needed to sufficiently sample the

Npges resolution elements in real space. With this factor equation 4.10 becomes:
No > mNpges. 4.11)

This is also known as the Crowther criterion [85] for the number of needed projections to
reconstruct f (7) with a given resolution from these projections. It can also seen as a limit for

the achievable resolution in the tomographic (r,, r,)—plane for a given number of projections.
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Truncated sinograms

If the sample extends further than the field of view (FOV) of the projections the measured
sinogram is truncated, because some features of the sample leave and re-enter the FOV of the
projections while rotating the sample. The missing information can not be recovered without
additional assumptions or knowledge about the sample. Some algorithms have been developed
[86, 87] to mitigate the negative effects of truncated sinograms on the reconstructed f (7,,7.).
The best option is still to avoid this from happening, by having a small enough sample or a large
enough field FOV in all projections to image the full width of the sample.

Sometimes the sample is just too large for recording sufficiently enough projections. In that
case some projections can be recorded with a smaller FOV, but not all of them, allowing for the
proper reconstruction of a small region of f (r,,r,) [88]. During all tomography experiments

presented in this work I have been careful to always image the full width of the sample.

Deviations from the model

Of course all deviations from the model result in artifacts, as the algorithms can not deal with
something that does not fit the model. For example the tomographic model predicts, that the
integral of each recorded projection pe (p,) equals the integral of f (r,,r,) over the whole

(rg, T, )—plane and is therefor independent of the rotation angle ©.

/pe (pz) dps = //f (rg,7,) dr,dr, = const (4.12)

Mathematically this is always true, but should the measurement not reflect this, the reconstruc-
tion algorithms will create artifacts in the reconstructed f (r,,r,). The SART algorithm, for
example, tries to counter this by placing artifacts at the outer edge of the reconstructed FOV.
Therefor projections might have to be freed from arbitrary offsets to guarantee the integral of
each projection to be the same. In the FBP algorithm, random offsets do not matter, because the
q = 0 component of the Fourier representation is always multiplied by 0 and hence all absolute

offset information is lost.

4.4 From 2D to 3D

The most simple way to extend the presented tomographic model to three spatial dimensions,
is to model a three dimensional sample f (7., r,, r,) only rotating around the r,—axis. This way

the projections become two-dimensional:

+o0
yge) (va py) = / f R@,y . Ty dpza (413)

e}
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where Rg , is the rotation matrix for the rotation around the r,—axis:

Pz cos® 0 sin® Ty
p=1 p | = 0 1 0 ry | =Rey T (4.14)
P2 —sin® 0 cos® T,

It can be seen that the r, and p, axis always coincide. For this reason, the three-dimensional
problem can be separated into multiple independent two-dimensional problems as presented in
4.1 by fixing the height r,, ( or coequal p,, ).

In general the three-dimensional case allows for more arbitrary rotations [89], but in this
work, the rotation axis is always the r,-axis, hence these other cases are not relevant for the
understanding of the presented experiments. In the next chapter I will discuss how this, purely

mathematical discussion of tomography can be applied to three-dimensional ptychography.
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Chapter 5
Ptychography in three dimensions

Extending the ptychographic model to the third spatial dimension along the beam axis has great
benefits [23]. Most important is the possibility to overcome uncertainties of projection based
imaging. It can clearly be resolved if something is before, inside or behind another structure.
The complete internal structure of an object can be reconstructed. Quantitative values which

rely on the exact thickness of the permeated sample are instantaneously possible.

5.1 Ptychographic X-ray computed tomography

The most widely used technique is based on the tomographic model presented in 4.1 and is

therefor fittingly named ptychographic X-ray computed tomography (PXCT).

5.1.1 Model

In 2D ptychography (see chapter 3) the two dimensional transmission object O (p,, p,) was

O (pz, py) = exp (ik‘- [/+m1—n(ﬁ) dpzD

o0

= exp (i Ik‘ : /5(5) dpz} ) exp (I—k‘ - /ﬁ(ﬁ) dpzD (5.1)

=¢(pz,py) =a(px,py)

modeled as:

, where a (p,, p,) the logarithm of the amplitude reducing factor and ¢ (p,, p,) is the phase-
shift on a probing beam with wave number k. The parallel line integrals along p, through the
three dimensional /3 (p) and ¢ (p) describe the tomographic projections of these two volumes.
Rotating the sample relative to the lab-system allows to record multiple projections Og (., py)

of these two volumes under various projection angles O:

O6 (e, ) = exp (i- {k JR deDexp ( {—k- JE dpzD, (52)

'

=00 (pz,0y) =ag(pz,py)
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where Rg describes the transformation of the sample coordinates 7 to the lab coordinates p by
rotating around the r,—axis by the angle ©. The PXCT measurement scheme is straight forward:
Perform multiple 2D ptychographic measurements as described in chapter 3, while rotating the

sample in between the single measurements.

5.1.2 Algorithm

Naively, the reconstruction of the measured volumes /3 (7°) and ¢ (') should then be performed
by: Firstly reconstructing all recorded projections Og (p,, p,) on their own using any two-

dimensional ptychography algorithm.

O (s, p,) and Po (ps, p,) = ptycho (I@,j (E), Aﬁ&j) (5.3)

Secondly extracting the integrals of (3 () and ¢ () from the complex valued object functions

Oe (pz, py):

projection (3 (7) , ©) = /6 (Re7) dp. = log \O@_(Ifx,pyﬂ (5.4)
projection (4 (7) ,©) = /6 (Re7) dp, = ae Oeljpx,py) (5.5)

and finally reconstructing the volumes [ (') and ¢ (') from their projections using any tomog-
raphy algorithm.

But before the final tomographic reconstruction of the two volumes can be performed, the
projections have to be reconstructed using any ptychography algorithm. The separation of probe
P and object O in 2D ptychography is ambiguous to the relative brightness / amplitude of the
two functions. Making the sample twice as absorbing and the probe twice as bright would
explain the very same diffraction patterns. Hence each ag (p., p,) can have an arbitrary offset,
which can differ between projection angles ©. The same is true for arbitrary phase offsets of
all ¢g (7). Those random offsets which differ between projections have to be removed, as they
would result in artifacts in the tomographic reconstructions.

Besides the arbitrary phase offsets of P and O, there is also the possibility for P and O to
both have an additional arbitrary phase wedge. If those phase-wedges in PP and O have the same
pitch but in inverse directions, those phase wedges cancel out in the multiplication and result in
the exact same exit wave front. Hence, these possible arbitrary phase wedges of the projections
Oo (pz py) (01 ¢o (pz, py)) need to be removed before the tomographic reconstruction.

The last preparation step is the alignment of all projections to each other with respect to a
shared rotation axis [90]. As only relative shifts Apg ; between exposures are known in the
ptychographic reconstruction of the projections, the absolute positions are unknown. Often the
sphere of confusion of the rotation stages used to rotate the sample is larger than the resolution
achievable via X-ray ptychography. Not aligning the projections to another would result in
artifacts in the tomographic reconstructions.

All steps together are summarized in algorithm 4.
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Algorithm 4 PXCT algorithm in its most basic description.

1: procedure PXCT(Io ; (), Afo ;, Po (7))
2: create a complex valued 2D transmission object Og () for each projection angle ©.
> initial entries 1 +1-0

if no Py (p) are given then
initialize appropriate Pg () for each recorded projection angle ©

for every © do
perfom the ptychographic reconstruction of that projection Og ()

using Jg ; (lg), Ape ; and Pg > e. g., by using the ePIE algorithm

AN AN

remove artifacts like phase wedges and phase wraps from ¢g ()
8: if possible, remove arbitrary offsets in both volumes
> e. g., by setting a reference inside the volume to zero
9: align the reconstructed projections Og () to each other
10: separate the aligned projections Og (p) into:
phase shift: de (p) = arg Og (p)
and optical density: ag (p) = log |Og (p)|
11: use any tomography algorithm to reconstruct the volumes:
® (7) + tomo (¢e (p) , O)
A (F) < tomo (ag (p) , ©) > e. g., by using the SART algorithm
12 return A () and @ (7)

5.1.3 Approximations and limits

As the PXCT model is directly based on the ptychographic model (see 3.1) and the tomographic
model, it inherits the necessary approximations and limits from both methods.

By describing the interaction of the three-dimensional sample with the probing beam as a
simple multiplication of the probing wave field with a thin slice, the thin sample approximations
of the ptychographic model also have to apply here. Same goes for the exclusion of multiple
scattering, measuring in the far-field, having a coherent beam, sufficient photons on the sample,
sufficiently small detector pixels and enough overlap between adjacent exposure positions (see
3.2).

Are one or multiple of these points not fulfilled, then the projections Og (p,, p,) cannot be
reconstructed without artifacts or even reconstructed at all. Artifacts would hinder the alignment
of the projections and subsequently worsen the tomographic reconstructions. As for those, the
same requirements as in 4.3 apply. Depending on the diameter of the sample and the achieved
resolution, enough projections need to be recorded to fulfill the Crowther criterion and to allow

the same resolution in the tomographic plane.

5.2 Coupled ptychographic tomography

Recently a coupled ptychographic tomography algorithm [91] was proposed. Instead of first

performing all ptychographic reconstructions of all recorded projections, followed by the to-
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mographic reconstruction of those projections, the two steps of ptychography and tomography

would be interlinked.

5.2.1 Model

The physical model is exactly the same as for the PXCT algorithm (see 5.1.1). The projections
ag (p) and ay (p) of the two volumes A () and ® (7)

o0 = [ RaA () dp. = k- [ BB (7) ap. (5.6)

6 () = / Ro® (7) dp. = —k / Rod (7) dp. 5.7)

define the two dimensional transmission object Og measured under each rotation angle ©. But
instead of reconstructing each projection by itself, the information about the reconstructed vol-
umes A (7) and & (7) is constantly shared.

It was shown that this sharing of information between projections, allowed to properly re-
construct the sample even when the horizontal overlap was not sufficient for the ptychographic
reconstruction of each projection on its own. Even though the overlap inside the projection
might not be sufficient to solve the ptychographic problem, there is overlap in the tomographic

plane between different projections (see Fig. 5.1).

a) b)

Tz

Figure 5.1: Schematic representation of the overlap requirements with the coupled ptychographic to-
mography (CPT) algorithm: a) the overlap is given between adjacent scan positions of same projections
and between projections. b) adjacent scan positions of the same projection do not overlap anymore, but
still overlap in the tomographic plane with the beam profiles from other projection angles.

5.2.2 Algorithm

The CPT algorithm used later in this work is based on the framework presented in [91], with the
extended ptychographical iterative engine (ePIE) algorithm solving the ptychographic problem
and the simultaneous algebraic reconstruction technique (SART) algorithm solving the tomo-
graphic problem.

At first the two volumes A (7) and & () are both initialized with zeros, while suitable es-

timates for the probing wave fronts Pg (p) are made. Iterating sequentially over all recorded
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projection angles © in a random order, the following steps are performed: First the projections
ag (p) and ¢y (p) are obtained via projection according to equation 5.6 and equation 5.7. The
complex-valued two-dimensional transmission object Og () is then calculated according to
equation 5.2. M iterations of the ePIE algorithm are performed using Og (p) as initial object
estimate and Pg (p) as probe estimate. The updated estimate for the probe is kept as Py (p),
while the difference between the initial object Og () and the updated object Og () is calcu-

lated in both components:

- 1Og |O® (paw py)l (58)

A6 (pa:py) =108 |06 (02 py)

A¢e (pr, py) = arg O (pu, py) — arg Og (P, py) (5.9)

Those two differences Aag (p) and Agpg (p) are then back-projected on the two volumes A (77)
and ® () under the projection angle O:

AR — A + /R@ Aae (7) dr- (5.10)

O (7) « A(7) + /R_@ Ado (7) dr. (5.11)

This whole procedure of projecting, running the ePIE algorithm and back-projectiong the
differences on the original volumes is repeated for the next projection angle (but with the up-
dated A () and @ (7)). Once all projection angles have been used, the first iteration of the CPT
algorithm concludes. Running in total N iterations concludes the whole CPT algorithm. All
steps are describes in detail in algorithm 5.

In general any other algorithm that solves the ptychographic problem could be used instead
of the ePIE algorithm. If the back-projection would happen simultaneously over all recorded
angles, one would refer to the tomography algorithm used as SIRT [92]. This would allow
to run the calculations on all projections in parallel, which would speed up the iteration im-
mensely. As the simultaneous iterative reconstruction technique (SIRT) algorithm is known to
converge slower than the SART algorithm [69], I only used the CPT algorithm based on the
SART algorithm as described above.

5.2.3 Approximations and limits

The CPT algorithm is based on the same model as the PXCT algorithm. Hence the same
approximations and limits apply: The sample has to be thin along all projection direction and
no multi-scattering occurs. The probing beam has to be coherent and small enough for the used
detector pixels. The measurement is still performed in the far field and a sufficient number of
photons is recorded during each exposure.

One alleviation is the relaxation of the overlapping constraint between adjacent exposure

points. On the other hand it is assumed that all the measurement positions are already aligned
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Algorithm 5 CPT algorithm according to the framework of [91] with M iterations of the ePIE
algorithm [53] used as data constraint and the SART algorithm [69] for the object constraint.

1: procedure CPT(Io ;(k), Afo ;, Po (7))
2: create a 3D array A (7) for the optical density and a 3D array ® (r) for the phase shift.
> initial entries O

if no Py (p) are given then
initialize appropriate Pg (p) for each recorded projection angle ©
loop N times
for every O do
calculate the projections ag (p,, py) and ¢e (ps, p,) under the angle ©
calculate the complex projection:
O6 (P, py) = exp ao (pa; py) - exp (id6 (P py))
9: do M ptychography iterations on Og (p., py) using Ig ; (E) , Ape j and Py to

e A

obtain an updated guess Og (p,, py) for that projection
> e. g., using the ePIE algorithm
10: calculate the phase shift update:

Age (:Oxv py) = arg é@ (va py) — arg Og (Pm, py)
and optical density update:

Aag (ps, py) = log ’O@ (P, py)| — log |06 (pa, py)|

11: calculate the 3D phase shift and optical density updates Adg (7) and AAg ()
by back-projecting A¢e (pz, py) and Aag (p., p,) under the angle ©
12: update the object volumes:
A(r)« A(r)+~-AAo(r)and
Q(r)«—o(r)+v-Adg (1)
> update strength vy € (0, 1]
13: return A (7') and @ (7)

to each other and a shared rotation axis. To my knowledge the CPT algorithm has only been

published with simulated data sets, which had perfectly known positions Apg ; [91,93].

5.3 Multi-slice ptychography

Besides the tomography based methods there is another way of extracting information about the
third spatial dimension from ptychographic data, once the thin-sample approximation does not

apply any more.

5.3.1 Multi-slice model

To model a thick sample, it can be estimated by multiple thin slices O; (p) placed certain dis-
tances d; ;11 apart from the next downstream slice. Each of the slices O; (p) does not violate the

thin-sample approximation. The probing X-ray beam P (p) propagates through the thick sample
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by first scattering at the most upstream slice O;—; (), creating the exit wavefront W;_; (p):

Viz1 () = P (p) Oi=1 (p) - (5.12)

Afterwards the exit wavefront W,_, (p) freely propagates the distance d; » to the next slice in

the downstream direction:

Py (p) = Wiz () * P12 (P), (5.13)

where Py, (p) is the free propagation kernel over the distance d; » (see section 2.2). This
procedure of interacting with each slice and propagating to the next one is repeated until the

beam passed through the furthest downstream slice O,—,, (p) to create the last exit wavefront
\Iji:n (p_)

Vicn (9) = ([ ([P (P) Oi=1 (9)] % P12 (9)) - - ] ¥ Pran () Oizn () (5.14)

This last exit wavefront is then propagated to the far-field where the diffraction pattern is mea-

sured by the detector, exactly like in the two-dimensional ptychographic model (see 3.1).

free propagation free propagation free propagation
multiplication multiplication multiplication
I I I
o 0 o
py Pl PQ Pn,
01 05 On
\ A _J _J
Y Y Y
dq,2 da 3 dn-1,n

’ )

Pz

Figure 5.2: Schematic representation of the propagation of the probing beam through the thick sample
modeled by n thin slices O; (p). At each object slice O; (p) the incoming probing wave field P; (p)
is multiplied with the object slice to create the exit wave front W; (7). Free propagation of this exit
wavefront over the distance d; ;11 creates the next initial probing beam P; 1.

5.3.2 Algorithm

The three-dimensional ptychographical iterative engine (3PIE) algorithm was developed on the
model described above to deal with thicker samples [54,94,95].

For all recorded measurement positions Ap; in random order the object slices O; (p) and
probe P (p) are updated as followed: Using n discrete object slices O; (p) the propagation
through the sample is described by consecutive multiplications and propagations through empty
space. The final propagation from the most downstream slice to detector is still implemented as

a Fourier transform, as in the ePIE algorithm. The amplitudes are replaced by the square-root of
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the measured intensities and the resulting wave field is back-propagated to the most downstream
object slice resulting in 0 (p). There the object slice and the n-th probe is updated exactly as in
the ePIE algorithm:

— — — Pl*:n,_] (p_j T
Oicn (7= AP) 4 Oicn (5= D) + a0 (B (7) = Vi (7)) (5.15)
| Piznj ()
O, (7= %)

Py (§) + Py (p) B—————
Oiznj (P — Ap))

The probe function P;_, (p) is then back-propagated to the next object slice in the upstream

2 (‘iji:n,j (P) = Vin; (ﬁ)) (5.16)

max

direction:
Uicn 1 () = Piey (§) * Prn_1, (5.17)

where P, ,,_; is the free back-propagation kernel for the distance d,,_; ,. This \ili:n_l is then
used as input for the update of object slice O;—,,_1 (§ — Ap) and the probe P;—,_; (p). The pro-
cession of updating a single slice and the probe function at the slice’s position and propagation
to the next upstream slice is repeated until the most upstream slice was reached and the initial
P (p) = Pi—1 (p) was updated.

Then the procedure of propagating through all slices, comparing with the measured diffrac-
tion pattern and back-propagating and updating through all slices is repeated for all other j
measurement positions. Performing N iterations over all ; measurements concludes the algo-

rithm. A detailed description of the 3PIE algorithm is given in algorithm 6.

5.3.3 Approximations and limits

The approximations for the 3PIE algorithm are very similar to those of the basic ePIE algorithm
(see 3.2). Each of the object slices needs to be thin and no multi-scattering occurs inside a single
object slice. This translates to: There need to be enough thin slices, spaced closed enough such
that the thick sample can be modeled like that. The detector has to be placed in the far-field
regime from the most downstream slice. The probing beam still has to be coherent, to interfere
with itself on the detector. As the beam propagates through the sample it changes its size
when interacting with the next slices. The detector pixels have to be small enough to sample
the probing beam correctly at all object slice positions. Hence, a very divergent beam might be
unsuited to measure thicker samples, as the beam diameter changes too much when propagating
through the sample.

The criterion for the amount of overlap between adjacent measurement positions is more
difficult to evaluate. As the beam diameter is different at the multiple object slices and yet
everything reconstructs together, a slightly reduced overlap at some of the slices might be toler-
able. Not tolerable would be non-overlapping probes at one or more of the slices positions (see
Fig. 5.3). The redundancy from the overlap is needed for ptychographic reconstruction and sep-

aration of probe and object. Not having this redundancy in this slice causes the ptychographic
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Algorithm 6 three-dimensional ptychographical iterative engine (3PIE) algorithm based on a
multi-slice model as presented in [54,94].

1: procedure 3PIE(7; (k), Aj))
2: initialization of the n estimated object slices O; (p) and estimated probe function P ()
(at the most upstream slice j = 1)

P;_1 (p) < gaussian (p) + i0 > or known O or P
3: loop N times
4: for all measured diffraction pattens /; (E) do > in random order
5: cropping of all object slices shifted by (Ag))

Oij (p) < O; (0 — Apj)
: for all 7 object slices from furthest upstream to furthest downstream do
7: multiply with the probe estimate P; (p)
Ui (p) < O (p) - P (p)

8: if not arrived at furthest downstream slice O,—,, ; (p) then

propagate the exit wavefront U, ; () the distance d; ;1 to the next
downstream slice to get the next ;4
Piy1(p) < Wi () * Piit1 (p)
10: two-dimensional Fourier transform of the furthest downstream
exit wave front ¥,_, ; (p)

Y; (E> — [ [V, (p)exp [i (Eﬁ)] dk

11: replace the amplitudes of ©); (E) with the measured ones
L (F 7). )
» k) I (k;) L valh)
i ARG
12: inverse two-dimensional Fourier transform of v, (k;)
Uie,; (7)< [ [y (k) exp <1p_7<;> dp
13: for all 7 object slices from furthest downstream to furthest upstream do
14: update O; (p) and P, (p)
- ~ = = P, ifj(q) T
Oi (7= AB)  Oi (7= AF) + Bt (Wi (7) = Wiy (7))
O, (=Ap) (&
P R B (0 (0) - iy ()
15: if not arrived at furthest upstream slice O,—; (p) then
16: propagate the probe P, (p) the distance d;;_; to the next

upstream slice to get the next W;_; ;

‘i’ifl,j (P) <= Fi (p) * Piv1i (P)
17: return all object slices O; (/) and the most upstream probe function P, (p)
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5.

problem in that slice to be unsolvable. From an information density point of view, reconstruct-
ing n object slices instead of just one would also mean about n-times more redundancy in the

data set is needed to reconstruct those n object slices.

a) b)

O3

0, '
01 f ,;f | i i Pz
P —|

Figure 5.3: Schematic representation of the overlap requirements with the 3PIE algorithm and the con-
verging beams: a) all four probing positions beams (blue,orange,red and green) overlap in all three mod-
eled object slices O1, Oz and Os. b) the four probing positions beams overlap at the slice positions of O
and Os, but at the focus position of the probing beam there is no overlap between adjacent measurement
positions.

The difficult experimenters decision is how many slices are needed to model the thick sam-
ple and how far apart / how close together do they need to be placed. This partly depends on
the nature of the sample, partly on the length scale on which the probing X-ray beam changes
by propagating and also on the lateral resolution achieved in all sample slices [55]. Just plac-
ing more slices along the beam axis, will not automatically result in an improved longitudinal

resolution.

5.4 Quantitative evaluation

In 5.1.1 I already explained how ® (7) can be understood as k - ¢ (7) dp, and A (¥) equally as
—k - B () dp,. Hence phase shift on the probing beam by a single voxel ® () can be converted
to the average J () by dividing by the wave number k£ = 27/ and the edge length of the voxel

l’l}OZ:
O (r) - A
0(r)=—"="— 5.18
(T) 27 - lvox ( )
This is supposed to be equal to equation 2.19. The term (Z + f’ (w)) can be described as
effective number of electrons per atom. Therefore the product with the atomic number density

n (7) equals the effective electron density n. (7°):

D(F)- X TN

27 A yo 27

0 (1) = ne (7) (5.19)
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Solving for the average effective electron density n. (') inside the voxel’s volume yields:

1

Te A lvox

ne (1) = P (7) (5.20)
To calculate the effective electron density 7. (") seen by the X-ray beam along its path one has
to divide the reconstructed phase shift per voxel ® (7) by the classical electron radius r., the
wavelength of the X-ray beam A and the length of the voxel [,,, along the beam direction.
This is again an average over the voxel volume. Depending on the corrections terms [’ (w)
of the included elements, the effective electron density n. (7) might differ more or less from the

actual electron density present in the volume.

5.5 Resolution estimation

As in the two-dimensional ptychography case (see 3.5) one would like to estimate the achieved
resolution of the reconstructed volumes. Fitting error functions across edges in the reconstructed
volumes is an option, but would only result in local estimates. Moreover it is not always known
how sharp the edge in question is to begin with.

The Fourier ring correlation (FRC) presented in 3.5 can be extended to three dimensions and
is then fittingly named Fourier shell correlation (FSC). As in the 2D case the volumes V; (7)

and V5 () are compared in Fourier space:

rO ) — SR (E) . F (E)

SO e ()

where F <l§) and F} <E) are the three-dimensional Fourier representations of V; () and V5 (7).

, (5.21)

The same threshold criteria as for the FRC apply [64]. The one-bit threshold criterion is used
to compare to volumes reconstructed from two complete data sets, while the half-bit threshold
is used to compare volumes reconstructed from half data sets. The Fourier shell correlation
estimates the average resolution along all spatial directions. As with the FRC, the FSC can be

used to calculate a spectral signal to noise ratio (SSNR) [65]:

FSC1s (k)

1 — FSCyy (k) 6:22)

These resolution estimations can also be performed on the multi-slice object reconstructed by
the 3PIE algorithm. But the longitudinal resolution (between the slices) is always expected to
be worse than the lateral resolution (in the (p,, p,) — —plane). Hence, averaging over all direc-
tions would overestimate the longitudinal resolution and underestimate the lateral resolution.

Separating those two estimates is therefore advisable.
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5.6 Outlook

The three presented algorithms for solving the ptychographic problem in three spatial dimen-
sions are the core of this work. Three experiments will be presented, with having the focus on
one of the algorithms each. The CPT algorithm will be used in chapter 6 The PXCT algorithm
will be used in chapter 7 and in chapter 6. The 3PIE algorithm will be used in chapter 8.
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Chapter 6
Macro-porous zeolite particle

The most important thing about an ptychographic X-ray computed tomography (PXCT) exper-
iment is having a sample worth looking at. This means having a scientific questions that can
be answered by reconstructing the three-dimensional structure of the sample using X-rays. The
answer to this scientific question should not be obtainable by faster, cheaper or more accessible
methods like for example transmission electron microscopy (TEM) tomography or X-ray tube
based micro-tomography, to justify the usage of the limited time at a large research facility like
a synchrotron.

In the first experiments I will discuss a hierarchically structured zeolite catalyst particle
imaged using PXCT. But first I will motivate the experiment and justify the usage of this
method.

6.1 Motivation of the experiment

Titanium inside nano-porous zeolites acts as a catalysts for the oxidation of various organic
molecules. For the catalytic reaction to happen it is necessary for the organic molecule to reach
the titanium site inside the nano-porous (pore sizes typically < 1nm) zeolite material. The ze-
olite material itself is just a permeable crystalline frame to hold the catalytically active titanium
and is in itself inert. Larger bulky organic molecules are too big to enter the tiny nano-pores,
which limits the active catalytic regions to the surface of the bulk material. Grinding up the
bulk material to nanometer sized particles largely increases the active surface, but complicates
handling of the material and the fine dust also poses a health risk. Larger particles are easier to
handle and poses a lower health risk. Therefore titanium zeolite catalyst particles with a size of
a few micrometers with a hierarchical pore-structure have been synthezised [96]. The combi-
nation of larger and smaller pores allows for an increased mass transport of organic molecules
through the material and an increased diffusion towards the active surfaces of the catalyst. The
catalytic activity of a material can be measured in laboratories using model reactors. However,
the actual physical properties of the zeolites, the pore size and inter-connectivity, are not easily

accessible using lab measurements.
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With sizes between 1 um and 2 um the zeolite particles are on the edge of what is possible
to penetrate with electrons, which rules out high quality TEM reconstructions of whole parti-
cles. X-ray ptychography is not able to resolve the nano-porous structure of the zeolite, but the
larger macro-pores. PXCT allows to image whole particles and might even allow for in-situ

measurements, were the titanium zeolite particle is imaged while it is functioning as a catalyst.

6.2 Sample preparation

The sample was synthezised by Tobias Weissenberger [97] at the University of Erlangen. Cal-
cinated mesoporous, spherical silica particles (MSPs) with a diameter of 600 nm were impreg-
nated with aqueous tetrapropylam-monium hydroxide solution, which made them stick together.
The dried compound was then heated to ~ 150 °C to perform the steam-assisted crystallisation
of the actual zeolite material. Interestingly, the zeolite material forms in between the initial
MSPs while using up the Si of those spheres. After 48 hours the silica from MSPs material
was mostly transfered into the zeolite matrix, leaving a zeolite crystal with spherical pores of

~ 600 nm diameter (see Fig. 6.1).
a) b)

—

Figure 6.1: Scheme of the synthetization of the macro-porous zeolite particle: a) mesoporous, spherical
silica particles (MSPs) (grey); b) MSPs with tetrapropylam-monium hydroxide (orange); c¢) sacrifice of
the Si inside the MSPs for the growth of the zeolite crystal (blue); d) final partile.

A powder of zeolite particles was send to the DESY NanoLab. There, a focused ion-beam
(FIB) microscope was used to select one of the particles and to glue it to a tungsten needle using
beam induced deposition of platinum. An aluminum pin’s tip was milled flat using FIB milling
and a platinum cone was deposited on top of the tip to act as a podium for the sample particle.
The particle was glued to this platinum podium using platinum allowing for an unobstructed
view through the sample from 360°. Afterwards the sample was milled free from the tungsten
tip. A scanning electron microscopy (SEM) image of the final sample preparation is shown in
Fig6.2.

The following elements can be expected around the sample:

e Al - in the sample holder pin

Pt - below and on top the sample in the glueing points and podium
Ga - residue from the focused ion beam
Si, Al and Ti - in the sample itself

W - maybe some left over from the transfer needle
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Figure 6.2: SEM image of the prepared zeolite particle on top of a Pt podium on top of the Al sample
pin. The choosen particle has a width of ~ 2.6 pm.

6.3 Measurement

The experiment was performed at the hard X-ray nanoprobe endstation at beamline P06 at
the PETRA III synchrotron radiation source (Hamburg, Germany) [41]. At this beamline, an
undulator in the electron beam path is the source of X-rays. A double crystal monochromator
(DCM) (Si 111) was used to select photons of an energy of 9 keV. Furthermore a pair of mirrors
downstream of the DCM was used to suppress the higher harmonic energies, which also pass
through the DCM. Inside the last hutch of the beamline, the coherent fraction of X-ray beam
was selected using slits and were afterwards focused using a Fresnel zone plate (FZP) to achieve
a 70 nm sized focal spot at full width at half maximum (FWHM). The sample was placed 1 mm
downstream of the focus using an optical microscope. This optical microscope was also used to
align the particle to the center of rotation of the rotation stage below, so that it would not leave

the beam when rotated.

Pixel
Detector

Rotating
Sample

Figure 6.3: Ptychographic tomography measurement scheme: A probing beam (red) is focussed by the
FZP though the OSA on a sample, which is scanned perpendicular to the incident beam along p, and p,,.
Rotating the sample around p, by multiple angles © allows to record multiple projections of the sample.
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The sample placement downstream of the focus increased the beam profile on the sample
to ~ 1800 nm. This allows to take fewer steps / exposures within the same field of view and
was done with the purpose of keeping the computational demands for the reconstruction as low
as possible. The scanned field of view was 4 ym x 4 um in size, including the whole sample
and a bit of air the left, right and top. The relative sample positions were recorded using an
interferometer based sample tracking system. The step size in each direction was chosen to
be 400 nm, which is 4.5 times smaller than the beam size, allowing for sufficient overlap for
ptychographic reconstructions. The diffraction patterns were recorded using an EIGER X 4M
detector (DECTRIS, Switzerland), placed 2.13 m. downstream of the sample.

Fourier ring correlation (FRC) of two reconstructions at opposite angles estimates a resolu-
tion of about 45 nm, which is slightly smaller than size of the beam at the focus position. Using
the Crowther critereon, I calculated that 90 are required over an arc of 180° to allow for 45 nm
in the tomographic place. Therefor 91 projections were recorded in 2° steps. The whole tomo-
graphic measurement took about 7 h and resulted in 11 x 11 x 91 = 11 011 recorded diffraction

patterns. All measurement parameters are summarized in table 6.1.

Table 6.1: Experimental parameters of the PXCT measurement done on the hierarchically structured
zeolite particle on the 16th of June in 2018.

Parameter

scan area (h X v) 4pum X 4 pm
dwell time per scan point 1s
number of points (h X v) 11 x 11 =121
step size 400 nm
angular step size 2°
angular steps 91
angular range 180°
beam size on the sample (FWHM) 1700 nm
photon energy 9keV
photon flux 2.6 - 108 photons /s
sample-detector distance 2.13m
detector pixel size 75 um
overall measurement duration 6.8h

6.4 Ptychographic X-ray computed tomography reconstruc-
tion
In following subsections, the conventional PXCT reconstruction of the data will be described.

Afterwards, the coupled ptychographic tomography (CPT) reconstruction of the same data set

will be presented in section 6.5. Finally both results will be compared in section 6.6.
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6.4.1 Ptychographic reconstructions

To start off the PXCT reconstruction of the recorded data set, all diffraction patterns were
cropped to a size of 512 x 512 pixel, resulting in a pixel size of ~ 8.3 nm in the reconstructed
images. Each projection was reconstructed by itself using the group-internal software called pty-
cho [98]. It is based on the extended ptychographical iterative engine (ePIE) algorithm [53,62],
is optimized to run on graphics processing units (GPUs) and has multiple extra-features on top
of the basic ePIE algorithm. The following extension of the basic ePIE algorithm were applied
for reconstruction.:
e A (brute force) position correction, refining the scan positions Apj.
e An upscaling of the diffraction data by a factor of two, effectively simulating smaller
detector pixels and allowing for a larger probe.
e The estimation and subtraction of an incoherent fraction of each diffraction pattern. [60]
e A parallel update over all exposure positions and not sequentially, starting from iteration
500, to more consistently update the whole Object P ().
Each reconstruction of a projection was run for 5000 iterations on a dedicated node of the
MAXWELL cluster located on the Deutsches Elektronen-Synchrotron (DESY) campus. As all
reconstructions could be run in parallel on multiple machines, all reconstructions were com-
pleted within 6 h.
Each reconstruction of a projection resulted in a complex-valued object Og (p), a complex-
valued probing wave field Py (p) and a set of refined positions which will be used later on. The

results of the reconstruction of the first recorded angle are shown in Fig 6.4.

-0.8 -0.6 -0.4 . -0.3 -0.2 -0.1
phase shift [rad] log(amplitude) [1]

Figure 6.4: Ptychographic reconstruction of the first recorded projection; a) the reconstructed phase shift
of the object; b) the logarithm of the reconstructed object amplitude and c) the reconstrucred probing
beam, where the brightnes encodes the amplitude and the color encoded the phase

It can be seen that the whole particle on top of its platinum podium has been reconstructed.
The sample itself is only phase-shifting and close to non-absorbing. Only the platinum podest
and the Pt/Ga contamination on top of the particle show some detectable absorption. The edges
of the reconstructed field of view (FOV) show the expected strong artifacts (see chapter 3), but

the center is smooth and only shows a slight phase-wedge.

57

6. ZEOLITE



6. ZEOLITE

6.4.2 Projection alignment and artifact removal

To prepare all reconstructed projections for the tomographic reconstruction, artifacts were re-

moved and afterwards the ptychographic reconstructions were aligned to each other.
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Figure 6.5: Left: (a) un-aligned and (b) aligned vertical profiles of all recorded projections; Right: (c)
un-aligned and (d) aligned horizontal profiles of all recorded projections

Therefore all reconstructed objects Og (p) were cropped to remove the strong artifacts at
the edge of the FOV. Afterwards the phase-wedges in the background and the arbitary offset
were removed by assuming all parts to the left, right and top of the sample to show air and were
set to zero offset. With the worst artifacts removed the alignment was done using the horizontal
and vertical line-integrals of the cleaned phases ZOg (p). The vertical alignment was done by
correlating the derivative of the vertical profiles. The horizontal alignment was done by shifting
the center of mass of the horizontal profiles to the horizontal center of the cropped field of view.
After each of these alignment steps, the cropping and the calculation of the profiles was repeated
as new features could have entered the FOV and some features might have left the FOV. These
steps of vertical alignment and horizontal alignment were repeated alternatingly until a stable
solution was found, meaning no further shifts had to be applied in each alignment step (see
Fig. 6.5). Moreover the position of the rotation axis in the FOV was fixed. Here the horizontal

center of the cropped FOV was chosen.

6.4.3 Tomographic reconstruction

The projections Og () aligned and freed from artifacts and the knowledge about the posi-
tion of the rotation axis the tomographic reconstruction could be done. First, the projections
were separated in phase and amplitude images, and the natural logarithm of the amplitudes was
calculated. Afterwards, each horizontal pixel line over projection angles was taken to create
the sinograms (phase and log(amplitude)) for that height (see Fig. 6.5 d). These sinograms
were reconstructed independently using the gridrec algorithm [83] implemented in the tomopy-
package [99]. Stacking these reconstructed slices at all heights together created the two recon-

structed volumes. The first volume represents the phase-shift of the probing beam by passing
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through each and every voxel. The second volume represents the logarithm of the factor by
which the amplitude of the probing beam is reduced by passing through each and every voxel.
Both volumes are therefor just the products of the real- and the imaginary part of the refractive
index and the wave number k. Two slices through both reconstructed volumes are shown in
Fig. 6.6.

-0.6 -0.4 -0.2 0.0 -0.15 -0.10 -0.05  0.00 - -0.4 -0.2 0.0 -0.15 -0.10 -0.05  0.00
phase shift [rad/um] log(amplitude) [1/um] phase shift [rad/um] log(amplitude) [1/um]

Figure 6.6: Slices through the PXCT reconstructed volume k - n (z,y, 2): a) and b) show the same
vertical slices; ¢) and d) show the same horizontal slice. The red lines in a) and b) indicate the positions
of the horizontal slices shown in c) and d), while the red lines in ¢) and d) indicate the positions of the
vertical slices shown in a) and b).

6.4.4 Quantitative evaluation

Using Eq. 5.20 the reconstructed phase-shift volume can be converted to effective electron-
density. This reveals that the sample consists of a material with an electron density of ~
0.66 e//o%3 (see Fig.6.7). This is slightly below the values of 0.7 e/z&3 for pure bulk Si (mo-
lar volume of 12.06 - 107° m?*/mol) and 0.77 e/A3 for pure bulk Al (molar volume of 10.10 -
1075 m?/mol) and can be explained by the hierarchical structure of the zeolite particle. Some
pores are too small to be resolved, therefore slightly reducing the measured average electron
density of each voxel. The voxel values for the podium are spread around = 2.2 ¢/ A® and can-
not be explained bei neither pure Ga (electron density of 1.68¢/ A’ ; molar volume of 11.08 -
1075 m?/mol) nor pure Pt (electron density of 5.18 ¢/ A’ ; molar volume of 9.06-107% m?3 /mol).
Therefor it can be said that the podium does not consist of pure Pt. The deposition of Pt using
beam induced deposition inside the FIB microscope is a rather chaotic process. It has to be
assumed, that the deposited podium is a mixture of Pt, some organic carbon-hydrate as residue
from the gas the Pt atoms were initially bound to and some Ga from the ion beam itself. This
would explain the position of the podium peak between pure Ga and pure Pt (see Fig. 6.7¢).
The successful reconstruction of the tomographic dataset facilitated further analysis steps
to investigate the sample: For example the relative volume fraction of the macro-pores of the
whole particle could be measured (= 27 %). The shape of each marco-pore could be compared.
The inter-connectivity could be evaluated (three internal macro-pores are not connected to the
surfaces via other macro-prores) [100]. However, these analysis procedures are beyond the

scope of this thesis but can be found in [100] Instead the innovative way of reconstructing the
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Figure 6.7: Vertical (a) and horizontal (b) slice through the reconstructed three-dimensional effective
electron density distribution. c) shows the histogram over the whole volume with lines indicating the
values expected for pure bulk materials.

same data set in a single step using the CPT algorithm will be presented in the next section.

6.5 Coupled ptychographic tomography reconstruction

The goal of the CPT reconstruction is to unify all the steps above and to reconstruct all recorded
data in one step to increase the overall redundancy in the data set which should help to enforce

a self-imposed consistency in the reconstruction.

6.5.1 First implementation

As the CPT reconstruction involves projecting from and back-projecting onto a complex-valued
volume with every iteration and for every projection angle, the computational effort is consid-
erably higher than for the PXCT reconstruction. Therefore step one is all about the reduction
of the total amount of data. The diffraction patterns were cropped to a size of 256 x 256 pixel,
resulting in a pixel size of 16.6 nm. Moreover this reduces the computational expenditure for
each ePIE-iteration by a factor of 4 and for each step involving a three-dimensional volume by
a factor of 8, which will turn out to be very crucial for a reconstruction in a reasonable time.
The refined position Ap; obtained from the PXCT reconstruction were used for all following
processing, eliminating the need to refine them during the ePIE step. Furthermore the knowl-
edge about the relative shifts between projections and the absolute position of the rotation axis
were also used. As the computational effort needed to be reduced even more, the additional re-
finements of the ePIE algorithm (upscaling, background subtraction and parallel update) were
not used. Just the very basic ePIE algorithm (see algorithm 1) was used.

To properly compare the result of the CPT against the result of the PXCT reconstruction,
both should be reconstructed from the same reduced data set and the same the basic imple-
mentation of the ePIE algorithm. Therefor the PXCT reconstruction was repeated using the
reduced dataset. The CPT reconstruction was performed as described in algorithm 5. Both

algorithms were initialized with a non phase-shifting and non-absorbing object and the same
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Figure 6.8: Slices though the PXCT reconstructed phase of the reduced data set (a and d) in comparison
to the phase (b and e) and optical density (c and f) of the CPT reconstruction of the same data set.

starting guesses for the 91 probing wave fields. As the computational effort is enormous, 50
iterations of the CPT algorithm took about one week to finish. In contrast, performing 50 ePIE
iterations for all projections during the PXCT reconstruction took only a few minutes, followed
by 12 h needed to perform 50 iterations of SART (see algorithm 3).

The results of both reconstructions are shown in Fig.6.8. Unexpectedly the CPT reconstruc-
tion looks worse than the PXCT reconstruction. The slices are more grainy. The vertical slices
show a stronger phase wedge. The podium is not reconstructed as far down as in the PXCT
reconstruction. The absorption volume shows artifacts in form of strong vertical stripes.

As the conventional PXCT does not show these artifacts, there must be something in the
data that the CPT algorithm can not tolerate, but the standard ePIE algorithm in two dimensions

does.

6.5.2 Simulation of error sources

To investigate error sources occurring during the measurement and their influence on the result
of the CPT algorithm I created a simulated data set. I started with the volume and the probes
reconstructed by the conventional PXCT method (see Fig. 6.8). Everything outside a certain
radius around the sample was set to zero. The resulting model volume was then used to simulate
PXCT measurements with the following sources of errors:

e errors in the measured scanning position
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e angular shifts of the beam axis
e incoherent background in the measured diffraction patterns

e fluctuating beam intensity

Wrong positions

The first possible error source is wrong positions. The sample-tracking laser interferometers
could have been disturbed by fluctuations in the air path between sensor head and reflector,
resulting in a disturbed measured scanning pattern. To simulate this, the simulated exposure
positions were randomly shifted in both directions (see algorithm 7). The shifts followed a nor-
mal distibution. At these faulty positions otherwise perfect diffraction patterns were simulated
using the volume and the probes from the simulated data set. The photon noise was chosen
to match the experiment. Using the simulated diffraction patterns, but also the non-matching
initial positions, CPT reconstructions were carried out, performing 50 iterations. Fig. 6.9 shows
the result for 5 different width of normal distributed position errors, with the standard deviation

o varying between 1 and 5 times the pixel size.

Algorithm 7 Simulation of a PXCT dataset with wrong measured positions

1: procedure simulation wrong positions (V' (p) , P (p) , Ap;)

2: choose the strength o of the position error
o4 nx16.6nm;n e [1,...,5]
3: for all rotation angles © do
4: calculate the projection Oy (p)
5: for all measurement positions j under that angle © do
6: add a random (normal distibuited) shift to Apj

AG;  Af; +N(u =0, 0?)
7: simulate the diffraction pattern at the wrong position Ag’
= 2
I; (k) < |[FT (O (7 — AG)) P ()]
return /; <l§> and Apj

*®

It can be seen that with increasing position errors, the reconstruction quality reduces. The
air around the sample starts to show some of the graininess seen in Fig. 6.9 f, but not without
reducing the quality of center part with the sample immensely. As refined positions were used in
the initial CPT reconstructions and position errors of > 50 nm were necessary to create similar
levels of graininess in the simulation, position errors can be excluded as the main reason for the

bad quality of the CPT reconstruction.

Changing beam direction

Another possible experimental source of errors can be the changing beam direction. The
electron-orbit inside the synchrotron storage ring might not be stable during the whole experi-
ment. It is known to sometimes slightly shift. This makes the electron bunches travel through

the undulator in a slightly different path, creating the primary source in a slightly different place,
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Figure 6.9: (a-e) simulation of the influence of inaccurate scanning positions on the CPT reconstruction
of an otherwise perfect data set compared against (f) the CPT reconstruction of the real data set.

which in return is imaged by the optical beamline components to another position. In short, the
beam might hit the sample under slightly different angles during the experiment. If the incident
angle of the probing beam on the sample changes, the diffraction pattern on the detector shifts.
In the ePIE algorithm the probe including its incident angle and phase is assumed to be constant
over all scan points, consequently the varying incident angle of the beam results in additional
phase wedge in the reconstructed object. If this phase wedge would be constant for a whole
projection, meaning the angle of the incident beam would be constant for the duration of the
measurement of a single projection, this wedge could simply be added to the probe. But if the
angle changes more frequently, the various phase wedges could only be explained through the
object, creating a very wavy, cloud-like background in the phase projection.

To simulate the influence of this on the CPT reconstruction perfect diffraction patterns were
simulated as before, but with un-tampered positions. Afterwards the all diffraction patterns
were randomly shifted in both dimensions, while the amount of shift and the direction again
followed a normal distribution. The resulting data sets were again reconstructed using the CPT

algorithm.

Algorithm 8 Simulation of a PXCT dataset with a changing beam angle

1: procedure simulation changing beam angle (V' (p) , P (p) , Apj)
2: choose the strength o of the angular changes
amax < 1 x 0.035 urad;n € [1,...,5]
for all rotation angles © do
calculate the projection Oy (p)
for all measurement positions j under that angle © do
add a random (normal distributed) phase wedge to P (p)

P () + P (p) + phase wedge (N(u =0, ozfnax))
7: simulate the diffraction pattern with the modified probe P ()
1 (k) « [P (04 (5 - 87) P )]
return /; </2> and Apj

SAN A S
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The results for normal distributions with standard deviations corresponding to 1 to 5 detector
pixel shift are shown in Fig. 6.10. Increasing variation in the incident beam angle creates radial
stripes in the tomographic plane along the most prominent edges of the sample. Neither radial

stripes were seen in the initial CPT nor a cloud-like background was observed in the 2D ptycho
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reconstructions. Therefore, a change in beam direction was excluded as the main reason for the

bad quality of the CPT reconstruction.

amax = 0.035 prad amax = 0.07 prad amax = 0.106 prad amax = 0.141 prad amax = 0.176 prad measured

a> 5 g S N O
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Figure 6.10: (a-e) simulation of the influnce of changing beam angle between exposures on the CPT
reconstruction of an otherwise perfect dataset compared against (f) the CPT reconstruction of the real
data set.

Incoherent background

When this experiment was performed, not the whole beam path between sample and detector
could be evacuated. In fact about 30 cm just downstream the sample and 5 cm upstream of the
detector of the beam path were through air. Although the effects are small, photons scattered
on air molecules might have reached the detector and contributed to the measured diffraction
patterns. As these photons are not included in the ptychographic model, this incoherent photon

background can be problematic for the ePIE algorithm.

Algorithm 9 Simulation of a PXCT dataset with an incoherent background

1: procedure simulation incoherent background (V' (p) , P (p) , Ap;)
2: choose the strength fi,.. of the incoherent background changes
fincor <= 0.1"5n € [3,2,1]

3: for all rotation angles © do
4: calculate the projection Oy (p)
5: for all measurement positions j under that angle © do
6: simulate the diffraction pattern with the modified probe P ()
15 (K) [T (On (5~ A7) P ()
7: calculate the average diffraction 1pattern I'mean (k)
Imean (K) = 32, 13 (k) - (32,1)
8: for all measurement positions j do

replace the fraction fi, .o of I; (k) with Iimean (k)
I (k) — (1 - fincor) I (k) + fincor * Imean (k)
10: return /; <k> and Ap)

To simulate the effect of an incoherent background on the CPT reconstruction, I replaced a
certain fraction of the simulated intensity in every diffraction pattern with the mean of all sim-
ulated diffraction patterns (see algorithm 9). Afterwards the CPT reconstructions were carried
out as before. The results for 0.1 %, 1 % and 10 % of incoherent background in the diffraction

patterns are shown in Fig. 6.11.
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Figure 6.11: (a-c) simulation of the influence of an incoherent background of the measured diffraction
pattern on the CPT reconstruction of an otherwise perfect data set compared against (d) the CPT recon-
struction of the real data set.

Regarding the phase of the reconstruction, the CPT algorithm seems to be quite robust to an
incoherent background. Increasing the fraction of incoherent intensity increases the graininess
in the tomographic plane, but with much finer grains as observed in Fig. 6.8. As incoherent
fractions above 10 % are unlikely, and the created artifacts do not match the observed ones,
an incoherent background was excluded as the main reason for the bad quality of the CPT

reconstruction.

Changing beam intensity

The beam intensity on the sample is known to change over time. Ideally, a transmission diode
should be installed upstream of the sample to measure the incoming photon flux and normalize
the diffraction patterns. Due to spatial restrictions in the experimental setup, the transmission
diode could only be placed upstream the focusing optics. Consequently, small translational
changes of the beam leading to intensity changes of the incident beam in the sample plane are
not captured by this transmission diode.

To simulate the effect of a fluctuating beam intensity on the CPT reconstruction, each
diffraction pattern’s total intensity was reduced by a random factor between 1 and a lower limit
(see algorithm 10). Afterwards the CPT reconstructions were carried out as before. The results
for lower limits of 90 %, 80 %, 70 %, 60 % and 50 % intensity reduction are shown in Fig. 6.12.

Amaxd /T =01 Amax /T =02 AmaxI /I =03

S

AmaxI /1 =04 AmaxI /1 =0.5 measured

a)

changing
beam intensity

Figure 6.12: (a-e) simulation of the influence of changing beam intensity between exposures on the CPT
reconstruction of an otherwise perfect data set compared against (f) the CPT reconstruction of the real
data set.

The resulting artifacts resemble what was observed in Fig. 6.8: a bright halo around the
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Algorithm 10 Simulation of a PXCT dataset with a changing beam intensity

1: procedure simulation changing beam intensity (V' (p) , P (p) , Ap;)
2: choose the strength f;,,x of the intensity variations
fmax < n;n €[0.1,...,0.5]
for all rotation angles © do
calculate the projection Oy (p)
for all measurement positions j under that angle © do
simulate the diffraction pattern with the modified probe P ()
I; (k) < [FT (Oy (7— AR) P (7))

7 calculate the average diffraction pattern I/ mmean (k)

-1
Imean (k) < 32, 1; (k) - (32,1)
8: for all measurement positions j do
: randomly choose a factor f from the interval [0, fiax]
10: remove the fraction f of /; (k)
1 (k) « (1= f) - I (k)
11: return /; <IZ> and Apj

SAN AN S

zeolite particle emerges and the background becomes grainy. Even tough variations down to
50 % are rather extreme and do not reflect the actual amount in intensity variations of a few
percent, the created artifacts match with the ones previously observed when reconstructing the
experimental data. Therefor the change in beam intensity on the sample in combination with
a missing normalization is the most promising candidate to explain the problems of the CPT

reconstruction.

6.5.3 Second implementation

In the second implementation of the CPT algorithm, an extension known from the ePIE algo-
rithm was applied in order to handle varying intensity of the incoming beam. The algorithm

calculates the exit wavefront in the usual way from the estimated object O (p) and the estimated

probe P (p):
W, (7) « O (5 - A% P (7). 6.1)

Afterwards, the propagation to the far-field is still done using the Fourier transform:

v () « FT 1w, (7). 6.2)

Different to the standard implementation of the ePIE algorithm, the brightness of the estimated
Y, (E) diffraction pattern and the measured \/I_] (/Z) are compared:

(6.3)

[V (F) [os (F) |k
fj: ~N12 o :
J | (F)] ak
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The factor f; desribes how much brighter or darker v; <E> would have to be, so that it matches
the measured diffraction pattern [101]. This factor f; is then used in the update step of the ePIE
algorithm in the following way (compare with algorithm 1 step 10):

P: (7)

07— 87) < O(5=87) + 62 (07 = £ (7)) (6.4

max

and 0t (7 AF)
i (P — 2
P(p) « P () + Br————
0; (7= AF;)I2,

(95 (7 — £ 9;(). (6.5)

Scaling the estimated exit wavefront U, (p) by f; deceives the algorithm into not having to
correct for absolute brightness at this measurement position j, as the brightness of the simulated

exit wavefront and the measured diffraction pattern already match.

Implementing the ePIE update step in this way makes the algorithm independent from the
information about the total intensity at each scan position, which is exactly found source of
error in the measured data set. Relative intensity variations in the illuminated area are still
being reconstructed as the intensity of the exit wavefront was just scaled. As a ptychographic
data set is recorded with considerable overlap in the illuminated areas, the relative absorption

of the sample can still be reconstructed correctly to all but a scaling factor.

Using the improved update step inside the ePIE algorithm the data set was reconstructed
again, both with the PXCT and the CPT algorithm. Slices through the resulting volumes are
shown in Fig. 6.13. The quality of the CPT reconstruction improved altogether (compare to
Fig. 6.13). The graininess in the background was drastically reduced as well as the vertical
phase wedge through the volume. The reconstructed amplitude shows a cloud-like background,
but by no means the strong stripe artifacts as before. The podium can be clearly identified. In
the phase volume it is reconstructed even further down as in the PXCT reconstruction, where it

is not covered by all projections due to mechanical shifts.

In conclusion, the changes to the ePIE update step improved the reconstruction quality of
the CPT algorithm. As this algorithm was previously only tested on model data, the problem of

missing normalization and its effects on the reconstruction result were heretofore unknown.

6.6 Resolution comparison

To compare the results of both reconstruction algorithms quantitatively, the achieved resolution

of both algorithms was estimated using three methods:

e fitting the error function on multiple line profiles across edges
e calculating the Fourier shell correlation

e calculating the spatial signal to noise ratio
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Figure 6.13: Slices though the PXCT reconstructed phase of the reduced data set (a and d) in comparison
to the phase (b and e) and optical density (c and f) of the CPT reconstruction with the improved ePIE
update step of the same data set.

6.6.1 Edge fits on line profiles

Multiple line profiles across edges in the two reconstructed volumes were extracted. The line
profiles were chosen along the four major directions inside the tomographic plane. Each line
profile was chosen in a position that allowed for at least 600 nm of air in one direction and
600 nm of sample material in the other direction, to allow for a proper baseline for the fitted
error function at both ends.

The profiles were then fitted with an error function. From these fits, the edge widths were
extracted as the distance between the 10 % and 90 % level of the edge. The widths for the
PXCT reconstructed volume ranged between 139 nm and 183 nm, while the widths for the CPT
reconstructed volume ranged between 123 nm and 148 nm (see Fig. 6.14). For all profiles, the
width of the CPT reconstruction was at least 16.3 nm (approximately one pixel) smaller than

the one for the PXCT reconstruction.

6.6.2 Fourier shell correlation

To not only evaluate local resolution, the averaged global resolution was also estimated using
Fourier shell correlation. Therefore, the data set was split into two complementary halves,
by assigning for each projection the diffraction patterns alternately to one or the other half.

Both halves were then reconstructed once using the PXCT algorithm and once using the CPT
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Figure 6.14: Fitting of line profiles across four edges in the PXCT and CPT reconstructions of the macro-
porous zeolite particle. Left: reconstructed slice (in the CPT reconstruction) with the position of the lines;
Right: line profiles for the PXCT and CPT reconstructions together with respective error-function fits.
The width of the edge is determined as the interval between the 10% and 90% level of the fits. In all
cases the CPT reconstruction has a slightly sharper edge profile.

algorithm.

The two volumes from the PXCT reconstructions and the two volumes from the CPT re-
constructions then served as input to calculate the Fourier shell correlations. As halved were
used, the half-bit threshhold criterion was used to estimate the achieved resolution [64]. For the
PXCT reconstructions a resolution of 72.5 nm was estimated, while the estimated resolution for

the CPT reconstructions was 65.3 nm (see Fig. 6.15).

Separating the dataset into two halves effectively increased the scanning step size by a factor
of 1.41 and reduces the overlap between neighboring probes. But as the original step size of
400 nm is conservative for a beam size of 1800 nm, this increase in step size should not have

affacted the ability of the ePIE algorithm to recosntruct each projection.
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Figure 6.15: Resolution estimation by FSC for the PXCT reconstructions and the CPT reconstructions.

6.6.3 Spatial signal to noise

Using the Fourier shell correlations calculated above, the spatial signal to noise ratios [65] were

calculated as:
FSC (k)

1— FSC (k)

Using SSN R = 1 as the threshold criteria, where the noise outweighs the signal, a resolution of

SSNR (k) = 2 (6.6)

76.5 nm for the PXCT reconstructions and a resolution of 66.9 nm for the CPT reconstructions
were estimated (see Fig. 6.16). The threshold of SSN R = 1 corresponds to a threshold for the
Fourier ring correlation of F'RC' = 1/3, which is the limit of the one-bit criteria. D the spectral
signal to noise ratio (SSNR) is a more stringent criteria than the half-bit criteria used with the

FSC and results in a slightly worse resolution.
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Figure 6.16: Resolution estimation by SSNR for the PXCT reconstruction and the CPT reconstruction.

Although the absolute values for the achieved resolution differ from method to method, the
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volumes reconstructed using the CPT algorithm result in the better resolution is all cases. The
average improvement is approximately the edge length of one pixel / voxel. This might be
the result of the inherent self-alignment during the CPT iterations, as the algorithm strives for

tomographic consistency over all projection angles.

6.7 Reduced sampling

For model data it was shown in [91] that the overlap needed for a successful ptychographic
reconstruction can be reduced when performing a CPT reconstruction, as the overlap is given
in the tomographic plane. This was verified by removing diffraction patterns from the data set
and running the same CPT reconstruction as before. Fig. 6.17 shows the reconstructions if only
every n-th diffraction pattern (n = 1,...,5) in the horizontal direction is used for the CPT
reconstruction.

Even in the case of only using every fifth diffraction pattern in the horizontal direction,
and no longer having overlap between neighboring probing beams in the horizontal, the zeolite
particle is still reconstructed. With the reduction of the number of diffraction patterns used, the
reconstructions become more and more noisy. This is directly related to the effectively reduced

dose applied to obtain the tomogram.

d =1200 nm

d = 1600 nm d = 2000 nm

k) 1) m) n) 0)

Figure 6.17: Reconstructions of the dataset using N = 100 iterations of the CPT algorithm. a) to e)
show the result when only using every nth diffraction pattern in the horizontal direction (n = 1,...,5),
effectively increasing the horizontal step size from 400 nm to 2000 nm. f) to j) show the overlap of
the probing beam intensities of two neighboring horizontal positions for each case. k) to o) show the
positions of the used (blue) and discarded (gray) diffraction patterns inside the 11 x 11 scan grid.

Increasing the horizontal step size, decreases the time needed to record a single projec-
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tion. Applying this measurement scheme, allows to record projections at more angles in the
same amount of time, effectively allowing for achieving higher resolutions due to the decreased
Crowther limit. Increasing the horizontal step size beyond the point of overlap between neigh-
boring probes would impose the usage of the CPT algorithm, as the single projections could no
longer be reconstructed on their own using the ePIE algorithm.

The sampling in the vertical direction still has to be choosen according to the overlap con-
strains discussed in chapter 5, because loosing the vertical overlap cannot be substituted with

overlap between different projections in the tomographic plane.

6.8 Conclusion

It was shown that the recorded data set could be reconstructed using both the conventional
PXCT algorithm as well as the new CPT algorithm. To our knowledge, the later was the first
ever application of the CPT (as presented in [91]) to experimental data, and even tough the
data set had to be reduced to accomplish a reconstruction in a reasonable time, the CPT has
proven that it improves the reconstruction compared to the conventional method. Moreover the
ability to still reconstruct a sparse data set, which would have the conventional method fail, was
confirmed.

For this first tests of the new method, the alignment of the initial PXCT reconstruction was
necessary to even start the CPT reconstruction. This might be avoided with improved mechan-
ical accuracy and stability of the scanning stages in the future. The time needed to reconstruct
even the reduced data set was about seven days, which has to be improved for future experi-
ments. In a fraction of the time needed for the CPT reconstruction, the inital PXCT reconstruc-
tion was performed on a complete data set with multiple extra-features in the ePIE algorithm.
Future implementations require optimized code and sufficient hardware in order to cope with
the large amount of data. The PXCT reconstruction was performed using highly optimized code
run on multiple GPUs in parallel, while the code for the CPT was the first ever running imple-
mentation of this algorithm using experimental data and being run on a single multi-core CPU.
Multiple aspects of the algorithm could be adapted for parallel computing, such as solving of
the two-dimensional ptychographical problem or the iteration over all projection angles. Even
with this first, non-optimized implementation of the CPT algorithm, the reconstruction of 290
million (660%) complex variables was done within seven days on a single computer utilizing
only CPUs.

Independent of the reconstruction algorithm chosen, the reconstructed volume were eval-
uated qualitatively and quantitatively. Voxel values could be used to distinguish sample from
sample holder and were in good agreement with the literature values. The inner macro-pore

structure of the hierarchical zeolite particle was resolved and can be further analyzed.
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Chapter 7

InN/GaN micro rod

The next experiment will not focus on the possibility of a coupled ptychographic tomographic
reconstruction but will only use the conventional ptychographic X-ray computed tomogra-
phy (PXCT) method and the possibility of elemental contrast and simultaneous multi-modal

measurements.

7.1 Motivation of the experiment

Core-shell structured micro-rods increase the active surface area dramatically compared to pla-
nar systems. This is advantageous for optoelectronic or sensory applications such as LEDs or
solar cells, just to name a few. The shell of these micro-rods is often layered, while the thickness
and exact composition of these layers strongly influence the overall performance.

The micro-rods presented in this chapter are made from InGaN/GaN layers and have been
observed to show a red shift of the emitted light along the rods vertical axis while perform-
ing spatially resolved cathodoluminescence (CL) measurements using an scanning electron mi-
croscopy (SEM) [102]. This would have a negative impact if the micro-rods were to be used as
a light emitting element, as they would not emit the same wavelength over their whole surface,
but also in the inverse use-case as optical sensors, as the sensitivity for certain incoming wave-
lengths is varying over the surface. The reason for this spatial differences in red shift could be
a thickness and/or a concentration gradient in the center shell of the micro-rod. The micro-rods
measure ~ 2 um in diameter and several micro-meter in height, making them unsuitable sam-
ples for transmission electron microscopy (TEM) measurements as a whole. As the layer of
interest, the first shell covering the core, is again covered by a second layer, surface sensitive
methods such as using an SEM are also unfit to determine the first layers thickness and compo-
sition. Milling open the micro-rods using a focused ion-beam (FIB) can reveal the first layer,
but as the sample is mostly made from Ga itself the Ga ion beam would most likely contaminate
the cut surface. Moreover it is a destructive technique making subsequent experiments requiring
an unaltered sample impossible. Indirect non-destructive methods such as measuring the exact

position of Bragg peaks or measuring reflectivity rocking curves can be used to estimate the
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composition of the interesting shell(s) at each facet [102]. But these methods always average
over illuminated volume and are therefore limited to the size of the used probing beam.
Ptychographic X-ray computed tomography (PXCT) allows to measure the layer thickness
directly without destroying the sample and with an resolution surpassing the size of the prob-
ing beam. Performing multiple PXCT measurements at different photon beam energies near
an absorption edge also allows conclusions on the samples elemental or even chemical com-
position [103]. The simultaneous usage of an X-ray fluorescence (XRF) detector provides an
additional channel of information on the samples elemental composition without prolonging the

measurement duration.

7.2 Sample preparation

The samples used in the presented experiment were grown by Jana
Hartman at the Technische Universitdt Braunschweig. The micro-
rods presented in this work consists of:

e an-doped GaN core

e three very thin (< 10nm) GaN layers acting as spacer and

quantum barrier (QB)

e a thick layer of a mixture of InN and GaN (normally acting

as quantum well (QW))

e three very thin GaN layers acting as spacer and QB

e three layers of p-doped GaN (doping increases from the cen-

ter of the rod to the outside)

As the doping of the GaN core and the outer most GaN lay-
ers is well below one atom in thousand, it can not be resolved by
PXCT. Therefor the core, the spacer, the quantum barriers and the
outer most layers will all look like pure GaN and the sample will

appear to have three distinctive features: the core, the first shell

containing the InN and GaN mixture and the outermost shell (see
Fig. 7.1). The interesting layer is the first shell made from In/GaN Figure 7.1: Schematic rep-

as it determines the wires opto-electronic properties. Since this resentation of GaN (orange)
and InN/GaN (blue) in the

experiment serves as a demonstration, we prolonged the growth .
micro-rod sample.

time sixfold, to have a thicker In/GaN layer and a better contrast.
The exact resulting thickness and the exact ratio of InN to GaN are
unknown and are the subject of this experiment.

As many of these rods are grown on a flat substrate next to each other, it was necessary to
extract a single one without destroying or contaminating it prior to the PXCT experiment. A FIB
was used to mill out a single micro-rod and to mount it on top of a sample pin. As the micro-rod

and the FIB both consists of (mostly) Ga atomes / ions, there is a danger of contaminating the
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Figure 7.2: SEM images of the glue covered forest of micro-rods (a) and the final prepared sample inside
the cylinder of glue on top of the Ti sample pin (b).

micro-rod with residue Ga ions from the FIB. To this end the forest of micro-rods was covered
with an organic glue prior to the FIB milling (see Fig. 7.2a). This way scattered rogue Ga
ions are caught in the glue before reaching the actual micro rod. The milled out glue-covered
micro-rod was placed on top of a Ti sample pin. Afterwards the milled surfaces were cleaned
using the FIB operating at a very low current. The preparation of the sample were carried out
by Michael Niehle at the Paul-Drude-Institut fiir Festkorperelektronik in Berlin. The finally
prepared sample is shown in Fig. 7.2b.

7.3 Measurement

As in the previous chapter the experiment was performed at the hard X-ray nanoprobe end-
station of beamline P06 of the PETRA III synchrotron radiation source (Hamburg, Germany).
The indium content and the thickness of the first shell are the subjects of the experiment it is best
to perform resonant PXCT measurements across one absorption edge of indium. But this was
not an option, as the absorption edges of indium are situated around ~ 3.9 keV and ~ 27.9 keV.
The lower energies are not feasible, as the strong absorption and scattering in air for X-rays
below 5 keV makes it necessary to place the complete experimental setup in-vacuum. The high
energies around ~ 27.9keV are also unsuitable as the total amount of usable coherent photon
flux would be reduced enormously. Additionally the quantum efficiency in the detector would
be reduced, while the scattering inside the detector module would drastically increase.

Therefore it was decided to instead perform the PXCT measurements around the Ga- K edge
(10.367keV). The measured refractive index of Ga will be affected most by measurements
around this edge. Everything not changing (as much) must be something else. And as the only
other measurable element inside the micro-rod is In, the concentration of InN/GaN should be
measurable in this way. Measuring on (10.37 keV) and above (10.47 keV) the absorption edge
allows to use the recorded Ga—XRF maps as an indicator for the sample alignment in the field
of view (FOV). Measuring below the edge was waived to maximize the number of recorded
angles at the other two energies.

The sample on its titanium holder was placed inside the Ptychographic nano-analytical mi-
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croscope at PETRA III (PtyNAMi) [41]. A double crystal monochromator (DCM) (Si-111)
in combination with a pair of mirrors was used to monochromatize the X-ray beam. A pair
of horizontal and vertical nano-focussing lens sets was used to focus the X-ray beam on the
sample. This time the sample was placed in the focus (173 nm horizontal full width at half
maximum (FWHM) and 189 nm vertical at 10.47 keV) of these lenses to have the smallest
possible beam profile for the intended XRF measurements. The photon counting pixel detec-
tor (EIGER X 4M, DECTRIS, Switzerland) was placed 2.12 m downstream the sample. The
silicon-drift detector (Vortex-EM, HITACHI High-Technologies Science [104]) for measuring
the XRF signal was placed in about 10 mm distance from the sample perpendicular to the beam
axis. The placement in direction of the polarization of the X-ray beam is not a coincidence,
but was chosen to reduce the amount of in-elastically scattered photons recorded by the XRF
detector. Once more an interferometer based tracking system was used to measure the sample

positions during the experiment. A scheme of the experimental setup is shown in Fig. 7.3.

Pinhole
hor. NFLs Detector

ver. NFLs

|

Figure 7.3: Scheme of the experimental setup used to measure the micro-rod sample. A probing beam
(red) is focused by two sets of nano-focusing lenses. A pinhole is used to clean up the beam before it hits
the sample placed in the focus of the lenses. The photon counting pixel detector is placed downstream
behind the sample to record the diffraction patterns for ptychography while the silicon drift detector for
XRF is placed perpendicular to the beam in the polarization plane of the X-ray beam.

The first data set was recorded at 10.37 keV. Again two opposing projections were recorded
to estimate the achievable resolution via Fourier ring correlation (FRC). The resulting resolution
of ~ 40 nm and the sample diameter of ~ 4 um (with glue) would require 160 unique angles to
be recorded according to the Crowther limit. To allow for some improvement in overall resolu-
tion with more sophisticated reconstruction parameters it was decided to record 180 projection
angles at both energies. To cover the whole sample and some air to the left, right and top of the
sample a FOV of 6 um (horizontal)x9.6 um (vertical) was chosen. As the overlap-requirement

for neighboring positions had to be fulfilled in order to be able to reconstruct the ptychographic
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data, small scanning steps of 50 nm were made in both scanning directions, resulting in 23 353
scanning positions and therefor diffraction patterns per angle.

To record 180 projections at two energies with 23 353 diffraction patterns each in four days
required very short exposure times. Measuring in the usual ,move, stop, settle, expose and re-
peat‘ scheme utilized in the previous experiment would create too much overhead. Therefor
a continuous measurement scheme was used: The motor scanning the sample in the vertical
direction was not stopped for each exposure, but instead was driven continuously while the
diffraction patterns of one line were recored. This reduced the overhead dramatically and al-
lowed to use exposure times of 20 ms.

Once the PXCT data set at 10.37keV was recorded, the photon energy was changed to
10.47keV and the experiment was repeated with neither entering the experimental hutch nor
interfering with the sample in between measurements. Overall ~ 80h were needed to record
both data sets with 181 x 23353 = 4226 893 diffraction patterns and as many XRF spectra

each. All measurement parameters are summarized in table 7.1.

Table 7.1: Experimental parameters of the PXCT measurement done on the InGaN micro rod, which
started on the 26th of October in 2016.

Parameter

scan area (h X v) 6 um x 9.6 um
dwell time per scan point 20 ms
number of points (h X v) 193 x 121 = 23353
step size 50 nm
angular step size 1°
angular steps 181
angular range 180°
photon energies 10.37keV & 10.47keV
beam size (FWHM h x v) at 10.37keV 135nm x 168 nm
beam size (FWHM h x v) at 10.47 keV 175nm x 184 nm
photon flux 2.9 - 107 photons /s
sample-detector distance 2.12m
detector pixel size 75 um
overall measurement duration 2x40h

7.4 Ptychographic reconstructions

Four million diffraction patterns per data set are too much for a coupled ptychographic tomog-
raphy (CPT) reconstruction using the current implementation of algorithm 5. To deal with this
amount of data each projection was reconstructed on its own. The ptychographic reconstruction
were done using the graphics processing unit (GPU)-optimized software ptycho utilizing the

extended ptychographical iterative engine (ePIE) algorithm (see algorithm 1). All diffraction
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patterns were cropped to a size of 256 x 256 pixel, resulting in a pixel size of 13.20 nm for the
measurements done at 10.37 keV and 13.07 nm for the measurements done at 10.47 keV. As
described in 6.4.1 the software ptycho has multiple extra-features on top of the basic ePIE algo-
rithm. For the reconstruction of each projection, only the (brute force) position correction was
used to refine the scan positions Apj. Using the other features described in 6.4.1 was waived
as it would have increased the computational effort enormously. The position correction was
used because of the used fly-scanning scheme and small probe size, making exact positions
even more important for a successful reconstruction. Running 500 iterations took an average of
96 min for the reconstruction of a single projection. In total 580 h of GPU compute time were

needed to reconstruct all projections recorded at both photon energies.

measured at 10.370 keV measured at 10.470 keV
d)

b)

N
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Figure 7.4: Two dimensional ptychographic reconstructions of the sample recorded under the same pro-
jection angle ® = 0 and at two different photon beam energies: (a and b) recorded at 10.37 keV; (¢ and
d) recorded at 10.47 keV.

The reconstructed projections of the sample at © = 0° are shown in Fig. 7.4. The intensity
profile of the corresponding reconstructed probing wave fields are shown in Fig. 7.5. It can be
seen that the beam size changed entirely when the photon energy was changed. And it changed
differently in the horizontal and vertical direction. This is expected and the reason is the usage of
a pair of horizontally and vertically focusing nano focusing lenses (NFLs). As the two lens sets
have to be placed in different distances from the sample, their focal lengths also have to account
for that. When changing the photon beam energy their focal lengths change. And they change
differently for each NFLs. The beam caustics and the position of the sample along the beam axis
for both measurements are shown in Fig. 7.6. It shows how the sample is at the focus position
for the measurement at 10.37 keV but slightly upstream of the focus for the measurement at
10.47keV as the focal length of both lens sets has slightly increased. Important is that in both
cases the beam size is larger than the step size in both directions, allowing for sufficient overlap
and therefore redundancy in the ptychographic data sets for a successful reconstruction.

Comparing the reconstructed probes for measurements at the same energy but different pro-
jection angles O revealed that the beam shape did not change over the duration of one PXCT

measurement at one photon energy. The 181 reconstructed probing wave fields Py (p) differ
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merely in a global lateral shift, which is an inherent freedom of the ePIE algorithm (especially
with small probes). Therefor the data sets itself would qualify for a CPT reconstruction using
only one shared probe for all projection angles. But as already discussed, the size of these data

sets renders this possibility currently unfeasible due to the enormous computational effort.
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Figure 7.5: Reconstructed beam intensity profiles at the sample position and extracted beam widths for
both recorded photon energies: (a) beam profile at 10.37 keV; (b) beam profile at 10.47 keV
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Figure 7.6: Propagated beam profiles along the optical axes for both recorded photon energies: (a and
¢): horizontal and vertical beam profile at 10.37 keV; (b and d): horizontal and vertical beam profile at
10.47keV. Brighter colors indicate a higher beam intensity. The red lines indicate the position of the
sample along the beam axis during the measurement of the PXCT data sets.

7.5 XREF fitting and map creation

X-ray fluorescence is the emission of characteristic secondary X-rays from excited atoms [105,
106]. In this case, the probing X-ray beam excites atoms inside the illuminated volume by
expelling electrons from the inner orbitals. Electrons falling down from higher orbitals have
to emit the energy difference between the orbitals as electromagnetic radiation in an arbitrary
direction. As the energy levels of the atoms are element specific, the energy of the emitted

photons is also element specific and also allows to draw conclusions on which orbitals the
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electrons jumped. By measuring the spectrum of the XRF photons emitted by the sample, these
specific energies can be assigned elements present in the sample. Here, I am using the Siegbahn
notation for the characteristic photon energies. The latin letters K and L of the line denotes to
which level the electron fell down to, while the Greek indices « and 3 differente the strongest
and second strongest XRF line of each element.

The elemental information hidden inside the simultaneously measured XRF spectra has to
be made into projection images as well before a tomographic reconstruction can be performed.
The first step for doing this is to fit the peaks of the expected elements in all recorded spectra.
To this end I first added up all recorded spectra measured at the same incident beam energy,
resulting in one sum spectrum for the measurement at 10.37 keV and one sum spectrum for the
measurement at 10.47 keV. I then used the characteristic peaks in those spectra to calibrate the

channels of the recorded spectra to actual photon energies using a quadratic fit:

Ephoton = A+ B * Tchannel + C * xghannel (7.1)

Both sum spectra resulted in the same fitting parameters (A = —1.42 - 1072, B = 9.77 -
1073, C' = 1.84-10~®). Henceforth the energy calibration was trusted and used for the upcoming
XREF fitting. As all measured spectra should be treated exactly the same way, I created and tested
a config file for the software pymca [107] using the two sum spectra. This config file fitted the

following XREF lines:
Ga K,, Kg, L, Si K,, Kz
In L V K, Kj
Ar K,, Kp Ni K,
Ti K, Kz C K,
Cr K,, K3 /n K,
Fe K,, K3 W L

These fitting-parameters where then used for all recorded spectra measured at both incident
beam energies, resulting in fit coefficients for each fitted element at each measured position.
These fitted coefficients are linear to the absolute number of atoms of the specific element,
just with an unknown scaling factor. To quantify these fitted coefficients, one would have to
measure calibrated reference foils as well to obtain these scaling factors. This was not needed
in this experiment, as only the relative concentration of InN to GaN was investigated. Hence
noe reference foils were measured.

Now that the relative quantity of each specific element at each exposure position is known,
this information needs to be made into projection images. As the scanning pattern was a grid,
it would be the easiest to create a pixel map with each pixel being a single exposure and the
pixel size being the step size of the scanning grid. The previous ptychographic reconstruction
of each projection allows to do something even better. The used refined ePIE algorithm refined
the measurement position, as well as reconstructed the probing wave field on a much finer grid

as the used scanning step size.
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Therefor another approach was chosen: For every projection angle I started with an empty
pixel map with the same extent and pixel size as the ptychographically reconstructed object.
Using the refined positions from the ePIE algorithm and the center of mass of the reconstructed
probing wave field, I placed each fitted XRF coefficient (see Fig. 7.7a) exactly where the beam
hit the sample at this exposure (see Fig. 7.7¢c). After placing the 23 353 fitted XRF coefficients
on the projection map, I interpolated the empty pixels in between linearly. All pixels outside
the convex hull of the measured positions where set to zero (see Fig. 7.7d). This was repeated
for every fitted element at every projection angle © for both measurements at the two incident
photon energies. Due to the very short exposure times, there is a significant amount of noise
on these maps. Therefore I convoluted each map with a Gaussian kernel of 13nm FWHM
(approx. one pixel) to smooth all maps a bit without reducing the resolution too much. A

schematic overview of the whole process is shown in Fig. 7.7.
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Figure 7.7: Workflow for the creation of the XRF maps: (a) fitting of all measured XRF spectra using
pymca; (b) using the ptychographic reconstructions pixel grid and (c) its refined positions to create the
XRF map (d)

The resulting XRF maps inherently align perfectly with their respective ptychographic re-
constructions. Henceforth, all alignment steps can be done using the ptychographic reconstruc-

tions and the resulting shifts can be applied to all XRF maps respectively.

7.6 Alignment of projections

Before the tomographic reconstructions could be performed, all projections had to be aligned to

another. For the data set recorded at 10.37 keV this was done the same way as already explained
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in 6.4.2. The phase images of the ptychographically reconstructed objects were cropped to the
FOV of the beam, which turned out to be more difficult as in 6.4.2. Because the measurements
where done with a smaller probe size, the total amount of reconstructed air to the side and
top of the sample is significantly smaller. Therefor more care had to be taken to not crop
into the object itself, as this would create artifacts in the tomographic reconstruction (in the
literature this is known as the problem of truncated sinograms [86, 108]). Additionally the
motor used for scanning the sample through the beam had shown mechanical errors. Every
time it stepped in the vertical direction, the movement was not only vertical, but also slightly
horizontal. This parasitic movement was present in all recorded projections and resulted in the
FOV resembling a parallelogram which defining angle changed depending on the rotation angle
O of the sample. Luckily the sample positions were measured by an independent interferometric
system. Nonetheless the edges of the FOV are tilted for most angles, making part of the FOV
not usable for a tomographic reconstruction.

The resulting cropped phase images were then freed of phase wedges and offsets by taking
the air to the left, right and top of the sample as a zero-reference. Afterwards the actual align-
ment was done as in 6.4.2: vertical alignment using the derivative of the horizontal integrals
and horizontal alignment using the center of mass of the vertical integrals were alternated until
a stable solution was found (see Fig. 7.8). The resulting total shifts were then applied to the
logarithm of the amplitude images, as well as to all XRF maps from measurements at the same

energy.

projection angle ©

AR by "‘944"""‘-" HA

(1R
KA
¢ A A

g fH gy maulmu.

b

=
5
<
s
©
2
£
o
2

projection angle ©

projection angle © ‘ projection angle ©

horizontal profiles [ /O (p., py) dpy

Figure 7.8: Exemplary alignment of the 2D ptychographic reconstruction of the data set measured at
10.370keV. Left: unaligned (a) and aligned (b) vertical profiles of all recorded projections; Right:
unaligned (c) and aligned (d) horizontal profiles of all recorded projections

The ptychographically reconstructed phase images of measurements at 10.47 keV were in-
terpolated to the pixel size of the maps measured at 10.37 keV. Then they were cropped and
freed from phase wedges and offsets as well. Afterwards each phase projection recorded at
10.47keV was aligned using the corresponding projection from the same angle measured at
10.37keV as a reference. This enforced an alignment between measurements at different en-
ergies. The algorithm of the reconstructed amplitude images from the 10.47 keV measurement

and all XRF maps measured at the same energy were as well interpolated , cropped and then
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aligned using the same shift values as the phase images.

7.7 Tomographic reconstruction

At this point all projections (phase, logarithm of amplitude and all XRF maps) have the same
pixel size of 13.20 nm, the same cropping and are aligned to one and another and to the same
shared rotation axis. Therefor the tomographic reconstruction can be performed the same way
for all channels of information. I choose to use the simultaneous algebraic reconstruction tech-
nique (SART) algorithm to reconstruct all volumes, but in general any other tomography algo-
rithm could have been used. This resulted in the following reconstructed volumes:

e one volume for the phase shift of the sample

e one volume for the absorption (logarithm of the amplitude) of the sample

e one volume for the XRF photon yield for every fitted element
... for each of the two measured phothon energies

Just focusing on the phase shift, the absorption and the Ga—XRF yield, results in a 7 dimen-
sional data set: three spatial dimensions, one energy dimension and one dimension for each of
the reconstructed contrasts. Visualizing seven dimensions on a two-dimensional piece of paper
is rather difficult.

In Fig. 7.10 spatial two-dimensional slices through
the six-dimensional data set (only values at 10.470 keV) hat
are shown in the three main contrasts: phase shift, ab-
sorption and Ga—XREF yield. It can be seen that the air

same slices in different contrasts show the exact same
core

FOV and the same sample. The GaN core and outer-

1st shell
most shell of the micro rod can be seen in all three con- gutermost
trasts, while the glue surrounding the sample can best
be seen in the phase shift, but not at all in the absorp-
tion. Just above the flat top of the micro rod a region of substrate

glue can be seen, which is slightly more phase shifting  pjoure 7.9: Naming scheme for the fea-
than the rest of the glue further down (see Fig. 7.9). tures visible in the reconstructions.
This region also shows a bit of absorption and some
Ga—XREF yield, but not as much as the micro rod. During the FIB milling this region of glue
was exposed to the focused Ga-ion beam. Later only the sides of the sample were cleaned using
a FIB with a reduced current. It has to be assumed that this hat is organic glue with Ga atoms
embedded into it, which would explain the increased phase shift and Ga—XRF yield.

It can also be seen that the center layer, which should be a mixture of GaN and InN is
clearly distinguishable against the GaN core and the outermost GaN layer of the micro rod.
Surprising is that is appears to have a smaller phase shift and less absorption than the GaN

reference. As indium has a higher atomic number Z than galium and therefore more electrons,
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Figure 7.10: Slices through the reconstructed volumes showing three different channels of information
of the dataset recorded at 10.470keV: (a and d) vertical and horizontal slice throught the reconstructed
phase shift; (b and e) vertical and horizontal slice throught the reconstructed absorption; (¢ and f) vertical
and horizontal slice throught the reconstructed Ga XRF signal.

one would expect to have more phase shift than for GaN. Actually it seem that the center layer
has the exact same phase shift, the same absorption and a slightly higher Ga—XRF yield as the
glue surrounding the micro rod. This unexpected reconstruction of the InN/GaN layer will be

investigated in more detail.

7.8 Evaluation

To properly explore the whereabouts of the InN/GaN layer, the measurements at the two photon
energies on and above the Ga absorption edge need to be compared. And to make sure I am
looking in the right place for the missing InN, I will first verify that what I reconstructed are

quantitatively correct values.

7.8.1 Quantitative values

In 6.4.4, 1 calculated the effective electron density and compared it to literature values for known

compounds. Here I calculated the real part 6 and imaginary part (3 of the refractive index aver-
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aged over the volume of the voxel by dividing the reconstructed phase shift and the logarithm of
the reconstructed amplitude by the wave number £, the edge length of the voxel dyx and minus

one.

s ="E0 = el

In Fig. 7.11 a, I plotted the histogram over the phase shift of each voxel in the reconstructed

(7.2)

volume and for each photon energy measured at. In both cases four distinct peaks can be seen:
(in this order from right to left) one for air, one for the glue, one for the hat and one for the core
and outermost shell material. I fitted a set of 4 Gaussians to this histogram, while leaving the
center, the height and the width of each Gaussian as a free fit-parameter. From the center of
the peak representing the core and outermost shell material I calculated § according to equation
7.2 and using the width of the peak for calculating an error. The two values for the calculated
0 at the two photon energies measured at are shown in Fig. 7.11 b as red points. Additionally I
plotted the literature value for pure InN (orange dotted) and pure GaN (blue dotted) [109]. The
solid blue line I calculated from an extended X-ray absorption fine structure (EXAFS) spec-
trum recorded on GaN using the Kramers-Kronig relation (see chapter 2.5) using the software
KKcalc [110]. The EXAFS spectrum of GaN was kindly provided by Maria Katsikini (Aristotle
University of Thessalonik) [111]. It can be seen that the red points match the blue GaN refer-
ence very well. Moreover it can be seen that the ¢ for InN is expected at even higher values,
which would place it even further to the left in Fig. 7.11 a.

I performed the equivalent analysis using the absorption term of the reconstructed volume.
In Fig. 7.11 c I plotted the histogram over the logarithm of the amplitude of each voxel in the
reconstructed volume and for each photon energy measured at. Two main peaks can be seen:
(to the right) one for air with a side bump for the hat and (to the left) one peak for the core and
outermost shell material. Again I fitted the center, height and width of the peaks using Gaussians
and calculated 3 values for the peaks representing the core and outermost shell material with
equation 7.2. In Fig. 7.11 d I plotted the resulting values against the literature reference for InN
(orange dotted) and for GaN (blue dotted). I also included the provided EXAFS spectrum (blue
solid). Again the extracted values (red) match the reference for GaN (blue) extremely well. For
this reason I am very confident, that the voxels with values in these fitted peaks are pure GaN,
or at least pure relative to the calculated error bars. Also we know that both the core and the
outer most shell are both doped with different atoms, but with minute amounts. The expected
literature values for GaN were confirm for both 6 and 3. Therefor one can also assume that
the other voxel values are not artifacts, but real quantitative values as well. It also allows us to

directly search for InN.

7.8.2 Resonant measurements

The previous analysis only evaluated the histogram over all voxel in reconstructed volumes. It

did not check if those voxels, which show a phase shift or absorption close to GaN at 10.370 keV
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Figure 7.11: (a) histograms over the reconstructed phase shift per voxel for the measurements at both
photons energies with the Gaussian fits of the left most peaks (blue) and their centers (red). (b) the
theoretical 0 (F) for InN (orange) and GaN (blue) overlayed with the extracted values from (a) (red). (c)
histograms over the reconstructed absorption per voxel for the measurements at both photons energies
with the Gaussian fits of the left most peaks (blue) and their centers (red). (d) the theoretical 5 (E) for
InN (orange) and GaN (blue) overlayed with the extracted values from (c) (red).

at the very same voxels that show values close to GaN at 10.470 keV as well. For this reason, I
calculated the two-dimensional histogram comparing the phase shift for every voxel measured
at the two photon energies (see Fig. 7.12 a) and another two-dimensional histogram compar-
ing the logarithm of the reconstructed amplitude for every voxel measured at the two photon
energies (see Fig. 7.12 b). It can be seen that only very localized spots can be seen in these two-
dimensional histograms, meaning that the voxel value determined from the reconstruction from
the first measurement at the first photon energy correlates with the voxel value reconstructed for
the measurement at the second photon energy. The absence of vertical and horizontal stripes
shows that the compared volumes are aligned correctly to each other. One of the localized spots
is always at the origin (0, 0) and represents all voxels that show air. No hot spots can be found
towards the positive direction of the axes beyond the origin, which agrees with the physical
model, that the electrons in the atoms shell negatively phase shift the probing photon beam and
absorb intensity instead of increasing it. All spots representing regions expected to contain Ga
(the core, the outermost shell and the hat), show a deviation from the diagonal, which repre-
sents no change between measurements. These deviations are due to resonant measurement at
the Ga—edge. The phase shift at 10.470 keV is stronger (more negative), therefor these peaks
containing Ga atoms can be found below the diagonal . The absorption at 10.370 keV is slightly
stronger, therefor the corresponding peaks can be found just above the diagonal.

As all expected resonant effects could be observed and the voxel values represent literature
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Figure 7.12: Two-dimensional histograms showing the (a) phase shift and (b) absorption in every voxel
reconstructed at the two different photon energies. Marked with a white dotted circle are the regions
where pure InN is expected to be found.

values, I marked the expected position of pure InN with a white dotted circle in Fig. 7.12. No
pure InN is expected to be found in the sample, but mixtures of GaN and InN. Voxels of such
a mixture should be found in between the spot marked with GaN and the white dotted circle in
Fig. 7.12. No streaks from the GaN spot towards the InN location can be observed. One of two
things could be the reason for that:
e there are no voxels containing a mixture of GaN and InN in the reconstructed volume
e the relative amounts of InN in these voxel is so small that it can not be resolved due to the
spread of the GaN spot itself
None of the two possibilities can be confirmed or falsified. I can only give an lower border for

the resolution limit of the InN concentration:

The measured FWHM spread of the phase shift GaN peak was measured to be 0.1346 rad pm .

The distance between pure GaN and pure InN was measured to be 0.7524 rad pm~!. Assuming
that the phase shift changes linear with the relative composition of InN and GaN, I calculated
that InN contents of < 17.9 % can not be detected. This is lower detection limit is rather high,
but not improbable. Higher amounts of InN content have been measured on similar samples
before [102]. In fact the relative amounts of InN in this specific sample should surpass this
lower limit as it was specifically grown as a test sample to evaluate the limits of this evaluation
method. Having the center layer showing so clearly in all three channels of information, but not
measuring any InN in the XRF spectra and seeing the absolute amount phase shift decrease in-
stead of increase compared to GaN indicates that there once was a center layer, but it somehow
vanished and was replaced by the organic glue. The absence of Ga in this center layer supports
this hypothesis. If the amount of In would just be below the detection limit, the center layer
should also just show as GaN.

As the layer containing the In vanished, its In content can not be determined. But the core
and the outer most layer are still there, allowing to measure the thickness of the void, which
replaced the center layer. Hence one of the two possible reasons for the observed red shift of

these micro-rods can still be examined.
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7.8.3 Thickness of the center shell

To measure the thickness of the center shell, horizontal slices of the reconstructed phase shift
volume, measured at 10.470 keV, were extracted at multiple positions along the micro rods
height in 500 nm steps. The very tip of the rod was excluded due to its usual shape and different
crystallographic growth direction. For each of the six facets the surfaces GaN core - center
shell and center shell - outer most GaN shell were fitted using two parallel lines. The distance
between these two lines was measured and used as the layer thickness for that facet at that
height.

Fig. 7.13 shows the results of the layer thickness measurements for all six facets. It can
be seen that the measured thicknesses for individual facets fluctuate, but the overall trend of
increasing thickness with height above the substrate can be seen in all facets. This effect was
observed on similar samples before [102] and is a result from the molecular vapor deposition
method used to grow this shell. The average shell thickness increases from ~ 110 nm just
0.5 um above the substrate to ~ 360nm at 5.5 um height. This is also extremely large for
such samples, as usual thicknesses are in the range of 10 nm to 20 nm, but this sample was
specifically designed to have an extremely thick center shell.

The measurement was complicated by floating GaN residue in the center shell (see Fig. 7.13a
facet 3) and two facets having been cut by the FIB milling (see Fig. 7.13a facets 5 and 6). Ad-
ditionally the irregular frown core made it difficult to define the edge GaN core - center shell at

some heights.
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Figure 7.13: Measurement of the thicknesses of the center shell: a) numbering of the six facets; b)
heights along the rod at which the thickness were measured; c¢) measured thickness at different heights
for all facets, with the exemplary trend of facet 3 (green) highlighted.

It has to be stressed, that these measurements were done on the void left by the initially
grown InN/GaN mixture. The process, which led to the disappearance of the center shell, might

have influenced the distance between the core and the outer most shell. As the outer most shell

88



did not brake apart and the center shell was replaced by organic glue, it can be assumed that this

influence was minimal.

7.8.4 Resolution

To estimate the achieved resolution of the ptychographic reconstructions I split the two data sets
into halves each and reconstructed each half by itself. The two pairs of reconstructed volumes
I used as input for the Fourier shell correlation (FSC). The results are shown in Fig. 7.14. For
both data sets the estimated resolution is 37 nm, which is smaller than the Crowther limit (see
chapter 4.3) of 41 nm. Therefor it is the more conservative choice to use the Crowther limit as
an estimate for the achieved resolution.

It could be argued, that a perfectly cubic sample only needs two projections to be described
perfectly and a perfectly hexagonal micro rod only needs three projections to be measured
correctly. But these projections would have to be measured at the correct angles and non other
than the perfect angles. As the samples shape is irregular and the best assumption is to assume
nothing about the sample, the 41 nm seem the better estimate of the resolution. Moreover
artifacts from the tomographic reconstruction of an angular under-sampled data set could have
created these high spatial frequency features, which pushed the FRC up beyond the Crowther

limit.
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Figure 7.14: Resolution estimation by FSC for the ptchographicly reconstructed volumes of the two
datasets measured at 10.370 keV and 10.470 keV.

Estimating the resolution of the XRF data can be done by looking at the reconstructed
beam sizes at each energy. For the measurement at 10.370 keV beam size was 135.3 nm in the
horizontal and 168.1 nm in the vertical direction and followed a Gaussian beam shape. Adding
13 nm for the added smoothing during the creation of the XRF maps results in 1/135.32 + 132 =
135.9nm (h) x168.6 nm (v). As 135.9 nm is larger than the Crother limit of 41 nm and the XRF

volumes are inherently aligned to the ptychographicly reconstructed volumes, it can be assumed
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that the resolution inside the tomographic plane (horizontal) is 135.9 nm, while the resolution
perpendicular to the tomographic plane (vertical) the resolution is 168.6 nm. Using the same
argument for the beam size reconstructed from the data set measured at 10.470 keV one ends
up with a resolution of 175.1 nm inside the tomographic plane tomographic plane and 184.3 nm
perpendicular to the tomographic plane. Looking back at Fig. 7.10c and f, this seems plausible,

as the center shell is just barely resolved.

7.9 Conclusion

It was shown that the data sets recorded at two different photon energies could both be recon-
structed using the conventional PXCT algorithm despite their huge size. The reconstructed pro-
jections could be scaled to the same size and aligned to each other, making the tomographicly
reconstructed volumes inherently aligned to each other. The additional channel of information,
the simultaneously measured XRF spectra could be fitted and the maps created could also be
made in a way to be inherently aligned with the reconstructed PXCT volumes, by utilizing the
refined positions from the ePIE algorithm and the reconstructed probes. All channels of infor-
mation: phase shift, absorption and XRF yield at both measured photon energies create one
multi-dimensional data set of volumes.

The relative mixture of InN and GaN 1n the center shell of the rod could not be reconstructed
as it was surprisingly absent. It was proven that something unexpected happened to this center
shell, as it was replaced by glue. Currently the working hypothesis is that the organic glue
dissolved the less stable (In,Ga)N shell layer trough holes in the outer most GaN shell layer and
then filled the void inside [112].

The thickness of the absent layer could only be measured by measuring the thickness of the
remaining glue filled cavity. The thickness could be measured for each facet individually. The
expected trend of increasing thickness with height along the rod was verified.

Multiple problems with the experiment have been identified. To improve the current mea-
surement one should:

e Make sure the sample contains In by aiming for more realistic growing parameters.

e Use another glue that does not dissolve the interesting shell.

e Do not cut into the sample during FIB milling.

e Measure around the absorption of the element you are interested in.

e Use a Kirkpatrick-Baez mirror system to have an (nearly) unchanged focus when chang-

ing the photon energy.

e Record a third volume below the absorption edge.

e Have the sample and XRF detector inside a vacuum chamber.

e Increase the stability of the sample mount to void the need for the position correction in

the ePIE algorithm.

Besides these possible improvements, the strengths of these simultaneous multi-modal res-
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onant measurements have been shown. Measuring at even more energies above the absorption
edge would even allow for chemical contrast [48], for example between different oxidation
states of the same element. The amount of data to handle is huge, but at upcoming Diffraction
Limited Storage Rings DLSRs such measurements will be performed routinely. The increase
of the coherent flux by two to three orders of magnitude will void the current reason to sep-
arate PXCT and XRF tomographic measurements: the increased incoherent flux for the XRF

measurements.

91

7. MICRO ROD



92



Chapter 8

Copper nano cubes

8.1 Motivation of the experiment

Nano-structured materials based on copper can be used in photo- and electro-catalysis or as
gas sensors [113, 114]. Cubic Cu based particles with sizes below 100 nm have shown an
increased efficiency in the electrocatalytic reduction of various hydrocarbons compared to their
bulk counterparts [114, 115]. Here I want to present the example of the formation of Cu,O
and Cu cubes in solution [113, 116]. The synthesis in solution allows to form these nano-cubes
on various supports. Extending the time for the synthesis results in complete coverage of the
support with CusO cubes which are eventually reduced to a metallic Cu film. The thickness of
the resulting film always correlates to the size of the initial Cu,O cubes and does not surpass
100 nm. This could ultimately be utilized for ultra thin and flexible electronics.

Understanding why the film thickness does not increase with extended synthesis duration
requires to know when and how the initial CuyO cubes form and when they get reduced to
metallic Cu. This requires to measure them as the synthesis happens. X-rays are the perfect
probe for such in-situ experiments due to their ability to penetrate the vessel containing the so-
lution in which the Cu,O cubes are formed. Reducing the absolute synthesis volume below 1 ml
would strongly affect the kinetics of the reaction, making the obtained results not comparable
to larger scales. Therefor electron microscopy is not suitable as the electrons penetration length
is too short for larger volumes if liquid. Experiments in the visible range can and have been
performed, but only result in information averaged over the area of the beam profile. To see the
transformation of individual particles as the synthesis progresses, I will use X-ray ptychogra-
phy. Doing this resonantly at the copper K -edge would allow to distinguish the different copper

oxidation states. But the resonant aspect of the such an experiment will not be presented here.

8.2 Sample preparation

The experiment presented here was part of an experiment prior to an actual in-situ measure-

ment. A strip Kapton foil was placed inside the solution before the synthesis was started and
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removed at a certain time during the synthesis. The Kapton foil then contained a snapshot of the
synthesis, which could be analyzed ex-situ via scanning electron microscopy (SEM) and X-ray
ptychographic measurements.

The synthesis of the particles was carried out by Lukas Grote at Center for Hybrid Nanos-
tructures (CHyN) of the University of Hamburg. Copper acetylacetonate was mixed with benzyl
alcohol, before the cleaned piece of Kapton was placed inside the solution [117]. The solution
was then heated to 180 °C and kept at this temperatures for 60 min. The Kapton foil was re-

moved, cleaned by rising with ethanol and dried. Fig. 8.1 shows this process schematically.

b) c)
\

Figure 8.1: Schematic of the sample synthesis: a) a beaker is filled with copper acetylacetonate and
benzyl alcohol while a clean piece of Kapton (grey) is prepared; b) the Kapton foil is placed upright in
the liquid; c) heating to 180 °C starts the growth of Cu nano cubes, which deposit on all surfaces; d) the
Kapton foil is removed from the beaker,rinsed with ethanol and dried leaving Cu nano cubes on both
sides of the Kapton foil.

a)

The Kapton foil used in the presented experiment ended up being covered on both sides with
Cu,0 cubes that haven’t yet reduced to a single metallic Cu film. Fig. 8.2 shows SEM images
of the two sides of a similar sample, revealing the heterogeneous coverage of the two imaged
regions. The differences in coverage with nano-cubes are not limited to the front and back of
the kapton foil, but also to regions on the same side of the Kapton. Moreover particles with a
non-cube shape can be seen. Some are cubes that fused with other cubes, while others are even

more irregularly shaped.

8.3 Measurement

The X-ray ptychographic measurment was carried out at hard X-ray nanoprobe beamline P06
of the PETRA III synchrotron radiation source [118, 119]. The Kapton foil was glued on a
silicon plate with a round cut out of 10 mm diameter. The sample was mounted inside the
PtyNAMI [41] setup with the X-ray beam hitting the surface of the kapton foil under 90°.
The X-ray beam from the undulator was monochromatized to 9.1 keV using a double crystal
monochromator (DCM). Higher harmonics were suppressed using a pair of mirrors downstream
the DCM. A Fresnel zone plate (FZP) (diameter Dgpzp = 125 um; outermost zone width 70 nm)
was used to focus the beam. The sample was placed about 750 um upstream of the focus, as the

presented scan was intended as an overview scan and the increased beam profile on the sample
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Figure 8.2: SEM images of a sample similar to the one used in the X-ray ptychographic imaging exper-
iment: a) secondary electron image of titled sample at 1 keV electron beam energy; b) mixed secondary
and back scattered electron beam image of the at 300 eV electron beam energy showing some irregularly
shaped particles.

allowed for larger steps and therefor a larger field of view (FOV). Fig. 8.3 shows a schematic

overview of the experimental setup.

Pixel
Detector

Figure 8.3: Scheme of the experimental setup showing the order of the central stop, the FZP, the OSA,
the Kapton foil with copper nano cubes on both sides and the detector in the beam (red).

As the nano-cubes covered all of two surfaces of the kapton no alignment on a specific sam-
ple region was necessary. A region of interest of 10 um x 10 um was scanned in a rectangular
grid with a 500 nm step size resulting in 21 x 21 = 441 exposure positions. At each position
one diffraction pattern was recorded by a photon counting pixel detector (EIGER X 4M, DEC-
TRIS, Switzerland) positioned 4.16 m downstream of the sample. Each diffraction pattern was
exposed for 5s. A flight tube under vacuum was placed to between the sample and the detector
to reduce scattering on air molecules. The relative sample positions were measured using an

interferometer based sample tracking system. The thickness of the Kaption foil was measured
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post-experiment to be about 100 um. All measurment parameters are summarized in table 8.1.

Table 8.1: Experimental parameters of the ptychographic measurement done on the copper nano-cubes
on the Ist of October in 2017.

Parameter

scan area (h X v) 10 pm x 10 pm
dwell time per scan point 58
number of points (h X v) 21 x 21 =441
step size 500 nm
beam size on the sample (FWHM) 1150 nm
FZP diamter 125 um
FZP outermost zone width 70 nm
FZP focal length 64.2 mm
photon energy 9.1keV
photon flux 5. - 108 photons /s
sample-detector distance 4.16 m
detector pixel size 75 um
overall measurement duration 47 min

8.4 Single-slice ptychography

The sample was not rotated during the measurement. Only a single projection was recorded.
First I will try to reconstruct the measured data set using the conventional (single-slice) extended
ptychographical iterative engine (ePIE) algorithm [53]. Afterwards I will examine if the thin
sample approximation [53,61] (see 3.2.1) is applicable in this case.

8.4.1 Reconstruction

All 441 diffraction patterns were cropped to a size of 512 x 512 pixel, resulting in a pixel size of
14.76 nm in the reconstructions. The ptychographic reconstructions were perfomed using the
graphics processing unit (GPU)-optimized software ptycho utilizing the ePIE algorithm. After
200 iterations of the standard ePIE algorithm (see algorithm 1) the following 800 iterations were
performed with an simultaneous parallel update over all exposure positions. It took about 5 min
to perform these 1000 iterations. The phase and logarithm of the amplitude of the reconstructed
object are shown in Fig. 8.4 as well as the reconstructed complex valued probe.

In the reconstructed phase single cubes can be seen as well as clumped up agglomerations
of several cubic particles. A wavy background can be seen in the phase image. This could be a
result of:

e a non-uniform thickness of the Kapton foil (maybe due to the heating progress)

e residue from the drying process

96



-0.4 -0.3 -0.2 -0.1 0.0 -0.4 -0.3 -0.2 -0.1 0.0
phase shift [rad] log(amplitude) [1]

Figure 8.4: Ptychographic single-slice reconstruction of the recorded data set: a) the reconstructed phase
shift of the object; b) the logarithm of the reconstructed object amplitude and c) the reconstructed
complex-valued probing wavefield, where the brightnes encodes the amplitude and the color encoded
the phase.

e areconstruction artifact due to an angular change of the probing beam
The regions imaged by SEM have not shown any contamination with any material with high
atomic number elements on the surface. A difference in phase shift of 0.2 rad as seen in Fig. 8.4a
would be explained by 1.2 um of Kapton. The possibility of an angular change of the probing
beam can not be excluded, especially as the exposure time of 5s was rather long for such a
measurement, stretching the duration of the whole measurement to 47 min.

The absorption image shows mostly the larger agglomerations of particles and suffers from
artifacts due to the grid scan pattern and the small relative overlap of 43 % between neighboring
exposure positions. The estimated transmission of 100 nm of metallic Cu is 97.6 % and 97.8 %
for Cuy0. Due to this low absorption and the strong artifacts, all further evaluations will be

performed on the phase of the reconstructed object.

8.4.2 Depth of focus

To validate the result of the single-slice reconstruction, I will check if the thin sample approxi-
mation is valid for this measurement. The first criterion often used is the depth of focus (DOF)
of the probing X-ray beam. Is the sample thinner as the DOF, the beam profile does not change
significantly while propagating through the sample and the thin sample approximation is appli-
cable. The DOF of the used FZP can be calculated as:

4\ f2
DOF = — 2 fFZP:143.8pm, (8.1)

(NA)*  Dizp
where ) is the wavelength of the probing X-ray beam, frzp = 64.2 mm is the focal length and
D gzp = 125 um is the diameter of the used FZP. The thickness of the Kapton foil (100 um) is
thinner than the DOF of the probing X-ray beam. Using this criterion the thin sample approxi-

mation is valid.

But in the presented experiment, the photon counting pixel detector is placed at the position
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of an objective lens in a conventional microscope. The ePIE algorithm performs the inverse
Fourier transform to reconstruct the image instead of a lens. Therefor the DOF of the imaging
lens, the photon counting pixel detector, has be considered when evaluating the depth resolution
capabilities of the imaging setup. The distance between sample and detector can be understood
as the focal length fppT = 4.16 m of the detector, while the size of the cropped diffraction
patterns can be understood as the diameter D ppr = 512 - 75 um = 38.4 mm of the imaging
lens. Using these values the DOF of the detector can be calculated to:

A B 4>‘f12)ET
(NAper)>  Dber

DOFDET = =64 pm. (8.2)
This is the theoretical depth resolution limit of the detector at this distance, with this cropping
and measuring at this wavelength. 6.4 um are considerably smaller than the thickness of the
Kapton foil. According to this critera the thin sample approximation is not valid and the recon-
struction using a single-slice algorithm is not appropriate. But the 6.4 um are the lower limit, for
when there is significant signal up to the highest measured g—values on the detector. Therefor
it has to be checked up to which g—values there is significant signal on the detector. Otherwise
just placing a larger detector at the same position would allow for even better depth resolution.
As the largest g—value with significant signal-to-noise ratio (SNR) correlates to the achievable

resolution in the reconstruction, I estimated the achieved resolution.

8.4.3 Resolution achieved

To estimate the resolution averaged over the whole FOV I divided the data set into two halves
and reconstructed each half separately using the steps described in 8.4.1. Using the two resulting
reconstructed objects as input for the Fourier ring correlation (FRC) [64, 66], I calculated the

achieved resolution to be 49.3 nm (see Fig. 8.5).
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Figure 8.5: Resolution estimation by FRC for the ptychographic single-slice reconstruction.
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Using the relation:
A -
Ar — 2 DET (8.3)
D pET
between the achieved resolution dr, the distance between sample and detector f pgt and the

corresponding needed detector diameter D DET equation 8.2 can be written as:

4 Ar?
DOFpgt = AT . (8.4)
In [55] an additional factor of 1.3 was introduced as an refinement for equation 8.4:
4 Ar? Ar?
DOFpgr = 1.3 - ; —52. TT (8.5)

Using this equation the DOF of the imaging lens, the detector, was estimated to 92.8 um. This
is surprisingly close to the 100 um thickness of the Kapton foil and would suggest that the
presented measurement is a border line case where the thin sample approximation might just
be still applicable. It is more plausible to look at the argument the other way round: The thin
sample approximation is not applicable here and by reconstructing the data set using a single-
slice approach regardless the resolution of the reconstruction is limited to a value that agrees

with the thin sample approximation.

8.4.4 Results

The recorded data set could be reconstructed using the single-slice ePIE algorithm without
problems. The sample fulfills the thin sample approximation when comparing it to the DOF
of the probing X-ray beam. When comparing against the theoretical maximal depth resolution
capabilities of the experimental setup with the detector acting as the imaging lens, the sample
i1s 15 times too thick to be approximated as a thin sample. As these two criteria contradict
a third criterion was tested: the achieved depth resolution was estimated via the achieved in-
plane resolution of the reconstructed object. According to this third criterion, the sample is just
on the edge of being thin enough to be modeled as a thin sample. I assumed that the sample is
too thick for the thin sample to be applicable. The fact, that we reconstructed it using the ePIE
algorithm, which is based on the thin sample approximation, limited the achieved resolution to
a point where it just barely agrees with the underlying thin sample approximation. Therefor I
concluded that a multi-slice reconstruction [54,95,120-122] had to be performed to circumvent

the problem of the samples thickness.

8.5 Multi-slice ptychography

In the multi-slice model the optically thick sample is modeled by multiple optically thin sample

slices placed apart from each other and free propagation of the beam in between the slices (see
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chapter 5.3). For this sample two slices should suffice to model it, as all structures are either on
the front side or the back of the Kapton foil. The inside of the Kapton foil can be expected to

be homogeneous and no other structures were placed in the of the vicinity of the sample.

8.5.1 Reconstruction

The first slice was modeled in the same position as the slice of the single-slice reconstruction,
4.16 m upstream of the detector. The second slice was modeled 100 ym downstream the first
slice and therefor a tiny bit closer to the detector. Fig. 8.6 shows the position of the two modeled

slices along the beam profile and the DOF of the probing X-ray beam in comparison.
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Figure 8.6: Propagated beam profile around the focus position showing the reconstructed beam intensity
caustic. Marked in white: the two slice positions used for the multi-slice ptychographic reconstruction.
Marked in red: the focus position (solid) and the depth of the focus (dotted).

The same cropping of 512 x 512 pixel was used for the multi-slice reconstruction, resulting
in the same pixel size of 14.76 nm in the reconstructions. Again the GPU-optimized software
ptycho [98] was used to reconstruct the data set. For the first 100 iterations only the upstream
slice was used and updated, making these 100 iterations identical to the first 100 iterations of the
reconstruction shown in 8.4.1, reconstructing the same object at the same slice position. From
iteration 101 to 1000 the second downstream slice was used and updated as well as described in
the three-dimensional ptychographical iterative engine (3PIE) algorithm [54] (see algorithm 6)
with a Fresnel propagation between the two slices. As there 3PIE algorithm has to perform two
additional multiplications and propagations per measurement position and iteration compared
to the ePIE algorithm, it is a bit slower. The overall time needed for the reconstruction was
about 15 min. Introducing even more slices to model the sample would have increased the
computational effort and subsequently the reconstruction time even more.

The reconstructed object slices and complex-valued probing wavefield (at the position of the
upstream slice) are shown in Fig. 8.7. The phase images show the clearly reconstructed nano-
cubes. Each nano-cube is clearly reconstructed either in the upstream slice or in the downstream
slice. No nano-cube is found in both slices. The density of coverage with particles is different

between the two reconstructed slices and between different regions in the same slice. This was
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already expected from the SEM images of a similar sample (see Fig. 8.2). The reconstructed
absorption images show strong stripe artifacts along the fast-scanned direction. Moreover these
artifacts are inversed in the two slices, making their sum more or less homogeneous. This
might be an artifact due angular changes of the incident beam during the measurement. The
reconstructed complex-valued probing wave field matches the one from the single-slice recon-

struction.

-0.4 -0.3 -0.2 -0.1 : -0.4 -03 -0.2 -0.1 0.0
phase shift [rad] log(amplitude) [1]

Figure 8.7: Ptychographic multi-slice reconstructions of the recorded data set: a) reconstructed phase
shift of the upstream object slice; b) logarithm of the reconstructed amplitude of the upstream object slice;
c¢) reconstructed complex-valued probing wave field at the upstream slice position; d) reconstructed phase
shift of the downstream object slice closer to the focus and e) logarithm of the reconstructed amplitude
of the downstream object slice.

8.5.2 Consistency of separation

To verify the separation of the nano-cubes between the upstream slice and the downstream slice,
I repeated the reconstruction. But for the second reconstruction I initialized the downstream
slice and only the downstream slice for the first 100 iterations and used and updated the upstream
slice on top of that for the following 900 iterations. Everything else was kept the same. Now
the result from the single-slice reconstructed started to develop in the downstream slice first
and the particles from the upstream slice had to migrate from there to their slice. Again the
reconstruction took about 15 min.

The resulting slices of the two multi-slice reconstructions are shown in Fig. 8.8c-d and f-g
for comparison. In Fig. 8.8b and in Fig. 8.8e I displayed the two reconstructed slices as an

colored overlay for an easier comparison against each other and the result of the single-slice
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reconstruction (see Fig. 8.8a).
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Figure 8.8: Comparison of the reconstructed object using single-slice ptychography (a) and the overlay
of the object slices reconstructed using multi-slice ptychography (b and e). (b) shows the reconstruction
where the downstream slice was initialized first and (e) shows the reconstruction where the upstream
slice was initialized first. The two slices shown as an overlay in b) are shown separately in ¢) and d). The
two slices shown as an overlay in e) are shown separately in f) and g).

It can be seen that each particle reconstructed with the single-slice algorithm is also recon-
structed with the multi-slice algorithm. The separation of the particles into the upstream slice
or the downstream slice is consistent between both multi-slice reconstructions. In fact the same
slices from the two multi-slice reconstructions differ mostly only in a phase-offset and a larger
background cloud-like, long-ranged artifact, which could very well be a result of the previously
mentioned angular changes of the incident beam during the measurment [123]. As the initial
slice was changed between the two reconstructions, the algorithm had to explain the angular
changes in the incident beam by creating this cloud-like artifact in the initial slice. Once the
second slice was added to the reconstruction, the algorithm could try to counter the created
artifact by artifacts in the other slice. Therefor these artifacts created in both slices exchanged
places in the two multi-slice reconstructions. That is why two larger darker spots can be seen
to the top-right in of the downstream slice in Fig. 8.8d and in the upstream slice in Fig. 8.8f.
To visualize this, I plotted the differnce of the two reconstructed upstream slices in Fig. 8.9a
and the difference of the two reconstructed downstream slices in Fig. 8.9b. Adding up these
differences results in a flat image (Fig. 8.9¢) and proves that these artifacts indeed just switched
the slice in which they were reconstructed in depending on which object slices was initalized
first.
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Figure 8.9: Difference of the two reconstructed phase objects in the upstream slice (a) and the down-
stream slice (b) and the sum of these two differences (c).

8.5.3 Resolution achieved

To estimate the resolution achieved with the multi-slice reconstruction, I again used the FRC.
But I calculated the FRC of the upstream slices and the downstream slices separately and plotted
them in Fig.8.10. Because each reconstruction was performed using the full dataset, I used the
one-bit criterion as a threshold, resulting in an estimated resolution of 36 nm in both cases. As
the stack of the two reconstructed slices also describes a volume, with admittedly very cuboid
voxles, one could have also performed a Fourier shell correlation (FSC) on these volumes to also
average about the resolution achieved along the beam axis. Since this is an extreme special case
(the size of the transverse FOV is way smaller than the longitudinal separation of the slices),
I have discarded this, as it would not have provided any additional useful information. For

multi-slice reconstructions with more and closer spaced slices, using the FSC is a valid option.
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Figure 8.10: Resolution estimation by FRC for the ptychographic multi-slice reconstructions with in-
verted initialization order of the two slices: FRC of the reconstructed upstream object slices (blue) and
FRC of the reconstructed downstream object slices (orange), result in the same resolution estimate of
36 nm.
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8.5.4 Results

Performing a multi-slice reconstruction using the 3PIEalgorithm allowed to separate the par-
ticles into those that are on the upstream facing surface of the Kapton foil and those on the
downstream facing surface of the Kapton foil. The separation was robust to changing the ini-
tialization order of the two slices in the reconstruction. Reconstruction artifacts on the other
hand switches slices when exchanging the initialization order. The estimated achieved resolu-
tion of 36 nm in the two reconstructed slices surpassed the resolution of 49.3 nm estimated from

the single-slice reconstruction.

8.6 Conclusion and outlook

In X-ray ptychographic experiments the third spatial dimension can be extracted without the
need for the rotation of the sample as in an tomography scheme. The resolution of this third
spatial dimension along the beam might differ strongly from the resolution achieved in the plane
perpendicular to the X-ray beam. The size of the detector and the largest scattering vector ¢ with
sufficient SNR are factors that determine what this resolution can be. But even collecting all
scattered intensity in a 27 solid angle behind the sample would result in a pixel size of A/2 in the
plane transverse to the probing beam, and a longitudinal resolution of A. To be able to achieve
a homogeneous resolution in all three spatial dimensions the whole 47 solid angle would have
to be recorded. Therefor tomography based methods are still the better option for samples were
homogeneous 3D information is important. But the combination of multi-slice techniques and
tomography based methods promise the most benefits :

e a solution for the limitation of the thin sample approximation and

e the ability to record fewer angular projections (fewer than the Crowther limit would dic-

tate) and therefor shorten the experiments duration.

As for this example the multi-slice reconstruction using the 3PIE algorithm was the optimal
choice, due to the structure of the sample. For a real in-situ experiment the container walls
would be even further apart than the 100 pm thickness of the Kapton foil. Resonant measure-

ments could be performed as well to distinguish between Cu;O and metallic Cu.
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Chapter 9
Summary and outlook

Three experiments with the goal of reconstructing the sample with an additional third spatial
dimension have been presented in this work. The currently most utilized method, ptychographic
X-ray computed tomography (PXCT), is based on recording the sample under multiple rotation
angles, reconstructing each projection on its own and using the reconstructed two-dimensional
projections as input for any tomographic reconstruction algorithm. This straight-forward ex-
tension from a known two-dimensional experiment and reconstruction into the third spatial
dimension relies on this separation of the three-dimensional data set into multiple independent
two-dimensional data sets. Each of them has do reconstruct on its own and therefor the sampling
for each projection has to be sufficient. In 6.5 I presented how a coupled algorithm can be used
to reconstruct the very same data set, but utilizing the redundancy between projections. This
coupled ptychographic tomography (CPT) algorithm reconstructed the same sample but with
an improved estimated resolution. Moreover I have shown how the sampling of each projection
could be reduced to a point where the PXCT algorithm would fail, while the CPT algorithm still
faithfully reconstructs the sample. This was predicted in [91], but here it was the first time ex-
perimental was used to validate this presumption. Henceforth X-ray ptychographic tomography
experiments could be performed with an reduced sampling at each projection angle, dramati-
cally reducing the time for the overall experiment. However, these advantages come with a cost:
the increased computational effort. As long as beamtime is more sparse than computing time,

CPT is the way to go.

In chapter 7 1 presented how an PXCT experiment can be performed in a way to obtain
additional channels of information on top of the volumetric representation of the samples index
of refraction. Firstly, using a small probing beam for the ptychographic measurement made it
simultaneously a proper scanning transmission X-ray microscopy (STXM) experiment, which
relies on the probing beam being as small as possible. The usage of an additional X-ray fluores-
cence (XRF)-detector allowed to create XRF maps which are inherently aligned to the ptycho-
graphicly reconstructed projection images and can therefor be reconstructed tomographically in
the exact same way. This additional channel contains information about the three-dimensional

spatial distribution of elements in the sample. Furthermore I performed the PXCT measurement
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at two photon energies: on the Ga-/ and just above the Ga-/. Such a resonant measurement
also allows elemental information on the one element on which absorption edge the measure-
ment was done. Measuring at even more energies around an absorption edge would allow to
distinguish between different chemical states, such as oxidation states, of this element. The
biggest drawback for this additional information is again the increased amount of time needed
for the whole measurement. 1 demonstrated how the measurement is performed, the recorded
data is treated and how it is finally analyzed. The reconstructed volumes contained quantitative

and qualitative information on the spatial distribution of elements in the sample.

Both the PXCT and the CPT algorithm both rely on the thin sample approximation. Conse-
quently both methods are limited in the thickness of the samples they can reconstruct with a cer-
tain probing beam and without loosing resolution. In 8.5 I presented how the three-dimensional
ptychographical iterative engine (3PIE) algorithm surpasses the problem of thick samples, by
modeling them as multiple thin samples separated by free propagation space between these
slices. Using the exemplary sample of Cu nano-cubes on both sides of a Kapton foil, I demon-
strated that a single-slice reconstruction of an optically thick sample doesn’t fail but does not
achieve the same resolution in its reconstruction as a more suited multi-slice reconstruction
does. Utilizing the 3PIE algorithm in either the PXCT or the CPT algorithm would remove
the limitation to thin samples. Moreover the additional longitudinal information reduces the
number of angles which are needed to reduce a certain resolution in the tomographic plane,
effectively breaking the Crowther limit. This has been shown by creating projections to angles
which haven’t been measured using the parallax shift of reconstructed slices [124] or by tomo-
graphic reconstruction algorithms which utilize this additional depth information [125]. Using
the later to replace the simultaneous algebraic reconstruction technique (SART) algorithm in
the CPT implementation presented in 5.2.2 and also exchanging the extended ptychographi-
cal iterative engine (ePIE) algorithm for the 3PIE algorithm would result in an improved CPT
which can deal with such thick samples [126, 127].

As with all methods, one always asks how to go bigger, better and faster. How to measure
bigger samples was just explained. But scanning larger regions of interest in two dimensions
scales linearly with the number of steps needed to cover that area and therefor the time needed
to scan that area. And the number of needed projections scales linear with the thickness of the
sample. Because of that the time needed to measure a certain sample scales linearly with the
volume of the sample if all other parameters are kept the same. Consequently going bigger goes
hand in hand with going slower. The possible reduction in sampling presented in 6.7 is one
possible way of going faster. The obvious way of speeding up the measurement process is to
expose for shorter times and to reduce the dead time by using fly-scanning schemes [128-131]
as done in 7.3. Unfortunately reducing the exposure time also reduces the number of recorded
photons on the detector during one exposure, assuming all other parameters were kept the same.
As the resolution of the ptychographic reconstruction is limited by the highest ¢g-value at which
sufficient signal-to-noise ratio (SNR) has been measured, going faster by reducing exposure

times would mean sacrificing achievable resolution. Hence it all comes down to having more
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flux; more coherent flux.

Fourth generation synchroton sources promise exactly that. MAX-IV, ESRF-EBS, SIRIUS,
APUS-U, SPring8-II and PETRA-IV [132-137] expect to offer a fully coherent beam which
would benefit coherent methods such as ptychographic tomography. With the promised gain
of 100 to 1000 in coherent flux one could naively measure 100 to 1000 times faster as on third
generation sources. Measuring 1000 times faster would allow to measure a 1000 times bigger
sample volume in the same time. But all this only holds true if the sample is not damaged by
the increased photon density during the measurement. When measuring a radiation sensitive
sample, the gain from a higher coherent flux might be naught. And even with a radiation hard
sample, the challenges shift. One of the PXCT data sets for one energy presented in 7.3 was
recorded in 40 h and accumulated to 8 TByte [112] after cropping. Scaling this up by a factor
of 1000 would result in 8 TByte being recorded in 2.5 min transforming the challenge to be a
computing problem. My suggestion is to not use all of the additional flux to go faster, but also
some of it to measure better. For example measuring only 10 faster would result in each diffrac-
tion pattern having 100 times more photons. Assuming an inverse-cubic law for the strength
of the scattered intensity would result in approximately three times better resolution compared
to current measurements, which would push the achievable resolution well below the 10 nm
mark and therefor closer to the range of methods utilizing electrons as a probe. But also this
improvement would come with a challenge: an engineering challenge. The experimental setups
would need to be stable down to the few nano-meter range. Finally the increased flux would
improve the signal recorded by all simultaneously performed STXM based methods such as
XRF, X-ray beam induced current (XBIC) [138,139] and X-ray beam induced voltage (XBIV)

measurements.

In brief the key take away messages of this work towards the future of three-dimensional pty-
chographic imaging at synchrotrons are:

e Use coupled algorithms such as the presented CPT algorithm to utilize every bit of redun-
dancy in the recorded data. This should allow for higher resolution in the reconstructions
and a relaxed sampling criterion.

e Especially at fourth-generation sources: use a small probing beam and as many simulta-
neous STXM based methods as possible / needed, as the reconstructed multi-dimensional
volume is inherently aligned and enables various examinations of the sample with just
one beam time.

e Measure resonant at multiple energies around absorption edges for additional elemental
or even chemical information.

e If your sample is too thick, utilize multi-slice algorithms to circumvent the worsening of

the achieved resolution due to the violation of the thin sample approximation.
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