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Zusammenfassung
Die Beobachtung schneller Dynamiken in biologischen Systemen, wie die moleku-

lare Selbstorganisation und Konformationsänderungen von Proteinen kann neue

Erkenntnisse über ihre Struktur und Funktion ermöglichen. Es wurden zahlre-

iche Versuche unternommen, um zeitaufgelöste Dynamiken mittels Transmission-

selektronenmikroskopie zu beobachten. Eine große Herausforderung dieser Exper-

imente ist die eingesetzte Detektortechnologie, da die meisten derzeit in der Trans-

missionselektronenmikroskopie verwendeten Detektoren in Bezug auf die Bildrate

noch recht langsam sind oder eine indirekte, auf Szintillation basierende Detek-

tionstechnologie verwenden. Diese Arbeit fokussiert auf Simulationsstudien eines

direkten Elektronendetektors, des EDET-80, der mit einer maximalen Bildrate von

ca. 80 kHz (12,5 µs Belichtungszeit) arbeitet. Diese beispiellose Geschwindigkeit

ermöglicht es dem EDET-80, Echtzeit- und Realraum-Bildgebungsexperimente mit

Hilfe eines Transmissionselektronenmikroskops durchzuführen und Filme dynamis-

cher Prozesse schneller als bisher möglich aufzunehmen. Um dieses Ziel zu erre-

ichen, wurde zur Entwicklung dieses Detektors ein innovatives direktes Detektion-

sschema auf der Basis eines “depleted p-channel field effect transistor” mit nichtlin-

earem Ansprechverhalten verwendet. Darüber hinaus wurden detaillierte Monte-

Carlo-Simulationsstudien durchgeführt, um den Detektor zu modellieren, zu en-

twerfen und zu charakterisieren sowie die Signifikanz verschiedener Effekte zu un-

tersuchen, die die Abbildungsleistung des Detektors beeinträchtigen können. Die

Simulationsstudien und die mit dem ersten EDET-80-Prototyp erzielten Ergebnisse

zeigen, dass wir auf dem Weg sind einen leistungsstarken direkten Elektronende-

tektor zu entwickeln. Des Weiteren können die hier vorgestellten Simulationsergeb-

nisse leicht angepasst werden, um die Leistung anderer direkter Elektronendetek-

toren zu verbessern. Außerdem wurden auch die Wechselwirkungen simuliert, die
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die erreichbare räumliche Auflösung für Flüssigprobenzellen einschränken, die in

der Transmissionselektronenmikroskopie eingesetzt werden, um Proben in ihrer

natürlichen hydratisierten Umgebung abzubilden.
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Abstract
The observation of fast dynamics occurring in biological systems, such as molec-

ular self-assembly and conformational changes of proteins can provide new insights

into their structure and function. There have been a great number of attempts

to capture time-resolved dynamics by means of transmission electron microscopy.

However, a primary challenge of these experiments lies in the employed detector

technology, as most of the detectors currently used in transmission electron mi-

croscopy are somewhat limited in terms of frame rate or use indirect detection tech-

nology based on scintillation. This thesis focuses on simulation studies of a direct

electron detector, EDET-80, operating with a maximum frame rate of approximately

80 kHz (12.5 µs frame time). Such unprecedented speed will enable the EDET-80 to

carry out real-time and -space imaging experiments by means of transmission elec-

tron microscopy and record movies of dynamic processes faster than previously

possible. To achieve this goal an innovative direct detection scheme, based on de-

pleted p-channel field effect transistor technology with a non-linear response, is

under development. We carried out detailed Monte Carlo simulation studies to

model, design and characterize the detector and investigate the significance of sev-

eral effects influencing the detector imaging performance. The simulation studies

and the initial results delivered by the first EDET-80 prototype are promising a new

direct electron detector with unprecedented time resolution. Moreover, the simu-

lation results presented here can be readily adapted to advance the performance

of other direct electron detectors. Furthermore, we also simulated the underlying

effects limiting the achievable spatial resolution for liquid cells that are employed

in transmission electron microscopy to preserve samples being imaged in their hy-

drated environment.
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Chapter 1

Introduction

1.1 Motivations

Transmission Electron Microscopy (TEM) is one of the most powerful imaging tools

available for biologists, physicists, and material scientists enabling acquisation of

high resolution images to the near atomic resolution. Recent years have witnessed

great improvements in image recording, processing techniques, as well as instru-

mentation such as sample environments and nanofluidic devices [1]. Moreover,

a significant enhancement in spatial resolution has been realized by introducing

energy filters (i.e. monochromators) and correcting the effects of spherical aber-

ration [2, 3, 4, 5]. With these recent advances, the currently available electron mi-

croscope technology offers access to practically all object sizes, ranging from pro-

teins [6, 7] to viruses [8, 9] and to the whole cell [10]. To a greater extent, re-

searchers have demonstrated that it is possible to achieve near atomic resolution

for specimens frozen in their hydrated environment (i.e. Cryogenic electron mi-

croscopy) [11, 12, 13, 14, 15] or completely dry specimens [16]. Unfortunately, un-

der these conditions, the exploration of dynamic biological processes in their native

aqueous environment is greatly impeded or completely infeasible.

Biological systems, such as cells, are complex systems containing a multitude
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of different macromolecules, lipids, and nucleic acids. Additionally, these systems

exhibit dynamic behaviors to accomplish their predefined tasks. These dynamic be-

haviors encompass a broad range of scales across both time and space, ranging from

femtoseconds to hours and from angstroms to micrometers [17, 18]. Ideally, the vi-

sualization of fast dynamics occurring in living systems can provide new insights

into the structure and function of these systems. Thereby guiding scientists to de-

velop a fundamental understanding of the relationship between structure and dy-

namics with function. For instance, in situ-observation of molecular self-assembly

(e.g. DNA origami), as well as conformational changes of proteins (e.g. protein

folding and unfolding) via TEM can reveal fundamental mechanisms of biological

systems. Therefore, the question arises: what is the necessary temporal resolution

and frame rate required to capture such dynamics, and what are the boundary con-

ditions to achieve this goal?

There have been a great number of attempts to capture time-resolved dynam-

ics by means of TEM [19, 20, 17, 21, 22, 23]. However, a key problem with these

experiments lies in the employed detector technology, as most detectors used in

electron microscopy are somewhat limited in terms of frame rate, or in their detec-

tion process. On the one hand, difficulties arise from the inherently low contrast of

biological specimens—as they consist mainly of low atomic number elements (i.e.

hydrogen, carbon, nitrogen and oxygen), and are sensitive to radiation damage. On

the other hand, these specimens must be transparent to the electron beam. There-

fore, extremely thin samples of a few tens of nanometers up to maximally 1000 nm

in special cases are required. A way forward to observe dynamical processes occur-

ring in biological systems would be by establishing in situ conditions within a TEM

by employing a liquid cell [1] and using advanced detector technology capable of

catching fundamental dynamic processes with sufficient frame rate and imaging
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performance. The aim of this thesis is to perform detailed simulation studies of a

direct electron detector termed EDET-80 operating with a maximum frame rate of

about 80 kHz (12.5 µs frame time). This detector will be devoted to carrying out

real-time and real-space TEM imaging experiments, enabling recording movies of

dynamic processes faster than previously possible. With sufficiently fast frame rate

a wide range of dynamic processes can be observed in both a biology and mate-

rial science context. Figure 1.1 gives a glance on some phenomena taking place in

biology and material science, with respect to the spatial and temporal resolution

required for the observation. It shows that an 80 kHz frame rate is sufficient to cap-

ture a significant range of conformational changes occurring on the microsecond to

second time scale in biological systems such as protein folding [24, 25, 26]. This un-

precedented speed for detectors in TEM applications grants access to a “hitherto”

inaccessible “terra incognita”.

In the course of this thesis the terms “electron beam” refers to the primary elec-

trons of energy E emitted from the electron source and interacting with the sample

and detector to create “electron charges” in form of electron-hole (e-h) pairs. Each

electron charge is equal to the charge of the elementary electron. The interaction of

primary electrons with matter and the working principle of TEM will be discussed

in chapter 2 and chapter 3, respectively.
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FIGURE 1.1: Classification of some phenomena in biology and material
science according to their relevant temporal and spatial scale. The red
arrows indicate the time scale of conformational changes and protein
folding. The blue arrow shows the temporal range accessible by an 80
kHz frame rate detector. Adapted from [27].

1.2 Commercially Available Detectors for TEM

The first imaging detector used in electron microscopes was the classical photo-

graphic film. It was the gold standard for image recording for many decades. Nev-

ertheless, the time-consuming post-processing steps and the digitalization of the

films do not allow for direct feedback and high throughput measurements. Film

is still used in some TEM applications but has obviously no relevance in capturing

sample dynamics.

The advent of digital cameras facilitated the use of TEMs as a ubiquitous scien-

tific tool. Nowadays, the majority of digital cameras are still based on an indirect

detection process, where the primary electrons do not generate the detected signal
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directly in the sensor, but first interact with a scintillating screen to create optical

photons. These photons are subsequently detected by a Charge Coupled Device

(CCD) or Complementary Metal-Oxide Semiconductor (CMOS) sensor coupled to

the scintillating screen [28, 29, 30, 31] where they are then converted into electronic

signal. This indirect detection mechanism has several intrinsic characteristics limit-

ing the detector performance. For instance, the limited spatial resolution due to the

spread of photons in the scintillating screen and the optical path (e.g. optical plate

or optical fibers) guiding the photons into the sensor. In addition, indirect detectors

have a lower detection efficiency.

A promising alternative is direct detection of electrons without a scintillator and

optical coupling. Therefore, electrons are converted directly to a digital signal in

the sensitive layer of the detector, potentially expanding the use of TEM to new

applications [32, 33]. The indirect and direct detection mechanism will be discussed

in more detail in chapter 4.

Detectors based on different technologies used in TEM experiments have a com-

mon drawback in the achievable frame rate. Currently, frame rate is not sufficient to

reveal fast dynamics. Table 1.1 summarizes several important features of some com-

mercially available detectors for TEM imaging applications. Detectors with small

pixel size, shown in Table 1.1, can record images with high spatial resolution, but

they have limited capability to capture fast dynamics occurring in living systems.

Another parameter which is important when dealing with large signals produc-

ing high contrast images is the Charge Handling Capacity (CHC) of a single detector

pixel. It measures the maximum charge a pixel can hold, and it is one of the factors

determining the achievable dynamic range of the detector. An improved dynamic

range has the advantage of facilitating the interpretation of recorded data by min-

imizing the effect of pixel saturation in a recorded frame and reducing the effect
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of the readout noise as presumably less readouts are necessary for the same infor-

mation contents. Figure 1.2 shows the CHC of different detectors as a function of

pixel size. Evidently, large area detectors with small pixels improve the spatial res-

olution, but at the expense of the CHC (i.e. dynamic range) and subsequently the

readout speed, which scales with the number of pixels available in the detector. To

achieve the desired frame rate (e.g. 80 kHz in the EDET-80 detector), a compromise

between the pixel size and readout time must be found ensuring a sufficient spatial

resolution and a wide dynamic range of the detector.

TABLE 1.1: Commercial direct and indirect imaging detectors devoted
to TEM applications. Falcon 3EC, K2 Summit, DE-64 and Medipix3 are
direct detectors while NanoSprint1200 and BioSprint12 are indirect de-
tectors. M denotes magnification and fps stands for frames per second.

Pixel length Number of Readout speed Å/pixel

Detector (µm) pixels (fps) at M=50,000

Falcon 3EC [34] 14 4096×4096 40 2.8

K2 Summit [35] 5 3838×3710 400 1

DE-64 [36] 6.5 8192×8192 42 1.3

NanoSprint1200 6.8 4096×3008 55 1.36

sCMOS [37]

BioSprint12 CCD [37] 10.8 4000×3200 25 2.16

Medipix3 with Merlin 55 256×256 500 11

readout system [38]

The required features of the EDET-80 detector can be realized by adapting semi-

conductor detector technology available at the Halbleiterlabor (HLL) of the Max
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Planck Society in Munich, which has already been introduced in high energy physics

detectors devoted for specific applications where the frame rate is a key. In the fol-

lowing section a description of the HLL detector technology in high energy physics

is provided and how it can be adapted to our TEM imaging detector.

FIGURE 1.2: Charge handling capacity in electron-hole pairs per pixel
of different commercial detectors [39, 40, 41, 42].

1.3 From Belle Pixel Detector to EDET-80 Detector

The Japanese Flavor Factory (KEKB B-Factory) located at the high-energy research

facility KEK in Tsukuba is a double-ring collider with an 8 GeV electron and 3.5

GeV positron beams devoted to carrying out physics search beyond the Standard

Model [43, 44]. The KEKB B-Factory was very successful during its operation from

1998 to 2010. It delivered the world’s highest luminosity (2.11×1034 cm−2 s−1), en-

abling scientists to demonstrate the violation of Charge-Parity symmetry (CP) in
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B meson decays [45] predicted by the Kobayashi–Maskawa theory [46]. Based on

this success, the KEKB was upgraded to SuperKEKB with a design luminosity of

about 8×1035 cm−2 s−1 [47], which is 40 times higher than that achieved by KEKB.

This achievement requires upgrading the Belle pixel detector for Belle II [48, 49]

by introducing a new detection technology capable of handling the increased lu-

minosity, reducing the background, high quality data collection with reasonable

readout speed and providing high radiation hardness [50, 51]. The silicon sensors

of the upgraded version of the Belle pixel detector must be thinned down to 75

µm to minimize multiple scattering effects and thus achieve an enhanced position

resolution [52]. The upgrade of the central Silicon Vertex Detector (VXD) was one

of the major features of the Belle II detector. The Belle II collaboration decided to

use DEpleted P-channel Field Effect Transistor (DEPFET) [53] technology for the

new detector as the DEPFET active pixel sensor can fulfill all the requirements set

by the Belle II experiments. One of the most challenging aspects of the Belle II

DEPFET pixel detector is the readout speed of the full frame, which is about 20 µs

(50 kHz) [54].

DEPFET technology has the unique capability to detect and amplify the sig-

nal on a pixel level with high signal-to-noise ratio. It has been successfully imple-

mented for experiments in high energy physics to detect particles undergoing fast

decays, namely the Belle II DEPFET pixel detector. Transferring the DEPFET detec-

tor technology available at the Halbleiterlabor of the Max Planck Society from high

energy physics to TEM imaging applications is challenging, as it requires push-

ing the boundaries of the current DEPFET technology used in Belle II to fulfill the

requirements set by a fast readout of TEM images close to 80 kHz. Therefore, sev-

eral modifications will be introduced in the EDET-80 detector to improve its overall

imaging capabilities.
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The charge handling capacity of the Belle II DEPFET pixel detector is about

50,000 electron charges per pixel, which is insufficient to capture high contrast TEM

images. The CHC can be increased to a reasonable value (e.g. 3 million charges

per pixel) by introducing an innovative concept of the signal storage mechanism,

which is similar to the DEPFET sensor with Signal Compression (DSSC) at the sen-

sor level. This was developed to perform fast X-ray imaging experiments at the

European X-ray Free Electron Laser facility (European XFEL) in Hamburg [55]. A

DEPFET with signal compression has the capability to cope with both single elec-

tron resolution and large dynamic range due to its non-linear characteristic curve.

The desired speed can be achieved by implementing four-fold rolling shutter mode,

especially a four-fold parallel readout similar to the Belle II pixel detector. The suc-

cessful implementation of the DEPFET technology in Belle II experiments inspired

us to engage in the EDET-80 project. The DEPFET technology used to develop the

EDET-80 detector will be discussed in section 4.4 and section 4.5.

1.4 EDET-80 Project

The development of a new imaging detector requires considerable effort and the

implementation of innovative ideas and technology. There are mainly three groups

involved in the development of the EDET-80: The Halbleiterlabor (HLL) of the Max

Planck Society in Munich, the ASIC- and Detector Laboratory Group of the Institute

for Data Processing and Electronics (IPE) in Karlsruhe Institute of Technology (KIT)

and the Atomically Resolved Dynamics Division at the Max Planck Institute for the

Structure and Dynamics of Matter (MPSD) in Hamburg.

The development of fast readout electronics such as the Drain Current Digitizer

(DCD) and the switchers has been mainly performed by the group of Prof. Ivan

Peric at KIT. The DEPFET sensor development and fabrication have been done at
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HLL in Munich. This includes the coordination of all fabrication processes such

as silicon thinning, doping and the assembly of sensors and electronics on a single

wafer.

The contribution of the MPSD to this project comprises, for instance, the thermal

and electrical engineering, definition of materials and hardware and the fabrication

of the mechanical detector design. As well as, the simulation and the optimization

of the detector and the analysis of the obtained data.

Collaborative efforts are key for overcoming the challenges we encountered and

the success of this project. At the early stage, we carried out simulation studies

to investigate and understand the underlying phenomena that degrade detector

performance and optimize the most convenient detector design. In addition, simu-

lations offer the unique possibility to build different detector models and test new

ideas before implementing them in the detector system. Thus, simulations have the

advantage of improving detector imaging capabilities and reducing the fabrication

cycles.

Several 3D simulation studies have been performed at different levels ranging

from the simulation of a single pixel to the whole detector. Some simulation stud-

ies were performed at the HLL, which includes: the thermo-mechanical behavior of

the whole detector, electronic readouts as well as the simulation of a 60×60×50 µm3

DEPFET cell. This encompasses the DEPFET response curve, the potential distribu-

tion within the DEPFET cell and the charge storage mechanisms. As a result, an

innovative DEPEFT with non-linear response and a large charge handling capacity

has been achieved. These desired DEPFET features will be described in detail in

section 4.5.
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Other simulations have been carried out at the MPSD to investigate the thermo-

mechanical stability of the detector and laser annealing—which can serve to mit-

igate possible radiation damage of the detector. In addition, simulations of the

interaction of radiation with detector materials have been also performed using

GEANT4 Monte Carlo simulation toolkit [56, 57] to construct the detector, charac-

terize its response and investigate the significance of several effects on the detec-

tor performance. In this thesis we started the simulation studies by constructing

the detector geometry, irradiating the detector with an electron beam and inves-

tigating the resulting signal created in sensitive silicon layers of different thick-

nesses. This is an essential step to optimize the sensor thickness. We extended

our simulation studies to investigate the effects of multiple electron scattering and

backscattered electrons on detector imaging performance (e.g. spatial resolution)

and charge sharing. Different detector configurations were tested for optimization,

thereby showing an improved imaging performance. For example, we developed a

new detector design reducing the contribution of backscattered electrons to the to-

tal detected signal from 58% to 5%. The effect of backscattered electrons is a serious

issue degrading the imaging capabilities of direct electron detectors. The simula-

tion studies of the EDET-80 detector are described in more detail in chapter 5 and

chapter 6. The quantification of the imaging capabilities of the EDET-80 detector in

terms of Signal-to-Noise Ratio (SNR), Modulation Transfer Function (MTF) and the

Detective Quantum Efficiency (DQE) will be discussed in chapter 7. The quantity

SNR, as its name indicates, is the detected signal divided by the noise. The quanti-

ties MTF and DQE describe the detector spatial resolution and the noise added by

the detector to the recorded image, respectively. In addition, simulation studies of

the radiation hardness and the shielding of the EDET-80 detector against primary

electrons will be presented in chapter 8.
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To evaluate the performance of the EDET-80 detector we compared its DQE

as a function of spatial resolution to the DQE of current state-of-the-art detectors

employed in transmission electron microscopy. This comparison shows that we

are on the way to achieve a competitive direct electron detector. Finally, we per-

formed measurements with a first EDET-80 prototype using an X-ray source (e.g.

Cadmium-109 radioactive source). The measurements are in good agreement with

the simulation results and will be discussed in chapter 9.

The observation of fast dynamic processes, such as dynamics of large proteins,

occurring in a hydrated environment not only requires advanced direct electron de-

tectors but also liquid cell technology to probe samples in near-realistic conditions.

A liquid cell is a nanofluidic device enabling in situ imaging of objects suspended

in water. A typical liquid cell used in TEM is shown in Figure 1.3.

One of the most important factors limiting the attainable TEM resolution in liq-

uid samples is the thickness of liquid cells [58, 59] as they are several hundreds of

nanometers thick and consist of silicon nitride (Si2N3) membranes of several tens of

nanometers [60, 61]. A thick liquid cell broadens the electron beam and degrades

the SNR for biological specimens consisting of low-atomic number materials. In

this thesis we also present a Monte Carlo simulation study to address this problem.

This includes the factors restricting liquid cell TEM spatial resolution such as the

thickness of the water layer, the vertical position of objects inside the liquid cell and

the thickness of silicon nitride membranes. We found that the achievable resolution

depends on the vertical position of the object within the liquid cell, which confirms

the so-called top-bottom effect observed in liquid cell TEM [62]. This effect can be

minimized in thinner liquid cells. Optimizing the parameters degrading the quality

of liquid cell TEM images allows for better understanding of biological processes in
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their native environments. The detail simulation study of liquid cells will be dis-

cussed in chapter 10.

FIGURE 1.3: Liquid cell used in TEM and its cross sectional view. Or-
ange color represents the silicon nitride windows and the blue color
represents the liquid layer. Adapted from [1].
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Chapter 2

Interactions of Electrons with Matter

This chapter describes the physics of the interaction of electrons with matter, which

is fundamental to understand the image formation in a transmission electron mi-

croscope and the detection process in an electron detector. Without interaction no

information can be obtained from the sample. Accelerated electrons can interact

with the sample or pass through it without interactions. As a result, a wide range

of signals are produced such as Bremsstrahlung radiation, X-ray and secondary

electron emission, as illustrated in Figure 2.1. In general, there are two different

types of interactions, namely elastic and inelastic interactions [63, 64, 65].

2.1 Elastic Electron Scattering

In the elastic scattering process the kinetic energy and the momentum of the elec-

trons traversing the sample are conserved and there is thus no energy loss, but the

incident electrons can be deflected out of the initial direction by the electric field of

the atoms. This results in a lateral spread of the electron beam which leaves the ma-

terial with an unchanged kinetic energy, Ekin, but with a change in travel direction

relative to the incident electron beam.
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FIGURE 2.1: Interactions of electrons with a thin absorber. Adapted
from [64, 66].

Electrons undergoing elastic scattering contribute mostly to the formation of

contrast in TEM images. The differential cross-section of the elastic scattering of

electrons is given by the following equation [64]

dσr(θ)

dΩ
=

Z2λ4r

64π4a20

[(
sin(

θ

2
)
)2

+
(θ0

2

)2]2 . (2.1)

Where Z is the atomic number of the sample, dΩ is the solid angle, θ is the scattering

angle and λr is the relativistic wavelength of the electron. The parameters a0 and θ0

are given by the following equations

a0 =
h2ε0
πm0e2

, (2.2)
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θ0 =
0.117Z1/3

E
1/2
kin

. (2.3)

Where ε0 is the vacuum permittivity and Ekin is the kinetic energy of the incident

electron.

Equation 2.1 describes the screened, relativistic, differential Rutherford cross-

section and it takes into account both the screening effect of the electron cloud de-

fined by θ0 and the relativistic effects which become significant for electrons with

energies larger than 100 keV. Equation 2.1 is widely applied in TEM, but it has some

limitations for higher energies above 300 keV and interactions with elements whose

atomic number Z is larger than 30 [64]. The integration of equation 2.1 yields the to-

tal nuclear cross section, σnucleus, for elastic scattering of electrons into angles larger

than θ.

σnucleus = 1.62× 10−24
(
Z

E

)2

cot2(
θ

2
). (2.4)

Figure 2.2 shows the dependence of the screened relativistic Rutherford cross-

section on the energy of the incident electron and the atomic number of the target.

This elastic scattering cross-section has its maximum at very low scattering angles.

Hence, most of the elastic scattering events (i.e. 98%) occur at very small angles

(θ ≤0.5◦) labeled with the shaded area and less events occur as the angle increases.

Decreasing the electron energy from 300 keV to 100 keV increases the elastic scat-

tering cross-section for a silicon sample by a factor of ∼9. Increasing the atomic

number of the sample from Z=6 (i.e. carbon) to Z=79 (i.e. gold) increases the cross-

section by a factor of ∼173. This increase in the elastic scattering events can be seen
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in Figure 2.3, which shows Monte Carlo simulations of elastic scattering of electrons

of 300 keV, 200 keV and 100 keV in a gold (Z=79) and a silicon (Z=14) targets of 100

nm thickness. Interestingly, most of the elastic scattering events have very small

angels, as also demonstrated by equation 2.4.

(a)

(b)

FIGURE 2.2: The logarithm of the screened relativistic Rutherford
cross-section as a function of scattering angles, calculated from equa-
tion 2.4. (a) For three elements (carbon, silicon and gold) at 300 keV
and (b) for silicon at 100 keV, 200 keV and 300 keV. 1 barn=10−24 cm2.
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(a) (b) (c)

(d) (e) (f)

FIGURE 2.3: Monte Carlo simulations of elastic scattering of 2000 elec-
trons in gold and silicon targets of 100 nm thickness. (a) Gold, 100 keV
electrons, (b) gold, 200 keV electrons, (c) gold, 300 keV electrons, (d)
silicon, 100 keV electrons, (e) silicon, 200 keV electrons and (f) silicon,
300 keV electrons.

Another instructive parameter is the mean free path Λ of elastic scattering. It is

defined as the mean distance an electron travels between elastic scattering events

and given by

Λ =
1

σtotal
=

A

ρN0σnucleus
. (2.5)

Where A is the atomic weight of the sample atoms, N0 is the Avogadro’s number

(N0=6.022 × 1023 atoms per mole), σtotal is the total elastic scattering cross-section

and ρ is the density of the sample.

The differential cross-section given in equation 2.4 derived by Rutherford is
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based on the classical model treating the electron as a particle and does not take

into account the wave nature of electrons. To describe precisely the cross-section

of elastic electron scattering, a wave model should be used. The wave behavior

of electrons can be considered in the cross section calculation by introducing the

concept of an atomic scattering factor fe(θ) given by [64]

|fe(θ)|2 =
dσ(θ)

dΩ
, (2.6)

where fe(θ) is the amplitude of an electron wave scattered by an atom and |fe(θ)|2

is proportional to the scattering intensity. The scattering factor can well describe

the cross-section of elastic scattering at low angles where the Rutherford model is

not suitable. The scattering factor, fe(θ), is given by the Mott-Bethe formula which

relates the electron scattering factor to the X-ray scattering factor fx(θ) [67] by

fe(θ) =
2mee

2

4πh2ε0

(
λ

2 sin θ

)2

(Z − fx(θ))

= 0.023934

(
λ

sin θ

)2

(Z − fx(θ)).

(2.7)

The values of the X-ray scattering factor fx(θ) are available for atoms and ions in

the international tables for crystallography, volume C [68].

Using equation 2.7 the variation of the atomic scattering factor as a function

of scattering angle for a single isolated atom can be calculated for sin(θ)/λ 6= 0

(sin(θ)/λ > 0.02). Values of fe(θ) for sin(θ)/λ 6 0.02 are taken from the international

tables for crystallography, volume C, as equation 2.7 becomes less accurate for low

values of sin(θ)/λ.
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FIGURE 2.4: Atomic scattering factor as a function of scattering angle.
It increases as the atomic number of the sample atoms increases and
decreases as the scattering angle increases.

As can be seen in Figure 2.4, the atomic scattering factor changes with the wave-

length of electrons λ, the scattering angle θ and the atomic number Z of the target.

It decreases with increasing scattering angle or decreasing wavelength. For a given

scattering angle, it increases as the atomic number increases. fe(θ) is large for small

angles (θ ' 0) and decreases strongly as the scattering angle increases.

2.2 Inelastic Electron Scattering

Inelastic scattering occurs when the incident electrons lose a detectable amount of

their kinetic energy, ∆E, as a result of an interaction with the atoms of the sample.

Inelastic scattering is always incoherent due to the change of the wavelength and

generally has smaller scattering angles compared to elastic scattering [65]. Because
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the incident electrons lose energy, change directions and the wavelength, the chro-

matic aberration of the TEM objective lens becomes significant and deteriorates the

image quality, especially as the sample gets thicker and the atomic number becomes

smaller so that inelastic scattering dominates [69, 59, 63]. This inelastic scattering

contributes to the background and causes also radiation damage while transferring

electron energy to the atoms of the samples.

2.3 Energy Loss of Electrons

Electrons deposit their kinetic energy in the material (e.g. detector) they traverse

via inelastic scattering. Transmission electron microscopy typically uses electrons

in the energy range from 100 to 400 keV to investigate samples [70]. In this range,

the energy loss of these electrons by Cherenkov and Bremsstrahlung can be ne-

glected compared to the energy loss by ionization and excitation, which are the

dominant mechanism of electron energy loss [71]. The average energy loss for elec-

trons passing through the detector can be approximated using the Bethe-Bloch for-

mula [72, 73] describing the mean energy loss per unit of distance traveled (stopping

power) and can be expressed in different forms such as [74]

−dE

dx
= 2πNAr

2
emec

2ρ
Z

A

z2

β2

[
ln
(2meγ

2β2c2Wmax

I2

)
− 2β2

]
. (2.8)

In this relation, re =2.817× 10−13 cm is the classical electron radius,me is the electron

rest mass (me = m0 =511 keV), z is the charge of the incident particle and Wmax is

the maximum energy that can be transfered to a free electron in a single collison

and is given by
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Wmax =
2mec

2β2γ2

1 + 2
me

M

√
1 + β2γ2 +

m2
e

M2

, (2.9)

Where γ = 1/
√

1− β2 and M is the mass of the incident particle. For an electron of

mass M = me equation 2.9 reduces to

Wmax =
2mec

2β2γ2

2 + 2
√

1 + β2γ2
. (2.10)

The mean excitation potential I depends on the atomic number of the absorbing

material and is given by the following equation

I =


12 +

7

Z
, for Z <13.

9.76 + 58.8× Z−1.19, for Z >13.
(2.11)

The Bethe-Bloch formula shown in equation 2.8 is the general formula for cal-

culating the energy loss. However, two refinements must be introduced into this

equation, namely the density effect correction δ and the shell correction C. These

two parameters can be neglected in some cases. The density effect correction is sig-

nificant at high energies while the shell correction is necessary at low energies. The

corrected Bethe-Bloch formula becomes [74, 75]

−dE

dx
= 2πNAr

2
emec

2ρ
Z

A

z2

β2

[
ln
(2meγ

2β2c2Wmax

I2

)
− 2β2 − δ − 2

C

Z

]
. (2.12)

or
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−dE

dx
= K × ρZ

A

z2

β2

[
ln
(2meγ

2β2c2Wmax

I2

)
− 2β2 − δ − 2

C

Z

]
. (2.13)

Where the factor K is constant, K = 2πNAr
2
emec

2 = 153.54 keV.cm2/g.

Figure 2.5 depicts the mean energy loss of electrons in silicon calculated using

equation 2.13.

FIGURE 2.5: Mean energy loss of electrons in silicon calculated using
the Bethe-Bloch formula given by equation 2.13.

In sufficiently thin materials (e.g. thin detectors), the energy loss of electrons due

to ionization is subject to large statistical fluctuations. Obviously, the Bethe-Bloch

formula fails to describe these fluctuations which were investigated in depth by

Landau. The energy loss distribution of electrons passing through a thin medium

can be well described by the Landau distribution [76], which is characterized by a

most probable value (mpv). The Landau distribution is described by the following

probability density function [76, 74, 77]
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f(λ) =
1√
2π

exp

(
−1

2
(λ+ exp(−λ))

)
. (2.14)

Here λ is the reduced energy variable given by

λ =
∆E −∆Emp

ξ
, (2.15)

where ∆E and ∆Emp are the energy loss and the most probable energy loss, re-

spectively. The quantity ξ is the scale of the Landau distribution comes from the

Rutherford scattering cross-section and it is given by the following formula

ξ = 2πNar
2
emec

2ρx
Zz2

Aβ2
= 153.54ρx

Zz2

Aβ2
keV, (2.16)

where x is the thickness of the material and the most probable value of the Landau

distribution is defined by

∆Emp = ξ(ln(ξ)− ln(ε) + 1− CE), (2.17)

where CE=0.577 is the Euler constant and ln(ε) is expressed by

ln(ε) = ln

[
I2(1− β2)

2mec2β2

]
, (2.18)

and
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β =

√
1− m2

ec
4

(mec2 + E)2
. (2.19)

For an electron of mass me and energy Ee=300 keV traversing 50 µm thick silicon

layer whose density is ρ=2.33 g/cm3, the most probable value can be calculated

from the above equations:

ξ=1.4785 keV, β= 0.7765, ln(ε)= -10.6764 and ∆Emp=16.6586 keV.

The average energy required to generate one e-h pair in silicon is w=3.62 eV [78]

and thus the most probable value becomes ∆Emp=4600 e-h pairs for a 50 µm thick

silicon layer, 2636 e-h pairs for a 30 µm thick silicon layer and 1691 e-h pairs for a

20 µm thick silicon layer. Figure 2.6 shows examplary the energy deposition of 300

keV electrons passing through a 20 µm thick silicon layer. The energy deposition

follows a Landau distribution characterized by the most probable value (mpv). For

thick materials, the Landau distribution is no longer valid and the distribution of

the energy deposition shows a nearly Gaussian distribution.

Having discussed how the electrons interact with matter, the next section of this

thesis describes the working principle of the transmission electron microscope.
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FIGURE 2.6: Distribution of the energy deposited by 300 keV electrons
in 20 µm thick silicon layer. The integral of the distribution is normal-
ized to unity to get a probability density function (PDF).
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Chapter 3

Transmission Electron Microscopy

In this chapter, the working principle of the Transmission Electron Microscope (TEM)

is presented.

The electron microscope was invented in 1930 by two Germans, the engineer

Max Knoll and the physicist Ernst Ruska, to solve the problem of spatial resolution

in a light microscope which is ultimately restricted by the wavelength of visible

light [79]. A transmission electron microscope uses a beam of high energy elec-

trons emitted by a cathode and travelling in a vacuum. These electrons are shaped

by circular magnetic lenses to illuminate very thin samples and produce magni-

fied images of the internal structure of the samples being investigated with much

higher magnification than an ordinary light microscope. Electrons exiting the sam-

ple at different angles as a result of electron-sample interactions will interact with

the detector that converts them into a useful signal to form two-dimensional inten-

sity images of the samples.

3.1 Electron Wavelength and TEM Resolution

Electron is an elementary particle carrying a single negative charge of q=-1.602×10−19

C [80] and a mass of me=9.109×10−31 kg [80]. However, an electron can not only be
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described as a particle but also as a wave characterized by a wavelength λ given by

the general form of the De Broglie equation [81]

λ =
h

p
. (3.1)

Where h=6.626×10−34 J.s [80] is Planck’s constant, p = meve is the momentum of the

moving electron, me and ve are the electron mass and velocity, respectively.

The relationships between kinetic energy of the electron Ekin, the momentum p and

the accelerating voltage V are given by [82]

Ekin =
1

2
mev

2
e

=
p2

2me

= eV.

(3.2)

By combining equation 3.1 and equation 3.2 we obtain the dependence of the elec-

tron wavelength on the accelerating voltage, as shown in the following equation

λ =
h√

2meEkin

=

h√
2eme√
V

Å.

(3.3)

Taking into account the values of e, h and me yields the following relation
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λ =
12.265√

V
Å. (3.4)

The velocity of electrons in TEM is about 70% and 78% of the speed of light using an

accelerating voltage of 200 kV and 300 kV, respectively [63], thus relativistic effects

must be considered. Taking into account Einstein’s special theory of relativity, the

equation of De Broglie should be rewritten to include these relativistic effects.

The relativistic mass m of an electron is given by [63]

m = γm0, (3.5)

in this equation, m0 is the rest mass of the electron used in classical physics. The

relativistic factor γ (i.e. Lorentz Factor) is expressed as follows

γ =
1√

1− v2e
c2

=
1√

1− β2
. (3.6)

Where β = ve/c and c = 2.998× 108 m/s [80] is the speed of light in a vacuum.

According to the special theory of relativity, the total energy of an electron is given

by [63]

mc2 = Ekin +m0c
2 = Ekin + E0. (3.7)
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Where E0=m0c2= 511 keV is the rest energy of the electron, mc2 is the total energy

of the accelerated electron and Ekin is its kinetic energy.

Inserting now equation 3.5 into equation 3.7 leads to

ve = c×

√
(1− 1

(1 + Ekin/E0)2
. (3.8)

Using an accelerating voltage of V =200 kV the velocity of electrons becomes ve=2.0859×108

m/s and reaches thus 69.53% of the speed of light.

The relativistic momentum is given by

pr =
m0ve√
1− β2

. (3.9)

This yields

m2c4 = p2rc
2 +m2

0c
4. (3.10)

Now the relativistic wavelength, λr, of the electron is obtained [82]

λr =
h

pr
=

hc

prc
=

hc√
(Ekin +m0c2)2 − (m0c2)2

=
hc√

Ekin(Ekin + 2m0c2)
.

(3.11)

Replacing hc in equation 3.11 with λc
√

2m0Ekin results in equation 3.12, which re-

lates the relativistic wavelength, λr, to the non-relativistic wavelength, λ, of the
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electron

λr =
λ√

1 +
Ekin

2m0c2

. (3.12)

As Ekin/2m0c
2 > 0, this equation demonstrates that the relativistic wavelength of

the electron is smaller than the non-relativistic wavelength, which has the advan-

tage of enhancing the achievable spatial resolution.

The theoretical resolution d in the transmission electron microscope can be deter-

mined by Abbe’s equation [83]

d =
0.612λ

n× sin(α)
. (3.13)

Where d is the resolution, α is the half aperture angle and n is the refractive index.

The product n × sin(α) is called the numerical aperture. In a TEM the vacuum

refractive index for electrons is n=1. Furthermore, sin(α) ' α (α is very small angle)

and thus equation 3.13 simplifies to

d =
0.612λ

α
. (3.14)

By inserting λ as given in equation 3.4 d can be expressed by

d =
0.7506

α
√
V
. (3.15)
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As a result, the resolution at an accelerating voltage V =200 kV and a half aperture

angle α=0.01 rad is d=5.3 nm. The maximum resolution in transmission electron

microscope is limited by several factor such as uncorrected spherical and chromatic

aberrations, sample preparation or sample thickness.

3.2 Working Principles of TEM

Transmission electron microscope operates comparably to a standard light micro-

scope to a large extent. It uses electrons instead of visible light to obtain high resolu-

tion images and electromagnetic lenses instead of glass lenses to shape the electron

beam. The basic schematic layout of a TEM is illustrated in Figure 3.1.

TEM consists of four main parts: An electron source, electromagnetic lenses,

sample holder and the imaging system, which is of primary importance in this the-

sis. The electron source generates electrons that are accelerated into vacuum in the

microscope column and the condenser lens acts like an optical lens to focus the

electrons onto a certain part of the sample. Electrons traversing the sample with

large angles are excluded by a condenser aperture and the objective lens focuses

the transmitted electron beams to form the first image. An intermediate lens can

further magnify the first image and the projector lens projects the electrons onto a

detector measuring the final magnified image of the sample.
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FIGURE 3.1: Schematic diagram of transmission electron microscope.
Adapted from [84].
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Chapter 4

Electron Detectors for Transmission

Electron Microscopy

Transmission electron microscopy has witnessed tremendous technical progress.

Nevertheless, electron detectors for TEM applications are often still based on tra-

ditional indirect detection technology, which limits the spatial resolution and more

importantly constrains the sensitivity. Only recently commercial direct detectors for

electron microscopy have been introduced. In this chapter, different types of imag-

ing detectors used in TEM will be discussed. First, photographic films have been

used in TEM for a long time and they are still used in some TEM applications. CCD

detectors, invented by Boyle and Smith in 1970, were introduced in TEM imaging

applications twelve years later (1982) and have dramatically pushed the boundaries

of TEM imaging performance. Finally, our direct electron detector (EDET-80 detec-

tor) based on DEPFET technology will be presented.



38 Chapter 4. Electron Detectors for Transmission Electron Microscopy

4.1 Photographic Films

Imaging in electron microscopy was for many decades performed by means of pho-

tographic film. The film characteristics are a significant Detective Quantum Effi-

ciency (DQE) at high frequency (e.g. Nyquist frequency), a large number of ex-

tremely small pixels, excellent spatial resolution and a large active area which pro-

vides a wide Field Of View (FOV) [85, 86, 31, 87]. The DQE of photographic film can

reach at 300 keV electrons and at half Nyquist resolution about 35% when digitizing

with a 6 µm pixel size [85]. Thus, a 10 cm×10 cm photographic film provides a dig-

ital image of about 16.6k×16.6k pixels, which is larger than all the images obtained

with digital detectors. However, photographic films suffer from several unavoid-

able disadvantages—films must be mechanically loaded and unloaded in a TEM,

backscattered electrons from the film holder contribute to the total generated signal,

a narrow dynamic range resulting in very low contrast images and post-processing

of the film (e.g. chemical development, washing, drying, optical scanning and dig-

itization). These post-processing steps are complicated and time-consuming, thus

preventing immediate access to the recorded data. In addition, photographic films

produce images with large contribution of granular noise and are not convenient for

recording large data sets. Currently, electronic detectors are increasingly used for

electron microscopy applications, but photographic films are still utilized in some

electron microscopy applications where high spatial resolution and large FOV are

of primary interest.
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4.2 Indirect Electron Detectors

The indirect detection mechanism of electrons requires two steps and has, therefore,

fundamental limitations degrading detector imaging performance. In the first step,

the interaction of primary electrons with a high-Z scintillating screen (e.g. Cesium

Iodide (CsI) or Gadolinium Oxysulfide (Gd2O2S)), leads to some extent, to the gen-

eration of optical photons, which spread isotropically in all directions within the

scintillating screen before being detected. This leads to a loss of a large amount of

useful photons that can be used to form the image, thus allowing only a small frac-

tion of photons to reach the CCD sensor. Scintillating screens have some intrinsic

limitations. Their conversion efficiency is poor and it is, for example, about 15%

for CsI:Tl [88], meaning that only 15% of the energy deposition can be converted

into photons. Furthermore, the wavelength of the emitted photons is in the order

of about 550 nm for most scintillators while the CCD sensor has a peak sensitivity

at 700 nm [29] resulting thus in a decreased quantum efficiency (QE) of CCD. In

the second step, these optical photons are converted into an electronic signal de-

tected by a CCD or a Complementary Metal-Oxide Semiconductor (CMOS) sensor

coupled to the scintillating screen by means of a fiber optic plate [28, 29, 30, 31].

The scattering of electrons and optical photons within the scintillating screen and

at the interface of the fiber optic plate restricts the spatial resolution of indirect de-

tectors [89, 90, 91, 92, 93, 94] and leads to a low DQE as well as low Modulation

Transfer Function (MTF) [95], which describes the spatial resolution of a detector.

The DQE of a fiber-optic coupled CCD irradiated with 300 keV electrons lies be-

tween 9% and 13% at hlaf Nyquist resolution [85, 96], about 3 times lower than

that of the photographic film. Figure 4.1(a) shows the scattering of a single primary

electron of 300 keV and the spread of optical photons created in a 50 µm thick CsI
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scintillating screen and Figure 4.1(b) shows the corresponding Point Spread Func-

tion (PSF). This PSF becomes much wider as the thickness of the scintillating screen

increases, as displayed in Figure 4.1(c, d) for a CsI scintillating screen of 70 µm and

100 µm thickness, respectively. Importantly, increasing the thickness of the scintil-

lating screen improves the detection efficiency and thus the Signal-to-Noise Ratio

(SNR), but at the expense of the spatial resolution. These fundamental limitations

of scintillating screens restrict the application of indirect detection of electrons in

TEM imaging experiments, especially under low-electron dose conditions. Direct

detection of electrons can overcome the limitations encountered in indirect detec-

tion technology.

CCD cameras are widely used in the transmission electron microscopy, but their

readout speed is still the main factor limiting the achievable time resolution in TEM

imaging applications. The required time to read out a full frame with a CCD camera

is somewhat slow due to the transfer mechanism (i.e. the interline transfer) of the

charge created in a CCD pixel, which has a direct impact on the readout speed.

Consequently, the acquisition time of the full frame with a CCD camera varies from

second to millisecond time scales [97] and it is thus not relevant to capture fast

dynamics in biology.

In contrast to the CCD, the CMOS technology has the capability to directly read

out the charge in the same pixel allowing for parallel readout of many pixels, which

results in an increased frame rate. This process of signal processing on a pixel level

consumes much less power than the CCD camera and has the potential to enhance

the frame rates [98]. The current generation of CMOS-based detectors are practi-

cal for direct electron detection due to their significantly improved radiation hard-

ness [99] and can operate at a typical frame rate of 100-1000 frames per second [96].
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(a) (b)

(c) (d)

FIGURE 4.1: Simulation of optical photons created in an indirect de-
tector. (a) Scattering and spread of optical photons generated by one
primary electron of 300 keV in a 50 µm thick CsI scintillating screen,
(b) PSF of optical photons leaving a 50 µm thick CsI screen. (c) PSF
of optical photons leaving a 70 µm thick CsI screen. (d) PSF of opti-
cal photons leaving a 100 µm thick CsI screen. These simulations were
performed with GEANT4 simulation toolkit [56].
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The best achievable temporal resolution using a 16 Mega-pixel direct electron detec-

tors based on CMOS is about 2.5 ms [100]. This is still far from our desired temporal

resolution (i.e. ∼12.5 µs).

4.3 Direct Electron Detectors

Direct electron detectors do not rely on an intermediate light conversion step. They

directly convert the energy deposition of primary electrons into electrical signals

without a scintillator, providing the highest detection performance such as sig-

nificant SNR, excellent DQE and high spatial resolution [101, 95, 92, 102, 85, 100,

103]. Figure 4.2 shows a direct electron detector irradiated with an electron beam of

300 keV, the corresponding PSF and the lateral spread of the electron beam, which

becomes larger with increasing detector thickness. It is worth noting that the PSF of

a direct detector increases as the detector gets thicker, but it is much narrower than

that of an indirect detector shown in Figure 4.1. Therefore, direct detectors have dra-

matically improved the image quality in electron microscopy [32, 101, 103, 100, 23]

and, in particular, for low dose applications such as imaging radiation sensitive

samples [104].

The main downside of direct detection is the radiation damage, which is a com-

mon issue encountered in all kinds of detectors used in TEM and becomes very

serious in a direct detection scheme. For example, radiation damage was found

to be severe when CCDs were used to directly detect electrons [105], which causes

degradation of the performance and the lifetime of the detector [106]. Another lim-

itation of using CCDs as direct detectors is the relatively restricted charge handling

capacity of CCD pixels. The huge number of e-h pairs created by primary electrons

in the sensor easily exceeds the full well capacity (i.e. charge handling capacity) of
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(a) (b)

(c) (d)

FIGURE 4.2: Simulation of 300 keV primary electrons passing through
a direct silicon detector. (a) 300 keV electrons passing through 50 µm
thick silicon detector. (b) PSF of electrons in 50 µm thick silicon detec-
tor. (c) Lateral spread of a 300 keV electron beam as a function of de-
tector thickness. Shaded area represents the pixel size. (d) Root mean
square of the lateral spread as a function of detector thickness.
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a CCD pixel. Consequently, a small number of primary electrons will saturate the

pixel, resulting in low contrast images.

In summary, most of the detectors used in diverse imaging applications, includ-

ing those devoted to TEM, do not have a wide dynamic range due to a limited full

well capacity, and they are also still relatively slow in terms of frame rate or use

an indirect detection process based on scintillators. The direct detection technology

of electrons has been used in this work to develop a new detector with improved

imaging performance. This can be realized by providing innovative solutions to

increase, for example, the frame rate and the dynamic range, decrease the num-

ber of scattered electrons from the detector housing and thus achieve a high SNR

ensuring single electron detection. A wide dynamic range and a single electron de-

tection capability can be attained by using the DEPFET technology [53]. This tech-

nology has already been successfully introduced in high energy physics to build

very thin detectors (e.g. DELLE II pixel detector [54]), minimizing multiple scatter-

ing of charged particles and providing excellent position resolution. In this thesis,

DEPFET technology has been utilized for the first time to develop a direct electron

detector and carry out real-space and real-time experiments using a TEM. There-

fore, it is useful to understand how a DEPFET pixel detector works.

4.4 DEPFET Pixel Detector

DEpleted P-channel Field Effect Transistor (DEPFET) can be utilized as an active

silicon sensor to detect electrons. The structure of a DEPFET pixel is illustrated

in Figure 4.3. It combines the detection and amplification of the signal in the same

pixel [53] showing thus an excellent noise performance [107, 108]. This can be ac-

complished by using the so-called sideward depletion technology used in semicon-

ductor drift chambers [109] and integrating a P-channel Field Effect Transistor (FET)
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into every pixel on the top of a high resistivity n-type silicon bulk which becomes

completely depleted by applying a sufficiently high negative voltage to the back-

side p+ contact. The FET has three terminals, namely the source (S), the drain (D)

and the external gate (G).

Thinning technology available for silicon [110] provides the possibility to vary

the sensor thickness according to the needs of the experiment [111, 112, 113, 114]. In

addition, its very good SNR and low power consumption allow building very thin

detectors without extra material for cooling and mechanical support [115]. A thin

sensor has the advantage of minimizing the effect of multiple electron scattering

and charge sharing between neighboring pixels, leading to a narrow point spread

function and improved image resolution. A DEPFET can simultaneously detect the

incident particle and amplify internally the signal generated in the pixel. Therefore,

small signals can also be detected, making DEPFET a convenient detector to detect

single electron hits with high probability. It also offers the possibility of repetitive

non-destructive readout of the charge signal, thus reducing the readout noise sig-

nificantly [116, 117].

An ionizing particle (e.g. electron) passing through the sensitive silicon layer,

which is the fully depleted n-type silicon bulk of a DEPFET, generates e-h pairs

along its trajectory. These charge carriers are separated by means of the electric

field created inside the n-type silicon bulk (n-Si bulk). The holes drift toward the

backside by applying a sufficiently high negative voltage to the backside p+ contact

to make it the most negative node. A deep n-implant located directly underneath

the FET channel creates the so-called internal gate by producing a local potential

minimum for electrons due to the higher n-concentration. Electrons are thus accu-

mulated in the formed internal gate (regardless of whether the DEPFET is turned on

or off) and induce additional charge carriers in the FET channel, which results in an
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FIGURE 4.3: Structure of a DEPFET pixel. Adapted from [43].

increase of the channel conductance, inducing a current through this channel (i.e.

drain current). The drain current is proportional to the number of electrons accu-

mulated in the internal gate and shows an almost linear behavior. This increase in

the drain current indicates that a particle has hit the detector and deposited energy.

The external gate of the DEPFET switches the pixels on and off. The collected elec-

trons and the thermally generated electrons can be removed from the internal gate

by applying a positive voltage pulse to the clear contact, a process that is known as

clearing.

If the drain to source voltage VDS and the external gate voltage VGS are constant,

the drain current ID is proportional to the charge accumulated in the internal gate.

The DEPFET amplification gq is given by the following equation [118]
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gd =
δID
δQ

∣∣∣∣
VGS ,VDS

. (4.1)

Here δID is the change in transistor current caused by the collected charge δQ.

DEPFETs are used in several applications such as biomedical imaging [119], X-

ray astronomy [120, 121] and high energy physics experiments [122, 123, 54] (e.g.

the Belle II pixel detector). To build a detector with high dynamic range and single

hit detection capability, the DEPFET must have a non-linear response (i.e. non-

linear amplification).

4.5 DEPFET Pixel Detector with Non-linear Response

The shape of the DEPFET response and the number of bits of the Analog-to-Digital

Converter (ADC) are the key factors determining the achievable dynamic range of

a DEPFET-based detector. Therefore, the dynamic range can be improved to handle

large amounts of charges created in a given pixel by implementing a convenient

ADC and improving the charge handling capacity of DEPFET pixels. The signal

storage capability can be enhanced by using a concept of signal storage mecha-

nism similar to that of DEPFET Sensor with Signal Compression (DSSC) at the

sensor level, which was developed to perform fast X-ray imaging experiments at

the European X-ray Free Electron Laser facility (European XFEL) in Hamburg [55].

A DEPFET with signal compression has the capability to cope with both single

electron resolution and large dynamic range due to its non-linear characteristic re-

sponse curve. This can be achieved by extending the internal gate into the region

below the source, creating thus overflow regions where charges can also be stored,
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improving the charge handling capacity of the detector. That means that small de-

tected charges are completely stored in the internal gate and largely affect the tran-

sistor current, while large charges created by high electron doses are additionally

stored in the overflow regions and correspondingly have less effect on the tran-

sistor current. As a result, a non-linear DEPFET response—which is a non-linear

amplification, is achieved giving the required features of single-electron detection

capability and the extended dynamic range, which enables the detector to record

high contrast images.

The basic concept of a DEPFET with signal compression at sensor level is il-

lustrated in Figure 4.4 and described in more detail in [55, 124]. The technology

of a DEPFET with non-linear response has been introduced for the first time in

the EDET-80 detector devoted to fast TEM imaging applications. The development

of this imaging system is the result of cooperative efforts with the Halbleiterlabor

(HLL) of the Max Planck Society in Munich, the ASIC- and Detector Laboratory

Group of the Institute for Data Processing and Electronics (IPE) in Karlsruhe Insti-

tute of Technology (KIT) and the Atomically Resolved Dynamics Division at Max

Planck Institute for the Structure and Dynamics of Matter (MPSD) in Hamburg.

Despite their unique features, DEPFETs suffer from radiation damage induced

by the ionizing radiation [115, 126, 114]. This induced radiation damage is mainly

caused by the accumulation of positive charge carriers in the oxide layer, which

have a direct impact on the voltage applied at the gate contact for readout, thus

causing a significant shift of the threshold voltage to more negative values [115, 126,

114]. A threshold voltage is a value of the gate voltage corresponding to the onset

of a significant drain current in the transistor. However, it was demonstrated that

DEPFETs are still operational after irradiation with doses of 8 Mrad and subsequent

temperature annealing [114]. Another study has proved that DEPFETs can tolerate
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(a)

(b)

(c)

FIGURE 4.4: Comparison of a standard DEPFET sensor with linear re-
sponse and a non-linear DEPFET sensor with signal compression. (a)
Stantard DEPFET with linear response. (b) DEPFET with non-linear
response, the color contrast indicates the variation of the space charge
density of the internal gate resulting in a potential depth variation. (a)
and (b) are adapted from [124]. (c) Shows the extension of the inter-
nal gate below the source and the simulated potential of DEPFET with
non-linear response. The electrons are first accumulated in the inter-
nal gate because of its most positive potential and when the internal
gate is saturated the additional electrons spill over into the overflow
regions. This simulation was performed by K. Gärtner and R. Richter
using Oskar3 [125].
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a radiation dose up to 10 Mrad [43]. The radiation damage of the EDET-80 will be

discussed in chapter 8.

4.6 EDET-80 Detector

The electron detector we have developed is a direct-electron-hit silicon detector

operating with a maximum frame rate of 80 kHz (80,000 frames per second) and

named EDET-80 detector dedicated to exploring fast dynamical processes taking

place in biological samples using a TEM. It is one megapixel detector with a to-

tal active area of approximately 61.44×61.44 mm2, offering a wide field of view

at high magnification. The EDET-80 detector consists of four identical quadrants,

each quadrant having a 512×512 pixel matrix with 60 µm×60 µm pixel size. To be

able to detect a high number of electrons of high kinetic energy while maintain-

ing excellent detection efficiency and significant SNR, the sensitive silicon layer is

thinned down to 50 µm. All the four quadrants of the EDET-80 detector are read

out simultaneously in rolling-shutter mode with column parallel amplification and

digitization. The rolling shutter is implemented four-fold to increase the readout

speed by a factor of four. As in the Belle II pixel detector based on DEPFET technol-

ogy [43, 54] one sensor row can be read out in 100 ns and therefore 100 ns×512/4

results in total readout time of 12.8 µs for an entire frame, providing a frame rate

of 78.1 kHz. This unprecedented speed is sufficient to capture a large range of dy-

namic processes occuring in chemistry and biology [127, 27]. It will also allow us

to perform dose fractionation experiments and make so-called “molecular movies”.

For example, 100 frames make a movie of 1.28 ms. It should be noted that a contin-

uous operation of the EDET-80 at 78.1 kHz frame rate will result in a net data rate of

about 82 Gigabytes/s. To avoid such a challenge for data transfer and storage, the

EDET-80 detector was designed to operate in a burst mode with a maximum rate of
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100 bursts per second. Each burst contains up to 100 frames with a time separation

of 12.8 µs or 78.1 kHz between subsequential frames. The signals streaming from

the sensor are immediately digitized by the Drain Current Digitizer (DCD) of 8-bit

resolution and temporarily stored in the Digital Movie Chip (DMC) which can store

100 frames. These stored frames are then transferred to the back-end data storage

systems between the bursts.

The EDET-80 detector will be used in a TEM to carry out time-resolved imaging

experiments and study the fast molecular dynamics occurring in biological systems.

However, biological specimen are very sensitive to the electron beam and therefore

a very low electron dose must be used to avoid the radiation induced damage of

the sample being imaged [128, 129, 130, 131, 132, 133], which leads to a degradation

of the SNR and the contrast of the resulting image. Excellent detective quantum

efficiency of the detector is thus needed to improve the image quality for electron-

beam sensitive samples. A thin detector based on DEPFET [53] technology with a

non-linear characteristic response [55, 124] can fulfill the challenging requirements

to build a fast direct electron detector for TEM applications.

Table 4.1 summaries the EDET-80 detector specifications, and Figure 4.5 shows a

prototype design and a simplified block diagram of the detector concept presented

in this thesis.
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TABLE 4.1: Specifications of the EDET-80 detector devoted to fast TEM
imaging applications.

Detector parametrs Specifications

Sensor area (4 quadrants) Area: 61.44×61.44 mm2 (1024×1024 pixels )

One quadrant 512×512 pixels

Pixel size 60×60 µm2

Silicon sensor thickness 50 µm

Maximum frame rate (fps) 80,000

Detection efficiency at 300 keV ∼100 %

Operation temperature -10 ◦C

Charge handling capacity up to 3 million electrons

Dynamic range per pixel up to 325 primary electrons @ 300 keV

ADC (DCD) resolution 8-bits

Number of frames stored in DMC 100

Shutter mode Four-fold rolling shutter

Data stream Burst with 100 frames

Readout DCD + DEPFET Movie Chips (DMC)

DEPFET noise σd=9 nA

DCD noise σdcd=50 nA

Fano noise σFano=30 e−
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(a)

(b)

FIGURE 4.5: Prototype design and a simplified concept of the EDET-80
detector. (a) Shows a 3-D view of the EDET-80 design comprising four
quadrants. The inset in the top left shows one of the first produced
50 µm thick silicon sensors and the inset in the top right shows one
quadrant of the EDET-80 detector. (b) Illustrates a simplified block
diagram of one quadrant of the EDET-80 concept based on DEPFET
technology.
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After having discussed the TEM detectors and the innovative DEPFET technol-

ogy implemented in the EDET-80 detector, we move on to describe the simulation

studies of this detector. Monte Carlo Simulations are an excellent tool available for

designing detectors, characterizing, understanding their response and identifying

the most promising detector configuration. Therefore, they play a key role in the

process of new detector development. The next chapter describes the Monte Carlo

Simulation studies performed in the development process of the EDET-80 detector.
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Chapter 5

Simulation of the EDET-80 Detector

In order to develop an innovative detector, characterize its response and investigate

the significance of several effects that can degrade the imaging performance of the

detector, Monte Carlo simulation studies were carried out. In this chapter, Monte

Carlo simulation studies of the EDET-80 detector are presented. This includes the

investigation of the signal generated in a silicon sensor of different thicknesses and

the effect of backscattered electrons on the total signal created in the sensor. This

effect is one the main factors limiting the imaging performance of direct electron

detectors.

5.1 Monte Carlo Simulation Tool

Developing a novel direct electron detector for TEM imaging applications is, in fact,

a complicated and challenging process. It requires the exploration of the whole de-

tector system, the physics and materials involved in all detector components to

achieve the desired detector imaging performance. To facilitate this development

process, simulations are thus crucial and necessary. It is the only tool available to

accurately predict and understand the behavior of the complete detector system, de-

velop and achieve the best detector performance and experimental setup optimized
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for the desired applications. GEANT4 was chosen in this study to model and char-

acterize the EDET-80 detector because it is one of the most advanced and practical

simulation tools. GEANT4 is a powerful Monte Carlo simulation toolkit, which

stands for Geometry ANd Tracking (version 4). It is a general-purpose Monte Carlo

toolkit for the simulation of particles passing through and interacting with materi-

als [56, 57]. It was originally developed for use in high energy physics. But now, it

is widely and increasingly used in various research areas such as medical physics,

radiation protection, space science, detector development, and nuclear physics. In

general, it can be used in any research field involving the interaction of radiation

with matter. It is written in C++ programming language and offers a complete

range of functionalities required to build flexible simulation frameworks including

geometry modeling capabilities, materials involved, event generation and track-

ing of particles through materials. It is a free software package available from the

GEANT4—Collaboration web site [134] and has a complete set of accurate physics

models describing the interactions of particles with matter across a very wide en-

ergy range spanning from eV to PeV [135, 136]. User-friendly visualization drivers

and graphical user interfaces are also supported in this simulation toolkit. There-

fore, an efficient particle transport framework like GEANT4 offers a complete set

of tools to simulate and predict the detector response based on different scenar-

ios without building and testing all the possible prototypes, which is not a feasible

approach.

Figure 5.1 illustrates the simulation architecture of GEANT4. The user has to de-

velop at least three mandatory classes and three optional classes to make a GEANT4

based-application delivering some outputs (e.g. energy deposition in detector). In

these simulation studies we used low energy electromagnetic physics “Livermore

model”, which is relevant to track electrons with high accuracy [137].
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FIGURE 5.1: Mandatory user classes and optional user classes needed
to make a GEANT4 application [137, 138].

Here, we used GEANT4 (version GEANT4.9.6.p03) to develop an innovative di-

rect electron detector starting from the exploration of several factors limiting the de-

tector imaging performance such as geometrical parameters of the detector system

(e.g. materials involved, detector housing and design, thickness of sensor, etc.) and

physical processes (e.g. signal creation by incident electrons, detection efficiency,

electron scattering, charge sharing, backscattered electrons (BSE)). Thus, a new di-

rect electron detector showing improved imaging performance compared to other

available detectors has been achieved. In addition, the results presented in this

work could be a useful aid for detector developers and might be readily adopted to

advance the performance of other direct electron detectors.
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5.2 Simulation of Signal Generation in Silicon-Based

Direct Electron Detectors

The EDET-80 detector being simulated in this chapter is composed of four identi-

cal quadrants (see Figure 4.5(a)). Each quadrant operates as an individual detec-

tor whose active area is covered by various insulating and conducting layers (i.e.

entrance layers) of different materials and thicknesses like aluminum, silicon diox-

ide SiO2, silicon nitride Si3N4, silicon and copper. Given that these four detector

quadrants must be assembled and integrated into detector housing, in addition to

the detector operating in vacuum, an appropriate mechanical design is needed for

supporting the sensor, integrating the cooling system onto the mechanical housing

and offering thus flexibility in adapting the detector to a TEM vacuum chamber.

Moreover, the detector housing can reduce the fraction of backscattered electrons,

protect the sensor from mechanical damage and allows handling the detector safely.

Therefore, the construction of an advanced detector housing is of great importance

here. New ideas in detector development imply the construction of a proof-of-

concept device. At an early stage, we used Monte Carlo simulation to implement

and test our ideas prior to the detector construction. Hence, detailed simulation

studies were performed to achieve an advanced detector operating with significant

improvements in imaging performance. The practical way to start simulating the

detector described in section 4.6 and explore step by step the factors degrading the

detector performance is to investigate the performance of various basic detector

configurations as this provides useful information to further improve the detector

and achieve thus the desired imaging performance.

In the first step, we calculated the signal charge (e-h pairs) generated in thin
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sensitive silicon layers (i.e. silicon sensors) of 30 µm and 50 µm thickness irradi-

ated with a 300 keV electron beam. These electrons are energetic enough to pene-

trate thin silicon layers as illustrated in Figure 5.2. Consequently, a large fraction

of transmitted electrons is expected to return to the silicon sensor by backscattering

from the supporting substrate, which increases the number of electrons producing

charges in the sensor. The effect of backscattered electrons on the detector perfor-

mance will be discussed later. The incident electrons interacting with the sensitive

layer (i.e. 30 µm and 50 µm thick silicon layers) lose their energy via inelastic scatter-

ing, namely ionization and bremsstrahlung processes. The multiple elastic scatter-

ing of electrons leads to the beam spread which increases the amount of the charge

sharing between pixels and degrades the detector imaging performance. The en-

ergy deposited by each primary electron can be converted into e-h pairs using the

following equation [139]

Neh =
∆E

w
. (5.1)

Where ∆E is the energy deposition and w=3.62 eV is the energy required to create

one e-h pair in silicon. The rate of the energy deposition and the subsequent mean

number of e-h pairs depends on the energy of the electrons, the thickness and the

atomic number Z of the sensitive layer material.

The distribution of the energy deposition of electrons passing through thin sil-

icon layers cannot be quantified by the Bethe-Bloch formula [72, 73] because of

the large statistical fluctuation of the energy loss. Instead, it can be well described

by the skewed Landau distribution [76] characterized by the most probable value

(mpv). Figure 5.3(a-c) shows the distributions of e-h pairs generated by 300 keV
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(a)

(b)

(c)

FIGURE 5.2: Simulation of the tracks of 1000 primary electrons of 300
keV in a 50 µm and a 30 µm thick silicon sensors. Due to elastic elec-
tron scattering the electron beam spreads much wider in a 50 µm thick
silicon layer than in a 30 µm thick silicon layer. (a) Shows the simu-
lated tracks of 1000 electrons of 300 keV in a 50 µm thick silicon sonsor
without entrance layers. (b) Shows the simulated tracks of 1000 elec-
trons of 300 keV in a 50 µm thick silicon sensor with entrance layers
and the inset depicts the spread of the electron beam in the entrance
layers. (c) Shows the simulated tracks of 1000 electrons of 300 keV in a
30 µm thick silicon sensor without entrance layers.
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electrons in a 30 µm and a 50 µm thick silicon layer, as well as the Landau distribu-

tion fitted to the resulting simulation data [140]. The most probable value and the

mean value of the Landau distributions are mpv=4850 e-h pairs, mv=7780 e-h pairs

in a 50 µm thick silicon layer and mpv=2626 e-h pairs, mv=3995 e-h pairs in a 30

µm thick silicon layer.

The entrance layers shown in the inset of Figure 5.2(b) are in total 6.25 µm thick

and decrease slightly the energy of primary electrons, which results in a slight in-

crease in the number of e-h pairs created in the sensitive silicon layer (i.e. about 7.5%

for 300 keV electrons in a 50 µm thick silicon sensor). The insets in Figure 5.3(a, b)

show the energy spectra of electrons after having traversed 50 µm and 30 µm thick

silicon sensors. The distributions of e-h pairs created by multiple events (multiple

primary electrons) can be reconstructed from the distribution of e-h pairs created

by single events (single primary electrons), as shown in Figure 5.3(c). Here the dis-

tributions of e-h pairs created by 1 to 4 events in a 50 µm thick silicon sensor are dis-

played. Let us assume 1000 single primary electrons (PE1, PE2,..., PE1000) produc-

ing 1000 numbers of e-h pairs (N1, N2, . . . , N1000) which are Landau distributed. The

reconstruction of the distribution of e-h created, for example, by two events is ob-

tained by summing over all consecutive pairs of single event data set (i.e. N1 + N2,

N3 + N4,. . . , N999 + N1000). By repeating the same procedure we can reconstruct the

distributions of multiple events. Figure 5.3(d) shows that the calculated mean and

most probable values of multiple event distributions increase linearly versus the

number of electrons hitting the detector.



62 Chapter 5. Simulation of the EDET-80 Detector

(a) (b)

(c) (d)

FIGURE 5.3: Distribution of e-h pairs (green squares) created by single
primary electrons (single events) of 300 keV in (a) a 50 µm thick silicon
layer and (b) a 30 µm thick silicon layer. The inset shows the energy
spectrum of electrons after having traversed the silicon layer. (c) Ex-
ample of the distributions of e-h pairs created by single and multiple
events (e.g. 1 to 4 events) in a 50 µm thick silicon layer. The solid red
lines in (a, b, c) are fits of a Landau distribution to the data, (d) average
number and most probable vlaue of e-h pairs created in a 50 µm thick
silicon layer versus the number of primary electrons hitting the silicon
layer.

To validate our simulation results, we use Landau’s theoretical model as de-

scribed in section 2.3 to calculate the most probable values. The theoretical most

probable values are in good agreement with the simulated most probable values, as
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listed in Table 5.1.

TABLE 5.1: Comparison of simulated and theoretical most probable
values (mpv) of charges (e-h pairs) created by 300 keV primary elec-
trons in silicon sensors of different thicknesses.

Silicon sensor thickness [µm ] 10 20 30 40 50

Theoretical most probable value 789 1690 2636 3608 4600

Simulated most probable value 837 1623 2626 3678 4850

The signal generated in a silicon detector depends on the thickness of the silicon

sensor and the energy of the incident electrons, as depicted in Figure 5.4. As the

material thickness increases, the energy deposition of electrons traveling through

that material, and consequently the signal (e-h pairs), increases too. For instance,

in 50 µm and 500 µm thick silicon layers, a primary electron of 300 keV produces

on average about 7780 e-h pairs and 76500 e-h pairs, respectively. The number of

e-h pairs created in a silicon sensor of given thickness decreases with increasing

electron energy for the considered energy range (see Figure 5.4).

As only a given amount of charge can be collected in the internal gate of a

DEPFET pixel detector, a thin sensor with excellent Detection Efficiency (DE) is

needed to enhance the dynamic range of the detector by detecting only a fraction

of the incident electron energy. Using DEPFET thinning technology, it is feasible

to thin down the sensitive silicon layer of a DEPFET to 50 µm, which is the op-

timal thickness, ensuring outstanding detection efficiency (DE '100%) and a high

dynamic range of about 325 primary electrons of 300 keV per pixel. Furthermore, a

thin sensitive silicon layer can minimize the contribution of multiple electron scat-

tering to the point spread function and improves thus the spatial resolution of the
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detector.

FIGURE 5.4: Mean number of e-h pairs per primary electron generated
in a silicon layer of increasing thickness and for electron energies of
100, 200, 300, 400 and 500 keV.

However, 300 keV electrons have a mean travel range of about 450 µm in silicon

and they will, therefore, pass through a thin silicon sensor (e.g. 50 µm thick sili-

con sensor) and can backscatter from the detector housing or supporting substrate

into the silicon sensor. This results in an increase in the total signal generated in

the sensor, as shown in Figure 5.5. This additional signal created by backscattered

electrons behaves like noise, degrading the detector performance. It must conse-

quently be reduced as much as possible. It is thus useful to calculate the fraction of

the signal created by backscattered electron, as presented in the next section.
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FIGURE 5.5: Simulation of the track of one primary electron of 300
keV in a silicon detector supported by 300 µm silicon support. The
black trajectory represents the backscattered electron which produces
additional charges in the sensor.

5.3 Impact of Backscattered Electrons on the Detector

Signal

Thin sensors can easily be penetrated by energetic electrons. For instance, a 50

µm thick silicon layer irradiated with an electron beam of 300 keV, as previously

shown in Figure 5.2(a), absorbs on average only about 9.4% of that energy and

the transmitted electrons still have a mean energy of 270 keV (see inset in Fig-

ure 5.3(a)). Consequently, a fraction of these electrons will be scattered by the

material supporting the thin sensor and can re-enter it, producing additional sig-

nal, as shown in Figure 5.6(a) and Figure 5.6(c), and degrading the detector per-

formance [141, 142, 93, 143, 144, 145]. Figures 5.6(a) and Figure 5.6(c) also show

that the electrons backscattered from an underlying support material are on aver-

age detected at some distance from the position of the impinging electron beam
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as a consequence of the additional scattering events in the support material. The

fraction of backscattered electrons depends on the atomic number of the material

involved. It has been experimentally demonstrated that even electrons backscat-

tered from low-atomic number materials, such as plastic supporting substrate, can

significantly degrade the modulation transfer function of the detector at high spa-

tial resolution [85]. This finding supports our simulation results depicted in Fig-

ure 5.6(c) and Figure 5.7(a), which show that supporting a sensor with low-atomic

number substrates is still affecting the detector point spread function and increasing

the noise in the detector.

The fraction of backscattered electrons can be reduced by thinning the support-

ing substrate to enable the electrons to traverse the thinned substrate with fewer

scattering events. This technique is referred to as backthinning [99, 146, 142]. Fig-

ure 5.7(a) shows how the additional signal generated by backscattered electrons in

the detector increases as the atomic number and thickness of the supporting sub-

strate increase. This additional signal increases with increasing thickness until a

saturation level is reached. For instance, a 150 µm thick silicon substrate is enough

to reach the saturation level for incident electrons of 300 keV in a 50 µm thick sili-

con sensor. A similar behavior of the signal created by backscattered electrons has

been observed in [147, 148]. Figure 5.7(b) shows the linear relationship between the

saturated signal and the effective atomic number (for Z 6 14) of the investigated

materials.
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(a) (b)

(c) (d)

(e) (f)

FIGURE 5.6: Simulation of the tracks of 1000 primary electrons of 300
keV in a 50 µm thick silicon sensor (blue layer) supported by two dif-
ferent substrates of 300 µm thickness. The corresponding PSFs are ob-
tained from one million events and they are normalized to one. Black
tracks represent electrons traveling back from the support layers into
the silicon sensor. Blue trajectories represent X-rays in the support lay-
ers, white trajectories are X-rays in the sensitive layer and yellow tracks
show electrons in the support layers and vacuum. (a) 50 µm thick sili-
con sensor supported by 300 µm thick silicon substrate, (b) correspond-
ing PSF of (a), (c) 50 µm thick silicon sensor supported by 300 µm thick
carbon substrate, (d) corresponding PSF of (c). (e) 50 µm thick silicon
sensor without supporting substrate and (f) corresponding PSF of (e).
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(a) (b)

FIGURE 5.7: Mean additional signal created by backscattered electrons
in a 50 µm thick silicon sensor. (a) Mean signal (e-h pairs) created by
backscattered electrons in a silicon sensor versus thickness of support-
ing substrates of different materials. (b) Saturated mean signal (e-h
pairs) versus effective atomic number of supporting substrate.

5.4 Impact of Multiple Electron Scattering on the Spa-

tial Resolution of the Detector

Spatial resolution is the ability of the detector to resolve small details in the object

being imaged. It is usually expressed in terms of the modulation transfer function,

which measures the ability of a detector to transfer the contrast from the object to its

final image as a function of spatial frequency, describing thus the contrast transfer

at a certain level of image detail. The MTF is defined as [149]

MTF =
M(Output))

M(Input)
, (5.2)

where the modulation M is given by
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M =
SignalMAX − SignalMIN

SignalMAX + SignalMIN

. (5.3)

Figure 5.8 shows how three detectors transfer signals of various spatial frequen-

cies from the input to the output of these detectors. The MTF can be evaluated us-

ing different techniques such as the MTF calculation from the PSF and Line Spread

Function (LSF) or the Edge Spread Function (ESF) [150, 151]. The ESF, LSF and

MTF were calculated in this work using the slanted edge method, which is the most

appropriate approach for estimating the spatial response of imaging detectors and

is thus standardized as an ISO standard, namely ISO 12233.

The slanted edge method [152, 153, 154, 155, 156, 157] is widely used to calcu-

late the MTF because it is easily implemented and produces sufficiently accurate

results. This method is realized by imaging a sharp, high contrast edge (e.g. a

Tungsten or Lead edge) slightly tilted (∼3 degrees) with respect to the horizontal

or vertical direction of the image matrix to increase the sampling rate of the ESF.

The differentiation of the oversampled ESF gives the LSF and the MTF is obtained

by applying a Fourier transformation to the LSF derived from the ESF [158]. Fig-

ure 5.9 shows the setup used to image the slanted edge and Figure 5.10 describes

the processing steps to obtain the ESF, LSF and finally the MTF. The edge images

are processed with the aid of a software package developed by RAI Labs [159] to

obtain the MTF as a function of spatial frequency.
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FIGURE 5.8: Examples of signal transfer at various spatial frequencies
from the input to the output of three detectors. The contrast of the
image recorded by the ideal detector is 100% and it is degraded in the
image recorded by detector 1 and even further degraded by detector 2.
That means that the MTF of the ideal detector is better than the MTFs
of the two other detectors (i.e. MTFideal > MTF1 > MTF2).
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FIGURE 5.9: Schematic representation of the slanted edge method to
calculate the ESF, LSF and the MTF of a detector. It is based on imag-
ing a thin edge made up of a strong absorbing material such as tung-
sten. The edge is slightly rotated with respect to the x-direction or
y-direction of the image matrix.

In addition to backscattered electrons, also multiple electron scattering within

the sensor deteriorates the detector performance. In order to investigate the effect

of multiple electron scattering on the detector MTF, the silicon sensor thickness was

varied between 30 µm and 200 µm resulting thus in increased multiple electron scat-

tering events. Figure 5.11 shows the MTFs of sensors of increasing thickness. For

example, the MTF of a 30 µm thick silicon sensor surpasses the MTF of a 50 µm

thick silicon sensor across all spatial frequencies. This is explained by the large

spread of the electron beam in a 50 µm thick silicon sensor due to multiple scatter-

ing of electrons, which degrades the MTF. Thinning the sensor results in reduced

scattering of electrons within the sensor, smaller charge spread and thus a further

remarkable improvement in the MTF. However, thinner sensors also decrease the

detection efficiency of the detector and subsequently the DQE. Therefore, the thick-

ness has to be determined as a trade-off between spatial resolution and detection ef-

ficiency. In this investigation a 50 µm thick silicon sensor is the optimal senor of the
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EDET-80 detector as it delivers a very good MTF, detects all primary electrons hit-

ting the detector (∼100% detection efficiency) and provides a wide dynamic range.

Furthermore, it is straightforward to thin down a silicon sensitive layer to 50 µm

using DEPFET thinning technology.

FIGURE 5.10: Analysis steps of the ROI of the slanted edge image to
obtain the MTF. Pixel data are projected parallel to the edge and are
accumulated in bins whose width is smaller than the detector pixel
size. The projected data form the ESF, which is then differentiated to
give the LSF. The MTF is obtained by a Fourier transformation of the
LSF.
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FIGURE 5.11: MTFs of silicon sensors of different thicknesses but with
the same pixel area (60×60 µm2). Thicker sensors have a poor MTF
due to the large spread of the electron beam within the sensor.

5.5 Impact of Pixel Size on the Spatial Resolution of

the Detector

The spatial resolution and the modulation transfer function directly depend on the

pixel size of the detector. Here, the impact of pixel size on the MTF is investigated

by decreasing the pixel size of a 50 µm thick silicon sensor from 60 µm to 15 µm. The

smaller the pixel size, the better the spatial resolution and MTF, as demonstrated

in Figure 5.12. However, the pixel size is a compromise between manufacturing

feasibility, spatial resolution, SNR, readout speed and charge handling capacity. A

detector with a large pixel area is preferred in some imaging applications where a

high frame rate and a large charge handling capacity of the pixel are required to

achieve a large dynamic range and high SNR. Despite their excellent spatial reso-

lution, detectors with smaller pixel size show more charge sharing, have a limited

charge handling capacity and a degraded SNR. In addition, the readout speed of the
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detector scales with the total number of pixels. Therefore, to facilitate the data ac-

quisition, the pixel size must be kept somewhat large. A large pixel area minimizes

the total number of pixels available in the sensor and makes it easy to achieve the

desired high readout speed. The pixel size of the EDET-80 detector was chosen to

be 60 µm×60 µm, which is optimal to achieve the desired detector features.

FIGURE 5.12: Effect of pixel size on the MTF in a 50 µm thick silicon
sensor. The MTF is improved for smaller pixel size.

5.6 Impact of Backscattered Electrons on the Spatial Res-

olution of the Detector

We have already investigated the contribution of backscattered electrons to the total

detected signal, as shown in Figure 5.7. Now, we explore the effect of these backscat-

tered electrons on the spatial resolution of the detector. The signal created in a thin

sensor (e.g. 50 µm thick) supported directly by a silicon substrate, as shown in Fig-

ure 5.6(a), is the sum of two signals—one is produced by the primary electrons and
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the second by the backscattered electrons. It is interesting to note that, in the case

of a silicon substrate of 200 µm thickness, about 58% of the total signal created in

the sensor is due to backscattered electrons. Therefore, the backscattered electrons

strongly degrade the MTF and make it fall off rapidly with increasing spatial fre-

quency, in particular at low spatial frequencies, as shown in Figure 5.13. The MTF

of the supported 50 µm thick silicon sensor degrades faster than the MTF of a free-

standing sensor (i.e. an unsupported 50 µm thick sensor). Generally, the MTF of

the supported sensor can be divided into two MTFs. The first MTF is produced di-

rectly by primary electrons hitting the detector and the second MTF is produced by

the electrons being backscattered from the supporting substrate and reaching the

sensor at large lateral distances.

FIGURE 5.13: Impact of backscattered electrons on the MTF of vari-
ous detector configurations. A free-standing silicon sensor of 50 µm
thickness offers the highest MTF and when supporting this sensor
with beryllium, carbon and silicon the MTF degrades depending on
the thickness and the supporting material.

From these results it is clear that thinning the supporting substrate can reduce

the fraction of backscattered electrons and enhance the MTF of the detector. This
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MTF improvement by thinning the sensor supporting substrate is in agreement

with the experimental observations reported by McMullan et al. [142]. However, the

effect of backscattered electrons on the MTF is still significant for thinner substrates

(e.g. 50 µm thick silicon support) and even for substrates made up of low-atomic

number materials such as carbon or beryllium. Our studies would be much more

interesting if we could minimize the contribution of the backscattered electrons de-

grading the detector performance. In the section that follows we will describe in

greater detail an advanced detector design that can largely minimize the effect of

backscattered electrons on the detector imaging performance.
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Chapter 6

Design Optimization of the EDET-80

Detector

This chapter describes the simulation studies we performed to optimize the detec-

tor geometry and minimize the effect of backscattered electrons on the total detected

signal. Then we investigate the capability of the optimized detector design to han-

dle high and low electron dose. Moreover, we compare the images of tiny carbon

rings captured by the optimized detector and other detectors. Finally, we discuss

the effect of charge sharing between pixels. The most important findings in this

chapter are the advanced detector design and the response curves of the EDET-80

detector to the primary electrons, which were calculated using an innovative ap-

proach.

6.1 Reduction of Backscattered Electrons in the EDET-

80 Detector Design

To reduce the contribution of backscattered electrons to the total signal created in

the sensor, a new detector design concept is needed. Detailed Monte Carlo simu-

lation studies were performed to reduce this additional signal and investigate the
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effects of different design parameters on the detector performance. One approach

to minimize this undesirable signal is to prevent the backscattered electrons from

reaching the sensitive area by introducing a vacuum gap between the sensitive area

and the detector backplane (electron beam dump). Figure 6.1(a) and Figure 6.1(b)

show two different detector geometries irradiated with a uniform-planar electron

beam of 300 keV to investigate and optimize the detector housing by minimizing

the fraction of backscattered electrons reaching the sensor from the backside. A

vacuum gap is introduced in both detector geometries, but the walls of the detector

housing illustrated in Figure 6.1(a) are straight whereas the detector housing shown

in Figure 6.1(b) has slightly sloped walls.

The resulting images of the planar electron beam are shown in Figure 6.1(c) and

Figure 6.1(d). Average profiles along one dimension of the sensitive area are calcu-

lated using these two detector geometries and increasing the vacuum gap between

the sensitive layer and the detector backplane from 2.5 mm to 40 mm. It turns out

that the backscattered electrons hitting the sensor are not uniformly distributed at

small gaps (i.e. 2.5 mm, 5 mm and 10 mm) and show an almost uniform distribution

at larger gaps (i.e. 15 mm and larger). The pixels in the vicinity of the walls detect

the largest signals, as shown in Figure 6.1(e), due to the contribution of electrons

scattered by the walls. This effect can be reduced by introducing an insensitive area

between walls and sensor, as shown in Figure 6.1(f).

The optimization of the detector housing capable of reducing a significant frac-

tion of backscattered electrons requires further investigation of the detector housing

consisting of different materials. The mean signal created by backscattered elec-

trons is calculated and plotted as a function of the gap size using different housing

materials, as shown in Figure 6.2(a). From these results it is clear that a detector

housing consisting of low atomic number materials (or coated with low-atomic
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(a) (b)

(c) (d)

(e) (f)

FIGURE 6.1: Two detector geometries irradiated with a planar electron
beam of 300 keV to investigate the effect of a vacuum gap on the sig-
nal created by backscattered electrons. (a) Detector has a silicon hous-
ing with straight walls. (b) Detector has a silicon housing with sloped
walls. (c) Resulting image of a uniform planar beam obtained with (a)
using a vacuum gap of 15 mm. (d) Resulting image of a uniform pla-
nar beam obtained with (b) using a vacuum gap of 15 mm. (e) Mean
profile obatined from (c) at different vacuum gaps and (f) mean pro-
file obtained from (d) at different vacuum gaps. In (b) an additional
insensitive area between sensitive area and walls has been introduced.
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number materials) and including a larger vacuum gap can greatly minimize the

fraction of backscattered electrons, but the space available in a TEM should be con-

sidered when optimizing the size of the vacuum gap. Thus, 35 mm was chosen as

an optimized vacuum gap of our detector housing. Figure 6.2(b) shows that the

fraction of backscattered electrons increases as the thickness of the sloped walls at

the backplane of the detector housing becomes thicker. In other words, there is a

proportional relationship between the signal generated by backscattered electrons

in the sensor and the slope of the walls of the detector housing. In a next step, an-

other advanced detector geometry was simulated in which the detector housing has

both sloped and straight walls resulting in a robust and flexible detector housing.

The cross-sectional view of this advanced detector design is shown in Figure 6.3(a).

This detector housing is made up of silicon coated with carbon, has a vacuum gap,

sloped walls, an additional vacuum cavity and insensitive areas between the walls

and the first sensitive pixels of the sensor. These insensitive areas have the advan-

tage of reducing the fraction of electrons scattered from the walls and hitting the

pixels in the vicinity of the walls, thus avoiding the fast saturation of these pixels.

Figure 6.3(b) shows a cross-sectional view of the whole detector system without

carbon coating, which was constructed based on the simulation studies presented

in this thesis.

The approach presented here to solve the problem of noise produced by backscat-

tered electrons demonstrates that it is possible to minimize the unwanted signal

created by backscattered electrons by choosing a convenient detector housing ma-

terial, an optimized vacuum gap and an appropriate bottom thickness of the sloped

walls. Further improvement can be achieved using low-atomic number materials

to construct the detector housing or by coating the detector housing, made up of

relatively high-atomic number materials, with low-atomic number materials. The
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(a) (b)

FIGURE 6.2: Additional signal due to backscattered electrons as a func-
tion of the vacuum gap, material of the detector housing and the bot-
tom thickness of sloped walls. (a) Comparison between coated and
uncoated detector housings made up of different materials. (b) Back-
ground as a function of bottom thickness of sloped walls using a silicon
housing with 20 mm vacuum gap.

(a) (b)

FIGURE 6.3: Cross-sectional views of the EDET-80 detector design. (a)
Cross-sectional view of one quadrant of the detector. The dimensions
shown in (a) are not to scale. (b) Cross-sectional view of the complete
detector geometry constructed based on the simulation studies.
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results presented in Figure 6.2(a) show that a silicon housing including a vacuum

gap of 25 mm and straight walls reduces the additional signal created by backscat-

tered electrons from about 58% to 14% and it can be further reduced to 5% if the

silicon housing is coated with carbon, which is similar to the results obtained from

a carbon housing.

The detector design shown in Figure 6.4(a) will be further investigated, keep-

ing the optimized vacuum gap at 35 mm and changing the material of the detector

housing and the energy of primary electrons. Using this detector housing design,

it is straightforward to coat the additional cavity or construct it completely from

materials composed of low-atomic number elements such as carbon or beryllium.

Figure 6.4(b) shows the resulting mean signal per pixel for different detector hous-

ing materials with 35 mm vacuum gap. It should be noted here that the lower the

energy of primary electrons, the smaller the fraction of backscattered electrons from

the detector housing. This means that 200 keV electrons produce less background

signal than 300 keV electrons.

Introducing some further modifications in this innovative detector housing such

as making the backplane design similar to that of the walls of an anechoic chamber

or introducing holes in the walls of the detector housing do not further improve

significantly the detector performance. The detector design described earlier is ex-

pected to achieve the desired imaging performance.
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(a) (b)

FIGURE 6.4: (a) EDET-80 detector design combining both sloped walls
and an additional cavity with straight walls and (b) mean signal per
pixel produced by backscattered electrons using different detector
housing materials at a vacuum gap of 35 mm. Filled bars and empty
bars represent data for 300 keV and 200 keV primary electrons, respec-
tively. Same colors label the same detector geometry.

6.2 Achievable Dynamic Range and Single Electron Res-

olution of the EDET-80 Detector

The shape of the DEPFET response and the number of bits of the Analogue-to-

Digital Converter (ADC) are the key factors determining the achievable dynamic

range and single electron resolution of the EDET-80 detector. The EDET-80 detec-

tor can handle a large amount of charges created in a given pixel by implementing

an 8-bit Drain Current Digitizer (DCD), which is an ADC, and making use of a
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DEPFET sensor with signal compression at the sensor level [55] to improve the dy-

namic range. As described in section 4.5, a DEPFET with a non-linear characteristic

response curve provides the required technology to cope with both single electron

resolution and large dynamic range. Figure 6.5(a) shows the shape of the simulated

response of the EDET-80 detector based on a DEPFET sensor with signal compres-

sion at the sensor level. We can obviously distinguish two different regions, namely

a linear and a non-linear region. At low dynamic range, i.e. small signals (<105

e-h pairs, < 10.8 primary electrons of 300 keV), the DEPFET response curve is lin-

ear as shown in Figure 6.5(b), which results in a linear amplification of the signal

with a gain, defined as gq = dI/dQ, of about gq = 2.1064 × 10−4 µA/electron. Af-

ter that, the gain starts decreasing and reaches at 3×106 electrons a value of about

gq =3.7133×10−5 µA/electron, resulting in the desired non-linear amplification.

This enables the EDET-80 detector to integrate up to three million electrons per

pixel (i.e. 325 primary electrons of 300 keV). Consequently, both single electron res-

olution and large dynamic range can be achieved. A primary electron of 300 keV

generates on average a charge of about 9250 electrons in the EDET-80 setup illus-

trated in Figure 6.4(a) and produces a current I =1.948 µA. The 8-bit DCD of the

EDET-80 detector can digitize a maximal current of 32 µA, resulting in 32/28 =0.125

µA per least significant bit (0.125 µA/LSB), which corresponds to 594 electrons. Ta-

ble 6.1 summaries the number of electrons per DCD bin at different gain settings of

the DCD. These gain settings k of the DCD serve as an amplifier.
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(a) (b)

FIGURE 6.5: EDET-80 response in terms of current as a function of
charge created by primary electrons in a DEPFET pixel. (a) Shows the
simulated non-linear response of the DEPFET sensor used in EDET-80
as a function of charge and primary electrons after pedestal subtrac-
tion. Please note that there are two different regions, a linear and non-
linear region. (b) Shows a zoom of the linear region of (a).

TABLE 6.1: Number of electrons per Least Significant Bit (LSB) at
different gain settings of the DCD. High gain settings (k=2, k=1 and
k=0.667) are well suited for single electron resolution and small gain
settings (k 60.2) are useful for high dynamic range.

Gain k 2 1 0.667 0.2 0.182 0.167 0.154 0.1

Charge per LSB 297 594 890 2970 3264 3557 3857 5940

To investigate the ability of our detector to cover both a wide dynamic range and

resolve single electron hits, simulations were performed and the simulated signal

generated in the detector was processed passing through all the signal processing

stages in the detector to finally obtain the digitized signal at the output. A DCD with

an 8-bit resolution and 50 nA noise is used to digitize the current providing thus

256 grayscale levels (i.e. 0: black and 255: white). This investigation was performed

through several steps that are illustrated in Figure 6.6 and Figure 6.7. For the sake
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of clarity, we do not show the results obtained from all events. Otherwise, the plots

would appear extremely crowded.

(a) (b)

(c) (d)

FIGURE 6.6: Processing of the signal created in the EDET-80 by 300 keV
primary electrons. (a) Example of three e-h pair distributions created
in the EDET-80 by single electron events, two electron events and three
electron events of 300 keV. (b) Non-linear DEPFET response curve used
to convert e-h pairs into current being digitized. (c) Example of ten
DEPFET current distributions generated by primary electrons in the
EDET-80. (d) Digitization of (c) using a DCD gain setting of k=0.667.

In the first step, we calculated the distributions of e-h pairs created by primary

electrons of 300 keV in the sensor (Figure 6.6(a)). The sensor recording the signal is

not pixelated and thus the effect of charge sharing between pixels is excluded. In

the second step, we evaluated the DEPFET current produced by e-h pairs using the
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relationship shown in Figure 6.6(b), which shows the DEPFET current (i.e. drain

current) in a pixel as a function of charges (i.e. e-h pairs). As a result, we obtained

the DEPFET current distributions generated by primary electrons, as depicted in

Figure 6.6(c). In the third step, the resulting current distributions are digitized by

a DCD with an 8-bit resolution for each gain setting. The resulting signal distribu-

tions are in digital units and shown in Figure 6.6(d) for a gain setting of k=0.667.

It is worth noting that the distributions of 6 to 10 events depicted in Figure 6.6(c)

and Figure 6.6(d) show an edge at 22.16 µA and ADU=119 , respectively, due to

the kink appearing at ∼105 e-h pairs in the plot of the DEPFET response shown in

Figure 6.6(b). This kink represents the transition point between the linear DEPFET

response and the non-linear DEPFET response. The last step is of particular im-

portance as it describes our novel approach to investigate the detector response in

terms of primary electrons and delivers plots that can be used to determine the

number of detected electrons from the recorded digital signal. In this approach the

distributions of digitized signals presented in Figure 6.6(d) are necessary to calcu-

late the mean number of primary electrons as a function of ADUs taking into ac-

count all the overlaps between ADU distributions, meaning that a given ADU can

be produced from several events with different weights. This can be mathematically

expressed as follows

PE(i) =

n∑
j

PEi
j × Ci

j

n∑
j

Ci
j

. (6.1)

Here PE denotes the mean number of primary electrons detected at an ADU=i,

PE i
j is the number j of primary electrons occuring Ci

j times at an ADU=i. Let us

take as an example the case of ADU=50 to understand how we calculated PE as a
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function of ADUs. The value ADU=50 can be created by 1 to 10 primary electrons of

300 keV, as shown in Figure 6.6(d), but with different weights that are summarized

in Table 6.2.

TABLE 6.2: Number of primary electrons PE producing an ADU=50
with different weights in the detector operating with a DCD gain set-
ting of k=0.667.

ADU=50

Event (PE) 1 2 3 4 5 6 7 8 9 10

Counts 15 62 116 221 355 469 446 217 44 1

Inserting these values in equation 6.1 gives PE (50)'5.76 primary electrons. This

describes that a signal of ADU=50 is produced by ∼5.76 primary electrons when

operating the detector with a DCD gain setting of k=0.667.

This approach may raise concerns about the effect of charge sharing between

pixels which certainly affects the value of PE . To consider this effect, we calculated

the distributions of ADUs created by primary electrons and charge sharing. The

events (i.e. primary electrons + charge sharing) are now termed “event fraction”.

Figure 6.7(b) illustrates 9 additional distributions of the event fractions between

event 1 and event 2. An event fraction 1.1 means that there is 10% contribution of

charge sharing in the total detected signal. Consequently, the new value of PE is

now∼5 instead of∼5.76. The same procedure has been used for each ADU and each

DCD gain setting to finally obtain the relationship of primary electrons as a function

of ADUs, as shown in Figure 6.7(c). Please note that the plots in Figure 6.7(c) are

calculated taking into account all possible events including event fractions (i.e. up

to 3000 events) and all DCD gain settings (i.e. 8 DCD gain settings), thus leading to

3000×8 distributions of digitized signals.



6.2. Achievable Dynamic Range and Single Electron Resolution of the EDET-80

Detector
89

(a) (b)

(c)

FIGURE 6.7: Processing of the signal created in the EDET-80 by 300
keV primary electrons. (a) Distribution of digitized signals using a
DCD gain setting of k=0.667. The distributions are created by 1 to 10
events. (b) Example of distributions created by a fraction of events.
(c) EDET-80 response curves. Dashed thin lines represent the standard
deviation for the solid lines of the same colors.

These response curves of the EDET-80 detector are of crucial importance as they

allow us to determine from a given detected signal in ADU the mean number of
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primary electrons that interacted with the detector to generate this signal. Further-

more, they demonstrate that our EDET-80 detector can detect single electrons and

handle a wide dynamic range using an appropriate DCD gain setting. For instance,

high DCD gain settings such as k=2, k=1 and k=0.667 are suitable for imaging appli-

cations requiring low electron dose (single electron detection). Other gain settings

(i.e. k 60.2) can preserve the range up to 300 primary electrons and they are thus

suitable for high-electron dose applications and, hence, high dynamics range. In

addition, we will see later in this thesis the applicability of the results shown in

Figure 6.7(c) in estimating the imaging performance of the EDET-80 detector.

The same calculations were performed to obtain the response curves of a free

standing silicon sensor. The resulting curves shown in Figure 6.8 are close to the

result obtained for the optimal detector geometry shown in Figure 6.7(c).

FIGURE 6.8: Response curves of a free standing silicon sensor irradi-
ated with 300 keV electrons. Dashed thin lines represent the standard
deviation for the solid lines of the same colors.
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It is interesting to investigate the response curves of the EDET-80 detector irra-

diated with 200 keV electrons. The EDET-80 setup shown in Figure 6.4(a) was used

and the previously described calculations were performed to obtain the EDET-80

response curves. The obtained results are shown in Figure 6.9. It should be noted

that one primary electron of 200 keV generates on average about 15470 e-h in the

EDET-80 detector shown in Figure 6.4(a). This large amount of charge enhances the

signal but limits the dynamic range of the detector. Also, it may restrict its capabil-

ity to resolve single hits as 200 keV electrons undergo more scattering events than

300 keV electrons. Therefore, a significant increase in the charge sharing between

pixels can be observed, as we will see at the end of this chapter.

FIGURE 6.9: Response curves of the EDET-80 irradiated with 200 keV
electrons. Dashed thin lines represent the standard deviation for the
solid lines of the same colors.
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6.3 Carbon Ring Imaging with the EDET-80 Detector

To investigate the imaging performance of the EDET-80 detector and compare it to

the performance of other detector designs, tiny carbon rings were imaged using the

simulation setup illustrated in Figure 6.10.

FIGURE 6.10: Schematic illustration of the simulation setup used to
investigate the imaging performance of the EDET-80 detector. Carbon
rings are represented by hollow cylinders, SSD stands for the distance
between the electron source and the sample. SDD stands for the dis-
tance between the electron source and the detector.

The carbon rings being imaged are irradiated with a cone-shaped electron beam

of 300 keV, producing an average flux of 225 electrons per pixel at the detector.

The obtained images are magnified by a factor of M=12,000 onto the detector. The
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magnification can be determined by changing the electron Source-to-Sample Dis-

tance (SSD) and the electron Source-to-Detector Distance (SDD). Figure 6.11 shows

images of these carbon rings after digitization using a low DCD gain setting (i.e.

k=0.1) which is suitable for a large dynamic range (e.g. 225 primary electrons per

pixel), as well as the corresponding radial profiles of the signal intensity in each dig-

itized image. The design of the detector housing is of crucial importance and can

dramatically affect the imaging capability of the detector as previously discussed.

From these results, it is clear that supporting a sensor with a silicon substrate signif-

icantly increases the contribution of backscattered electrons to the total signal, thus

decreasing the imaging performance of the detector. It is interesting to note that the

final detector geometry including a 35 mm vacuum gap and carbon-coated housing

acts close to a free-standing sensor (i.e. a sensor without supporting substrate).

To compare the integrated radial profiles shown in Figure 6.11 and Figure 6.12(a),

we calculated the mean of the relative difference between local maxima and local

minima of the peaks appearing in the integrated radial profiles. Then, we normal-

ized it to the mean of the relative difference between local maxima and local minima

obtained from the free-standing detector geometry (i.e. setup 1). The obtained re-

sults are shown in Figure 6.12(b).
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(a) (b)

(c) (d)

FIGURE 6.11: Digitized images of carbon rings and the resulting radial
profiles obtained with four different detector geometries using a DCD
gain setting of k = 0.1. (a) 50 µm thick silicon sensor (free standing
sensor), (b) 50 µm thick silicon sensor supported by a 300 µm thick
silicon support, (c) silicon housing coated with 200 µm thick carbon
layer and (d) silicon housing.
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(a) (b)

FIGURE 6.12: Imaging performance of four detector configurations. (a)
Digitized radial profiles. (b) Normalized signal obtained from four de-
tector configurations. Setup number 1: 50 µm thick silicon sensor (i.e.
free standing sensor), setup number 2: silicon housing coated with car-
bon, setup number 3: silicon housing and setup number 4: 50 µm thick
sensitive silicon layer supported with a 300 µm thick silicon support.

6.4 Charge Sharing Between Pixels of the EDET-80 De-

tector

Direct electron detectors suffer from the effect of charge sharing between neigh-

boring pixels. This occurs when the charge generated by a primary electron is

detected in more than one pixel, leading to a degradation of the detector perfor-

mance [160, 161, 162]. This effect is caused by different physical processes such as

the lateral spread of the electron beam due to the scattering of electrons by sensor

atoms. The electrons can thus deviate from their original trajectory and reach adja-

cent pixels provided that these electrons have sufficient kinetic energy to traverse

several pixels. Consequently, charges are also generated in the neighboring pixels.

For example, electrons of 300 keV have a mean absorption length of about 450 µm
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in silicon. This is usually larger than a typical pixel size, resulting in a charge shar-

ing. The effect of charge sharing becomes a serious issue for a smaller pixel area,

a larger pixel thickness and when the electrons hit the sensor in the vicinity of the

pixel border [163]. The study of the effect of charge sharing can therefore provide

helpful information to design a convenient pixel detector.

FIGURE 6.13: Schematic illustration of the simulation setup used to
study the effect of charge sharing between one center pixel and its
neighboring pixels. The center pixel (6,5) is irradiated with a pencil
electron beam of 300 keV at different positions. 49 impact positions
in pixel (6,5) are simulated starting from P1(x1=0, y1=0) and ending at
P49(x49=60 µm, y49=60 µm).

In the simulation study of the effect of charge sharing, we chose a matrix of 10

by 10 pixels to investigate the charge sharing between pixels of 60×60 µm2. A re-

gion of interest (ROI) consisting of 3×3 pixels is shown in Figure 6.13 (right) and the

charge sharing is investigated as a function of the position of the impact point of the

electron beam. The center pixel (5,6) is irradiated with an electron beam of 300 keV

at different positions starting from the upper right corner of the pixel (5,6) corre-

sponding to position P1 (x1=0, y1=0). Then, the impinging electron beam is shifted
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7 times in 10 µm steps to the left and 7 times in 10 µm steps to the bottom leading to

7 line scans of 7 positions each, resulting thus in 7×7 = 49 positions, which are high-

lighted by red spots in the pixel (5,6) as shown in Figure 6.13 (right). For each of the

49 impact positions, we calculated the fraction of signal created in each pixel. The

results obtained from this investigation indicate that the mean fraction of the charge

in the center pixel obtained from all the impact positions is about 56%. Figure 6.14

shows the fraction of charge shared between pixels at five different impact posi-

tions and the resulting mean charge obtained from all the impact positions. Also,

the results show that the amount of charge sharing depends on the position of the

impinging electron beam, and the closer the beam to the pixel edge, the larger the

fraction of charge sharing. In this study, the mean fraction of the charge distributed

among pixels is the point spread function of the detector.

In this approach, there are many impact positions (i.e. 24 positions) at the edge

of the center pixel. That means that the charge sharing may be overestimated.

Therefore, the center pixel is irradiated with one million electrons, hitting it at ran-

dom impact positions. The obtained results are shown in Figure 6.15 for 300 keV

and 200 keV electrons. The fraction of charge recorded in the center pixel is 67% for

300 keV electrons instead of 56%, decreasing to 48% for 200 keV electrons because

low energy electrons undergo more elastic scattering than high energy electrons.

The next chapter describes quantitatively the imaging performance of the EDET-

80 detector in more detail.
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(a) (b)

(c) (d)

(e) (f)

FIGURE 6.14: Fraction of charge collected in each pixel versus impact
positions of the impinging electron beam. For the corresponding im-
pact position, please refer to Figure 6.13 (right). (a) Impact point is on
position 1 (P1). (b) Impact point is on position 4 (P4). (c) Impact point
is on position 8 (P8). (d) Impact point is on position 12 (P12). (e) Impact
point is on position 25 (P25) and (f) average fraction of charge collected
in each pixel. This average is obtained from all 49 impact positions
of the electron beam and it represents the point spread function of the
detector.



6.4. Charge Sharing Between Pixels of the EDET-80 Detector 99

(a) (b)

FIGURE 6.15: Fraction of charge collected in each pixel using 300 keV
and 200 keV electrons hitting the center pixel at random impact posi-
tions. (a) average fraction of charge collected in each pixel for 300 keV
electrons. (b) average fraction of charge collected in each pixel for 200
keV electrons.
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Chapter 7

Imaging Performance of the EDET-80

Detector

There are serveral quantities that quantify the imaging capabilities of detectors such

as the Signal-to-Noise Ratio (SNR), the Modulation Transfer Function (MTF) and

the Detective Quantum Efficiency (DQE). Here, we investigate the imaging capa-

bilities of the EDET-80 detector in terms of these parameters using low and high

electron dose. In addition, we compare the imaging performance of the EDET-80 to

that of commercially available direct electron detectors.

7.1 Detective Quantum Efficiency

In addition to Poisson noise inherent in the detected electrons, detectors always

introduce additional noise during detection and readout of the signal. The detec-

tive quantum efficiency is an important figure of merit characterizing the detector

performance in terms of added extra noise by the detector to the recorded image,

which results in a degradation of the input SNRin and the quality of the recorded

image, as illustrated in Figure 7.1. It is by definition the square of the SNR at the

output of the detector (SNRout) divided by the square of SNRin [164]
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DQE =
SNR2

out

SNR2
in

(7.1)

FIGURE 7.1: Additional noise added by the detector to the input sig-
nal. Sin, nin and Sout represent signal at the input of the detector, noise
added by the detector and the signal at the output of the detector, re-
spectively. The input signal contains only Poisson noise and the output
signal includes, in addition to the Poisson noise, the noise added by the
detector.

An example demonstrating the importance of the DQE of a detector is the com-

parison of images recorded by two detectors of different DQEs. This is presented in

the Figure 7.2, which shows images of an object recorded by a detector with 25%

DQE (i.e. DQE1=25%) and an improved detector with 50% DQE (i.e. DQE2=50%).

It is interesting to note that the image recorded by a detector with high DQE is less

noisy than that recorded by a detector with low DQE. Hence, it is crucial to have a

detector whose DQE is as high as possible.
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(a)

(b)

FIGURE 7.2: Output images of a sample made of carbon letters and
recorded by two detectors with DQE1=25% and DQE2=50%. (a) Out-
put image recorded by a detector with DQE1=25% and (b) output im-
age recorded by a detector with DQE2=50%.

Evidently, an ideal detector would not degrade the SNRin (i.e. SNRin=SNRout)

and would have 100% DQE, which means that all the incoming electrons hitting

the detector are detected with the same weight and no further noise is added. How-

ever, an ideal detector does not exist, which means that the DQE is always smaller

than 100% because of additional noise sources. In low electron-dose imaging ap-

plications, it is highly beneficial if images can be recorded with high SNR. For a

necessary SNR, this can be achieved by either increasing the intensity of the inci-

dent electron beam (i.e. high electron dose) or by increasing the acquisition time.

These two options are impractical as radiation damage in beam sensitive specimens
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limits the dose on the sample. Therefore, a detector with high DQE is desirable. Fig-

ure 7.3 shows the dependence of image quality on the electron dose and the DQE

of the detector. Our findings regarding the relationship between the dose and the

DQE of the detector highlight that a detector with 50% DQE needs only a half of

the electron dose to achieve the same image quality as recorded by a detector with

25% DQE. This is due to the fact that the SNR at the output depends on the DQE as

shown in equation 7.1.

FIGURE 7.3: Dependence of image quality on the electron dose and
the DQE of the detector. A detector with 25% DQE would require two
times the electron dose to obtain the same image quality as recorded
by a detector with 50% DQE. The higher the DQE, the better the im-
age quality at the same electron dose and thus the lower the radiation
damage of the sample being imaged.
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Here, we calculated the DQE of the EDET-80 detector starting from the genera-

tion of primary electrons obeying Poisson statistics, creation of e-h pairs by primary

electron interactions with the detector and passing through all the stages of the de-

tector system contributing to the signal formation to get the digitized signal at the

output. Hence, the output signal of the detector contains the contribution of various

noise components added at each stage. The first source of noise is associated with

the electron beam as electrons emitted from a source obey Poisson statistics given

by

P (x,N) =
Nx

x!
e−N . (7.2)

Where x are events (x=1, 2, . . . , n) andN is the expected number of events (i.e. mean

number of electrons). Figure 7.4 shows a Poisson distribution for N=10.

FIGURE 7.4: Example of Poisson distribution with a mean N=10 and a
standard deviation σ =

√
10.

Poisson noise (i.e. shot noise) is a direct consequence of the Poisson statistics
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of electrons emitted from a source and determined by the standard deviation of

the Poisson distribution. Therefore, the input signal (Sin) has always Poisson noise,

which is a major factor limiting the SNR of the recorded image. The mean input

signal (i.e. mean number of electrons) and the standard deviation of electrons hit-

ting the detector are Nin = Sin and σin =
√

Nin, respectively. This means that Poisson

noise, σin =
√

Nin, scales as the square root of the mean number of primary electrons

hitting the detector and the SNRin is thus given by

SNRin =
Sin

σin
=

Nin√
N in

=
√
N in. (7.3)

For instance, for Nin=10 events the SNRin becomes SNRin =
√

10.

Statistical fluctuations of the energy deposited by primary electrons passing

through a 50 µm thick silicon sensor of the EDET-80 detector results also in statis-

tical fluctuations of the created e-h pairs giving rise to another source of detection

noise (i.e. Landau noise). It is worthwhile noting that Poisson noise and Landau

noise are inevitable and can not be eliminated. Other sources of noise are, for exam-

ple, DCD noise of σdcd=50 nA, DEPFET noise of σd=9 nA and Fano noise of σFano=30

e− estimated by [78]

σFano =
√

∆Neh × F . (7.4)

Here ∆Neh is the mean number of e-h pairs created by a primary electron of 300 keV

in the simulated detector, shown in Figure 6.4, and F is the Fano factor (for silicon

F=0.1).

At the output of the detector, we obtain the output signal, Sout, which includes
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the contributions of different noise sources as well as the digitization noise. Sout

is expressed in terms of ADUs and can be calculated in terms of detected primary

electrons using the plots shown in Figure 6.7(c). Consequently, the calculated aver-

age of the total signal at the output, Sout, and the output noise given by the standard

deviation σout of the output signal distribution (Sout) allow finally for the calculation

of SNRout given by

SNRout =
Sout

σout
. (7.5)

In the following, three quantities describing the detector performance will be in-

vestigated, namely the counting capability, the SNR and the DQE based on three

scenarios investigating certain aspects of a detector.

• In the first scenario—the infinite pixel approach, the sensor is not pixelated

and defined as one large pixel. This has the advantage of eliminating the

charge sharing effect and minimizing the noise as in a pixelated detector each

pixel adds a given amount of noise to the signal produced in that pixel. This

scenario resembles a non-pixelated detector to measure the flux of a beam (like

a photo-diode).

• In the cluster scenario, the center of a 10 by 10 pixel subsection of the detector

is irradiated with a pencil electron beam at random impact positions. In this

scenario we want to investigate the effect of the charge spread over pixels on

the imaging performance of the detector.

• In the third scenario, the whole detector is pixelated and exposed to a uniform

planar electron beam of a variable flux. The detector performance is then in-

vestigated as a function of the electron dose. In the following, we will discuss
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these three scenarios in more detail.

7.1.1 DQE Calculation from Infinite Pixel

In this approach, the EDET-80 detector is not pixelated and exposed to a pencil elec-

tron beam of 300 keV obeying Poisson statistics and impinging the detector at the

center, as illustrated in Figure 7.5. Events ranging from single electrons to multiple

electrons (e.g. 300 events) were simulated. Both a model close to the final detector

geometry and a free-standing detector (i.e. detector without silicon housing) are

investigated as the later one is useful as a benchmark for comparison purposes.

FIGURE 7.5: Simulation setup used to investigate the infinite pixel sce-
nario. An EDET-80 detector with silicon housing including a 35 mm
vacuum gap was used. The green trajectories represent the emitted X-
rays and the red trajectories represent electron tracks. To simplify the
visualization only 200 primary electrons are displayed here.

The SNRin and the SNRout are calculated from equation 7.3 and equation 7.5, respec-

tively. The output signal contains all noise contributions and it is calculated in terms
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of ADU, which are converted into detected primary electrons using the EDET-80 re-

sponse curves depicted in Figure 6.7(c). The detected primary electrons (PEout) as

a function of incident primary electrons (PEin) are shown in Figure 7.6(a), which

demonstrates the counting capability of the EDET-80 detector. The shaded areas

shown in Figure 7.6(a) represent all noise contributions considered in this calcula-

tion and the dashed-dotted lines represent the contribution of Poisson noise. These

results highlight that our EDET-80 detector has very small readout noise compared

to shot noise, which is the dominant noise source. We calculated the SNRout at dif-

ferent DCD gain settings as shown in Figure 7.6(b) and Figure 7.6(c), displaying the

same data in two different scales, namely the linear scale and the logarithmic scale.

The logarithmic scale simplifies the interpretation of the data, especially at a low

electron dose. In addition, the comparison between the SNRout obtained with the

EDET-80 detector with silicon housing and the SNRout of a free-standing EDET-80

detector (see Figure 7.6(d)) confirms the capability of our advanced EDET-80 detec-

tor design to detect electrons with high SNR.

Figure 7.6(b,c) show that the SNRout curves approache the SNRin curve when

using DCD gain settings k=2, k=1 and k=0.667. This overestimation of the SNRout

starts at a given number of primary electrons and can be explained by the fact

that the signal saturates and the noise contribution tends to zero, as shown in Fig-

ure 7.6(a). In the calculation of the DQE we multiply the DQE by the slope of the

curves shown in Figure 7.6(a) to avoid this overestimation. This correction was

performed for DCD gain setting of k 60.667 as the slopes of the curves shown in

Figure 7.6(a), at these DCD gain values, tend to zero when the signal get saturated.
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(a) (b)

(c) (d)

FIGURE 7.6: Detection performance of the EDET-80 detector irradiated
with 300 keV electrons and operating at different DCD gain settings.
(a) Detected electrons (PEoutput) as a function of number of primary
electrons (PEinput), (b) SNR in linear scale at the input and output of
the detector at different gain settings, (c) SNR in logarithmic scale at
the input and output of the detector at different gain settings. (a), (b)
and (c) are obtained from the EDET-80 with silicon housing. (d) SNR
in logarithmic scale at the input and output of the EDET-80 without
silicon housing.

After having calculated the SNR at the input and output of the detector, we

insert them now into equation 7.1 to determine the DQE of the infinite pixel de-

tector. Figure 7.7 shows the resulting DQE of two detector configurations obtained

from the infinite pixel approach. These plots of the DQE show that the DCD gain



7.1. Detective Quantum Efficiency 111

setting of k=2, k=1 and k=0.667 are suitable for low-dose imaging applications. For

example, the DQE at PEin=1 and k=0.667 of EDET-80 detector with silicon housing

is ∼64%, which is useful for low dose applications. Other gain settings (i.e. k 60.2)

preserve the full PEin range and the mean DQE is about 52% for the analyzed PEin

range. Hence, this virtual single pixel detector needs approximately double the flux

compared to a perfect detector to achieve the same statistical significance for a mea-

surement. As the electron dose increases, the readout noise of the detector becomes

progressively less significant than the shot noise. Therefore, the DQE for k 60.2

reaches a plateau and remains almost constant as the electron dose increases, which

means that a further increase in the dose does not affect the DQE. The DQE of a

free-standing EDET-80 detector is higher than the DQE of the EDET-80 with sili-

con housing, and this is due to the electrons backscattered from the silicon housing.

The fraction of backscattered electrons is largely reduced in the EDET-80 detector

design, but it is still affecting the detector performance.

(a) (b)

FIGURE 7.7: Detective quantum efficiency of two detector designs ob-
tained from an infinite pixel approach as a function of number of pri-
mary electrons of 300 keV. (a) DQE of the EDET-80 without silicon
housing and (b) DQE of the EDET-80 with silicon housing.
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Decreasing the energy of primary electrons hitting the detector from 300 keV to

200 keV results in a significant increase in the signal and consequently better DQE,

as shown in Figure 7.8. However, it may not be possible to operate the EDET-80

with the DCD gain setting of k=2.

FIGURE 7.8: Detective quantum efficiency of the EDET-80 with sili-
con housing obtained from an infinite pixel approach as a function of
number of primary electrons of 200 keV.

7.1.2 DQE Calculation from Cluster

This approach investigates the effect of the charge spread over pixels on the SNR

and the DQE of the detector, which is termed Clustered Detective Quantum Effi-

ciency (CDQE). To evaluate this effect, the same setup shown in Figure 6.13 was

used taking into account the Poisson statistics of electrons hitting the detector. We

chose a cluster of 10 by 10 pixels and the center pixel of the cluster was irradiated

with single primary electrons of 300 keV. Each primary electron hits the center pixel

at a random impact position, as shown in Figure 7.9 (right), and creates a given sig-

nal. The distribution of the generated signal in the cluster depends on the impact
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position of the primary electron, as shown in Figure 6.14.

FIGURE 7.9: Example of 1000 random impact positions (right) in the
center pixel of a 10 by 10 pixel subsection (left). Red dots highlight the
random impact positions.

First, we simulated 1000 dark frames, where a set of frames is captured in the

absence of electrons, to calculate the mean count per pixel per dark frame and the

standard deviation for different DCD gain settings. The simulation of dark frames

is necessary when simulating a pixelated detector exposed to a low electron dose.

For instance, the irradiation of a cluster of 10 by 10 pixels with one primary electron

(i.e. one primary electron per 100 pixels) may results in a charge sharing between

the irradiated pixel and the neighboring pixels, as discussed in section 6.4. How-

ever, some pixels may contain only noise such as DCD and DEPFET noise, which

are normally distributed with a mean µ=0 and standard deviations of σdcd and σd,

respectively. Therefore, some pixels can have negative values, which can not be

digitized by the DCD. For this reason the signal in each pixel of the dark frames is

lifted in both the simulation and actual physical detector by 5σdcd, thus solving the

problem of the negative pixel values. This means that each pixel of the irradiated
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detector contains signal from primary electrons, noise and from the 5σdcd lifting.

Hence, the subtraction of the dark frame counts from the cluster frame counts must

be performed before calculating the number of detected primary electrons, the SNR

and the DQE.

The results obtained from the simulation of dark frames are shown in Table 7.1.

The results are almost identical for all DCD gain settings.

TABLE 7.1: Mean (mdf ) and standard deviation (σdf ) of the counts per
pixel calculated in ADU from dark frames at different DCD gain set-
tings.

Gain k 2 1 0.667 0.2 0.182 0.167 0.154 0.1

mdf 1.492 1.491 1.491 1.491 1.491 1.491 1.491 1.491

σdf 0.541 0.527 0.525 0.524 0.523 0.523 0.523 0.523

In the next step, we simulated the cluster consisting of 10×10 pixels by irradiat-

ing the center pixel of the cluster with a pencil electron beam of 300 keV at 100,000

random impact positions. This approach can be divided into several steps:

• Step 1: For example, one primary electron hits the pixel at a random impact

position (see Figure 7.9) and produces signal, which is distributed among the

pixels of the cluster.

• Step 2: A signal of 5σdcd per pixel is added to lift the generated signal in the

cluster and avoid having negative pixel counts. The simulated frame is then

digitized taking into account all the DCD gain settings.

• Step 3: The mean count (mdf), shown in Table 7.1, is subtracted from the digi-

tized signal in each pixel of the cluster, as calculated in step 2.
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• Step 4: A threshold is used and only pixel counts larger than 4 times the stan-

dard deviation of dark frames (4σdf) are considered as a signal.

• Step 5: The relationship shown in Figure 6.8 is used to convert the signal cal-

culated in terms of ADU into detected electrons.

• Step 6: The integration of the detected electrons in the cluster gives S1—sum of

detected electrons, which should in this example sum to one primary electron.

This simulation is repeated 100,000 times for each event to have significant statis-

tics. As a result, we obtain the mean number of the detected electrons in the cluster

and the corresponding standard deviation. Please note that so far we have only sim-

ulated single electron events, which are Poisson distributed. The same simulation

procedure was performed for multiple electron events (i.e. from 2 to 300 events).

It is important to note that the contribution of backscattered electrons to the total

signal generated in the cluster is negligible due the small size of the cluster (i.e. 10

by 10 pixels) and the large angle of the backscattered electrons. Therefore, the plots

shown in Figure 6.8 are used to convert the ADUs into primary electrons instead of

Figure 6.7(c).

Figure 7.10 shows the detected electrons as a function of primary electrons hit-

ting the detector, the SNRin, the SNRout and the resulting CDQE of the EDET-80

detector. In comparison to the infinite pixel approach, the CDQE degrades slightly

and shows a value of ∼62% at PEin=1 using DCD gain setting of k=0.667. For low

DCD gain settings (k <0.667), the CDQE becomes smaller than 40% at PEin=1. This

can be explained by the spread of the charge between the cluster pixels and the

noise (e.g. readout noise) added in each pixel of the cluster. At high electron dose,

the CDQE exceeds∼50% and remains almost constant. This slight increase is due to

the negligible contribution of backscattered electrons to the total signal generated

in the cluster.



116 Chapter 7. Imaging Performance of the EDET-80 Detector

The results we obtained from the cluster approach demonstrate the imaging ca-

pabilities of the EDET-80 detector for low dose and large dynamic range applica-

tions. For instance, DCD gain settings such as k=2, k=1 and k=0.667 are suitable

for low-dose imaging applications as they allow for single electron detection, and

lower DCD gain settings are beneficial to operate the detector at larger dynamic

range.

It is worth noting that the signal generated in the detector gets smaller when

it operates with low DCD gain settings and under low electron dose conditions.

Therefore, the contribution of the detector noise to the total signal may become sig-

nificant and can affect the detector imaging performance (e.g. DQE). To investigate

the impact of this noise on the CDQE of the EDET-80 detector, we performed the

same calculation by turning off all the noise sources (i.e. DCD noise, DEPFET noise

and Fano noise) in the simulation. The obtained results are depicted in Figure 7.11,

showing that the CDQE improves significantly when operating the EDET-80 detec-

tor with low DCD gain settings.

Using 200 keV instead of 300 keV primary electrons can be regarded as an ad-

vantage. A higher signal produced by low energy electrons reduces the relative

weight of the detector noise when using low electron dose and low DCD gain set-

tings. We performed the same calculations to investigate the CDQE of the EDET-80

detector irradiated with 200 keV. This results in an improved CDQE and, in particu-

lar, for low electron dose. The resulting CDQE shown in Figure 7.12 surpasses that

achieved with 300 keV. However, the DCD gain setting of k=2 may not work prop-

erly due to the large signal produced by 200 keV electrons. These investigations

demonstrate that the EDET-80 detector is capable of operating in various TEM con-

figurations (e.g. TEM operating at 200 keV and 300 keV).
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(a) (b)

(c) (d)

FIGURE 7.10: Detection performance of EDET-80 detector using differ-
ent DCD gain settings. (a) Detected electrons (PEoutput) as a function
of primary electrons (PEinput). (b) SNR in linear scale at the input and
output of the detector. (c) SNR in logarithmic scale at the input and
output of the detector and (d) clustered detective quantum efficiency.
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FIGURE 7.11: CDQE of the EDET-80 with silicon housing as a function
of number of primary electrons of 300 keV. DCD, DEPFET and Fano
noise are excluded.

FIGURE 7.12: CDQE of the EDET-80 with silicon housing as a function
of number of primary electrons of 200 keV.
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7.1.3 DQE as a Function of Electron Dose

The same setup illustrated in Figure 6.4(a) was used to explore the dependence of

the DQE of the EDET-80 detector on the electron dose at 300 keV. In this simulation,

the EDET-80 quadrant detector is irradiated with a planar electron beam of different

flux settings. The flux varies from 0.001 to 20 electrons per pixel per frame (epf):

Flux=[0.001, 0.005, 0.01, 0.02, 0.04, 0.07, 0.1, 0.2, 0.3, 0.5, 0.75, 1, 1.5, 2, 3, 4, 5, 10, 15,

20]. For each electron dose, we performed 300 simulations (i.e. 300 frames) to have

significant statistics. Each simulated frame has an additional signal of 5σdcd per

pixel to avoid producing negative pixel counts, as explained in the cluster approach.

It should be mentioned here that the fraction of backscattered electrons increases

slightly when a planar beam is used to irradiate the detector instead of a pencil

beam. Therefore, the results shown in Figure 6.7(c) were reproduced using a planar

beam to take into consideration this small increase in the fraction of backscattered

electrons contributing to the total signal.

The simulated frames are digitized and after subtracting the mean counts mdf

from the signal obtained in the frames, a threshold is used and only counts larger

than 4 times the standard deviation of dark frames (4σdf) are considered. Figure 7.13

shows examples of four frames recorded with an electron dose of 10, 5, 1 and 0.1

epf, respectively. Obviously, the intensities per frame decreases with decreasing

electron flux. The insets in Figure 7.13(j) and Figure 7.13(k) reveal the capability of

the EDET-80 to detect single electron events with significant SNR. Figure 7.14 shows

plots of the mean number of detected electrons per frame, the resulting SNR and the

DQE as a function of electron dose per frame. It is worth mentioning that the mean

DQE of the EDET-80 reaches ∼71% at low electron dose (i.e. electron dose from

0.001 to 0.3 epf) when using high DCD gain settings such as k=2. Consequently,

the EDET-80 detector would be able to detect efficiently a limited electron dose to
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produce images with high SNR.

To facilitate the investigation of the noise performance of the EDET-80 detector,

the SNR at the detector output is plotted in logarithmic scale, as shown in Fig-

ure 7.14(c). At an electron dose smaller than 10 epf, shot noise decreases and the

relative weight of readout noise increases (readout noise remains always constant),

which significantly improves the SNR at the output and consequently the DQE of

the detector. However, for a significantly high electron dose (i.e. a dose higher

than 10 epf), the DQE becomes dose-independent because the relative weight of

the readout noise decreases with increasing electron dose and is thus almost negli-

gible compared to the shot noise, which increases proportionally with the electron

dose. These findings confirm that the EDET-80 detector is capable of recording low-

electron dose frames with high SNR allowing thus detecting single electrons with

high probability.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

FIGURE 7.13: Examples of single frames recorded with the EDET-80
detector using 300 keV electrons. The insets show enlarged portions
of the images. Frames from the top to the bottom are captured using a
uniform planar electron beam producing an average flux of 10, 5, 1 and
0.1 electrons per pixel per frame, respectively. The left column shows
ADU counts, middle column detected electrons and the right column
histograms of detected electrons.
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(a) (b)

(c) (d)

FIGURE 7.14: Detection performance of the EDET-80 detector using
different DCD gain settings. (a) Average number of detected elec-
trons (PEoutput) per frame as a function of number of primary electrons
(PEinput). (b) SNRin and SNRout in linear scale. (c) SNRin and SNRout

in logarithmic scale and (d) DQE of the EDET-80 detector as a function
of electron dose.
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7.2 Modulation Transfer Function

The Modulation transfer function measures the ability of a detector to transfer the

contrast of the object being imaged to the recorded image as a function of spatial

frequency. It was explained in more detail in the section 5.4. The theoretical MTF

of an ideal pixel detector can be calculated from the response of its square pixel.

7.2.1 MTF Calculation from a Rectangular Function

Since a pixel of the detector can be considered as an individual detector, it is possible

to theoretically calculate the MTF of the pixel by assuming that the response of that

pixel to the primary electrons is a rectangular function given by [165]

f(x) =


1,

−a
2

6 x 6
a

2
,

0, elsewhere.

(7.6)

FIGURE 7.15: Rectangular function describing the response of an ideal
detector pixel with finite width d.
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This equation describes the response of an ideal detector, as shown in Figure 7.15,

leaving out any noise contribution, which degrades the signal. The theoretical MTF

is the absolute value of the Fourier transformation of the box function given by

MTF (ν) = |F(f(x))| . (7.7)

Where ν denotes the spatial frequency expressed in line pairs per millimeter.

MTF (ν) =

∣∣∣∣∫ −∞
−∞

f(x) exp(2πiνx)dx

∣∣∣∣ ,
=

∣∣∣∣∣
∫ a/2

−a/2
exp(2πiνx)dx

∣∣∣∣∣ ,
=

∣∣∣∣ 1

2πiν
{exp(πiνa)− exp(−πiνa)}

∣∣∣∣ ,
=

∣∣∣∣sin(πνa)

πν
= a

sin(πνa)

πνa

∣∣∣∣ .
(7.8)

Taking into account the definition of sinc given by

sinc(x) =
sin(πx)

πx
, (7.9)

we get

MTF (ν) = a |sinc(νa)| . (7.10)

Figure 7.16 shows the MTFs of three detectors with different pixel sizes (d1 =40

µm, d2=50 µm and d3=60 µm) calculated using equation 7.10. The MTF depends
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strongly on the pixel size and the smaller the pixel size, the higher the MTF for a

given spatial frequency.

The pixel size determines the maximum spatial frequency that can be captured by

the detector which is known as the Nyquist frequency, NF, given by the inverse of

two times the pixel size [166]

NF =
1

2× d
. (7.11)

This means that only spatial frequencies below the NF can be visible in the result-

ing image. For example, a detector with a pixel size of 60 µm can resolve an image

feature of 120 µm.

FIGURE 7.16: Theoretical MTFs of detectors with a pixel size of d1=40
µm, d2=50 µm and d3=60 µm. For the corresponding pixel size, these
are the best physical MTFs that can be achieved.
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7.2.2 MTF of the EDET-80 Detector Operating in Integrating Mode

To determine the MTF of the EDET-80 detector operating in integration mode, we

used the slanted edge method, as described in section 5.4. We irradiated the detector

with a planar electron beam to record images of the slanted edge, as illustrated in

Figure 7.17(a).

The slanted edge consists of a 300 µm thick lead or tungsten layer, absorbing

completely primary electrons of 300 keV and producing thus a high-contrast edge

image. The signal at the input of the detector can be approximated by a step func-

tion, but the output signal might show a relatively blurred edge. We recorded one

thousand frames of the tungsten edge with an average flux of 0.1 electrons per pixel

per frame—one electron per every 10 pixels in a single frame. Examples of the av-

eraged frames at the input and output of the EDET-80 detector are shown in Fig-

ure 7.17(b, c, d, e, f) using two high gain settings (k=2 and k=0.667), which are

suitable for low-dose imaging applications and two low gain settings (k=0.154 and

k=0.1), which allow for a large dynamic range. The MTF at the input (MTFin) of the

detector was also calculated using the slanted edge technique. MTFin is the highest

achievable MTF of the detector because it describes the input spatial frequency of

the signal, which has not yet been degraded and includes only Poisson noise.

Figure 7.18 shows the MTFs at the input and output of the EDET-80 detector as

a function of spatial frequency, which corresponds to the spatially resolved image

detail represented in line pairs per millimeter (lp/mm). The MTF is by conven-

tion normalized to unity at zero spatial frequency (0 lp/mm) and decreases with

increasing spatial frequency until it reaches zero. A value 1 (i.e. 100%) of the MTF

at a spatial frequency ν=0 lp/mm indicates that the contrast is perfectly preserved

and a MTF=0 means that the contrast is completely lost and thus the details in the

object being imaged can no longer be visualized in the imaging process. Values of
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(a) (b)

(c) (d)

(e) (f)

FIGURE 7.17: Slanted edge method to calculate the MTF of the EDET-
80 detector. The edge images are obtained by averaging 1000 frames;
each frame was obtained with a flux of 0.1 electron per pixel per frame.
(a) Schematic illustration of the simulation setup used to calculate the
MTF of the EDET-80 detector. (b) Image of the edge at the input of the
detector. (c) Image of the edge obtained at a DCD gain setting of k=2.
(d) k=0.667. (e) k=0.154 and (f) k=0.1.
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the MTF between zero and 1 show the varying degree of contrast preservation rela-

tive to the object contrast. In other words, for low spatial frequencies corresponding

to large features the contrast is well preserved, whereas higher spatial frequencies

corresponding to fine features suffer a loss of contrast. In general, the higher the

MTF, the better the preservation of details by the imaging detector and the better

the spatial resolution and sharpness of the recorded image.

FIGURE 7.18: MTFs at the input and output of the EDET-80 detector
operating in integrating mode using high DCD gain settings (k=2, k=1
and k=0.667), which are suitable for low-dose imaging applications.

Higher DCD gain settings (i.e. k > 0.667) can produce high-contrast edge im-

ages like the averaged images shown in Figure 7.17(c, d) obtained with low electron

dose (0.1 electron per pixel per frame). Therefore, the edge can be well determined

and the resulting MTFs are shown in Figure 7.18. These results demonstrate the

relevance of the EDET-80 detector in low-electron dose applications (i.e. single elec-

tron detection) using high DCD gain settings (i.e. k=2, k=1 and k=0.667).

Instead of recording 1000 frames, each with 0.1 electron per pixel per frame, now

the detector is irradiated with 100 electrons per pixel per frame which is similar to a
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single-shot experiment. The corresponding MTFs are shown in Figure 7.19. It turns

out that low DCD gain settings such as k 60.2 are suitable for high-electron dose

applications (i.e. high dynamic range), but high gain settings fail for high-electron

dose applications as the dynamic range of the detector at these gain settings is not

suitable to detect all primary electrons. This can clearly be seen in Figure 7.19(a, b).

Figure 7.19(c, d, e, f) demonstrate the suitability of low DCD gain settings, such

as k 60.2, for high-electron dose applications (i.e. high dynamic range). For higher

gain settings (k ≥0.667), the recorded edge images shown in Figure 7.19(a, b) are

saturated and noisy.

To summarize, the calculation of MTFs demonstrates the capabilities of the EDET-

80 detector to carry out low and high-dose imaging experiments by selecting a

matching DCD gain setting. For low-electron dose applications with the need of sin-

gle electron detection only gain settings k=2, k=1 and k=0.667 can be used whereas

the gain settings k=0.2, k=0.182, k=0.167, k=0.154 and k=0.1 can be utilized for high-

electron dose applications.

The MTF depends on several parameters such as the energy of the primary elec-

trons, exposure time, thickness of the sensor, pixel size and the detector technology

(e.g. direct and indirect detection of electrons). Here, the impact of sensor thickness

on the detector MTF is investigated. We thinned the silicon sensor of the EDET-80

detector down to 30 µm and irradiated the detector with a low electron dose (i.e.

0.1 electron per pixel per frame) to record frames of a slanted edge, similar to the

simulation described in Figure 7.17. Thinning down the silicon sensor of the EDET-

80 detector reduces significantly the degrading effect of multiple electron scattering

and charge sharing. Consequently, a substantial improvement in the MTF can be

achieved, as shown in Figure 7.20.
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(a) (b)

(c) (d)

(e) (f)

FIGURE 7.19: Output images of the slanted edge at different DCD gain
settings and the resulting MTFs. The edge images are obtained with an
average flux of 100 electrons per pixel per frame. (a) Image of the edge
at gain setting k=2, (b) k=0.667, (c) k=0.2, (d) k=0.167 and (e) k=0.1.
(f) MTFs at the input and output of the EDET-80 detector operating in
integrating mode with low gain settings (k 60.2).
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FIGURE 7.20: Comparison of MTFs of two EDET-80 detectors operat-
ing in integrating mode with high gain settings (k=2, k=1 and k=0.667).
One EDET-80 detector has a 30 µm thick silicon sensor and the second
EDET-80 detector has a 50 µm thick silicon sensor.

7.3 DQE of the EDET-80 Detector as a Function of Spa-

tial Frequency

Detective Quantum Efficiency, DQE(f), depends on the spatial frequency and it

is therefore directly proportional to the MTF of the detector. DQE(f) is the most

widely used quantity for characterizing and comparing the overall imaging perfor-

mance of detectors because it combines the spatial resolution (i.e. MTF) and the

noise performance of the detector, which varies with spatial frequency. Thus, the

DQE(f) is more informative than the MTF and can be calculated in the spatial fre-

quency domain by [151, 167]

DQE (f ) = DQE (0 )× (MTF out(f))2 . (7.12)
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This formula assumes that the MTF at the input (MTFin) is equal to 1, meaning that

we have an ideal frequency response at the input of the detector. However, for a

pixelated detector the MTFin is not unity for spatial frequencies ν > 0. To take this

into account, the DQE(f) given by equation 7.12 is normalized to the MTFin by

DQE (f ) = DQE (0 )× (MTF out(f))2

(MTF in(f))2
. (7.13)

The ratio (MTFout(f))
2/(MTFin(f))2 is a function of spatial frequency and thus also

the DQE(f). DQE(0) is the detective quantum efficiency at zero spatial frequency

(i.e. 0 lp/mm) and it describes the fraction of detected electrons contributing to the

image. It can be calculated by irradiating the detector with a uniform electron beam

to obtain flat field images. The values of DQE(0) for three scenarios are already

calculated in subsections 7.1.1, 7.1.2 and 7.1.3.

The DQE(0) as a function of the electron dose calculated in subsection 7.1.3 is used

in the further calculations that follow as it describes the DQE(0) of the EDET-80 de-

tector irradiated with very low electron dose and it is calculated from the most prac-

tical approach. Inserting MTFin, MTFout and DQE(0), which we already calculated,

into equation 7.13 gives the DQE as a function of spatial frequency (i.e. DQE(f)). We

calculated the DQE(f) using low and high electron dose and the resulting DQE(f)

are shown in Figure 7.21(a, b) as a function of spatial frequency starting from zero

spatial frequency and ending at Nyquist frequency (i.e. NF = 1/2d). Here, the pixel

size is d=60 µm and thus NF = 8.333 lp/mm is the maximum value of the spatial

frequency in an image that a detector of 60 µm pixel size can resolve.

The obtained DQE(f) demonstrates the advanced imaging capabilities of the

EDET-80 detector to perform both low and high-dose imaging experiments by se-

lecting a proper DCD gain setting. This finding is consistent with that obtained from
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the previous MTF calculation. To compare the DQE(f) of the EDET-80 detector with

film and four commercially available detectors, the spatial frequency was normal-

ized to the Nyquist frequency. Table 7.2 summarizes some features of the EDET-80

detector and three commercially-available direct electron detectors, namely the K2

Summit from Gatan operating in counting mode, the Falcon II from FEI and the

DE-20 from Direct Electron both operating in integrating mode. For the compari-

son in Figure 7.22, a scintillator-based CCD camera, which is an indirect detector

was included as well.

The DQE(f) of these detectors are compared with the DQE(f) of the EDET-80

detector as presented in Figure 7.22, which shows that all direct electron detectors

have a better DQE(f) than film and CCD camera. It should be noted that the DQE(f)

curve of the K2 Summit is obtained by operating this detector in counting mode re-

sulting thus in an outstanding DQE(f) but extremely limited frame rate inconsistent

with recording fast dynamics, while the DQE(f) of the EDET-80 detector, the DE-20,

the Falcon II and the scintillator-based CCD camera are obtained by operating these

detectors in integrating mode, at least for EDET-80 we note that a counting mode is

possible, but has not been investigated according to performance yet.

The EDET-80 detector operating in integrating mode offers a higher DQE(f) than

Film, scintillator-based CCD camera and the DE-20 operating over all normalized

spatial frequencies. It surpasses the Falcon II operating at fraction of Nyquist fre-

quencies ν < 0.31 and ν > 0.82. The EDET-80 detector outperforms the K2 Summit

at fraction of Nyquist frequencies ν > 0.73. In general, the DQE(f) curves of the

EDET-80 highlight the great imaging performance of the EDET-80 detector.
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(a)

(b)

FIGURE 7.21: DQE(f) as a function of spatial frequency, expressed in
lp/mm, of the EDET-80 detector operating in integrating mode. The
DQE(f) is plotted from zero to Nyquist frequency. (a) The DQE(f) is
obtained by irradiating the EDET-80 detector with a low electron dose
(0.1 electron per pixel per frame) and using high DCD gain settings
(k=2, k=1 and k=0.667) and (b) the DQE(f) is obtained by irradiating
the EDET-80 detector with high electron dose (100 electrons per pixel
per frame) and using low gain settings (k 60.2).
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TABLE 7.2: Comparison of EDET-80 detector with other three commer-
cial detectors devoted to TEM imaging applications [168]. The object
length is the length of the object image on the detector divided by the
magnification M. For EDET-80 it is 61.44 mm/50,000 =1.23 µm.

Detector Falcon II K2 Summit DE-20 EDET-80

(Integrating (Counting (Integrating (Integration

mode) mode) mode) mode)

Pixel length (µm) 14 5 6.4 60

Number of pixels 4096×4096 3838×3710 5120×3480 1024×1024

Sensor size (mm) 57.34×57.34 19.19×18.55 32.77×22.27 61.44×61.44

Nyquist resolution (lp/mm) 35.71 100 78.125 8.3333

Å/pixel at M=50,000 2.8 1 1.28 12

Object length (µm) 1.14 0.38 0.65 1.23

at M=50,000

Frame rate (fps) 17 400 20-32 80,000
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FIGURE 7.22: The DQE(f) curves of the EDET-80 detector operating in
integrating mode with DCD gain settings of k=2, k=1 and k=0.667 are
compared to the DQE(f) of film, scintillator-based CCD camera and
three direct electron detectors (i.e. K2 Summit, Falcon II and DE-20).
The DQE(f) values of these detectors are reproduced from [100, 169].

7.4 Spatial Resolution of the EDET-80 in TEM Config-

uration

The attainable spatial resolution in TEM depends on several factors: These are, for

example, TEM objective lens aberrations, properties of the sample (e.g. thickness,

materials and dose tolerance), the electron dose applied to this sample as well as

detector parameters (e.g. DQE). The spatial resolution is also limited by the TEM

imaging mode such as phase contrast or scattering contrast imaging. In order to

spatially resolve a sample of a given size, a sufficient amount of scattering events

from this sample is needed. Beam-sensitive samples must be imaged with relatively
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low electron dose and data recording is limited by the onset of radiation damage.

Most biological samples can only tolerate an electron dose of 0.0625–0.625 e−/Å
2

before significant radiation damage occurs [129].

It is interesting to note that the achievable spatial resolution in TEM liquid sam-

ples, especially in biological and organic samples, is mainly limited by the electron

dose applied to the sample [59]. Thus, it is beneficial to investigate the dose-limited

spatial resolution given by the following formula [133]

δ = SNR(DQE )
−1
2 C−1(FD)

−1
2 . (7.14)

Where SNR must equal at least 3–5 to distinguish image features, according to the

Rose-criterion [170], C is the contrast, D is the electron dose per unit area of the

sample and F is the fraction of electrons reaching the detector. δ represents the

achievable dose-limited resolution measured at the sample. This equation states

that a feature of contrast C can only be detected if its size exceeds δ. In general,

the spatial resolution can be improved by increasing the electron dose and imaging

high contrast objects with a high DQE detector. Nevertheless, the electron dose

needed, at a given frame rate, to reach the desired spatial resolution depends on the

available brightness of the electron source. The brightness B is a key electron beam

parameter and it is the current density J per solid angle Ω of the electron source. It

is determined by the accelerating voltage V and the reduced brightness Br by the

following equation [64]

Br =
B

V

=
dJ

dΩV
.

(7.15)
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Where dJ is the infinitesimal current density element and dΩ is the corresponding

solid angle. For very small angles dΩ = 2π(1 − cosα) ' πα2 and α is related to the

wavelength and the transverse coherence length of the electrons Lc,t as follows [64]

Lc,t =
λ

2α
. (7.16)

Using De Broglie’s formula and the reduced Planck’s constant, ~ = h/2π, we obtain

the following non-relativistic wavelength

λ =
2π~√
2meV

. (7.17)

The current I is related to the current density J by the following formula

J =
I

πσ2
s

. (7.18)

With σs is the sample spot size and J depends on the brightness B . From now on

we use Lc,s instead of Lc,t to refer to the sample. Combining the equations 7.15- 7.18

gives the final formula of Br

Br =
2meJL2

c,s

π3~2
(7.19)

The reduced brightness Br is expressed in A.m−2.Sr−1.V−1 and it is clear from this

equation that J and Lc,s are limited by the brightness Br .
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We have so far demonstrated that the spatial resolution of the detector depends

on the electron dose applied to the sample, which is in turn related to the available

brightness of the electron source. Now, we move on to quantify the required current

to achieve a given electron dose. In order to perform the calculation of the current

and consequently the achievable spatial resolution, it is necessary to have realistic

values of the brightness of some electron sources. These are listed in Table 7.3 for

three different electron sources [63].

TABLE 7.3: Some features of three electron sources used in TEM [63].
Br is calculated here at an accelerating voltage V =200 kV.

Types of electron LaB6 Schottky Cold field

source thermionic emission emssion

Material LaB6 ZrO/W W

B(A.m−2.Sr−1) ' 1010 ' 1011 ' 1012

Br(A.m
−2.Sr−1.V−1) ' 5× 107 ' 5× 108 ' 5× 109

In the following we estimate the achievable spatial resolution of the EDET-80

versus the electron dose applied to the sample. As an example, let us investigate

the dose-limited spatial resolution when irradiating gold nanoparticles within a

thin liquid cell with an increasing electron dose. This can be one of the useful

experiments, which we can carry out to explore not only the spatial resolution of

the EDET-80 as a function of electron dose but also its capability to capture the

dynamics of these nanoparticles (e.g. Brownian motion). For objects consisting of

high-atomic number materials like gold nanoparticles, we can use high electron

dose (e.g. D=100 e−/Å
2
) [171] and even higher dose has been reported in liquid at



140 Chapter 7. Imaging Performance of the EDET-80 Detector

200 keV [171]. Furthermore, we assume a contrast C=0.10 [59], F=0.8 and SNR=3

fulfilling the Rose-criterion [170].

Taking into account the 80 kHz frame rate of EDET-80 detector, the brightness

delivered by LaB6, the values of σs and Lc,s , as shown in Table 7.4, we can estimate

the required current I and consequently the dose D using equation 7.18 and equa-

tion 7.19. Inserting the values of C , D , SNR, F and DQE of 0.40 at Nyquist spatial

frequency in the equation 7.14 gives the achievable spatial resolution δ. It should

be noted that the equation 7.14 does not consider the Nyquist sampling theorem.

Therefore, for optimal sampling satisfying the Nyquist criterion the achievable res-

olution becomes s = 2δ. For other sources, Schottky and cold FE, the magnification

M must be optimized to deliver the same electron dose per pixel per frame. The

obtained results are listed in Table 7.4.

TABLE 7.4: Calculated values of the dose-limited spatial resolution s
of the EDET-80 when operating in a 200 keV TEM equipped with dif-
ferent electron sources. Dd is the electron dose per pixel per frame
at the detector and D is the electron dose per Å

2
per frame at the

sample. Note that the highest brightness is delivered by the Cold FE
source. The brightness values of these three electron sources are taken
from [63].

Br σs Lc,s I D Dd M s

(A.m−2.Sr−1.V−1) (nm) (nm) (nA) (e−/Å
2
) (e−/pixel) ×104 (nm)

LaB6 : 5× 107 100 15 0.83 0.2 81 3 23.5

Schottky : 5× 108 100 15 8.3 2.0 81 9.5 7.4

Cold FE : 5× 109 100 15 83 20 81 30 2.3

It is clear from these calculations that the larger the brightness value, the higher

the dose per frame and thus the better the achievable spatial resolution. However,
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a higher electron dose may raise concerns about the charge handling capacity of the

detector and the radiation damage of beam-sensitive samples. Fortunately, electron

dose may be optimized depending on the intended experiment. For example, in the

cryogenic TEM an electron dose of 5 to 20 e−/Å
2

can be tolerarted by macromolec-

ular complexes [172] and can be increased to 50 and 200 e−/Å
2

for whole cells de-

pending on the desired spatial resolution [173]. As indicated previously, nanopar-

ticles like gold can withstand high electron dose (e.g. 100 e−/Å
2
). Hence, based on

the calculations summarized in Table 7.4 we can make a movie of 50 frames where

each frame is recorded with an electron dose of 2 e−/Å
2

and a spatial resolution of

7.4 nm.

In these calculations, the investigated sample (i.e. gold nanoparticles) can with-

stand even higher dose than this used here. In addition, the pixels of the EDET-80

detector can handle about 200 primary electrons of 200 keV per pixel per frame,

as we have already discussed in section 6.2. Interestingly, these results highlight

that the EDET-80 detector can achieve a spatial resolution at nanometer scale even

with a LaB6 thermionic source. We can further improve the resolution by optimiz-

ing some instrument parameters. For instance, using a cold FE source, Lc,s =5 nm,

σs =30 nm and M = 6 × 105 results in I = 68 nA, D =182 e−/Å
2
, Dd =182 e− per

pixel per frame. These values lead to an enhanced spatial resolution of s =0.78 nm.

As already mentioned, biological samples are very sensitive to relatively small

electron doses. For instance, it was found that for pristine biological material the

structural damage starts to happen at an electron dose of 1 e−/Å
2

[174]. As an

example, we consider a biological sample with C =0.05 [59] and we use Lc,s =5 nm

and σs =30. Hence, the resulting spatial resolutions at D =1 e−/Å
2

gets s =21 nm.

Based on these results, we make the following conclusions: The detective quan-

tum efficiency and the electron dose tolerated by the sample being imaged are the
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fundamental factors limiting the achievable spatial resolution of detectors. When

higher dose is tolerated by the sample, the charge handling capacity of the pixel

may limit the spatial resolution. Fortunately, the charge handling capacity of the

EDET-80 pixels is large enough to handle a high electron dose, as described in sec-

tion 6.2. Furthermore, the pixel area of the EDET-80 is sufficient to achieve nanome-

ter resolution and even sub-nanometer resolution can be attainable when imaging

samples that can withstand a high electron dose—material science and cryo-EM.

Thus, to reach the highest possible spatial resolution, an optimal electron dose must

be determined taking into account the experimental conditions.
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Chapter 8

Radiation Hardness and Shielding of

the EDET-80 Detector

Ionizing radiation damages the oxide (SiO2) layer covering the silicon sensor, which

has direct impact on the operating characteristics of the DEPFET. Thereby reducing

the charge collection efficiency and increase the noise in the detector. In addition,

radiation damage shortens the lifetime of detectors, especially in direct electron

detectors due to the large amount of charge created in the detector layers as a result

of inelastic scattering events. It can be classified into two main types, namely non-

ionizing radiation damage and ionizing radiation damage.

8.1 Non-ionizing Radiation Damage

Silicon bulk damage in semiconductor detectors is produced by the non-ionizing

energy loss (NIEL) interactions of electrons with the silicon atoms. If the energy

transferred to the lattice silicon atoms is sufficient to remove them from their origi-

nal lattice sites, displacement damage takes place. The minimum recoil energy and

electron kinetic energy required to produce this displacement are 25 eV [175, 176]

and 250-260 keV [177], respectively. If the recoil energy is much larger than the
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threshold recoil energy (i.e. 25 eV), an avalanche of displacements of silicon atoms

will occur, leading to clusters of defects. However, this requires a minimum kinetic

energy of about 8 MeV [176]. Therefore, only silicon bulk damage arising from sin-

gle displacements of silicon atoms in the EDET-80 detector can be expected as the

electron energy used in TEM experiments (i.e. 300 keV) is far below the minimum

energy required (i.e. 8 MeV) to produce clusters of defects. It is therefore advisable

to operate the detector with electron energies below the 250 keV threshold since the

displacement damage can be entirely prevented. The resulting defects in the lat-

tice of silicon bulk can alter the electrical properties of the DEPFET sensor due to

additional states created in the band gap of the silicon and change of doping char-

acteristics [178]. According to previous radiation hardness studies for DEPFETs in

Belle II, the bulk radiation damage is small compared to that of the silicon dioxide

layer of the DEPFETs [179].

8.2 Ionizing Radiation Damage

Incident electrons deposit their energy in the detector layers, ionizing the atoms and

thereby creating e-h pairs. This depends on the layer material, thickness and the en-

ergy of the interacting electrons. This process is essential in the DEPFET silicon bulk

as it leads to the detection of the incident particles, but the e-h pairs generated in

the silicon dioxide (SiO2) insulator layer covering the silicon sensor are responsible

for the radiation damage effects encountered in semiconductor detectors.

The EDET-80 detector has a silicon dioxide layer of 100 nm thickness covering

a 50 µm thick silicon sensor, as illustrated in Figure 8.1. Electrons and holes cre-

ated in the SiO2 layer have a mobility of µSiO2
e =20 cm2/Vs and µSiO2

h =10−6cm2/Vs,

respectively [180]. Hence, electrons are removed quickly from the SiO2 layer by

a positive voltage applied to the pixel gate during the charge collection whereas
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FIGURE 8.1: A schematic view of the entrance layers of the EDET-80
detector irradiated with 100 electrons of 300 keV from the front side.

holes move very slowly toward the SiO2−Si interface where they recombine with

electrons. In addition, a fraction of these holes can be trapped at the SiO2−Si in-

terface, thus leading to a charge build-up [178]. The trapped positive charge of the

holes in the oxide layer shifts the threshold voltage of the DEPFET towards more

negative values, which can degrade the charge collection efficiency and thus the

detector performance.

We calculated the radiation dose in the entrance layers shown in Figure 8.1 by

irradiating the EDET-80 detector with a uniform electron beam of 300 keV from the

front side to reduce the effects of radiation damage. The irradiation of the detector

with 300 keV electrons from the back side leads first to the energy deposition in the



146 Chapter 8. Radiation Hardness and Shielding of the EDET-80 Detector

50 µm thick silicon sensor. After that, these electrons reach the 100 nm thick SiO2

layer with a mean energy of about 270 keV, as discussed in section 5.3. Thus, more

charges inducing radiation damage can be produced in the SiO2 layer as low energy

electrons produces more charges than higher energy electrons (see Figure 5.4).

According to the simulation results shown in 8.2(a), one primary electron of 300

keV creates a radiation dose of 1.108 mrad per pixel per frame in the silicon dioxide

layer (SiO2) of the EDET-80 detector. In the simulation, all layers are pixelated into

512×512 pixels and the pixel size is 60×60 µm2. Consequently, 10 and 100 electrons

per pixel per frame create radiation doses up to 11.08 mrad and 110.8 mrad per

pixel per frame, respectively. Taking into account a radiation tolerance of 8 Mrad,

the EDET-80 can capture and 72.2 million frames irradiated with 100 electrons per

pixel per frame. In other words, the EDET-80 can make 7.22×105 movies of 100

frames.

Radiation damage depends on the energy of the electrons. Low energy electrons

deposit more energy in the detector than those with higher energy, thus causing

more radiation damage. For instance, the irradiation of the detector with 100 keV

electrons increases the radiation dose in the 100 nm thick SiO2 layer by a factor of 3.5

compared to 300 keV electrons, as shown in Figure 8.2(b). Therefore, it is advisable

to perform experiments with high energy electrons (e.g. 300 keV).
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(a)

(b)

FIGURE 8.2: Mean ionizing radiation dose per pixel in the different
layers of the EDET-80 detector irradiated with a flux of 0.1 electron per
pixel. (a) EDET-80 is irradiated with 300 keV electrons and (b) EDET-80
is irradiated with 100 keV electrons.
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8.3 EDET-80 Detector Shielding

The readout electronics (e.g. switchers and DCDs) of the EDET-80 detector are in-

tegrated close to the sensitive area (see Figure 8.3) and suffer radiation damage

when exposed to radiation. Therefore, an efficient shielding has to be designed and

optimized to protect the readout electronics of the detector against possible radi-

ation damage from the electron beam. Shielding from the primary electrons can

be achieved by placing a material of sufficient thickness in front of the detector

readout electronics (ASICs) to completely absorb the incident electrons. However,

electrons of several hundred keV interacting with a thick shielding layer produce

X-rays, which in turn can damage the ASICs. To investigate the significance of

the shielding material, several simulation studies were performed. The simulation

setup illustrated in Figure 8.3 shows our approach to investigate the shielding ca-

pability of some materials.

FIGURE 8.3: Illustration of the simulation setup used to investigate the
shielding of the readout electronics of the EDET-80 detector.

The setup consists of a 50 µm thick silicon sensor, another 350 µm thick silicon
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layer representing the ASICs covered by a shielding material being investigated.

In the first step, we shield the readout electronics using materials of low atomic

numbers (e.g. Aluminum), high atomic numbers (e.g. Titanium and Tantalum) and

a sandwich of low and high-atomic number materials. Then, the detector is exposed

to an electron beam of 300 keV to calculate the energy deposition in the ASICs and

the spectra of X-rays entering and exciting the ASICs.

Figure 8.4 shows that the optimized shielding would be a sandwich shielding

consisting of a 1 mm thick tantalum layer covered by a 0.5 mm aluminum layer. The

first aluminum layer acts as an electron absorber as the range of 300 keV electrons

in the aluminum is about 402 µm. The generation of X-rays depends on the atomic

number of the shielding material. Thus, it is efficient to stop, in the first step, the

energetic electrons in the aluminum layer, which has the advantage of generating

less X-rays than in high-atomic number materials. In the second step, a 1 mm thick

tantalum layer acts as an absorber of the X-rays generated in the aluminum layer

and emitted towards the ASICs. As a consequence, the irradiation of the shielded

area with 10 million electrons of 300 keV results in an energy deposition of 380 keV

in the ASICs, which is equivalent to the energy of 1.26 primary electrons of 300 keV.

An alternative to layered materials would be a 1 mm thick tantalum layer which

can perform both tasks, namely the absorption of electrons and X-rays. The range

of 300 keV electrons in tantalum is 97 µm and it can thus stops almost all the elec-

trons in the first 100 µm depth and the remaining 900 µm thickness acts as an X-ray

self-absorber. As a result, the energy deposition in the ASICs is 7886 keV, that is

equivalent to about 26 primary electrons of 300 keV.

The energy deposition in the silicon ASICs is due to the interaction of X-rays

passing through this layer. The spectra of the X-rays entering and leaving the ASICs

layer are shown in Figure 8.5. The obtained spectra demonstrate that most of the
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FIGURE 8.4: Spectra of the energy deposition in the readout electron-
ics. Sum is the total energy deposited by 10 million electrons hitting
the shielding layers.

X-rays generated in the shielding pass though the ASICs and only a small fraction

is absorbed. Basically, a thick shielding can perfectly shield the electronics, but at

the expense of the quality of the signal detected in the sensor since a significant

fraction of electrons can scatter from the edge of a thick shielding producing thus

an additional signal in the detector. This effect is shown in Figure 8.6 and it is

similar to the impact of backscattered electrons on the detector performance, which

we discussed in chapter 5 and chapter 6. We simulated the impact of the electrons

scattered from the shielding edge on the detector performance by irradiating the

whole edge area with a planar electron beam. The total edge area is 12 mm×1.85

mm is irradiated with 9.3425 million electrons, which corresponds to 0.42 electron

per µm2. The simulation setup shown in Figure 8.6(a) represents the worst case

scenario to investigate the shielding edge effect on the signal created in the sensor.
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FIGURE 8.5: Spectra of X-rays entering and leaving the ASICs using
different shielding configurations.

The mean profile presented in Figure 8.6(c) shows that the shielding adds a sig-

nificant amount of background (i.e. noise) to the total signal detected in the sensor.

The maximum background is detected by the pixels closest to the shielding edge

and it is ∼34% of the total signal. The investigated shielding design is not optimal

due to the background created in the sensor. Furthermore, a possible mechanical

damage can be expected as the shielding layer is positioned directly on the top of

the layer containing the ASICs. Therefore, a further optimization of the shielding is

necessary.

The possible mechanical damage can be avoided by introducing a 1 mm gap

between the shielding and the ASICs. To minimize the background, the edge of

the shielding is now inclined which has the advantage of reducing the amount of

electrons scattered towards the sensor. To investigate the energy deposition as a

function of depth in the ASIC layer, the 350 µm thick ASIC layer has been sliced
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(a)

(b) (c)

FIGURE 8.6: Simulation of the electrons scattered from the shielding
edge towards the sensor. (a) Simulation setup to investigate the effect
of electrons scattered from the shielding edge on the signal created in
the silicon sensor. The sensitive layer is pixelated into 200 by 200 pix-
els of 60 µm size and only 1000 events are shown. (b) Distribution of
the signal (i.e. e-h pairs) created in the sensor by electrons scattered
from the shielding edge and (c) mean profile along the edge direction
obtained from (b) and normalized to the signal created by a primary
electron of 300 keV hitting directly the sensor.
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into three sub-layers, namely a 110 µm thick top layer, a 120 µm thick middle layer

and 120 µm thick bottom layer. Now, a 1 mm thick tantalum shielding with an

inclined edge is used and the whole simulation setup is irradiated with a uniform

cone-shaped electron beam of 300 keV, as shown in Figure 8.7.

The dark strip shown in Figure 8.7(b) is due to the shift of the tantalum layer

by 0.5 mm towards the sensor and thus some pixels are also shielded (∼8 pixels).

This shift is needed to shield the edge of the silicon layer containing the ASICs. The

mean profile along the edge direction depicted in Figure 8.7(c) demonstrates that

this shielding design minimizes the fraction of electrons scattered from the shield-

ing edge. However, further investigation is still required—the distribution of the

energy deposition as a function of depth in the ASIC layer. This can give useful in-

formation about the optimal location for the integration of the readout electronics.

From the simulation setup illustrated in Figure 8.7 we obtain the distribution of the

energy deposition in each sub-layer of the ASIC, as shown in Figure 8.8. As can be

seen from these results, 75.6% of the total energy deposited in the ASIC is absorbed

in the top layer, 19.3% in the middle layer and 5.1% in the bottom layer.
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(a)

(b) (c)

FIGURE 8.7: Illustration of the optimized design to shield the readout
electronics of the EDTE-80 detector. (a) Simulation setup used to in-
vestigate the effect of electrons scattered from the inclined edge of the
shielding layer on the total signal created in the silicon sensor. The di-
mensions are not to scale. (b) Distribution of the total signal (e-h pairs)
created in the sensor by electrons scattered from the shielding edge and
electrons hitting directly the sensor. (c) Mean profile obtained from (b)
and normalized to the signal created by primary electrons of 300 keV
hitting directly the sensor.
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(a) (b)

(c) (d)

FIGURE 8.8: Distribution of the energy deposition in keV in each
sub-layer of the ASIC layer. The sub-layers are pixelated into 100
by 100 pixels and the pixel size is 120×120 µm2. (a) Distribution of
the energy deposition in all layers. The total energy deposition is
∆Etot=4323.461 MeV. (b) Distribution of the energy deposition in the
110 µm thick top sub-layer. The energy deposition is ∆Etot=3267.786
MeV. That means that 75.6% of the total energy is deposited in the top
layer. (c) Distribution of the energy deposition in the 120 µm thick
middle sub-layer. The energy deposition is ∆Etot=833.536 MeV, which
corresponds to 19.3% of the total energy deposition. (d) Distribution
of the energy deposition in the 120 µm thick bottom sub-layer. The
energy deposition is ∆Etot=222.140 MeV, which corresponds to 5.1%
of the total energy deposition.
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According to these simulation studies, the shielding of the electronics integrated

in the EDET-80 detector system can be achieved utilizing a sandwich structure with

inclined edge consisting of low-atomic number materials such as aluminum to stop

the electron beam and dense materials like tantalum to absorb the X-rays gener-

ated in the aluminum. Another feasible shielding strategy would be a 1 mm thick

tantalum layer with inclined edge, which acts as electron and X-ray absorber.

Figure 8.9 shows a top view of the EDET-80 detector with shielding constructed

based on the simulation investigations.

FIGURE 8.9: EDET-80 detector shielded with 1 mm thick tantalum
layer.
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Chapter 9

Measurements with First EDET-80

Prototype

As a consequence of the combined work by HLL, KIT and MPSD we have devel-

oped a prototype of the EDET-80 detector consisting of 128 by 64 pixels and we

carried out the first measurements with this prototype using a photon source. The

central function of this prototype is to verify the detector performance and find

solutions for possible challenges.

To investigate the performance of the EDET-80 detector, we performed measure-

ments at the HLL in Munich with an EDET-80 prototype. We irradiated this detector

prototype with Cadmium 109 (Cd-109) radioactive source, which emits X-ray pho-

tons of an energy ranging from about 2.6 keV to 25.5 keV with different intensities

and gamma radiation of 88.04 keV [181]. Most of the emitted X-rays have an energy

between 21.99 keV and 24.94 keV (21.99 keV (29.5%), 22.163 keV (55.7%), 24.912 keV

(4.76%) and 24.943 keV (9.2%)) as shown in Table 9.1 and the mean energy of X-rays

emitted from Cd-109 source is about 22.7 keV. Thus, the mean number of e-h pairs

generated in the EDET-80 detector can be calculated using equation 5.1. As a result,

an absorbed photon of mean energy ∆E=22.7 keV produces Neh=6270 e-h pairs.
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TABLE 9.1: Radiation emitted during the radioactive decay of Cd-
109 [181].

Gammas from 109
48 Cd (Half life: T1/2=462.6 days)

Eg(keV) Ig(%) Decay Mode

88.04 3.61 electron capture (EC)

X-rays from 109
48 Cd

E(keV) I(%) Assignement

2.634-3.750 9.2 X-rays L

21.99-22.163 85.2 X-rays Kα

24.912-25.511 16.814 X-rays Kβ

Taking into account the gain of the DEPFET in the linear region (i.e. gain of the

low dynamic range region) calculated in section 6.2, gq= 210.64 pA/electron, and

the DCD gain setting k of the EDET-80, the charge Neh created by a photon of ∆E

produces a DEPFET current Id given by

Id = Neh × gq × k. (9.1)

For gain setting k = 1, one photon produces on average Id=6270 e−× 210.64 pA/electron

× 1=1.32 µA and for gain setting k = 2 it produces Id=6270 e− × 210.64 pA/electron

× 2=2.64 µA. Our 8-bit DCD can only digitize a maximum current of 32 µA. There-

fore, the digitization of Id=2.64 µA results in a mean ADU of 21.12 (ADU =21.12).

The experimental setup which we used to perform the measurements is illus-

trated in Figure 9.1. It shows that the EDET-80 detector prototype is irradiated from



Chapter 9. Measurements with First EDET-80 Prototype 159

the back side with radiation emitted from the Cd-109 radioactive source. This ra-

diation is collimated using a tungsten collimator. We recorded 300 million frames;

each was acquired in t=128 ns × (128/4)=4.096 µs and thus most of the captured

frames are either empty or show a single hit due to the fast frame rate of the EDET-

80 prototype and the low flux of the Cd-109 source. By processing these 300 million

frames, we obtained the image and the energy spectrum of X-rays emitted from the

Cd-109 radioactive source. To analyze the measured results, we performed addi-

tional simulations of the setup for comparison.

FIGURE 9.1: Illustration of the setup used to perform measurements
and simulation with the EDET-80 prototype. The inset shows sim-
ulation of 1000 photons of 22.7 keV hitting the EDET-80 prototype.
The green and red trajectories represent photons and electrons, respec-
tively.
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We simulated the same experimental setup as illustrated in Figure 9.1 to com-

pare the measured and the simulated results obtained with the EDET-80 detec-

tor prototype. We recorded 30,000 simulated frames with the EDET-80 detector

and Figure 9.2 shows examples of some simulated frames. The simulated and mea-

sured images of the Cd-109 radioactive source in terms of counts are presented

in Figure 9.3.

The measured Cd-109 image shows that there are some pixels in the EDET-80

detector prototype, which do not detect any radiation, as can be seen in Figure 9.3.

This surprising finding may raise questions about the hardware capabilities but it

is confirmed that it is a software-related issue. The measured and simulated en-

ergy spectra of photons emitted from the Cd-109 radioactive source are illustrated

in Figure 9.4. In this figure, each spectrum is normalized to its area and both results

show a peak at 22 keV, but the 24 keV peak appearing in the simulated spectrum is

not resolved in the measurement. The measured spectrum was recorded taking into

account the gain calibration of each pixel, but it is still broader than that obtained

from the simulation. This may be attributed to the contributions of additional noise

such as leakage current and uncomplete clearing of the matrix, or the gain calibra-

tion of pixels is not accurate. These possible noise sources are not included in the

simulation. Therefore, increasing the noise in the simulation by just 1 ADU results

in the energy spectrum shown in Figure 9.5, which is in a very good agreement with

the measured energy spectrum.
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(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

FIGURE 9.2: Example of simulated frames. The hits are in ADU.
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(a) (b)

FIGURE 9.3: (a) Simulation: Distribution of hits in the EDET-80 pro-
duced by photons emitted from the Cd-109 radioactive source. The
simulated image is obtained from 30,000 frames, (b) Measurement:
Distribution of hits in the EDET-80 produced by photons emitted from
Cd-109 radioactive source. The measured image is obtained by sum-
ming up 3 × 108 frames.

FIGURE 9.4: Simulated and measured energy spectrum of photons
emitted from the Cd-109 radioactive source. Each spectrum is normal-
ized to its area.
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FIGURE 9.5: Simulated and measured energy spectrum of photons
emitted from Cd-109 radioactive source. The noise in the simulation
is increased by 1 ADU.

In the next section we will simulate and discuss the liquid cells employed in

transmission electron microscopy to maintain the samples in their native hydrated

environment using GEANT4 simulation toolkit.
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Chapter 10

Liquid Cell Transmission Electron

Microscopy

Water is one of the most important compounds indispensable to the existence of all

living beings as it is the environment where the life takes place. Biological systems

(e.g. living cells) consist of up to 80% water. The observation of the fast dynamic

processes, such as dynamics of large proteins occurring in a hydrated environment

requires not only fast direct electron detectors but also nanofluidic devices to main-

tain samples being investigated in near-native conditions. In recent years there has

been growing interest in liquid cell electron microscopy, which has been applied in

research fields such as chemistry, material science, biology, and physics. In addition,

the rapid progress in their design and fabrication has enabled nanoscale resolution

to be achieved [182, 183, 184, 185, 186], thus providing a promising pathway to ex-

plore dynamic events with impressive detail [187, 188, 189, 190, 191].

However, the most important limitation to liquid cell TEM resolution results

from the fact that most liquid cells are still thick, up to several hundreds of nanome-

ters of liquid. In addition, the encapsulating membranes typically consist of 50 nm

thick silicon nitride Si2N3 [60, 61]. Thicker layers broaden the electron beam due to
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the inelastic and elastic scattering events that degrade the SNR for biological speci-

mens consisting of low-atomic number materials. Furthermore, inelastic scattering

events lead to the energy spread of electrons exciting the sample, giving thus rise

to the chromatic aberration of the objective lens. Studies have demonstrated that

these issues are serious impediments to the attainable spatial resolution in liquid

samples [58, 59], and hence thin liquid cells are of great interest. It is advantageous

to have a liquid cell whose water layer and window thicknesses are less than the

mean free path of electrons in these media. Such a thin sample makes it possible to

perform phase-contrast imaging experiments [82], which require a partially coher-

ent electron beam.

10.1 Top-Bottom Effect in Thick Liquid Cell TEM

It is essential to understand the factors restricting the liquid cell TEM spatial resolu-

tion such as the thickness of the water layer, the vertical position of objects inside the

liquid cell and the thickness of silicon nitride membranes. Optimizing these param-

eters enables capturing liquid cell TEM images with better spatial resolution, which

can enrich our understanding of the phenomena being investigated. Furthermore,

new research areas can be explored such as the direct observation of biological pro-

cesses in their native environments [192]. Figure 10.1 shows a liquid cell TEM to

perform TEM imaging experiments in a hydrated state.

Here, we carried out Monte Carlo simulations to investigate the effect of using

different materials and the thickness of the liquid cell on the TEM image quality.

The same simulation toolkit described in chapter 5 was used. It should be noted

that the simulation results presented here are obtained from the scattering contrast

of the object being imaged and no phase effects are considered. One of the main

physical processes degrading the image quality in thick liquid cells is the scattering
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FIGURE 10.1: Liquid cell TEM and its cross-sectional view. Yellow
color represents the silicon nitride windows and the orange color rep-
resents the liquid layer thickness [1].

of electrons [193, 171]. This effect sets a limit on the attainable image resolution

especially for features positioned closer to the top window (i.e. at the electron-

beam entrance side) in thick water cells. Consequently, the highest resolution can be

achieved when the objects being imaged are positioned at the bottom window (i.e.

at the electron-beam exit side) of the liquid cell and the resolution degrades as the

object positions get closer to the top window [59]. This effect is called top-bottom

effect which has been observed previously in TEM [62] as well as in STEM [194, 195,

196, 62, 197, 198].

We investigated the top-bottom effect in a liquid cell TEM composed of two sil-

icon nitride membranes encapsulating a water layer and isolating it from the vac-

uum in a TEM. The thickness of the water layer and the silicon nitride membranes

are 800 nm and 20 nm, respectively. An illustration of the simulation setup used

to investigate the TEM images of gold nanoparticles within the liquid cell is shown

in Figure 10.2.
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FIGURE 10.2: Illustration of the simulation setup used to investigate
the images of nanoscale objects (e.g. AuNP) within a liquid water layer
encapsulated between two silicon nitride windows. The gold nanopar-
ticle is a perfect sphere, positioned at the bottom to obtain the highest
spatial resolution and has a diameter of 20 nm. The thickness of water
layer and silicon nitride windows are tH2O=800 nm and tSi2N3=20 nm,
respectively. Dimensions not to scale.

We positioned a spherical gold nanoparticle (AuNP) of 20 nm diameter at the top

and then at the bottom of the cell, as shown in Figure 10.3. To capture the images of

the AuNP within the liquid cell, we irradiated the liquid cell with an electron beam

of 200 keV whose flux is 3 electrons per Å
2
, which is still below the electron dose

inducing radiation damage in beam-sensitive specimens [199, 200, 6]. Both elastic

and inelastic scattering events were considered in the simulation. As a result, we

obtained the energy E, positions (x, y, z) and the directions (ux, uy, uz) of electrons

exciting the liquid cell. We filtered electrons exiting the liquid cell depending on
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their scattering angles by introducing an objective aperture and thus electrons with

angles larger than 20 mrad were excluded. Here, the scattering contrast is simu-

lated, the effects of chromatic and spherical aberration are neglected, which means

that we operate an aberration corrected TEM providing the highest spatial resolu-

tion.

(a) (b)

(c) (d)

FIGURE 10.3: Illustration of a 20 nm-diameter AuNP at the top and
bottom of a liquid cell consisting of 800 nm water layer and 20 nm
Si2N3 windows. (a) AuNP is at the top and (b) the corresponding con-
trast image and mean radial profile. (c) AuNP is at the bottom and (d)
the corresponding contrast image and mean radial profile. Dimensions
not to scale in (a) and (c).
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In the next step, we shifted the AuNP, located at the top, stepwise vertically

down by a step size of 8 nm to explore the effect of the depth of AuNP within

the liquid cell on the spatial resolution. As a result, 97 vertical positions of AuNP

were simulated leading thus to “movie” of AuNP moving vertically from the top

to the bottom of the liquid cell TEM. Figure 10.4 shows exemplary images and the

corresponding radial profiles of AuNP positioned at different depths within the

liquid cell.

Spatial resolution is defined here as the width of the signal distribution when it

rises from 25% to 75% of the maximal signal (x25%−x75%) [82], as highlighted in Fig-

ure 10.5. A Gaussian distribution is fitted to the simulation data to find the peak,

then x25% and x75% are determined from the interpolated simulation data. Our sim-

ulation results confirm the so-called top-bottom effect in liquid cell TEM and show

that we obtained a better spatial resolution of the gold nanoparticle situated on the

bottom (i.e. 2.04 nm) compared to that of the gold nanoparticle positioned at the

top (i.e. 5.63 nm).
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(a) (b)

(c) (d)

(e) (f)

FIGURE 10.4: Top-bottom effect in the liquid cell TEM. Contrast im-
ages and normalized radial profiles of a 20 nm-diameter AuNP placed
at different positions inside a liquid cell with regard to the electron
beam entrance window. The liquid cell consists of 800 nm water layer
and two 20 nm thick Si2N3 windows. (a) AuNP is placed at the top, (b)
AuNP is placed at 152 nm, (c) AuNP is placed at 304 nm, (d) AuNP is
placed at 456 nm, (e) AuNP is placed at 608 nm and (f) AuNP is placed
at the bottom.
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FIGURE 10.5: Calculation of the spatial resolution in a liquid cell TEM.
The width of the shaded bar (i.e. w = x25% - x75%) gives the achieved
spatial resolution.

We compared the spatial resolution, which we obtained from simulation when

the AuNP is placed at the top within the liquid cell with the theoretical spatial

resolution given by [82]

x0 = 1.05× 105

√
ρ

A

Z

E

1 + E
E0

1 + E
2E0

t1.5. (10.1)

Where

A: Atomic weight (for water A=18.01528 g.mol−1, for Si2N3 A=20 g.mol−1).

Z: Mean atomic number (for water Z=4.7 [171], for Si2N3 Z=10.6 [201]).

ρ: Density of liquid cell (for water ρ=1.0 g.cm−3, for Si2N3 ρ=3.44 g.cm−3).

E: Energy of incident electrons in eV.

E0: Rest energy of electrons (E0=511 keV).
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t: Thickness of liquid cell in cm.

This equation takes into account relativistic effect, assumes a Gaussian broaden-

ing profile of the electron beam and considers only the elastic scattering events. It

should be noted that it shows strong dependence of the spatial resolution on the liq-

uid cell thickness. The theoretical spatial resolutions obtained from equation 10.1

for liquid cell investigated here (i.e. 800 nm water + 20 nm Si2N3 windows) is given

by

x20 = x20(H2O) + x20(Si3N4). (10.2)

Using equation 10.1 and equation 10.2 we can theoretically calculate the achiev-

able spatial resolution for different liquid cells and 200 keV electrons. The calculated

and simulated spatial resolution for the AuNP placed at the top of the liquid cell

consisting of an 800 nm thick water layer and 20 nm thick Si2N3 windows are 4.84

nm and 5.63 nm, respectively. This slight discrepancy between simulation and the-

ory could be attributed to the inelastic scattering events, which are not considered in

the equation 10.1. In general, shifting the AuNP from the top to the bottom within

a liquid cell results in an enhanced spatial resolution as can be seen in Figure 10.6

highlighting the variation of the spatial resolution as a function of the AuNP depth

within the liquid cell. Interestingly, the spatial resolution at the top of the liquid cell

is ∼5.63 nm and decreases to ∼2.04 nm when the AuNP is located at the bottom of

the liquid cell. In other words, the spatial resolution improves by a factor of 2.76.

In the following, we will investigate the impact of the thickness and window

materials of the liquid cell on the spatial resolution.
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FIGURE 10.6: Spatial resolution as a function of vertical position of a
20 nm diameter AuNP within the liquid cell with respect to the top.
The liquid cell consists of an 800 nm thick water layer and two 20 nm
thick silicon nitride windows.

10.2 Graphene Liquid Cell for TEM

Window materials and the thickness of the liquid cell are very important param-

eters of liquid cell TEM experiments as thicker cells can not preserve reasonable

image resolution. Commercially available liquid cells are still several hundreds

of nanometers thick and consist of several tens of nanometers thick Si2N3 mem-

brane [60, 61], which may restrict their capabilities to achieve atomic-scale resolu-

tion and perform spectroscopic experiments. However, an additional gain in the

spatial resolution of liquid cell TEM experiments can be obtained by replacing the

silicon nitride windows used in the conventional liquid cells by windows composed

of low-atomic number materials such as graphene [202, 203, 204, 205]. Due to the

exceptional impermeability and mechanical properties of graphene [206], graphene

windows can be made thinner than silicon nitride windows. Thinner graphene
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windows have the advantage of being more transparent to the electron beam, thus

delivering significantly better spatial resolution than the conventional liquid cells

made of thick silicon nitride windows. Therefore, graphene liquid cells offer ex-

citing opportunities to explore a wide range of samples in biology, chemistry, and

physics. For example, graphene liquid cells offer brilliant promises to study real

time dynamics of biological systems (e.g. DNA dynamics) [207], dynamic behavior

of nanoscale liquids [208] and nanocrystal growth [209] with excellent resolution.

Graphene liquid cells are also suitable for exploring beam sensitive samples and

allow for atomic-resolution imaging experiments [210]. Despite these advantages

of graphene liquid cells, graphene is fragile and it is very difficult to manufacture

liquid cells with graphene windows.

Here we simulated liquid cells with carbon windows instead of graphene, which

is available in terms of number of layers. We repeated the same simulations we car-

ried out for a liquid cell with silicon nitride windows replacing the 20 nm thick

Si2N3 windows by carbon windows. In the first step, a 10 nm thick carbon window

was chosen to study the impact of window material on the achievable spatial res-

olution in a relatively thick liquid cell (e.g. 800 nm thick water layer). The spatial

resolution as a function of depth of the AuNP within the investigated liquid cell are

calculated from the results shown in Figure 10.7. The obtained spatial resolutions

are summarized in Table 10.1 and compared with the theoretical spatial resolution

calculated from equation 10.1.

Replacing the 20 nm thick Si2N3 windows with 10 nm thick carbon windows

in a liquid cell of 800 nm thick water layer improves only the spatial resolution

if the gold nanoparticle is positioned closer to the top or bottom of the cell. In

these positions, the material of the liquid cell windows matters. For other positions

inside the cell, especially near the middle, there are almost no improvements in the
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(a) (b)

(c) (d)

FIGURE 10.7: Top-bottom effect in liquid cell TEM. Contrast images
and normalized radial profiles of a 20 nm diameter AuNP placed at
different positions inside a liquid cell with regard to the electron beam
entrance window. The liquid cell consists of 800 nm water layer and 10
nm carbon windows. (a) AuNP is placed at the top, (b) AuNP is placed
at 314 nm, (c) AuNP is placed at 466 nm and (d) AuNP is placed at the
bottom.

TABLE 10.1: Achievable spatial resolution (in nm) in an 800 nm thick
liquid cell with Si2N3 and carbon windows.

hhhhhhhhhhhhhhhhhhLC TEM
AuNP position Toptheory Topsim 314 nm 466 nm Bottom

LC with 20 nm Si2N3 4.84 5.63 5.01 4.03 2.13
LC with 10 nm carbon 4.84 5.10 4.98 3.80 1.64
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spatial resolution, and thus the window material is not a limiting factor for spatial

resolution. This is due to the fact that the 800 nm thickness of the water layer is

thick enough to be the dominant factor degrading the spatial resolution in liquid

cell. Further improvements in the spatial resolution can be realized by reducing

the liquid layer thickness from 800 nm to 400 nm, as can be seen in Figure 10.8

and Table 10.2. As a result, the resolution improves by a factor of 2.94 and 1.15 at

the top and bottom, respectively. Importantly, the highest gain in spatial resolution

goes to the AuNP located at the top.

(a) (b)

FIGURE 10.8: Contrast images and normalized radial profiles of a 20
nm-diameter AuNP placed at the top and bottom of a liquid cell. The
liquid cell consists of 400 nm water layer and 10 nm carbon windows.
(a) AuNP is placed at the top and (b) AuNP is placed at the bottom of
the liquid cell.

TABLE 10.2: Achievable spatial resolution (in nm) in a thin liquid cell
with 10 nm carbon windows.

XXXXXXXXXXXXXXXXXXXX
LC TEM

AuNP position
Toptheory Topsim Bottom

400 nm water layer + 10 nm carbon 1.71 1.73 1.43
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For graphene liquid cells, the graphene windows and the liquid layer are very

thin—thinner than those previously discussed. Thus, in the further investigation

we thinned down the liquid layer and carbon window to 200 nm and 2 nm, respec-

tively. The obtained results are shown in Figure 10.9 and Table 10.3. From these

results, it is clear that thin liquid cell with carbon windows deliver better results

than a thick liquid cell. Interestingly, the top-bottom effect does not exist in such a

thin liquid cell and the same spatial resolution (about 1 nm) is achieved regardless

of the vertical position of the AuNP within the liquid cell. This can be explained by

the fact that the liquid cell thickness is comparable to the total mean free path of 200

keV electrons in water, which is about 200 nm [211]. This in an interesting finding

revealing the boundary of the top-bottom effect in liquid cell TEM.

(a) (b)

FIGURE 10.9: Contrast images and normalized radial profiles of a 20
nm-diameter AuNP placed at the top and bottom of a liquid cell. The
liquid cell consists of 200 nm water layer and 2 nm carbon windows.
(a) AuNP is placed at the top and (b) AuNP is placed at the bottomof
the liquid cell.
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TABLE 10.3: Achievable spatial resolution (in nm) in a thin liquid cell
with 2 nm carbon windows.

XXXXXXXXXXXXXXXXXXXX
LC TEM

AuNP position
Toptheory Topsim Bottom

200 nm water layer + 2 nm carbon 0.60 1.0 1.0
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Chapter 11

Conclusions and Outlook

A new detector technology can play a key role in addressing the challenges related

to the direct observation of fast dynamics occurring in biological systems by means

of transmission electron microscopy. Therefore, the EDET-80 has been developed

with the aim to pave the way for accessing the “hitherto” inaccessible “terra incog-

nita”. EDET-80 is a megapixel direct electron detector operating with a maximum

frame rate of ∼80 kHz. Such a frame rate enables the EDET-80 to capture movies

of fast biological or other processes resolvable by an 80 kHz frame rate or 12.5 µs

frame time using transmission electron microscope. To develop this detector, we

utilized an innovative DEPFET technology capable of compressing signal at the

sensor level—DEPFET with non-linear response. After its successful use in high

energy physics and astrophysics detectors, the DEPFET technology is about to be

introduced for the first time in the EDET-80 detector devoted to fast TEM imaging

applications. This novel technology enables the user of the EDET-80 to perform

low-electron dose imaging experiments ensuring single electron resolution. In ad-

dition, its enhanced charge handling capacity (i.e. large dynamic range) allows for

capturing high contrast images with less readout noise and, most importantly, in

four dimensions—real-space and -time TEM imaging applications.

The most important feature of the EDET-80 is its capability to read out the full
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frame in approximately 12.5 µs (exactly 12.8 µs), which is a major achievement.

This unprecedented speed enables the EDET-80 to capture a wide range of dynam-

ical phenomena and is sufficient to record even protein folding dynamics, thereby

opening up new imaging possibilities relevant for investigating biological systems

in their natural environments with nanometer-scale spatial resolution.

Simulation studies were very beneficial during the development process of the

EDET-80 as they improved its imaging capabilities, facilitated and reduced the fab-

rication cycles. In this work, Monte Carlo simulation studies led to an optimized

detector model realizing significant improvements in all aspects of the imaging per-

formance. We achieved an advanced detector design minimizing the background

signal created in the sensor by electron scattering events (e.g. backscattered elec-

trons). This background signal is a serious issue in direct electron detectors as it

degrades the spatial resolution, the detection efficiency of the detector and causes

additional radiation damage in the detector. Moreover, the simulation results pre-

sented here provide useful information for detector developers and can be readily

adapted to advance the performance of other direct electron detectors.

One concern arises when imaging biological samples—radiation damage. This

is of particular interest in TEM experiments as it is a fundamental limitation to the

spatial resolution of beam-sensitive specimens such as biological systems and soft

matter. EDET-80 directly detects electrons with excellent detection efficiency and

fast frame rate, which may outrun the onset of the radiation damage effects. The

simulation results demonstrate that the EDET-80 detector offers significant SNR,

good MTF and high DQE at all spatial frequency. These quantities reveal the en-

hanced imaging performance of this detector. The calculation of DQE proved that

the EDET-80 detector can carry out both low and high-dose imaging experiments

with a significant SNR using an appropriate DCD gain setting. For example, at
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DCD gain settings of k=2, k=1 and k=0.667, the mean DQE of EDET-80 operating in

integrating mode reaches about 71% at low electron dose (i.e. 0.001−0.3 electron per

pixel per frame at 300 keV). This excellent DQE of EDET-80 operating in integrating

mode is very useful not only for efficiently using the low electron dose to capture

high quality images of biological specimens in their native hydrated environment

utilizing nanofluidic devices, but also for making it possible to capture the images

of beam-sensitive specimens with reduced radiation hardness. The comparison of

the DQE of the EDET-80, as a function of fraction of Nyquist spatial frequency, to the

DQE of current state-of-the-art detectors used in transmission electron microscopy

reveals that we are on the way to achieve a competitive direct electron detector, but

at much higher temporal resolution. EDET-80 is based on the DEPFET technology

and susceptible to radiation damage. This issue becomes even more serious if the

EDET-80 is exposed to an inhomogeneous radiation, which is fortunately not the

case in the TEM imaging experiments. Experimental and simulation investigations

regrading this issue are still on-going. Primary electrons may also damage the read-

out electronics of the detector. Therefore, an efficient shielding was designed and

optimized to protect the readout electronics of the detector against possible radia-

tion damage from the electron beam.

So far, we have produced the first prototype of the EDET-80 consisting of 128

by 64 pixels. The central function of this prototype is to test the detector perfor-

mance and find solutions for possible challenges. The initial experimental results

delivered by the EDET-80 prototype prove the capability of this detector to cap-

ture frames with ∼80 kHz. One concern about this prototype is the DEPFET Movie

Chip (DMC), which is a fully customized ASIC chip needed to store temporary the

recorded frames. This chip is still under review after a production run, which was

not successful.
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The investigation of biological samples exhibiting dynamic behaviors requires

not only fast detectors, but also an appropriate liquid cell TEM to maintain samples

being investigated in their native hydrated environment. We simulated different

liquid cells exposed to the electron beam of 200 keV. The obtained results demon-

strate the top-bottom effect observed in liquid cell TEM and reveal the boundary of

this effect. The highest spatial resolution was attained when the object being imaged

is located at the bottom of liquid cell or the thickness of liquid cell is comparable to

the mean free path of 200 keV electrons.

It is worth mentioning that the EDET-80 may deliver much better results when

operating in a counting mode as this mode can potentially increase the DQE close

to 100%. This can be achieved by minimizing the noise contribution to the total

detected signal, thus pushing the information per scattering event to its theoretical

limit. The potential of the counting mode has not been investigated in this work as

it is not useful for fast dynamics.

Further work foreseen also includes the full assembly of the four EDET-80 quad-

rants and the integration of a novel laser annealing technique in the detector system.

This technique is a part of the EDET-80 project and has been developed at MPSD to

mitigate the possible radiation damage of the EDET-80 detector and consequently

increase the sensor lifetime by an order of magnitude. After adapting the EDET-

80 detector to the TEM environment, we would like to carry out one of the great

experiments in science—the direct observation of dynamic processes occurring in

biological systems in real-space and -time.
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