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Abstract

The study of ultrafast electron dynamics has drawn much attention in the
past few years with the advent of advanced experimental techniques to ac-
cess physical observables at the femtoseconds timescale. Many applications
in physics, chemistry and biology are based on electron dynamics and un-
derstanding and controlling the flow of electrons would not only answer
fundamental questions about physical processes, but further technologi-
cal advances. While, in principle, solving the nonrelativistic Schrödinger
equation would completely determine any physical phenomenon, an arbi-
trarily accurate resolution is essentially impossible for any case other than
Hydrogen-like systems. For this reason, great effort has been put in the
resolution of the many-electron problem, but many questions still go unan-
swered due to the highly complex nature of electronic correlations and the
lack of computationally efficient methods.

In this thesis, a study of the role of electron correlations is carried
out, with focus on the description of ultrafast electron dynamics in finite
systems. To this extent, a first-principle non-equilibrium Green’s function
(NEGF) approach based on the Generalized Kadanoff-Baym Ansatz (GKBA)
for the study of ultrafast electron dynamics is put forward. The method is
built upon approximations aimed at increasing the efficiency of the oth-
erwise computationally cumbersome NEGF equations, while correctly de-
scribing physical phenomena. By trimming down on the complexity of the
calculation of the correlation self-energy one can analyze the ultrafast dy-
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namics of systems with up to tens of electrons, otherwise inaccessible with
standard methods, which lack the required efficiency or accuracy. To com-
plement this study, an analysis of correlation has been carried out in the
context of Time-Dependent Density-Functional Theory. A construction for
the exchange correlation potential, encoding electronic correlations and
memory effects, is developed, to study transport in nanoscale devices.

In conclusion, this thesis aims to deepen our understanding of non-
equilibrium electron dynamics by providing the methodology to study
never-before simulated phenomena and gain insight into the role of cor-
relations in electron-electron interaction.



Zusammenfassung

Die Untersuchung ultraschneller Elektronendynamik hat in den letzten Jah-
ren viel Aufmerksamkeit erregt, insbesondere durch die Entwicklung fort-
schrittlicher experimenteller Techniken, welche physikalische Beobachtun-
gen im Zeitraum von Femtosekunden ermöglichen. Viele Anwendungen
in Physik, Chemie und Biologie basieren auf der Dynamik der Elektronen,
und das Verständnis und die Kontrolle des Elektronenflusses würde nicht
nur grundlegende Fragen zu physikalischen Prozessen beantworten, son-
dern auch technologischen Fortschritt ermöglichen. Während die Lösung
der nicht-relativistischen Schrödingergleichung prinzipiell jedes physikalis-
che Phänomen vollständig bestimmt, ist eine beliebig genaue Lösung in der
Praxis, für alles außer wasserstoffähnliche Systeme, unmöglich. Deshalb
sind große Anstrengungen unternommen worden, um das Vielteilchen-
problem wechselwirkender Elektronen zu lösen, aber viele Fragen bleiben
aufgrund der hohen Komplexität elektronischer Korrelationen und des Feh-
lens effizienter numerischer Methoden unbeantwortet.

Im Rahmen dieser Arbeit wird eine Studie über die Rolle der Korrelatio-
nen von Elektronen durchgeführt, mit Schwerpunkt auf der Beschreibung
ultraschneller Elektronendynamik in endlichen Systemen. Im Speziellen
wird eine first-principle, non-equilibrium Green’s Function (NEGF) Meth-
ode, basierend auf der Grundlage des Generalized Kadanoff-Baym Ansatzes
(GKBA), zur Untersuchung ultraschneller Elektronendynamik vorgeschla-
gen. Das Verfahren basiert auf Näherungen, welche darauf abzielen die nu-
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merische Effizienz der Lösung der rechenintensiven NEGF-Gleichungen zu
erhöhen, und gleichzeitig physikalische Phänomene korrekt zu beschreiben.
Durch Reduzierung der Komplexität der Berechnung der Korrelations-
Selbstenergie kann ultraschnelle Dynamik von Systemen mit zehn oder
mehr Elektronen analysiert werden, was mit Standardmethoden, welche
nicht über die erforderliche Effizienz oder Genauigkeit verfügen, bisher
nicht möglich ist. Zur Ergänzung dieser Studie wird eine Analyse der
Beschreibung von Korrelation im Rahmen der zeitabhängigen Dichtefunk-
tionaltheorie durchgeführt. Dazu wird eine Näherungen für das sogenan-
ntes Austauschkorrelationspotenzial konstruiert, welche elektronische Kor-
relationen und Retardationseffekte beschreibt, um Elektronentransport
durch Schaltkreisen im Nanobereich zu untersuchen.

Das Hauptziel dieser Arbeit ist es unser Verständnis von Nichtgleichge-
wichtsprozessen und Dynamik von Elektronen zu vertiefen, indem Metho-
den entwickelt und zur Verfügung gestellt werden, um nie zuvor simulierte
Phänomene zu untersuchen und Einblicke in die Rolle von Korrelationen in
der Elektronenwechselwirkung zu gewinnen.
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Chapter 1

Introduction

Almost a century has gone by since the introduction of the Schrödinger
equation [1] and the numerous attempts to its resolution have given access
to the understanding of the quantum mechanical world beyond any imagi-
nation. Nonetheless, even after years of extensive study of its implications,
its appeal has nowadays all but dimmed. The Schrödinger equation can be
cast in a time-independent framework, and its resolution allows the study
of static properties of quantum systems, such as: states of matter in equilib-
rium, formation energies, crystal geometries, electronic density, and so on.
The time-dependent counterpart extends this understanding to the time
domain, giving insight also into the out-of-equilibrium situations and its
resolution still represents a challenge for scientific progress. Particular in-
terest in non-equilibrium quantum mechanics has arisen with the advent of
more sophisticated tools for observing and influencing physical processes
at the microscopic level, e.g. laser light, magnetic fields, etc. This is of
crucial importance to science and technology in the fields of physics, chem-
istry and biology. Light and its interaction with matter, electron dynamics,
transport in nanoscale circuitry, analysis and control of chemical reactions,
transport of bio-signals and change in the structure of biological systems,
are just a few examples of out-of-equilibrium quantum phenomena. In this
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realm, a central role is played by electrons,whose dynamical properties can
change even on the femto- to attosecond timescale due to their mutual in-
teraction as weel as the interaction with other degrees of freedom. How on
a microscopical level electron dynamics influences these processes, though,
is an ongoing matter of investigation in the scientific world.

One of the most successful means of influencing and probing physical
processes is undoubtedly the laser. Since its invention in 1960 [2, 3], the
characteristics of available lasers have drastically improved thanks to ad-
vances in the technologies used for their production as well as their theoret-
ical modeling, paving the way for new research areas, such as: cold atoms
in optical traps, nanoscale transport, molecular transport, nonequilibrium
phase transitions, etc. We have nowadays pushed the intensity, focus size,
peak energy and duration of lasers to a point where we can manipulate and
track electron dynamics down to the attosecond timescale, giving birth to
a branch of science referred to as “attosecond physics” [4]. The challenges
in this field are diverse, spacing from the manufacture of lasers of high
enough quality to the theoretical understanding of the processes induced
and observed. Theory has the role of closing the gap between the measured
physical observables and microscopic variables. As stated before, electrons
are of central importance at these length- and timescales, and their proper-
ties are affected by their mutual interaction, their interaction with light and
their coupling to nuclear motion. A schematic depiction of the timescales
in question can be found in Fig. 1.1. In general, shorter timescales are
associated with electronic motion, but less energetic electronic processes
can easily overlap with nuclear dynamics. Moreover, collective phenomena
happen at longer timescales compared to processes involving single elec-
trons or nuclei, e.g. collective fermionic or bosonic excitations in solids,
formation of new states of matter due to hybridization with light, and so
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Figure 1.1: Characteristic energy and timescales of the microscopic world in the
domain of interest of this work. Processes associated with nuclear motion are in
green, the ones associated with electron dynamics are in light blue and in orange
more complex processes involving both nuclear and electronic motion.

on. All the mechanisms mentioned in Fig. 1.1 are important in the descrip-
tion of the technological processes mentioned earlier.

Although all the above-mentioned effects are described within the
Schrödinger equation, its exact solution cannot be practically calculated
even for small molecules, as the computational power required to solve
such a problem can easily exceed the processing capability of any comput-
ing unit by many orders of magnitude. For this reason, simplifications to
the Schrödinger equation have to be employed to study the quantum me-
chanical behavior of matter. A common simplification regarding nuclear
motion is the so-called Born-Oppenheimer approximation [5], which con-
siders the electronic motion to be decoupled from the motion of nuclei,
given the large difference in the masses (and in turn, velocities) of the two.
In other words the electron dynamics relax before the nuclear motion takes
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place. In the case of light-matter interaction, the simplest and most widely
used simplification is the so-called dipole approximation [6,7], which con-
siders the electric field associated with light to have no spatial dependence.
This is justified if its wavelength is much larger than the system; it is in
fact also referred to as long wavelength approximation. In this work, the
focus is on the description of electronic interaction. The complication here
is represented by the many-body nature of the problem, as the mutual in-
teraction among electrons induces their correlation and makes the descrip-
tion of the many-body electronic wavefunction highly non-trivial. The sim-
plest approach to a many-body problem is to consider each particle to feel
the effective collective potential due to the rest of the particles, hence the
name mean-field approximation. Various approaches have been developed
over the years to go beyond this theory, such as: Many-Body Perturbation
Theory, Configuration Interaction [8], Density-Functional Theory [9, 10],
Green’s Function based methods, Coupled Cluster [11], Quantum Monte
Carlo [12], Dynamical Mean-Field Theory [13] and many more. Different
approaches approximate one or more particular aspects of the many-body
problem, trying to best describe a certain process or class of processes.
What these methods have in common is a recurring difficulty in the prac-
tical resolution of the equations involved when, e.g. the system size grows
larger and/or a more accurate description of the electron-electron interac-
tion is sought – there is always, in fact, a balance between these two as-
pects. The focus of this work is to present advances in the Non-Equilibrium
Green’s Function (NEGF) [14, 15] approach for the description of ultra-
fast electron dynamics and discuss thermo-electric transport in nanoscale
devices within TDDFT.

The equilibrium Green’s function formalism had been proposed in the
late 50’s and early 60’s as a reformulation of the many-body problem [15–
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17], found by applying ideas of quantum field theory to statistical mechan-
ics. The construction of its non-equilibrium extension has been pioneered
by Keldysh [18], who introduced a particular time-contour named after
him, which spans over real and imaginary time, and extended the defini-
tion of Green’s function on it. The concept of imaginary time, although
not concrete, allows for a general description of in and out-of-equilibrium
phenomena. The system of equations resulting from this theory are the
so called (Keldish-)Kadanoff-Baym equations (KBE). The KBE are an exact
reformulation of the many-body problem, and although the first attempt
to their numerical solution was proposed almost 50 years ago [19], more
accurate approximations allowing for a better description of quantum phe-
nomena are, to this day, still a matter of investigation. In the next chapter
a more exhaustive discussion on the matter is presented, together with the
contribution to the state of the art brought by this work.

As the system’s size grows larger, solving of the KBE becomes unpracti-
cal. In fact, the computational time associated with their resolution scales
rather unfavourably with the simulation time and the size of the system.
A more cost-effective and widely used method for the study of quantum
phenomena at the microscopical level, up to systems of the picometer size,
is Time-Dependent Density-Functional Theory [20]. Like its static counter-
part, this method exploits the one-to-one correspondence between the ex-
ternal potential and the electron density. The many-body problem is then
recast in terms of this quantity, which is found through the use of a ficti-
tious system of non-interacting particles in an effective potential, giving the
same density as the interacting one. Although this is an exact reformula-
tion of the time-dependent Schrödinger equation, the form of this effective
potential remains unknown. In fact, approximations to this quantity have
to be found for the practical solution to this problem and since there is no
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systematic way of determining better approximations, this task is rather
complex and represents a line of research on its own. The second part of
this work is devoted to the use of TDDFT for the study of electric transport
through nanoscale devices and the development of an approximation to the
effective potential used to describe the system.

This thesis is divided in two sections. The first part gives a more thor-
ough introduction to the non-equilibrium Green’s function approach and
highlights the contributions to the state of the art achieved within this
work. The second part is devoted to the study of transport within TDDFT
and, in the same way, emphasis is put on the advances accomplished in
the field. At the end of each part, the corresponding publications stem-
ming from the work will be discussed. To further clarify some aspects and
complete the presentation, each publication will be preceded by a brief in-
troduction highlighting the implications of the work and the questions that
remain open, followed by general comments and details of relevance, not
explicitly discussed in the publications, in an effort to share with future
readers the knowledge acquired through experience.



Chapter 2

Introduction to NEGF

This chapter is devoted to an introduction to the non-equilibrium Green’s
function formalism together with a more complete motivation to this work.
Starting from the basic concepts of NEGF we will introduce the main equa-
tions necessary for the understanding of the progress in the field achieved
by this work, presented in the papers at the end of this chapter. For a more
complete discussion on NEGF, refer to [14,21].

2.1 Quantum mechanical theory and connection to

experiment

In quantum mechanics, physical systems are completely described by their
state |Ψ〉. How they behave and evolve in time is dictated by the Hamilto-
nian operator Ĥ though the Schrödinger equation:

i
d

dt
|Ψ(~r, σ, t)〉 = Ĥ(t) |Ψ(~r, σ, t)〉 , (2.1)

where ~r and σ are the spatial and spin coordinates. In the previous equa-
tion we have set ~ = 1 and we use atomic notation throughout the thesis,
unless otherwise specified. Although this equation is exhaustive and de-
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scribes all the physical properties of any system once the Hamiltonian is
defined, its exact resolution is unpractical for essentially any system with
more than a few interacting particles. The information carried by the state
|Ψ〉 is enormous as the number of particles can be large and their degrees of
freedom can span over large spaces. Fortunately, most quantities measured
in experiments can be expressed in terms of certain physical observables
which only depend on a restricted number of degrees of freedom. Exam-
ples of this class of observables are: electronic density, electronic currents,
photoionization yield, and so on. We can therefore trim down the amount
of information needed and solve the equations of motion of the operators
associated with these observables instead of solving the Schrödinger equa-
tion. This approach though, only shifts the problem, as the equation of
motion of the reduced quantities still represent a computational challenge.
The advantage of these equation lies in the possibility of better using phys-
ical intuition to find suitable and sensible approximations to practically
resolve them. We will expand on this in the next sections.

2.2 Keldysh-Green’s function

The class of operators our formalism focuses on is field operator correlators
and, in particular, their statistical averages, the Keldysh-Green’s function
(GF). We will focus on the one-body Keldysh-Greens’ function, defined as:

G(1; 2) ≡ −i Tr
[
ρ̂T
{
ψ̂H(1)ψ̂†H(2)

}]
. (2.2)

Here 1 and 2 represent two collective indices for the position-spin coordi-
nates and time, i.e. 1 = (x1, t) = (r1, σ1, t), ρ̂ is the density operator, T
is the time-ordering operator and ψ̂†H(1) and ψ̂H(2) are the electron cre-
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ation and annihilation operators in the Heisenberg picture. Although the
one-body Green’s function is the lowest order correlator of this kind, many
physical observables relevant to experiment can be calculated from it, since

i lim
t2→t+1

G(1; 2) = Γ1(x1;x2, t1) , (2.3)

with Γ1(x1;x2) the one-body density matrix, and the expectation value of
any one-body operator Ô(t) can be computed from it, according to

O(t) =

∫
dx1dx2O(x1, x2, t)Γ1(x1, x2, t) . (2.4)

The two-times one-body GF can be further used to calculate the total energy
of the system, which is not an obvious task, as the total energy contains two
body operators, which in principle would require the two-body GF.

2.3 The Kadanoff-Baym equations

We consider a general Hamiltonian in second quantization:

Ĥ =

∫
dxdx′h(x, x′, t)ψ̂†(x)ψ̂(x′)

+
1

2

∫
dxdx′v(x, x′)ψ̂†(x)ψ̂†(x′)ψ̂(x′)ψ̂(x) ,

(2.5)

where h(x, x′, t) and v(x, x′) represent the one particle Hamiltonian and
the electron-electron interaction, respectively. The single-body part of the
Hamiltonian can include the effect of external (classical) fields, relativistic
effects like the spin-orbit coupling, etc. With this Hamiltonian, the equa-
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tions of motion for the one-body Green’s function are:

[
i
d

dt1
− h(1)

]
G(1; 2) = δ(1; 2)− i

∫
d3 v(1; 3)G2(1, 3; 2, 3+) , (2.6a)

G(1; 2)

[
−i
←−
d

dt2
− h(2)

]
= δ(1; 2)− i

∫
d3 v(2; 3)G2(1, 3−; 2, 3) . (2.6b)

Here we drop the double space-spin dependence of the single-particle
Hamiltonian for simplicity, without loss of generality. As we can see from
the previous equations, the time evolution of the one-body Green’s func-
tion depends on the two-body GF G2(1, 2; 1′, 2′). Accordingly, the equation
of motion for the two-body Green’s function will depend on the three-body
one and so on. This system of co-dependent equation is referred to as the
Martin-Schwinger hierarchy [16]. A truncation of the hierarchy is needed
in order to be able to practically find a solution. Before presenting any ap-
proximation, we introduce the so-called self-energy defined by the equiva-
lence: ∫

d3 Σ(1; 3)G(3; 2) ≡ −i
∫
d3 v(1; 3)G2(1, 3; 2, 3+) . (2.7)

This quantity describes the effect of interaction on the time evolution of the
system. It is non-local in space and time, meaning it cannot be interpreted
as a conventional potential, but it is able to take into account memory ef-
fects, which are of vital importance for the description of non-equilibrium.
By substituting the definition of the self-energy into equations (2.6) they
can be rewritten as:

[
i
d

dt1
− h(1)

]
G(1; 2) = δ(1; 2) +

∫
d3 Σ(1, 3)G(3, 2) , (2.8a)
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G(1; 2)

[
−i
←−
d

dt2
− h(2)

]
= δ(1; 2) +

∫
d3 G(1; 3)Σ(3; 2) , (2.8b)

where the arrow pointing left on the time derivative indicates that it acts
on the object on its left side. The relative order of the two times t1 and t2
defines different “components” of the Green’s function. Without going into
too much detail, we focus on the lesser/greater components G≶(t1, t2) of
the GF, for which t1 ≶ t2. The equations of motion (2.8) for G≶(t1, t2) are
the so-called Kadanoff-Baym equations (KBE). The physical interpretation
of the lesser/greater GF is easily comprehensible from their definition. For
the lesser component we have

G<(1, 2) = Tr
[
ρ̂ψ̂†H(2)ψ̂H(1)

]

= i
∑

k

ρk 〈Ψk| ψ̂†H(2)ψ̂H(1) |Ψk〉 .
(2.9)

A generic term of this sum can be rewritten, using the definition of the field
operators in the Heisenberg picture, as

〈Ψk| ψ̂†H(2)ψ̂H(1) |Ψk〉 = 〈Ψk| Û(t0, t2)ψ̂†(x2)Û(t2, t1)ψ̂(x1)Û(t1, t0) |Ψk〉 ,
(2.10)

with Û(t, t′) the evolution operator from time from t′ to t and t0 the initial
time. This term is then the probability amplitude of evolving the state
|Ψk〉 from t0 to t1, removing a particle at position-spin x1, letting this state
evolve to time t2 and finding the same state as evolving 〈Ψk| from t0 to t2
and removing a particle at position-spin x2.

With the KBE we have an exact reformulation of the many-body prob-
lem in terms of the Green’s Function. Although this quantity holds less
information than the full many-body wavefunction, the practical resolution
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2B

HF

Figure 2.1: Self-energy diagrams up to second order in the bare Coulomb interac-
tion. Solid thick lines represent the Green’s function while wiggly lines depict the
Coulomb interaction.

of the KBE still represents a formidable task. However, from the definition
of the self-energy, by direct comparison with the expansion of the two-
body Green’s function in terms of one-body GF and using the Wick’s theo-
rem [22], one can find an expression of the self-energy in terms of Feyn-
man diagrams. This formulation is a powerful approach to the description
of electronic interaction, as it gives a systematic way of producing approxi-
mations. Moreover, each self-energy diagram has a direct physical interpre-
tation in terms of the process it describes. In the following, we focus on the
first two orders of the expansion of the electronic self-energy in terms of
the bare Coulomb interaction, giving rise to the the Hartree-Fock (HF) and
the second-Born (2B) approximations. Although, in principle, including
higher orders is formally simple, the computational load associated with
higher order self-energies is much more considerable. The diagrams asso-
ciated to these terms of the expansion can be found in Fig 2.1. In the first
diagram of Fig 2.1, called “tadpole” diagram, the electron “feels” (through
the bare interaction) an effective potential that depends on the position of
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all other electrons (closed loop). Even though there is only a single loop
in this diagram, one has to take into account that the self-energy results
from the sum of all possible such diagrams. The second term, the “first-
order exchange”, describes the same process, but taking into account the
statistics of electrons, which require the wavefunction to be antisymmetric.
What these two diagrams embody is the mean-field effect of the Coulomb
interaction, as each electron feels the effective potential of all other elec-
trons. The sum of these first two diagrams represents the Hartree-Fock
approximation. The other two diagrams are second order in the bare inter-
action and start taking into account particle scattering. The first of the two,
the so-called “bubble” diagram, describes processes where an electron scat-
ters with a second electron which leaves a hole behind and this electron-
hole pair evolves before scattering with the initial electron, recombining
– these are polarization effects. The last diagram, the “second-order ex-
change” term, again, takes into account symmetry properties of electrons
in the bubble diagram. The sum of all four diagrams is the second-Born
approximation, which has been successfully employed to describe a wealth
of correlated phenomena [23–29]. Choosing a self-energy approximation
closes the Kadanoff-Baym equations onto the GF itself and a solution can
be found. Finally, we observe that the HF self-energy, being the mean-field
contribution to interaction, is as an effective potential acting on electrons.
This means that the HF potential VHF (t) can be added to the one-body
Hamiltonian. The effects beyond the HF approximation are referred to as
“electronic correlations” and need to be accounted for through the so-called
correlation self-energy Σc(1; 2).

The calculation of the correlation self-energy is itself a formidable task,
even at the lowest levels of approximation, due to the summing over all
internal degrees of freedom. With the exception of a few special cases, a
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calculation of the self-energy in real space and time is prohibitive and so is
the solution to the KBE. We must therefore expand the field operators, and
in turn all other quantities, over some finite discrete (therefore incomplete)
basis. In the basis, the GF and self-energy are represented by matrices,
and the Coulomb interaction v(x, x′) by a four-dimensional tensor; but the
equations of motion stay unchanged for the new objects. A general 2B
self-energy matrix element, in a single-particle basis, reads

Σij(t, t
′) = 2

∑

mn
pq
rs

virpnvmqsjGnm(t, t′)Gsr(t′, t)Gpq(t, t′)

−
∑

mn
pq
rs

virpnvmqsjGnq(t, t
′)Gsr(t′, t)Gpm(t, t′) .

(2.11)

Even though the summation runs over six indices, the computation of this
expression scales like N5, where N is the size of the basis. This is because
the contraction of the Coulomb integrals tensor with a Green’s function ap-
pears twice, but only needs to be computed once, effectively getting rid
of one sum. Although still computationally demanding, eq. (2.11) can be
evaluated for realistic systems. More technical details for the efficient com-
putation of the 2B self-energy can be found in Publication III.

In a single particle basis, the Coulomb interaction tensor might have
negligible elements, e.g. the coulomb integral tends to zero for states with
vanishing overlap. This means that not all of the elements contribute to
the sum in eq. (2.11). In particular cases, it might be even possible to
identify a certain class of Coulomb integrals which contribute to specific
physical processes more than others, which in turn could be discarded.
These two approximations are discussed in the publications I and II, where
their validity is assessed for the description of Auger decay in the ultrafast
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electron dynamics of atoms and molecule.

2.4 The embedding self-energy

Up until now the class of systems considered has not been thoroughly spec-
ified, if not for the decomposition of their Hamiltonian in a single particle
part and a two-body interaction. Before we further specify the Hamiltonian,
we make the observation that completely isolated systems are a fictitious
theoretical tool. In fact, all systems are in principle connected to the en-
vironment surrounding them – they are “open” in contrast to isolated or
“closed” systems. The environment may not be of particular interest to us,
but its interaction with the system of interest, when strong enough, can
influence it or even alter its properties. An example is the coupling of a
quantum device to macroscopic electric contacts: we might not be inter-
ested in the electron dynamics in the contacts, but electrons in the device
can escape through the leads under the action of an electric field. A simi-
lar example is the continuum: the uncountable infinity of unbound states
describing free particles. Its description and its coupling to the bound elec-
trons of a molecule are of vital importance to characterize any ionization
process. The photo-electrons themselves might not be important to the pro-
cess we want to describe, but the hole dynamics they trigger in the parent
molecule are crucial to the description of electron dynamics. Exactly these
two examples are important for this work and are discussed in more detail
later. For the reasons aforementioned, the inclusion of the environment
and its coupling to the system is in order for a more complete description
of quantum systems. Taking into account these considerations, we write
the Hamiltonian as

Ĥ = Ĥ0 + Ĥint . (2.12)
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The non-interacting part Ĥ0 reads

Ĥ0 =
∑

mnσσ′

Tmσnσ′ d̂†mσd̂nσ′

+
∑

kσ

εk ĉ
†
kσ ĉkσ +

∑

mσk

(
Vmkd̂

†
mσ ĉkσ + Vkmĉ

†
kσd̂mσ

)
,

(2.13)

where the first line is the single-particle Hamiltonian of our system of inter-
est, from now on simply referred to as “the system” or “impurity”, and the
second line models the environment and its hybridization with the system.
Regarding the system part, d̂†mσ(d̂mσ) is creation (annihilation) operator for
a particle in the system with generic quantum number m and spin σ and
Tmσnσ′ is a generic matrix element of the single particle Hamiltonian. For
the environment, ĉ†kσ(ĉkσ) is the creation (annihilation) operator for a par-
ticle of quantum number k and spin σ in the environment with associated
energy εk. Finally, Vmk and Vkm are the generic matrix elements for the
coupling between the system and the environment. We model the envi-
ronment as a single reservoir coupled to the system, but the formalism is
general and can account for any number of reservoirs for the description of
the environment. The interacting part of the Hamiltonian Ĥint is

Ĥint =
1

2

∑

ijmnσσ′

vijmnd̂
†
iσd̂
†
jσ′ d̂mσ′ d̂nσ , (2.14)

where vijkl is the generic matrix element of the Coulomb interaction. Here
the sum is restricted to indices in the system, which means that the reser-
voirs are non-interacting. This approximation is taken on the basis of what
discussed before: we want to include the environment and its interaction
with the system, but we are not interested in its dynamics. Clearly, this
approximation affects the overall dynamics, therefore it must be treated
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with care, not to introduce artificial effects into our description. An explicit
time-dependence of the Hamiltonian has not been specified, but it can be
accounted for by using time-dependent matrix elements, e.g. Tmσnσ′ →
Tmσnσ′(t) for including varying electromagnetic fields, Vmk → Vmk(t) for a
time-dependent contacting of the system to the reservoirs, etc. The formal-
ism we are presenting, though, is general and is not affected by this: the
time-independent notation will be kept throughout.

Since we are now treating both system and environment, it is advan-
tageous to write the non-interacting Hamiltonian and the Green’s function
matrices in a block form:

H0 =

(
HS HSR

HRS HR

)
G(t, t′) =

(
GS(t, t′) GSR(t, t′)

GRS(t, t′) GR(t, t′)

)
, (2.15)

where the subscript ‘S’ stands for “system” and ‘R’ for “reservoir” and the
bold font is used to represent matrices. Here each element is a matrix itself,
spanning over the indices of the corresponding space, e.g. HS is the block
of the matrix H0 spanning over the system’s degrees of freedom only, i.e.
the matrix T of eq. (2.13). Correspondingly, HSR = H†RS is the system-
reservoir coupling matrix V. The interaction is taken care of through the
use of the self-energy. This also takes on a matrix form

Σ(t, t′) =

(
Σc(t, t

′) 0

0 0

)
. (2.16)

This trivial form stems from the fact that the interacting Hamiltonian is
non-zero only in the system’s sector. The subscript ‘c’ stands for “correla-
tion”. Note the double dependence of the self-energy on time, reflecting
its dependence on the Green’s function. The equations of motion for the



2 INTRODUCTION TO NEGF 18

different blocks of the Green’s function, according to eq. (2.8), read1

[
i 1S

d

dt
−HS

]
GS(t, t′) =

1S δ(t, t
′) + HSRGRS(t, t′) +

∫
dt̄ Σc(t, t̄)GS(t̄, t′) ,

(2.17a)

[
i 1R

d

dt
−HR

]
GRS(t, t′) = HRSGS(t, t′) , (2.17b)

[
i 1R

d

dt
−HR

]
gR(t, t′) = 1R δ(t, t

′) , (2.17c)

where gR(t, t′) is the non-interacting GF of the uncontacted reservoir, 1 is
the identity in the subspace indicated by the corresponding subscript and
matrix multiplication operations are implied. Eq. (2.17c) is the homoge-
neous equation associated with eq. (2.17b). Hence, the solution of the
latter reads

GRS(t, t′) =

∫
dt̄ gR(t, t̄)HRSGS(t̄, t′) . (2.18)

Substituting this solution into the equation of motion for the system’s GF,
we have
[
i 1S

d

dt
−HS

]
GS(t, t′) = 1S δ(t, t

′) +

∫
dt̄ (Σc(t, t̄) + Σem(t, t̄))GS(t̄, t′) ,

(2.19)
where we define the embedding self-energy

Σem(t, t′) = HSRgR(t, t′)HRS . (2.20)

The role of the embedding self-energy is clear from its definition and from
how it appears in the equation of motion for the system’s GF: it accounts for

1The same exact derivation can be carried out for the adjoint equations.



19 2.4 THE EMBEDDING SELF-ENERGY

the possibility of particles to hop into the reservoirs, propagate there and
re-enter the system. For non-interacting reservoirs, the embedding self-
energy at all times is known once the equilibrium Hamiltonian is specified.
An interesting feature of open systems is the presence of time non-local
effects, buried into the memory kernel Σem(t, t′) of eq. (2.19), even for
non-interacting systems, i.e. Σc(t, t

′) = 0. The derivation presented here is
quite general and applies to all non-interacting reservoirs linearly coupled
to the system’s electronic degrees of freedom.

In this work, we use this approach in two different cases: to include the
coupling of quantum devices to electric contacts in the study of transport
through nanojunctions and to describe ionization by a laser pulse in the
case of the study of ultrafast electron dynamics in atoms and molecules.

In the first case, the electric contacts are modeled as non-interacting
metallic wires, where electrons coming from the impurity can freely prop-
agate. The associated self-energy can be computed from eq. (2.20) and is,
in general, a complicated object with two time arguments. Although the
introduction of the embedding self-energy makes the inclusion of macro-
scopic elements into the description of quantum systems computationally
feasible, it is appealing to further speed-up calculations, to study larger
and larger devices. Let us assume that the leads are time-independent,
apart from a possible potential quench at the initial time. In this case the
Green’s function of the leads only depends on time differences. This means
we can Fourier transform to a single energy argument, obtaining

Σemb(z) =
VαVT

α

tα
S

(
z − εα

2tα

)
, (2.21)

where z is a complex energy, α labels the leads, Vα is the coupling ampli-
tude, 4tα is the bandwidth of the lead, εα is the center of the lead’s band and
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S(z) = (z −
√
z − 1

√
z + 1). Even with this simplification, memory effects

are still included in the description of transport. While this is a desirable
feature, it does not always have great impact onto the dynamics. An addi-
tional simplification is brought by considering the form of the self-energy
in energy space. If we expand the function S(z) around z = 0, the zeroth
order expansion is purely imaginary and the self-energy from eq. (2.21)
reads

Σ
A/R
emb (z) ' ±iVαVT

α

tα
, (2.22)

where we only write out the advanced/retarded components of the self-
energy. Transforming back to the time domain we have

Σ
A/R
emb (t, t′) = ±iVαVT

α

tα
δ(t− t′) , (2.23)

meaning that the memory effects are lost. This is known as Wide-Band
Limit Approximation (WBLA) and is broadly used in the study of electronic
transport. This approximation is justified when the expansion (2.22) is ac-
curate, i.e. the argument of the function S in (2.21) tends to zero. This is
achieved if the leads’ bandwidths (∝ tα) are much larger than any energy
scale in the system and than the applied bias or, equivalently, if the cou-
pling constants are much smaller than the bandwidths |tα| � [|Vα|]ij . In
Publication V an analysis of the implications of the WBLA in the study of
thermo-electric transport is presented.

The second instance of an embedding scheme in this work is in the de-
scription of ionization of isolated systems. The absorption of photons in
atoms and molecules promotes an electron to a different state. This can
be an excited state bound to the molecule or not, depending on its energy.
The choice of the basis used for calculations is therefore crucial to the de-
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scription of the dynamics, i.e. if unbound states are not included in the
basis, ionization cannot be described. On the other hand, unbound states
are infinite as all energies are allowed. Hence, the representation of the
continuum of unbound states is not feasible as it would require an equally
infinite amount of resources for the simulations. In a practical calculation
we select a subset of quantized unbound states that describes the contin-
uum in the class of experiments we are simulating. This subset is chosen on
physical grounds: the relevant energy window of interest is known a priori
from the system’s bound states and the laser energies and, for a defined
simulation box, the number of unbound states that fall in that window is
given. We consider the case of dipole coupling of the electric field, we
can therefore write the corresponding ionization (embedding) self-energy,
according to eq. (2.20) as

Σion(t, t′) = (E(t)dSC)G0
C(t, t′)(E(t′)dCS) , (2.24)

where the subscript ‘C’ indicates the continuum subspace, E(t) is the elec-
tric field, d is the dipole matrix in the sector of the corresponding sub-
scripts, and G0

C(t, t′) is the continuum Green’s function [30]. Note that the
latter will be diagonal in the approximation of non-interacting continuum
states. This is the case in publications I, II and IV. While ionization itself is
faithfully described within the dipole approximation under the conditions
considered here2, imposing the continuum states to be non-interacting, of
course, prevents us to describe certain physical processes, such as streaking,
multiphoton processes, photoemission satellites and so on. In the afore-
mentioned publications, though, we only focus on simulations of experi-

2Although the dipole approximation is valid in the case studied here, going beyond this
approximation would be necessary in other circumstances, e.g. core level time-dependent
spectroscopy, strong light-matter phenomena, and so on.
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ments where these effects are not important or negligible.

2.5 The Generalized Kadanoff-Baym Ansatz

In the previous sections we presented the Kadanoff-Baym equations for
the description of isolated or open quantum systems. Once the system
is specified and the approximation for the self-energy chosen, dynamical
properties, in form of one-body observables, can be calculated from the
time-dependent single-particle Green’s function G(t, t′). This framework
is more advantageous than solving the Schrödinger equation, allowing for
the study of atomic systems and small molecules (possibly connected to
reservoirs) for propagation times of few femtoseconds. This approach is,
however, still limited by computational complexity. In fact, the scaling of
the equation of motion with respect to systems size and simulation time is
not particularly favorable. The Green’s function itself is a N × N matrix,
where N is the basis size, with two time arguments. The time-propagation
of this object involves an additional integral over time, giving an overall
computational cost that scales with T 3

sim, where Tsim is the total simulation
time. Finally, we recall that the calculation of the second-Born self-energy
matrix scales like the fifth power of the size of the basis set used for com-
putation, if no other approximations are used.

Previously we stated that the expectation value of any single particle
observable can be calculated from the one-body density matrix Γ1(x1, x2, t)

according to eq. (2.4). This means the full two-time structure of the Green’s
function is redundant to compute this class of observables. It is therefore
tempting to write the equation of motion for G<(t, t+) = i ρ(t), where
ρ(t) is the time-dependent one-body reduced density matrix in a general
single particle basis, since this has a single time argument. To arrive at
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this equation, we subtract the second equation (2.8) from the first, in the
case of t1 < t2, ensuring we consider the lesser component of the Green’s
function:

i

(
d

dt
+

d

dt′

)
G<(t, t′)− hHF (t)G<(t, t′) + G<(t, t′)hHF (t′) =

[
Σ< ·GA + ΣR ·G< −G< ·ΣA −GR ·Σ<

]
(t, t′) ,

(2.25)

where matrix multiplication is implicit, hHF (t) = h(t) + VHF (t), A and R
indicate the advanced and retarded components of self-energy and Green’s
function and the symbol · is used to indicate the integration operation, i.e.[
Σ< ·GA

]
(t, t′) ≡

∫
dt̄Σ<(t, t̄)GA(t̄, t′). Note that the self-energy includes

both correlation and embedding effects , i.e. Σ = Σcorr + Σem. Taking the
limit t→ t′, eq. (2.25) becomes

d

dt
ρ(t) + i [hHF (t),ρ(t)] =

[
Σ< ·G> −Σ< ·G>

]
(t, t) +H.C. , (2.26)

where H.C. stand for Hermitian Conjugate of the object in the square
brackets, referred to as collision integral. The retarded/advanced compo-
nents turned into lesser/greater because of the limit t→ t′. As we can see,
the equation of motion for ρ(t) is not a closed equation as it still requires
the knowledge of the off-diagonal (in time) of different Green’s function
components, also appearing in the self-energy. In 1986 Lipavský et al. [31]
proposed the so-called Generalized Kadanoff-Baym Ansatz (GKBA) to solve
this problem. This ansatz for the lesser/greater component of the GF in
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terms of the density matrix reads

G<(t, t′) = iGR(t, t′)G<(t′, t′)− iG<(t, t)GA(t, t′)

= −GR(t, t′)ρ(t′) + ρ(t)GA(t, t′) ,
(2.27a)

G>(t, t′) = GR(t, t′)ρ̄(t′)− ρ̄(t)GA(t, t′) , (2.27b)

with ρ̄(t) = 1−ρ(t). Although this approximation gets rid of the two-times
lesser/greater GF, it does not simplify the problem, since the retarded and
advanced GF still appear, and the computational effort associated with the
resolution of their equations of motion still scales with T 3

sim. This problem is
bypassed if we provide a retarded/advanced GF, whose calculation scales
faster than T 3

sim. The simplest approximation of this kind is to use the
Hartree-Fock retarded/advanced Green’s function, i.e.

GR(t, t′) =− iθ(t− t′)T
{
e−i

∫ t
t′ dt̄ hHF (t̄)

}
, (2.28a)

GA(t, t′) = + iθ(t′ − t)T
{
ei

∫ t′
t dt̄ hHF (t̄)

}
. (2.28b)

This choice allows us to close equation (2.26) onto the density matrix only,
reducing its computational scaling to T 2

sim. This scheme is referred to as
HF-GKBA. The validity of this approximation has been extensively tested
in the past years [21, 25, 27, 32–38]. This level of approximation for the
GKBA has the interesting characteristic of being exact in the Hartree-Fock
approximation in isolated systems, i.e. Σ = 0; this can be seen directly by
plugging the HF-GKBA in eq. (2.26).



Publication I
Real-time dynamics of Auger wave packets and decays in ultra-
fast charge migration processes

Fabio Covito, Enrico Perfetto, Angel Rubio and Gianluca Stefanucci, Physical Re-
view A, 97 (6), 061401 (2018).

The Auger decay is a non-radiative relaxation mechanism for excited or ionized
atoms and molecules with an inner-shell vacancy. In this process the hole is filled
by a bound electron and the energy gained is transferred to a second electron,
named Auger electron, which is expelled from the atom, see Fig. 2.2 for a pictorial
representation of the mechanism. Auger spectra and linewidths have been exten-
sively studied in the long time limit [39–41], but less is known about the dynamics
of this process. The Auger decay is an energy-dissipation mechanism happening
at the femtosecond timescale, making its understanding vital for the description
of ultrafast dynamics of targets hit by radiation capable of exciting core vacancies.
The inclusion of this decay channel in ab-initio methods is a complex task and of-
ten disregarded altogether because of this. Its complexity stems from the need of
an accurate description of electronic correlation in order to catch this effect. While
wavefunction-based method have, in principle, this capability, practical computa-
tions are presently prohibitive, as discussed previously. On the other hand, com-
putationally more efficient approaches like TDDFT lack suitable approximations
for the exchange and correlation functionals that can reproduce the Auger decay.
This would, in fact, require non-adiabatic functionals–which include memory ef-
fects such as the Auger decay–whose development still represents a challenge. In
this publication a first-principles approach based on NEGF for the study of real-
time Auger scattering in atoms and molecules with up to tens of active electrons
is put forward. The method is based on an approximation to the 2B self-energy

25
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Figure 2.2: Schematic two-step depiction of the Auger recombination in an atom.
Once a core hole is created by an external perturbation (left panel), the recom-
bination can take place in an associated characteristic time τ (right panel). The
core hole is filled by a valence electron and the excess energy (red wiggly line) is
transferred to a second valence electron, which is then expelled from the atom.
The inset shows the energetics of the two-step process.

which considers only a subset of all possible scatterings included in the dynamics.
In particular, all internal dynamics are preserved and only the Auger-like scatter-
ings towards the continuum are considered. To validate the applicability of this
approach, we compare the results with accurate grid calculations in 1-dimensional
model systems. We find the Auger scattering to be faithfully described by the pro-
posed method, while gaining a considerable computational speed-up. Moreover,
we predict a highly asymmetric profile of the Auger wavepacket, with a wavefront
depending on the perturbation creating the initial hole and a long tail showing
ripples whose temporal spacing depends on the inverse of the energy of the Auger
electron.

The proposed method is applicable to finite systems, but can, in principle,
be extended to deal with periodic systems: this would represent an interesting
possibility to explore in the future. Another possible path to investigate would
be an extension of the method to include the effect of valence-valence repulsion,
which is known to play an important role in the Auger decay, without giving up
on computational efficiency.
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In the following, I add a few remarks, which are not explicitly addressed in
the published manuscript, but complement the discussion of the work.

Thermalization. For time-dependent simulations, a crucial role is played by
the initial state of the system, and this can greatly affect results. In our results,
an adiabatic preparation of the correlated initial state has been performed, i.e.
the system is prepared in the HF initial state and correlations are adiabatically
switched on. The switch-on time has to be converged to ensure the system ends
up in the (stable) correlated initial state. This is not visible in the results presented
in the paper, as all quantities are shown starting from the thermalized initial state.

Ionization. The inclusion of ionization processes is quite different between
the NEGF@grid and coupled NEGF calculations. While in the former the dipole
coupling between all states is used and all states are fully interacting, in the latter
an embedding scheme is used, which also means that states in the continuum are
non interacting. To overcome these differences, the laser intensity has to be tuned
to yield the same ionization in the two cases. The differences visible in the results
presented in the paper, then, do not only arise from the approximations imposed
on the self-energy and Green’s function of the continuum, but also on the different
transitions induced by the coupling with the electric field.

Auger wave-packet. Although the Auger wave-packet has intrinsic character-
istic features, like its asymmetric profile and spatial ripples, other properties, like
the amplitude of the ripples or the wavefront shape depend on the perturbation.
This difference stems from the temporal profile of the hole creation and on how the
pump ionizes the system. In particular, for the same core hole induced, a shorter
pump will give rise to a steeper wavefront compared to a more gradual, longer
pump, and different valence populations will give different ripples amplitude.
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The Auger decay is a relevant recombination channel during the first few femtoseconds of molecular targets
impinged by attosecond XUV or soft x-ray pulses. Including this mechanism in time-dependent simulations
of charge-migration processes is a difficult task, and Auger scatterings are often ignored altogether. In this
work we present an advance of the current state-of-the-art by putting forward a real-time approach based
on nonequilibrium Green’s functions suitable for first-principles calculations of molecules with tens of active
electrons. To demonstrate the accuracy of the method we report comparisons against accurate grid simulations
of one-dimensional systems. We also predict a highly asymmetric profile of the Auger wave packet, with a long
tail exhibiting ripples temporally spaced by the inverse of the Auger energy.

DOI: 10.1103/PhysRevA.97.061401

The subfemtosecond dynamics of the hole density created
by an ionizing attosecond XUV or soft x-ray pulse precedes any
nuclear rearrangement and dictates the relaxation pathways
of the underlying molecular structure [1,2]. This ultrafast
charge oscillation, also referred to as ultrafast charge migration
(UCM), is driven exclusively by electronic correlations up to
a few femtoseconds [3–7]. At these time scales the Auger
scattering is the only possible energy-dissipation mechanism
and, in addition to shake-up and polarization effects [8], a
relevant recombination channel.

Recent advances in pump-probe spectroscopy have made it
possible to follow the Auger decay in atomic targets [2,9–12].
Accurate measurements have been performed and successfully
interpreted in terms of transitions between excited cationic
states. The theory behind these experiments shows that the
Auger electron is a “courier” of the complex dynamics occur-
ring in the parent cation [13–15]. Unfortunately, ab initio anal-
ysis relying on many-electron eigenfunctions and eigenvalues
are possible for single atoms but soon become prohibitive for
larger systems. In fact, first-principles approaches that include
Auger scatterings in the UCM dynamics of molecules have not
yet been developed.

Time-dependent density functional theory [16–18]
(TDDFT) is the method of choice for large-scale simulations.
However, the vast majority of TDDFT calculations are
performed using an adiabatic exchange-correlation (xc)
potential, i.e., a functional of the instantaneous density. As
shown in Ref. [19], adiabatic approximations are unable
to capture the Auger effect [20]. Learning how to include
memory effects in the xc functional is a major line of research
to which the present work could provide new insights.

In this Rapid Communication we present a first-principles
real-time nonequilibrium Green’s function [21,22] (NEGF)

approach which incorporates Auger scatterings in the UCM
dynamics of molecules hit by attosecond pulses. In analogy
with the NEGF formulation of quantum transport where the
dynamics of electrons in the junction is simulated without
dealing explicitly with the electrons in the leads [23–25], we
close the NEGF equations on the molecule and deal only
partially with the degrees of freedom of the Auger electrons.
The computational effort changes slightly with respect to
previous NEGF implementations [26–28], thereby making it
possible to simulate the UCM of molecules with tens of active
electrons.

We demonstrate that the approach well captures qualita-
tive and quantitative aspects of the Auger physics through
comparisons against real-time simulations of one-dimensional
(1D) atoms on a grid. The Auger wave packet can, in prin-
ciple, be reconstructed from NEGF through a postprocess-
ing procedure. For three-dimensional (3D) molecules such
procedure is numerically (too) demanding but for the con-
sidered 1D atom the calculation is doable and the agree-
ment with the full-grid results is again satisfactory. Inter-
estingly, we highlight a universal feature of the asymmet-
ric Auger wave packet, namely, a long tail with superim-
posed ripples temporally spaced by the inverse of the Auger
energy.

Method. We consider a finite system (an atom or molecule)
with single-particle Hartree-Fock (HF) basis ϕi(r) for bound
electrons and ϕμ(r) for electrons in the continuum (for sim-
plicity we work with spin-degenerate systems). Let ĉiσ (ĉμσ )
be the annihilation operator for an electron on ϕi (ϕμ) with
spin σ . In the absence of external fields the total Hamiltonian

Ĥ eq = Ĥbound + ĤAuger + Ĥcont (1)
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F. COVITO, E. PERFETTO, A. RUBIO, AND G. STEFANUCCI PHYSICAL REVIEW A 97, 061401(R) (2018)

Σ

Σ
µ µ

µ

vijmn

m

n

j
i

m

n

j
vA

µjmn

µ

bound  
states

continuum  
states

(a)

(b)

intra-molecular scattering Auger scattering

c

0

FIG. 1. (a) Schematic illustration of intramolecular (left) and
Auger (right) scattering. (b) Correlation self-energy in the 2B ap-
proximation (top) and ionization self-energy (bottom).

is the sum of the bound-electrons Hamiltonian Ĥbound =∑
ij

σ

hij ĉ
†
iσ ĉjσ + 1

2

∑
ijmn

σσ ′
vijmnĉ

†
iσ ĉ

†
jσ ′ ĉmσ ′ ĉnσ , the Auger in-

teraction ĤAuger = ∑
ijmμ

σσ ′
vA

ijmμ(ĉ†
iσ ĉ

†
jσ ′ ĉmσ ′ ĉμσ + H.c.), and a

free-continuum part Ĥcont = ∑
μσ εμĉ†

μσ ĉμσ . Here hij are the
one-electron integrals, εμ are the continuum single-particle
energies, and vijmn (vA

ijmμ) are the four-index Coulomb inte-
grals responsible for intramolecular (Auger) scatterings [see
Fig. 1(a)].

The system is perturbed either by the sudden removal of
a bound electron or by an external laser field. In the dipole
approximation the laser-system interaction reads

Ĥ E(t) = Ĥ E
bound(t) + Ĥ E

ion(t), (2)

where Ĥ E
bound(t) = E(t) · ∑

ij

σ

dij ĉ
†
iσ ĉjσ describes intramolec-

ular transitions, whereas Ĥ E
ion(t) = E(t) · ∑

iμ

σ

(diμĉ
†
iσ ĉμσ +

H.c.) is responsible for ionization. The vector dij (diμ) is the
matrix element of the dipole operator between states ϕi and
ϕj (ϕμ). In Eqs. (1) and (2) we are discarding the off-diagonal
elements hiμ, hμμ′ , and dμμ′ as well as all Coulomb integrals
with two or more indices in the continuum. We anticipate that
this simplification only marginally affects the results presented
below.

The electron dynamics is simulated using NEGF. With-
out Auger scatterings the equation of motion for the one-
particle density matrix ρij (t) = 〈ĉ†

jσ (t)ĉiσ (t)〉 (with indices
in the bound sector) has been derived elsewhere [26] and
reads ρ̇ = −i[hHF[ρ],ρ] − I[ρ] − I†[ρ]. Here the HF Hamil-
tonian hHF(t) ≡ h + VHF(t) + E(t) · d is a functional of ρ

through the HF potential VHF,ij (t) = ∑
mn ρnm(t)wimnj , with

wimnj ≡ 2vimnj − vimjn. Dynamical correlation and ionization
processes are described by the generalized collision integral

I(t) =
∫ t

0
dt̄[�>(t,t̄)G<(t̄ ,t) − �<(t,t̄)G>(t̄ ,t)], (3)

where �≶ ≡ �
≶
c + �

≶
ion is the sum of the lesser or greater cor-

relation (�c) and ionization (�ion) self-energies. Both are time-
nonlocal functionals of ρ through the generalized Kadanoff-
Baym ansatz [29] (GKBA) [see Supplemental Material (SM)
for details [30]]. Figure 1(b) illustrates the diagrammatic
representation of �c in the second-Born (2B) approximation
and �ion. The computational cost of these NEGF calculations
scales like N2

t N
p
bound where Nt is the number of time steps,

Nbound is the number of HF bound states, and the power 3 �
p � 5 depends on how sparse vijmn is. Real-time simulations
of, e.g., organic or biologically relevant molecules can easily
be carried out up to 30–40 fs [28].

The inclusion of Auger scattering processes leads to a
coupling between the density matrix ρ(t) and the occupations
fμ(t) = 〈ĉ†

μσ (t)ĉμσ (t)〉 of the continuum states. For these
quantities we have derived (see SM) the following coupled
system of NEGF equations of motion:

ρ̇ = −i[hHF[ρ],ρ] − I[ρ,f ] − I†[ρ,f ],

ḟμ = −J μ[ρ,f ] − J ∗
μ[ρ,f ]. (4)

The generalized collision integral I[ρ,f ] is defined as in
Eq. (3) but �[ρ] → �[ρ] + �Auger[ρ,f ]. The Auger self-
energy is calculated from the second-order (in vA) diagrams,
in accordance with Refs. [31,32], and reads

�
≶
Auger,ij (t,t̄) =

∑
mnpq

∑
μ

G≶
mn(t,t̄)

× [
G≶

μ (t,t̄)G≷
pq(t̄ ,t)

(
vA

iqmμwA
μnpj + vA

iqμmwA
nμpj

)
+G≶

pq(t,t̄)G≷
μ (t̄ ,t)vA

iμpmwA
nqμj

]
, (5)

where we neglected the off-diagonal elements of the continuum
Green’s function, i.e., G

≶
μν = δμνG

≶
μ . As we shall demon-

strate, this approximation is remarkably accurate. Through
the GKBA, �Auger is a time-nonlocal functional of ρ and fμ.
Finally, the collision integral J μ reads

J μ(t) =
∫ t

0
dt̄[K>

μμ(t,t̄)f <
μ (t̄) + K<

μμ(t,t̄)f >
μ (t̄)], (6)

where the kernel

K≶
μν(t,t̄) = i

∑
mnpq sr

vA
μrpmwA

nqsν

×G≶
mn(t,t̄)G≶

pq(t,t̄)G≷
sr (t̄ ,t)e−iεν (t̄−t) (7)

is a time-nonlocal functional of ρ only. Equations (4), to-
gether with the definitions that follow it, constitute the first
(methodological) result of this Rapid Communication. The
implementation of Eqs. (4) does not alter the quadratic scaling
with Nt . The scaling with the number of basis functions
changes from N

p
bound to max[Np

bound,N
q
boundNcont] where Ncont

is the number of continuum states and 2 � q � 4. Therefore,
the proposed equations can be used to simulate a large class of
molecules of current interest.

Assessment of NEGF approach. To demonstrate the re-
liability of the coupled NEGF Eqs. (4) we consider a 1D
atom with soft Coulomb interactions. On the grid points xn =
na with |n| < Ngrid/2, the single-particle Hamiltonian reads
h(xn,xm) = δn,m[2κ + Vn(xn)] − δ|n−m|,1κ , where the nuclear
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FIG. 2. Variation of the TD occupations (per spin) nc(t) [core,
increasing blue (dark-gray) and orange (light-gray) curves] and nv(t)
[valence, decreasing green (light-gray) and red (dark-gray) curves]
calculated using NEGF@grid and coupled NEGF Eqs. (4) for the
sudden creation of a core hole (top) and the action of a laser pulse
(bottom). The inset shows a magnification of nc(t) and nv(t) after the
end of the pulse. Vertical axes have been scaled up by a factor 102.

potential Vn(x) = Uen/
√

x2 + a2 for |x| � R and Vn(x) = 0
otherwise. Electrons interact only in a box of length 2R cen-
tered around zero through v(x,x ′) = ZUee/

√
(x − x ′)2 + a2.

The coupling to an external laser pulse is accounted for by
adding δnmxnE(t) to h(xn,xm).

We take Ngrid = 400 and (henceforth all quantities are
expressed in atomic units) a = 0.5, κ = 2, Z = 4, Uen = 2,
Uee = Uen/2, and R = 10a. With four electrons the HF spec-
trum has Nsys = 5 bound states (per spin) and Ncont = Ngrid −
Nsys continuum states. The occupied levels have energy εc =
−4.33 (core) and εv = −1.65 (valence). The HF states are
used to construct the Hamiltonian in Eqs. (1) and (2). The
results obtained by solving the coupled NEGF Eqs. (4) (where
ρ is a Nsys × Nsys matrix and f is a Ncont-dimensional vector)
are benchmarked against NEGF calculations on the full grid
(NEGF@grid). NEGF@grid simulations are performed by
solving the original equation [26] ρ̇ = −i[hHF[ρ],] − I[ρ] −
I†[ρ] where all quantities are Ngrid × Ngrid matrices in the
xn basis and I is given by Eq. (3) with � = �c (see SM
for details). By construction, NEGF@grid simulations include
the off-diagonal elements hiμ,hμμ′,dμμ′ and all Coulomb
integrals with two or more indices in the continuum. Notice
that NEGF@grid scales cubically with Ncont and it is therefore
not exportable to large systems.

In Fig. 2 we show the time-dependent (TD) occupation (per
spin) of the core, nc, and valence, nv , levels. In the top panel
we suddenly remove 4% of charge from the core, hence ρcc →
ρcc − nh with nh = 0.04, and let the system evolve without
external fields. In the bottom panel the equilibrium system is
driven by the external pulse

E(t) = E0 sin2

(
πt

T

)
sin(�t) (8)

with central frequency � = 6.2, active from t = 0 until t =
T = 20. The frequency is large enough for the energy of the
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FIG. 3. Time-dependent occupations fμ(t) of the continuum
states versus their energy εμ after the sudden creation of a core
hole. The results are obtained from the solution of the NEGF@grid
equation (top) and coupled NEGF Eqs. (4) (bottom). In both cases the
maximum occurs at εμ = εAuger. Vertical axes have been scaled up by
a factor 102.

photoelectron not to overlap with the energy of the Auger
electron. The intensity has been chosen to have the same
amount of expelled charge as in the case of the sudden
removal: E0 = 2.0 for NEGF@grid and E0 = 1.5 for the
coupled NEGF Eqs. (4)—the difference in the value of E0

is due to the neglect of the dipole elements dμμ′ in Eq. (2).
The results perfectly agree in the top panel, whereas only a
minor discrepancy is observed in the bottom panel. In both
type of simulations the Auger decay slightly depends on
how the core hole is created. In fact, the laser pulse is also
responsible for expelling charge from the valence level, thereby
hindering the refilling of the core. The core-hole lifetime
agrees well with the inverse linewidth function �(εAuger) =
2π

∑
μ |vcμvv|2δ(εAuger − εμ) 	 10−2 in all cases. It is worth

emphasizing that no time-local approximation of �Auger would
yield the behavior nc(t) = 1 − nhe

−�t . We performed TD HF
simulations both in the grid basis and by solving Eqs. (4)
with J μ = �c = �Auger = 0, and found that nc(t) remains
essentially constant (not shown). This is consistent with similar
findings obtained in TDDFT using adiabatic xc potentials [19].

After the sudden creation of a core hole the electronic
density populates the continuum states ϕμ. In Fig. 3 we show
the corresponding time-dependent occupations fμ(t) versus
their energy εμ. Again simulations have been performed using
NEGF@grid (top panel) and the coupled NEGF Eqs. (4) (bot-
tom panel). As time passes the total expelled charge increases
and fμ(t) gets peaked at the Auger energy εAuger = 2εv − εc 	
1. The final profile of the peak has a width � ≡ �(εAuger),
independently of how the core hole is created (suddenly or
due to a laser pulse). On the contrary, the photoelectron
peak attains a width ∼2π/T immediately after the end of
the pulse (see animation continuum_occupations.mp4 in the
SM). We also observe that the exact energy of the Auger
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electron εexact
Auger = 2εv − εc − vvvvv is not within reach of the

second-order approximation in Eq. (5): the shift vvvvv (due
to the valence-valence repulsion) would require a T -matrix
treatment [33,34]. However, such shift has only a minor impact
on the internal dynamics of 3D systems like, e.g., organic
molecules, since the repulsion between two valence holes is
typically less than 1 eV.

Auger wave-packet reconstruction. We now use the cou-
pled NEGF Eqs. (4) to study the 1D atom on larger boxes
(hence one- and two-electron integrals are calculated from
HF states that spread over a large number of grid points).
The output has been postprocessed to reconstruct the den-
sity of the Auger wave packet according to nAuger(x,t) =∑

μν ϕ∗
μ(x)fμν(t)ϕν(x), where fμν(t) = 〈ĉ†

νσ (t)ĉμσ (t)〉 is the
off-diagonal density matrix in the continuum sector. The latter
is obtained by integrating the NEGF equation of motion (see
SM for the derivation)

ḟμν = −i(εμ − εν)fμν − J μν[ρ,f ] − J ∗
νμ[ρ,f ], (9)

where J μν is given by the right-hand side of Eq. (6) after the

replacement K
≶
μμ(t,t̄)f ≷

μ (t̄) → K
≶
μν(t,t̄)f ≷

ν (t̄).
In Fig. 4 we display the Auger wave packet for Ngrid = 1600

grid points. In the top panel the core hole is suddenly created
(see also animation Auger_wavepacket.mp4 in the SM),
whereas in the middle panel the atom is driven by the
ionizing laser of Eq. (8). The first observation is that the
wave front depends on the perturbation (sudden creation
or laser), being steeper the shorter it takes to create the
hole. The wave packet moves rightward at the expected
speed v = ∂ε/∂p 	 2

√
κεAuger = 2.2 and its length is

approximately v/� far away from the nucleus. Interestingly,
the tail of the wave packet exhibits spatial ripples that
tend to accumulate nearby the origin. The amplitude of
the ripples depends on the perturbation (sudden creation or
laser), whereas their spacing is an intrinsic feature. In the
bottom panel of Fig. 4 we show the period Tr of the ripples,
i.e., the elapsing time between two consecutive maxima of
nAuger(x0,t), at the interface x0 = 30a, versus the number
of periods. We present results for three different values of
range and strengths of the Coulomb force (R,Uen,Uee) =
(10a,2,1), (100a,2.6,2.08), and (10a,2.7,2.025) yielding
Auger energies εAuger = 1.02, 1.76, and 2.66, respectively. In
all cases we find that Tr attains a finite limit given by

Tr = 2π/εAuger. (10)

The occurrence of ripples and the intrinsic period Tr is
not an artifact of the self-energy approximation. These
features as well as the overall shape of the Auger wave
packet are indeed confirmed by Configuration Interaction (CI)
calculations. Starting at time t = 0 with the photoexcited
state |�x〉 = ĉ

†
c↑ĉ

†
v↓ĉ

†
v↑|0〉 and evolving with the Hamilto-

nian in Eq. (1) one finds nAuger(x,t) = |ϕAuger(x,t)|2 with
ϕAuger(x,t) = ∑

μ aμ(t)ϕμ(x) and

aμ(t) 	 −vcμvve
−iEμt ei(εμ−εAuger+i�/2)t − 1

εμ − εAuger + i�/2
. (11)

The CI Auger wave packet is in excellent agreement with
NEGF (see the SM). In the SM we further show that the ripples
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FIG. 4. Snapshots of the density of the Auger wave packet after
the sudden creation of a core hole (top) and the action of a laser
pulse (middle). The bottom panel shows the period of the ripples at
an interface versus the number of periods for three different values
of range and strengths of the Coulomb force (see main text) yielding
Auger energies εAuger = 1.02 [red (dark-gray)], 1.76 [yellow (gray)],
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occur even in two or three dimensions and, therefore, they are
a fingerprint of the Auger electron.

To summarize, we have included Auger decays in a first-
principles NEGF approach to simulate the UCM dynamics
of molecules driven by attosecond pulses. The computational
effort is comparable to that of previous NEGF implementations
[26–28], thereby allowing for studying systems with tens of
active electrons up to tens of femtoseconds. Benchmarks in
1D atoms demonstrate that both qualitative and quantitative
aspects are well captured. We also predict a highly asymmetric
profile of the Auger wave packet with a spatial extension of
the order v/� and superimposed ripples with temporal period
Tr = 2π/εAuger.

Although the fundamental equations have been derived for
finite systems, the proposed NEGF approach can be extended
to deal with periodic systems too. In this context the equation
of motion for the single-particle density matrix opens the
possibility to develop current-density functional theories that
include dissipation and thermalization.
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To distinguish the labels of equations and figures in
the Supplemental Material from those of the main text
we add “-I” to the latter.

I. DERIVATION OF NEGF EQUATIONS IN HF
BASIS

The starting point is the equation of motion for the
Green’s function G(z, z′) with times z, z′ on the Keldysh
contour. For the Hamiltonian in Eqs. (1-I) and (2-I) it is
convenient to write G and the correlation self-energy Σ
in a block form

G(z, z′) =

(
G(z, z′) ∆(z, z′)
∆̄(z, z′) C(z, z′)

)
, (1)

Σ (z, z′) =

(
ΣG(z, z′) Σ∆(z, z′)
Σ̄∆(z, z′) ΣC(z, z′)

)
, (2)

where G is a matrix with indices in the bound sector,
C is a matrix with indices in the continuum sector and
∆, ∆̄ are the off-diagonal blocks. The blocks of the
self-energy have the same structure. For the self-energy
we make the following approximation

(i) All self-energy diagrams containing ∆ or ∆̄ propa-
gators are set to zero (see below for the justification).

From the approximation (i) it follows that Σ∆ = Σ̄∆ =
0 and that the Hartree-Fock (HF) potential has indices
only in the bound sector since the Coulomb integrals in
Ĥeq have at most one index in the continuum. The ex-
plicit form of the HF potential is

VHF,ij(z) = −i
∑

mn

Gnm(z, z+)wimnj , (3)

where wimnj ≡ 2vimnj − vimjn.

The equations of motion for the different blocks of G
then read (in matrix form)

[
i
d

dz
− hHF(z)

]
G(z, z′)− (E(z) · d) ∆̄(z, z′)

= δ(z, z′) +

∫
dz̄ ΣG(z, z̄)G(z̄, z′) (4)

[
i
d

dz
− E

]
∆̄(z, z′)− (E(z) · d)G(z, z′)

= δ(z, z′) +

∫
dz̄ ΣC(z, z̄)∆̄(z̄, z′) (5)

[
i
d

dz
− E

]
C(z, z′) = δ(z, z′) +

∫
dz̄ ΣC(z, z̄)C(z̄, z′) (6)

where in Eq. (4) we have defined the nonequilibrium
single-particle HF Hamiltonian

hHF = h+ VHF + E · d, (7)

and in the last two equations we have defined the matrix
Eµν = δµνεµ. The blocks of the dipole matrix are un-
ambiguously determined by the contractions and we do
therefore use the same symbol for all four blocks. Notice
that no coupling with the electric field appears in Eq. (6)
since we set dµµ′ = 0 in Eq. (2-I).

Next we observe that if the energy-window of the
photoelectron does not overlap with that of the Auger
electron then we can make the approximation:

(ii) ΣC(z, z̄)∆̄(z̄, z′) ' 0.

With the approximation (ii) we easily integrate Eq. (5)
and obtain

∆̄µj(z, z
′) =

∑

n

∫
dz̄ C0

µ(z, z̄) (E(z̄) · dµn)Gnj(z̄, z
′),

(8)
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where C0 is the solution of Eq. (6) with ΣC = 0. Since
E is diagonal so is C0.

Inserting Eq. (8) into Eq. (4) we get

[
i
d

dz
− hHF(z)

]
G(z, z′) = δ(z, z′)

+

∫
dz̄ [ΣG(z, z̄) + Σion(z, z̄)]G(z̄, z′), (9)

where we have defined the ionization self-energy

Σion,ij(z, z̄) ≡
∑

µ

(E(z) · diµ)C0
µ(z, z̄) (E(z̄) · dµj) .

(10)
The diagrammatic representation of the ionization self-
energy is displayed in the bottom diagram of Fig. 1(b)-I
where, to avoid a proliferation of different symbols, we
used G0

µ instead of C0
µ (in the main text we also used

Gµν instead of Cµν). Notice that Σion vanishes for times
at which the external pulse is zero.

We now have to specify the approximation for the cor-
relation self-energy. For weakly interacting closed sys-
tems (no continuum states) the self-consistent second-
Born approximation (2B) has been shown to be accu-
rate in several nonequilibrium situations [1–10]. The
very same approximation describes Auger scatterings
provided that we also consider interaction lines with one
index in the continuum [11, 12]. We therefore approx-
imate ΣG and ΣC as the sum of the 2B diagrams. It
is easy to show that for a G initially block diagonal (no
electrons in the continuum in the ground state) the off-
diagonal blocks remain zero for all times in the 2B ap-
proximation. This justifies the approximation (i).

The 2B diagrams for ΣG can be split into diagrams
with interaction lines having all indices in the bound sec-
tor (v) and diagrams with interaction lines having one
index in the continuum sector (vA):

ΣG = Σc + ΣAuger. (11)

Using the Feynman rules, see top and middle panel of
Fig. 1, one finds

Σc,ij(z, z
′) =

∑

mn,pq,sr

virpmwnqsj

× Gmn(z, z′)Gpq(z, z
′)Gsr(z

′, z), (12)

and

ΣAuger,ij(z, z
′) =

∑

mnpq

∑

µ

Gmn(z, z′)

×
[
Cµν(z, z′)Gpq(z

′, z)(vAiqmµw
A
νnpj + vAiqµmw

A
nνpj)

+ Gpq(z, z
′)Cµν(z′, z)vAiνpmw

A
nqµj

]
. (13)

The correlation self-energy Σc is also given in the top
diagram of Fig. 1(b)-I.

The 2B diagrams for ΣC do instead contain only vA

interaction lines since both indices of ΣC are in the con-
tinuum sector. From the bottom diagram of Fig. 1 one

+
v v v

v

+

⌃c,ij =
i ij j

i ij j⌃Auger,ij =
vA vA vA

vA

+⌃C,µ⌫ =
vA vA vA

vA

µ µ⌫ ⌫

FIG. 1: Self-energy diagrams with indices in the bound sec-
tor for intramolecular scattering (top) and Auger scattering
(middle). Self-energy diagrams for Auger electrons (bottom).

finds

ΣC,µν(z, z′) =
∑

mn,pq,sr

vAµrpmw
A
nqsν

× Gmn(z, z′)Gpq(z, z
′)Gsr(z

′, z). (14)

For a short and weak laser pulse the off-diagonal
matrix elements of C are small. We therefore make the
approximation

(iii) Cµν ' δµνCµ in ΣAuger

Implementing (iii) in Eq. (13) and extracting the
lesser/greater component we get precisely the self-energy
in Eq. (5-I).

To summarize, with the approximations (i-iii) the
equations of motion become
[
i
d

dz
− hHF(z)

]
G(z, z′) = δ(z, z′) +

∫
dz̄ Σ(z, z̄)G(z̄, z′)

(15)

[
i
d

dz
− E

]
C(z, z′) = δ(z, z′) +

∫
dz̄ ΣC(z, z̄)C(z̄, z′)

(16)

where in Eq. (15) we have defined

Σ ≡ Σc + Σion + ΣAuger. (17)

Taking the adjoint of Eqs. (15,16), summing the re-
sulting equations to Eqs. (15,16) and evaluating the re-
sult in z = z+ = t we get the equation of motion for
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the density matrices ρij(t) = −iGij(z, z+) and fµν(t) =
−iCµν(z, z+):

ρ̇ = −i [hHF, ρ]− I − I†, (18)

ḟµν = −i(εµ − εν)fµν − J µν − J ∗νµ, (19)

where

I(t) =

∫ t

0

dt̄
[
Σ>(t, t̄)G<(t̄, t)− Σ<(t, t̄)G>(t̄, t)

]
, (20)

J (t) =

∫ t

0

dt̄
[
Σ>C(t, t̄)C<(t̄, t)− Σ<C(t, t̄)C>(t̄, t)

]
. (21)

Equations (18,19) do not close on ρ and f since the
right hand side depends on G and C calculated at differ-
ent times. To close the equations we make the General-
ized Kadanoff-Baym Ansatz [13] (GKBA). According to
the GKBA we can replace all G≶ and C≶ appearing in
I and J with

G≶(t, t̄) = ∓
[
GR(t, t′)ρ≶(t′)− ρ≶(t)GA(t, t′)

]
, (22)

C≶(t, t̄) = ∓
[
CR(t, t′)f≶(t′)− f≶(t)CA(t, t′)

]
, (23)

where ρ< = ρ, ρ> = 1 − ρ and similarly f< = f , f> =
1 − f . For the retarded/advanced Green’s function we
consider the HF approximation according to which

GR(t, t′) = [GA(t′, t)]† = −iθ(t− t′)T
[
e−i

∫ t
t′ dt̄ hHF(t̄)

]
,

(24)

CR
µν(t, t′) = [CA

νµ(t′, t)]∗ = −iδµνθ(t−t′)e−iεµ(t−t′). (25)

Since hHF is a functional of ρ we see that Eqs. (18,19)
become nonlinear integro-differential equations for ρij(t)
and fµν(t). Notice also that in the equation for ρ the
dependence on f is only through the diagonal elements
fµ ≡ fµµ appearing in ΣAuger, due to the approximation
(iii). If we set µ = ν in Eq. (19) then for the right
hand side to depend only on fµ we have to make the
approximation

(iv) fµν = δµνfµ in J

which is consistent with the approximation (iii).

It is easy to show that in this way the equation for ρ
becomes the first of Eqs. (4-I) and that the equation for
fµν becomes Eq. (9-I), which for µ = ν reduces to the
second of Eqs. (4-I).

II. NEGF@GRID VERSUS COUPLED NEGF
CALCULATIONS

To assess the accuracy of the approximations made at
the level of the Hamiltonian with Eqs. (1-I,2-I) and at the
level of NEGF with (i-iv), we considered a 1D atom on
a grid. In the grid basis the total Hamiltonian in second
quantization reads

Ĥ(t) =
∑

mn
σ

ψ†σ(xm)h(xm, xn)ψσ(xn)

+
1

2

∑

mn
σσ′

ψ†σ(xm)ψ†σ′(xn)v(xm, xn)ψσ′(xn)ψσ(xm)

+ E(t)
∑

m
σ

xmψ
†
σ(xm)ψσ(xm). (26)

where the one-particle Hamiltonian h(x, x′) and the in-
teraction v(x, x′) are defined in the main text. The
equation of motion for the density matrix in grid basis
ρ(xm, xn, t) = G(xm, z;xn, z

+) in the 2B approximation
is

ρ̇(xm, xn, t) = −i
∑

p

[hHF(xm, xp, t)ρ(xp, xn, t)

−ρ(xm, xp, t)hHF(xp, xn, t)]

−Ig(xm, xn, t)− I∗g(xn, xm, t). (27)

In Eq. (27) we have the HF Hamiltonian in grid basis

hHF(xm, xp, t) = h(xm, xp)+VHF(xm, xp, t)+δmpE(t)xm,
(28)

with HF potential

VHF(xm, xp, t) = 2δnm
∑

q

v(xm, xq)ρ(xq, xq, t)

− v(xm, xp)ρ(xm, xp, t), (29)

and the collision integral in grid basis

Ig(xm, xn, t) =
∑

p

∫ t

0

dt̄
[
Σ>g (xm, t;xp, t̄)G

<(xp, t̄;xn, t)

Σ<g (xm, t;xp, t̄)G
>(xp, t̄;xn, t)

]
,

(30)

with the 2B self-energy

Σ≶
g (xm, t;xp, t̄) =

∑

rs

v(xm, xr)v(xp, xs)

×
[
2G≶(xm, t;xp, t̄)G

≶(xr, t;xs, t̄)G
≷(xs, t̄;xr, t)

− G≶(xm, t;xs, t̄)G
≷(xs, t̄;xr, t)G

≶(xr, t;xp, t̄)
]
. (31)

The NEGF@grid results have been obtained by solving
Eq. (27) with lesser/greater Green’s function evaluated at
the GKBA level. Except that for the 2B approximation
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to Σg, no other approximation has been made. For a
system with Ngrid points this require to propagate and
store matrices Ngrid ×Ngrid.

In order to apply the coupled NEGF scheme based on
Eqs. (4-I) we first solve the self-consistent HF problem
and extract the equilibrium bound eigenfunctions ϕi(xn)
and continuum eigenfunctions ϕµ(xn) of energy εi and
εµ respectively. The HF eigenfunctions are then used to
calculate the matrix elements in the bound sector of the
one-particle Hamiltonian

hij =
∑

mn

ϕ∗i (xm)h(xm, xn)ϕj(xm), (32)

the dipole operator

dij =
∑

m

ϕ∗i (xm)xmϕj(xm), (33)

and the Coulomb repulsion

vijpq =
∑

mn

ϕ∗i (xm)ϕ∗j (xn)v(xm, xn)ϕp(xn)ϕq(xm).

(34)
The continuum HF eigenfunctions are used to calculate
the bound-continuum matrix elements of the dipole op-
erator

diµ =
∑

m

ϕ∗i (xm)xmϕµ(xm), (35)

and the Coulomb repulsion responsible for Auger scat-
terings

vAijpµ =
∑

mn

ϕ∗i (xm)ϕ∗j (xn)v(xm, xn)ϕp(xn)ϕµ(xm).

(36)
With this information we approximate the original

Hamiltonian in Eq. (26) in accordance with Eqs. (1-I,2-I),
i.e.,

Ĥ(t) =
∑

ij
σ

hij ĉ
†
iσ ĉjσ +

1

2

∑

ijpq
σσ′

vijpq ĉ
†
iσ ĉ
†
jσ′ ĉpσ′ ĉqσ

+
∑

µσ

εµĉ
†
µσ ĉµσ +

∑

ijpµ
σσ′

vAijpµ

(
ĉ†iσ ĉ

†
jσ′ ĉpσ′ ĉµσ + h.c.

)

+E(t)
∑

ij
σ

dij ĉ
†
iσ ĉjσ + E(t)

∑

iµ
σ

(
diµĉ

†
iσ ĉµσ + h.c.

)
, (37)

where ĉiσ (ĉµσ) are annihilation operators for an electron
in the HF orbital ϕi (ϕµ) with spin σ. Of course, had we
included in Eq. (37) the off-diagonal one-electron terms
containing hiµ, hµµ′ and dµµ′ and the interaction terms
containing vijµµ′ , viνµµ′ and vν′νµµ′ we would have got
the same Hamiltonian as in Eq. (26) but in the HF basis.

With the approximate Hamiltonian in Eq. (37) we
solve the coupled NEGF equations (4-I) which, we em-
phasize again, have been derived by making the addi-
tional approximations (i-iv) of the previous section. The

agreement between the full-grid simulations and the sim-
ulations based on Eqs. (4-I) indicate that the latter are
enough to capture qualitatively and quantitatively the
physics of the Auger decay.

We observe that in the grid simulations the self-energy
Σg contains all possible scatterings, including those con-
tained in the self-energies Σc and ΣAuger of the coupled
NEGF scheme. Furthermore, in the grid simulations no
ionization self-energy appears since the photoionization
is accounted for by explicitly including all grid points
(even those far away from the nucleus). In other words,
all elements ρ(xm, xn, t) are coupled and propagated in
time.

III. CI VERSUS COUPLED NEGF
CALCULATIONS

To further check the quality of the NEGF Eqs. (4-I)
we have also solved the time-dependent problem using a
Configuration Interaction (CI) expansion.

The neutral 1D atom described in the main text of the
paper has four electrons, two in the core and two in the
valence levels. We are interested in suddenly removing a
core electron of, say, spin down, and in studying how the
system evolves with the Hamiltonian in Eq. (37). For the
CI expansion we use the following three-body states

|Φx〉 = ĉ†c↑ĉ
†
v↓ĉ
†
v↑|0〉, (38)

|Φg〉 = ĉ†c↑ĉ
†
c↓ĉ
†
v↑|0〉, (39)

|Φµ〉 = ĉ†c↑ĉ
†
c↓ĉ
†
µ↑|0〉, (40)

describing the initially photoionized state (Φx), the
cationic ground state (Φg) and the Auger states (Φµ).
We expand the state of the system at time t according to

|Ψ(t)〉 = ax(t)|Φx〉+ ag(t)|Φg〉+
∑

µ

aµ(t)|Φµ〉, (41)

and impose the initial condition ax(0) = 1 and ag(0) =
aµ(0) = 0. Using the fact that in the HF basis hHF is
diagonal, it is easy to show that the cationic ground state
decouples and the dynamics is governed by the equations
below

iȧx = Exax +
∑

µ

vcµvvaµ, (42)

iȧµ = vcµvvax + Eµaµ. (43)

The three-body energies are

Ex = 2εv + εc − vcccc − 4vcvvc + 2vcvcv − vvvvv, (44)

Eµ = εµ + 2εc − vcccc − 4vcvvc + 2vcvcv, (45)

where the HF energies of the core and valence levels are
given by

εc = hcc + vcccc + 2vcvvc − vcvcv, (46)

εv = hvv + vvvvv + 2vvccv − vvcvc. (47)
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FIG. 2: Auger wavepacket (top) and variation of the occu-
pations of the core and valence levels (bottom) in CI and in
coupled NEGF. Same parameters as in top panel of Fig. 4-I.

The energy εAuger = εµA of the Auger electron is de-
termined by the condition EµA = Ex which yields

εAuger = 2εv − εc − vvvvv (48)

as it should. The red-shift vvvvv is due to the repul-
sion of the two holes in the final state. In order to cap-
ture this red-shift using Many-Body Perturbation The-
ory (MBPT) one should go beyond the 2B approxima-
tion for the self-energy and consider the T -matrix ap-
proximation in the particle-particle sector [14, 15]. We
observe, however, that for weakly correlated molecules,
like organic molecules and biomolecules, the magnitude
of the valence-valence repulsion is typically less than 1
eV; hence, neglecting this repulsion does not substan-
tially affect the dynamics during the first ten of fem-
toseconds or so.

For the 1D atom the valence-valence repulsion is
mainly responsible for reducing the speed of the Auger
electron. The form of the Auger wavepacket as well as the
time-dependent behavior of the refilling of the core-hole
are not altered if we set vvvvv = 0 in Eq. (44). For a fair
comparison with the coupled NEGF Eqs. (4-I) we there-
fore solve Eqs. (42,43) using E2B

x = Ex + vvvvv in place
of Ex. In Fig. 2 we compare the Auger wavepacket (top
panel) and the occupation of the core and valence lev-
els (bottom panels) calculated using CI and the coupled
NEGF equations (4-I). Also in this case the agreement is
rather satisfactory.

The analytic calculation can be carried on further if
we assume that the broadening

Γ(ω) = 2π
∑

µ

|vcµvv|2δ(ω − εµ) (49)

is a weakly dependent function of ω for ω ' εAuger. In
this case it is straightforward to show that the amplitudes

FIG. 3: Auger wavepacket (in arbitrary units) for Γ = 0.05
and εAuger = 1 after a time t = 50 from the sudden removal of
a core electron. Top: nAuger(r, t) in 1D. Middle: rnAuger(r, t)
in 2D. Bottom: r2nAuger(r, t) in 3D.

aµ are given by

aµ(t) = −vcµvve−iEµt
ei(εµ−εAuger+iΓ/2)t − 1

εµ − εAuger + iΓ/2
(50)

which coincides with Eq. (11-I). The occurrence of rip-
ples on the tail of the Auger wavepacket stems from the
structure of the aµ’s. In fact, the ripples are independent
of the dimension of the system and of the details of the
continuum states in the vicinity of the nucleus. As an
example, let µ = p be the momentum in D dimension
and let us use planewaves ϕµ(r) = ϕp(r) = eip·r for the
continuum states. We further consider a free dispersion
εµ = εp = p2/2 and, for simplicity, an Auger interac-
tion vcµvv = vcpvv independent of p so that aµ = ap
depends only on the modulus p = |p| of the momentum,
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see Eq. (50). Then, the Auger wavepacket is spherically
symmetric and its density is given by

nAuger(r, t) =

∣∣∣∣
∫

dDp

(2π)D
ap(t)e

ip·r
∣∣∣∣
2

. (51)

In Fig. 3 we show nAuger(r, t) for Γ = 0.05 and an
Auger energy εAuger = 1 after a time t = 50 from the
sudden removal of the core electron. The figure shows
nAuger(r, t) in 1D (top), rnAuger(r, t) in 2D (middle) and
r2nAuger(r, t) in 3D (bottom). In all cases we appreci-
ate the occurrence of ripples although they tend to get
smeared out as the dimension increases.

IV. DESCRIPTION OF ANIMATIONS

The animation continuum occupations.mp4 shows the
evolution of the occupations fµ of the continuum HF
states for the 1D atom driven by the external laser pulse
of Eq. (8-I). Same parameters as in the bottom panel of
Fig. (2-I).

The animation Auger wavepacket.mp4 shows the evo-
lution of the Auger wavepacket as obtained by solving
first Eqs.(4-I) and then Eq. (9-I). Same parameters as in
the top panel of Fig. 4-I.
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Publication II
Benchmarking nonequilibrium Green’s functions against config-
uration interaction for time-dependent Auger decay processes

Fabio Covito, Enrico Perfetto, Angel Rubio and Gianluca Stefanucci, The European
Physical Journal B, 91 (10), 216 (2018).

This work is dedicated to a comparison of the coupled NEGF approach with a trun-
cated Configuration Interaction (CI) calculation. A first assessment of the coupled
NEGF method has been done in Publication I, where the comparison has been
carried out with full grid NEGF calculations. A more thorough benchmark with
an external method, though, gives us insight into the advantages and limitations
of the method, independent of the underlying possible restrictions of the NEGF
approach. In fact, the implications of using the approximations at the base of the
proposed method method within the GKBA have to be assessed. Our compari-
son, carried out in a 1-dimensional model system, shows consistency between the
two approaches and the differences are explained as known limitations of the 2B
approximation of the self-energy, which means that they are independent of the
additional approximations made to derive the coupled NEGF equations. These dif-
ferences, originating from the neglect of valence-valence repulsion within the 2B
approximation for the self-energy, are expected to be negligible in realistic atoms
and molecules. Importantly, the asymmetric profile of the Auger wavepacket is
confirmed by the CI calculations and its intrinsic properties remain consistent.

This work represents a further assessment of the coupled NEGF approach for
the description of the Auger decay, confirming the predicted behavior and prop-
erties. Future applications of the method could shine some light on the study of
ultrafast electron dynamics following ionization in molecular systems, where cor-
relation, and in turn the Auger decay, play a central role and where state-of-the-art

41
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methods either fail to describe the physics or are computationally too involved.

In the following, I add a remark, which is not explicitly addressed in the pub-
lished manuscript, but complements the discussion of the work.

Numerical solution of CI equations. Although it is a standard technique, it is
worth mentioning how the numerical solution of the system of equations derived
in the CI approach was performed. In fact, a stable solution could only be found
by using a predictor corrector scheme. In particular, I used an approach based on
Euler’s method with the trapezoidal rule, yielding, for a general equation of the
kind y′ = f(t, y), the time-stepping

yi+1 = yi +
1

2
∆t (f(ti, yi) + f(ti+1, ỹi+1)) , (2.29)

with ∆t the time-step and ỹi+1 = yi + ∆tf(ti, yi) the initial guess (found through
Euler’s method).
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c© EDP Sciences / Società Italiana di Fisica / Springer-Verlag GmbH Germany, part of Springer Nature,

2018

Abstract. We have recently proposed a nonequilibrium Green’s function (NEGF) approach to include
Auger decay processes in the ultrafast charge dynamics of photoionized molecules. Within the so-called
generalized Kadanoff–Baym ansatz the fundamental unknowns of the NEGF equations are the reduced one-
particle density matrix of bound electrons and the occupations of the continuum states. Both unknowns
are one-time functions like the density in time-dependent functional theory (TDDFT). In this work, we
assess the accuracy of the approach against configuration interaction (CI) calculations in one-dimensional
model systems. Our results show that NEGF correctly captures qualitative and quantitative features of
the relaxation dynamics provided that the energy of the Auger electron is much larger than the Coulomb
repulsion between two holes in the valence shells. For the accuracy of the results dynamical electron-
electron correlations or, equivalently, memory effects play a pivotal role. The combination of our NEGF
approach with the Sham–Schlüter equation may provide useful insights for the development of TDDFT
exchange-correlation potentials with a history dependence.

1 Introduction

Photo-ionized many-body systems relax to lower energy
states through nuclear rearrangement and charge redis-
tribution. Nuclear dynamics does typically play a role on
longer time scales, although there are situations where
electron–nuclear and electron–electron interactions com-
pete on the same timescale, e.g., in the vicinity of a
conical intersection. At the (sub)femtosecond timescale,
however, the most relevant relaxation channel of core-
ionized molecules is the Auger decay which is exclusively
driven by the Coulomb interaction [1].

Recent advances in pump-probe experiments made it
possible to follow the attosecond dynamics of atoms after
the sudden expulsion of a core electron [2–6]. Theoretical

? Contribution to the Topical Issue “Special issue in honor
of Hardy Gross”, edited by C.A. Ullrich, F.M.S. Nogueira,
A. Rubio, and M.A.L. Marques.

a e-mail: gianluca.stefanucci@roma2.infn.it

frameworks describing the Auger decay have been pro-
posed, the more accurate being the ones based on many-
body wavefunctions, see also reference [7]. Although these
methods are in principle applicable to atoms as well as
molecules, they quickly become prohibitive for systems
with more than a few active electrons. For instance, Auger
decays in ionized small molecules or molecules of biological
interest are extremely difficult to cope with wavefunction
approaches due to the large number of states involved in
the process. Still, Auger decays contribute to the relax-
ation dynamics of these more complex systems, which
are currently attracting an increasing interest and atten-
tion [8–12]. It is therefore crucial to develop first-principles
approaches capable of capturing the (sub)femtosecond
relaxation mechanisms induced by electronic correlations
and applicable to atoms as well as molecules.

The most widely used method for large scale real-time
simulations is time-dependent density functional the-
ory [13–15] (TDDFT), which gives an adequate and com-
putationally affordable tool for the description of systems
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consisting of up to thousands of atoms. The most efficient
and extensively used functionals for TDDFT calculations
are the space-time local exchange-correlation (xc) func-
tionals. It has been shown numerically in reference [16]
that these approximate functionals fail in capturing Auger
decays, the fundamental reason being that they lack mem-
ory effects – the xc potential depends on the instantaneous
density only.

We have recently proposed a first-principles nonequi-
librium Green’s function (NEGF) approach [17], which
overcomes the limitation of adiabatic functionals and that
may inspire new ideas for the inclusion of memory effects
in the TDDFT functionals. The method is applicable to
molecules with up to tens of atoms and at its core there
is an equation to simulate the electron dynamics in the
parent cation without dealing explicitly with the Auger
electrons. The idea is similar in spirit to the embed-
ding scheme in time-dependent quantum transport where
the electron dynamics in the molecular junction is simu-
lated without dealing explicitly with the electrons in the
leads [18–22]. However, whereas in quantum transport the
integration out of electrons in the leads gives an embed-
ding self-energy which is independent of the density in the
junction, the integration out of the Auger electrons gives
an Auger self-energy which is a functional of the density
in the molecule.

In order to assess the quality of the NEGF approach
in this work, we use the time-dependent charge distri-
bution of the bound electrons to reconstruct the Auger
wavepacket in free space, and then benchmark the results
against exact configuration interaction (CI) calculations.
We perform NEGF and CI simulations in a model one-
dimensional (1D) system and study the real space-time
shape of the Auger wavepacket as well as the Auger spec-
trum. The main outcome of this investigation is that the
results of the NEGF approach are in excellent agreement
with those from CI provided that the repulsion between
the valence holes is much smaller than the energy of the
Auger electron.

2 Description of the system and theory

Let us consider a 1D finite system described by the one-
particle Hartree–Fock (HF) basis {ϕi, ϕµ}, where roman
indices run over bound states and greek indices run over
continuum states. The equilibrium Hamiltonian can be
conveniently written as the sum of three terms

Ĥeq = Ĥbound + ĤAuger + Ĥcont, (1)

where Ĥbound is the bound electrons Hamiltonian, ĤAuger

is the Auger interaction and Ĥcont is the free-continuum
part. In our basis, these are written as

Ĥbound =
∑

ij

hij ĉ
†
i ĉj +

1

2

∑

ijmn

vijmnĉ
†
i ĉ
†
j ĉmĉn, (2a)

ĤAuger =
∑

ijm

∑

µ

(
vAijmµĉ

†
i ĉ
†
j ĉmĉµ + H.c.

)
, (2b)

Ĥcont =
∑

µ

εµĉ
†
µĉµ, (2c)

where c†i (ci) is the creation (annihilation) operator for the
state ϕi (the same convention applies to the continuum
index µ), hij the one-electron integrals, εµ the continuum
single-particle HF energies and vijmn (vAijmµ) are the two-
electron Coulomb integrals responsible for intra-molecular
(Auger) scatterings. The one- and two-electron integrals
are defined as

hij ≡
∫
dxϕ?i (x)[−1

2
∇2
x + Vn(x)]ϕj(x), (3a)

vijmn ≡
∫
dxdx′ϕ?i (x)ϕ?j (x

′)Ve(x, x
′)ϕm(x′)ϕn(x), (3b)

with Vn(x) and Ve(x, x
′) the nuclear and electron–electron

potential. Note that the Auger Coulomb integrals vAijmµ
are defined according to equations (3b) with n = µ. In
equation (1) we discard all the off-diagonal contribution
hiµ, hµµ′ as well as all Coulomb integrals with more
than one index in the continuum. This approximation
does not affect the physical description of the dynamics
as demonstated by comparisons against full grid calcu-
lations in reference [17]. In fact, in the HF basis both
hiµ and hµµ′ are much smaller than hij and εµ whereas
Coulomb integrals with two or more indices in the contin-
uum are responsible for scattering process that are highly
suppressed by phase-space arguments if the photoelec-
tron energy is much larger than the kinetic energy of the
Auger electron. Henceforth, this condition is assumed to
be fulfilled.

The explicit simulation of the ionization process with
a laser field does not represent a complication for the
NEGF method. In fact, the general framework presented
in reference [17] accounts for the coupling of exter-
nal fields with the bound-bound and bound-continuum
dipole matrix elements. Instead, the framework discards
the coupling of external fields with the continuum–
continuum dipole matrix elements and, therefore, light-
field streaking experiments relevant to, e.g., attosecond
metrology [23], or multiphoton ionization processes are
left out.

In this work, we focus on the dynamics induced by
the sudden removal of a core electron, thus the ioniza-
tion process is not simulated. An additional simplification
used for the simulations below (which is however not
essential for the approach) consists in keeping only inte-
grals of the form vAcµv1v2 , where c labels the state of
the suddenly created core hole, v1 and v2 label two
valence states and µ an arbitrary continuum state. We
also observe that the HF wavefunctions are real since
the Hamiltonian is invariant under time-reversal. This
implies that the Coulomb integrals have the following
symmetries

vijmn = vjinm = vimjn = vnjmi, (4)

and the like with n→ µ.
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2.1 NEGF equations

The derivation of the NEGF equations within the so called
generalized Kadanoff-Baym ansatz (GKBA) [24] has been
presented elsewhere [17]; here we only describe the struc-
ture of these equations without entering into the complex
mathematical and numerical details.

Let ρ be the one-particle reduced density matrix in the
bound sector and fµ be the occupations of the continuum
states. Then the NEGF equations read





ρ̇ = −i [hHF[ρ], ρ]− I[ρ, f ]− I†[ρ, f ]

ḟµ = −J µ[ρ, f ]− J ∗µ[ρ, f ],
(5)

where the single-particle HF Hamiltonian is defined
according to

hHF,ij = hij +
∑

mn

(vimnj − vimjn)ρnm. (6)

The matrix I and the scalar J µ at time t are explicit
functionals of ρ and f at all previous times. They are
evaluated using the so-called second-Born (2B) approxi-
mation which has been shown to contain the fundamental
scattering of the Auger process [25,26]. The dependence
on ρ and f occurs through the lesser and greater GKBA
Green’s functions [24]

G≶(t, t̄) = ∓
[
GR(t, t′)ρ≶(t′)− ρ≶(t)GA(t, t′)

]
, (7)

and the like for G≶ with indices in the continuum. Here,
the retarded (GR) and advanced (GA) Green’s functions
are evaluated in the HF approximation (and hence they
are functionals of ρ and f too). The functional I (J µ)

is linear in G≶ with indices in the continuum and quar-
tic (cubic) in G≶ with indices in the bound sector. Their
calculation requires to perform an integral from some ini-
tial time, say t = 0, up to time t. The implementation of
equation (5) does therefore scale quadratically with the
number of time steps. Notice that by setting I = J µ = 0
is equivalent to perform time-dependent HF simulations.
Like the adiabatic approximations in TDDFT, HF is local
in time and therefore it is unable to describe Auger decays.

The scaling of the calculation of I and J µ
with the number of basis functions is max[(Nbound)p,
(Nbound)qNcont], where Nbound is the number of bound
states, Ncont the number of continuum states and the
exponents 3 ≤ p ≤ 5, 2 ≤ q ≤ 4 depend on the number
of nonvanishing Coulomb integrals [17]. Currently, both I
and J µ are implemented in the CHEERS code [27] which,
for J µ = 0, has been recently used to study the charge
transfer dynamics in a donor-C60 model dyad [28] and the
ultrafast charge migration in the phenylalanine aminoacid
upto 40 fs [29]. Since the calculation of J µ is not heavier
than the calculation of I, the NEGF approach can be used
to study time-dependent Auger processes driven by XUV
or X-ray pulses in molecules with up to tens of atoms.

2.2 CI calculation

Let us consider the simplest possible case of a system with
one occupied core state, one occupied valence state and a
continuum of empty states. We are interested in describing
the evolution of the system starting from the initial state

|φx〉 = c†c↑c
†
v↓c
†
v↑ |0〉 , (8)

representing a core-hole of down spin. The evolution oper-
ator defined by the Hamiltonian in equation (1) mixes |φx〉
with (we recall that only Coulomb integrals of the form
vcµvv and the like related by symmetries are nonvanishing,
see Sect. 2)

|φg〉 = c†c↑c
†
c↓c
†
v↑ |0〉 , (9a)

|φµ〉 = c†c↑c
†
c↓c
†
µ↑ |0〉 , (9b)

where |φg〉 is the “intermediate” state with the filled core,
i.e., the ground state of the parent cation, and |φµ〉 is the
state describing the dication with an Auger electron in the
continuum state µ. Carrying out the calculations it is easy
to show that these states are coupled by the Hamitonian
as follows

Ĥeq |φx〉 = Ex |φx〉+ T |φg〉+
∑

µ
Vµ |φµ〉 , (10a)

Ĥeq |φg〉 = Eg |φg〉+ T |φx〉 , (10b)

Ĥeq |φµ〉 = Eµ|φµ〉+ Vµ |φx〉 , (10c)

where the energies Ex, Eg, Eµ, T and Vµ are given by

Ex = hcc + 2hvv + 2vcvvc + vvvvv − vcvcv, (11a)

Eg = 2hcc + hvv + 2vcvvc + vcccc − vcvcv, (11b)

Eµ = 2hcc + εµ + vcccc, (11c)

T = hcv + vccvc + vcvvv, (11d)

Vµ = vvvcµ. (11e)

The simplification brought about by the HF basis
is now evident. The HF Hamiltonian hHF,ij = hij +∑occ
k (2vikkj − vikjk) is diagonal in the HF basis, therefore

0 = hHF,cv =hcv + (2vcccv − vccvc) + (2vcvvv − vcvvv)
=hcv + vcccv + vcvvv ≡ T.

(12)

Thus the “intermediate” state |φg〉 decouples from the
dynamics.

We write the three-body wave function at time t as

|ψ(t)〉 = ax(t) |φx〉+
∑

µ

aµ(t) |φµ〉 , (13)

with initial condition |ψ(0)〉 = |φx〉. Taking into account
equations (10), the time-dependent Schrödinger equation
yields a set of coupled equations for the coefficients of the



Page 4 of 7 Eur. Phys. J. B (2018) 91: 216

expansion

{
iȧx(t) = Exax(t) +

∑
µ Vµaµ(t)

iȧµ(t) = Vµax(t) + Eµaµ(t),
(14)

to be solved with boundary conditions ax(0) = 1 and
ak(0) = 0.

From the definitions in equations (11) it follows that for
the continuum three-body state to have the same energy
of the initial state, i.e., Eµ = Ex, the energy εµ of the
Auger electron has to be

εµ ≡ εCI
Auger = 2εHF

v − εHF
c − vvvvv, (15)

where

εHF
c = hcc + vcccc + 2vcvvc − vcvcv, (16a)

εHF
v = hvv + vvvvv + 2vvccv + vvcvc, (16b)

are the core and valence HF energies, respectively. It is
therefore reasonable to expect a peak in the continuum
occupations fµ for the µ corresponding to an energy close
to the value in equation (15).

In the next section we solve numerically equations (14).
However, in order to get some physical insight into the
solution we here make a “wide-band-limit approxima-
tion” (WBLA) and carry on the analytic treatment a bit
further. Integrating the second equation (14) we have

aµ(t) = −i
∫ t

0

dt′e−iEµ(t−t
′)Vµax(t′), (17)

which correctly satisfies the boundary conditions
aµ(0) = 0. Substituing this result into the first equation
(14) we get

iȧx(t) = Exax(t) +

∫ ∞

0

dt′K(t− t′)ax(t′), (18)

where

K(t− t′) = −iθ(t− t′)
∑

µ

V 2
µ e
−iEµ(t−t′)

≡
∫
dω

2π
e−iω(t−t

′)

[
Λ(ω)− i

2
Γ (ω)

]
, (19)

and

Λ(ω)− i

2
Γ (ω) =

∑

µ

V 2
µ

ω − Eµ + i0+
. (20)

The real function Λ is connected to Γ through a Hilbert
transform, i.e.,

Λ(ω) =

∫
dω′

2π

Γ (ω′)
ω − ω′ , (21)

and from equations (20) it is easy to show that

Γ (ω) = 2π
∑

µ
V 2
µ δ(ω − Eµ). (22)

For systems in a box of lenght L the continuum wave-
functions are proportional to 1/

√
L and hence V 2

µ scales
like 1/L, see definition in equation (3b). In the limit
L→∞ the discrete sum in equation (22) becomes an inte-
gral and Γ (ω) becomes a smooth function of ω. Assuming
that Ex is a few times larger than Γ (Ex) and that Γ (ω) is
a slowly varying function for ω ' Ex, we can then neglect
the frequency dependence in Γ :

Γ (ω) ' Γ (Ex) ≡ γ, (23)

which implies, see equation (21), that we can approximate
Λ ' 0, see equation (21). This is the so called WBLA,
according to which the kernel K in equations (19) can be
approximated as

K(t− t′) = − i
2
γ δ(t− t′). (24)

Substituing this result into equation (18) and then using
equation (17) it is straighforward to find the following
analytic solution

ax(t) = e−iExt−
γ
2 t, (25a)

aµ(t) = −Vµ
e−i(Ex−

i
2γ)t − e−iEµt

Eµ − Ex + i
2γ

. (25b)

From equations (25) we infer that the occupation of the
continuum states is peaked at Eµ = Ex or, equivalently,
at εµ = εCI

Auger, in agreement with the discussion above

equation (15). We emphasize that this conclusion is based
on the WBLA. The exact solution contains a small cor-
rection which is proportional to the Hilbert transform of
Γ (ω) at frequency ω ' Ex.

2.3 Comparing NEGF with CI

In the NEGF approach at the 2B level of approximation
two holes, in addition to feel an average (HF) potential
generated by all other electrons, scatter directly once.
However, for a strong enough repulsion vvvvv it is nec-
essary to include multiple valence–valence scatterings to
predict the correct energy of the Auger electron. In fact,
the red shift vvvvv in equation (15) can be captured
only by summing multiple scatterings to infinite order
(T-matrix approximation) [30,31]. Since the 2B approx-
imation includes just a single scattering, the predicted
Auger energy is

ε2BAuger = 2εHF
v − εHF

c . (26)

In 3D molecules the neglect of vvvvv has only a minor
impact on the internal (bound-electrons) dynamics since
vvvvv is typically less than 1 eV and Γ (ω) varies rather
slowly on this energy scales. In this work, however,
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we are also interested in the description of the Auger
wavepacket. Taking into account that the repulsion vvvvv
in 1D systems is larger than in 3D ones, a sizable differ-
ence between the CI and 2B results has to be expected.
To demonstrate that such a difference does not affect
the overall physical picture nor the details of the Auger
wavepacket but only the speed at which the Auger electron
is expelled, we isolate the effects of multiple valence–
valence scatterings from the CI formulation. Let us express
the energy Ex defined in equations (16a) in terms of
HF energies

Ex = 2εHF
v + εHF

c − vcccc − 4vvccv + 2vvcvc − vvvvv. (27)

The HF energy εHF
v is blue shifted by vvvvv, see

equations (16), an effect captured by the 2B approxima-
tion. The effect of multiple scatterings manifests in the
red shift given by the last term of equation (27). In the
next section, we show that solving equations (14) using for
Ex the value in equation (27) with vvvvv = 0 one recovers
the NEGF results (notice that this is not equivalent to set
vvvvv = 0 in the Hamiltonian since this Coulomb integral
renormalizes the HF energy εHF

v ). We will refer to this CI
approximation as CI2B.

3 Results

We consider a 1D atom with soft Coulomb interac-
tions. This particular example is a severe test for the
NEGF method since the continuum spectrum has a strong
frequency dependence and the valence-valence repulsion
energy is of the same order of magnitude of the Auger
energy.

The 1D atom is defined on the points xn = na of a
1D grid, with |n| ≤ Ngrid/2. In our model, the Coulomb
interaction is different from zero only in a box of radius R
centered around the nucleus. The one-body Hamiltonian
on the grid reads

h(xn, xm) = δn,m[2κ+ Vn(xn)]− δ|n−m|,1κ, (28)

with Vn(x) = Uen/
√
x2 + a2 the nuclear potential and κ

the hopping integral between neighbouring points. Elec-
trons interact through v(x, x′) = ZUee/

√
(x− x′)2 + a2.

We analyze the system using Ngrid = 1601 grid-points
and choose the parameters according to (atomic units
are used throughout): a = 0.5, κ = 2, Z = 4, Uen = 2,
Uee = Uen/2 and R = 10a. With four electrons the HF
spectrum has five bound states (per spin), the lowest
two of which are occupied. The energies of the occu-
pied levels are εHF

c = −4.33 and εHF
v = −1.65 for the

core and valence, respectively, yielding a 2B Auger energy
ε2BAuger = 1.02. We work in the sudden creation approxi-
mation, according to which the system is perturbed by
suddenly removing a core electron. In the NEGF approach
this is simulated by subtracting to the equilibrium density
matrix ρeqij an infinitesimal amount of charge from the

core, hence ρij(0) = ρeqij − δicδjcnh. In the results below
the hole density nh = 0.04.

Fig. 1. Snapshots of the density of the Auger wavepacket leav-
ing the atom (nucleus is situated in x = 0) calculated using
CI (top), NEGF approach (middle) and CI2B (bottom). The
vertical axes have been rescaled by a factor 104 for all curves.

Subsequently to the creation of the core hole the Auger
process takes place, triggering an internal electron dynam-
ics (refilling of the core state) and the expulsion of charge
toward the continuum states. The time-dependent occu-
pation of the core state nc(t) is predicted in both CI and
2B calculations to have the following behavior nc(t) =
1−nhe−Γt, where nh is the core hole created and Γ is the
inverse lifetime of the Auger decay. Due to the neglect of
multiple scatterings, the Auger decay is faster in 2B and
the corresponding Γ is overestimated by a factor 1.5. As
already pointed out, this discrepancy is expected to be
much smaller in 3D molecules since the valence–valence
repulsion is not as large.

In Figure 1, we display snapshots at different times
of the real-space density of the Auger wavepacket as
obtained by performing CI (top), NEGF (middle) and
CI2B calculations (bottom). The results in the NEGF
approach closely resemble the ones in the CI2B treat-
ment, in agreement with the discussion in Section 2.3. The
CI calculation, as expected, shows a slower wavepacket.
However, the overall shape, i.e., asymmetric packet with
superimposed accumulating ripples on the tail, is common
to all methods. We mention that the amplitude of the rip-
ples as well as the wavefront of the Auger wavepacket
change if, instead of the sudden creation of a core-hole,
we would have simulated the ionization process using an
external laser pulse. In fact, these features are not uni-
versal and depend on the intensity and duration of the
perturbing field [17]. On the other hand, the time Tr elaps-
ing between two consecutive maxima at any fixed position
is an intrinsic feature of the Auger decay, following
the law

Tr =
2π

εAuger
. (29)
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Fig. 2. The top panel shows the time-dependent density of
the Auger wavepacket at a fixed distance x0 = 30 from the
nucleus for NEGF, CI and CI2B. The bottom panel displays
the period of the ripples at x0 versus the number of elapsing
periods for the three calculations of the top panel and for two
more NEGF calculations, see main text.

In the top panel of Figure 2, we show the time-dependent
density nAuger(x0, t) of the Auger wavepacket at a certain
distance x0 from the nucleus. The densities exhibit rip-
ples of different frequency since the energy of the Auger
electron is different in CI, NEGF and CI2B. The small dis-
crepancy between NEGF and CI2B is due to the fact that
the solution in equations (25) is valid only in the WBLA.
Taking into account the frequency dependence of Γ one
would find a small correction to Eµ − Ex proportional to
the Hilbert transform of Γ . From the top panel of Figure 2
we see that this correction is rather small and therefore
the WBLA is an excellent approximation in this case.

In the bottom panel of Figure 2, we show the value
of the time Tr elapsing between two consecutive max-
ima of the wavepacket versus the number of maxima
(counted starting from the left most maximum in the top
panel). In the figure Tr is rescaled by the Auger energy.
In all cases, after a short transient phase, Tr attains the
value 2π. In addition to the values of Tr corresponding to
the three curves of the top panel, in the bottom panel
we also report the trend of Tr calculated in reference
[17] for two more NEGF simulations. More specifically,
we considered two different combinations of range and
strengths of the Coulomb interactions (R,Uen, Uee) =
(100a, 2.6, 2.08), (10a, 2.7, 2.025) yielding Auger electrons
at energies ε2BAuger = 1.76, 2.66, respectively. As we can
see, the quantity Tr × εAuger remains independent of the
system.

Finally, in Figure 3 we display the snapshots of the time-
dependent occupations fµ(t) of the continuum states ϕµ.
After the creation of the core-hole, occurring at t = 0,
the continuum states start to get populated and, as time
passes, gradually get peaked around the Auger energy
εCI
Auger ' 0.51 for the CI calculation and ε2BAuger ' 1 for the

NEGF and CI2B calculation – the small deviation between
these two calculations has been discussed previously.

Fig. 3. Snapshots of the occupations fµ of the continuum
states versus their energy εµ for CI (blue), CI2B (green) and
NEGF (orange). The times of the snapshots (from light to
dark) are given by the color bars.

4 Conclusions

To summarize, we have benchmarked a recently pro-
posed NEGF approach [17] against CI calculations in
a simple 1D model atom. With the exception of the
quantitative discrepancies due to the neglect of multi-
ple valence–valence scatterings, good agreement is found
for the qualitative features of the Auger process. In fact,
NEGF correctly predicts an exponential law for the core-
hole refilling and an asymmetric shape of the Auger
wavepacket characterized by a long tail with superim-
posed ripples of period Tr = 2π/εAuger. The quantitative
difference is only related to the red shift of the energy
of the Auger electron, as demonstrated by the agree-
ment between NEGF and CI2B results. We point out
that for the systems that we are interested to study in
the future, i.e., organic molecules and molecules of bio-
logical interest, the valence–valence repulsion is less than
1 eV; therefore, the neglect of multiple scatterings for the
description of the internal dynamics is expected to be
less relevant.

The NEGF equation (5) are equations of motion for
the one-particle density matrix in the bound sector and
for the occupations of the continuum states, not for the
Green’s function. Both quantities are one-time functions
like the charge density of TDDFT n(r, t). In particular,
in a real space basis ρ(r, r, t) = n(r, t). Given the tight
relation between ρ and n it would be interesting to use
the explicit form of the functionals I[ρ, f ] and Jµ[ρ, f ]
as a guide to generate approximate xc TDDFT potentials
with memory. One possibility would be to combine the lin-
earized Sham–Schlüter equation [32,33] with NEGF using
the GKBA [24].
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Publication III
Efficient computation of the second-Born self-energy using
tensor-contraction operations

Riku Tuovinen, Fabio Covito, Michael A. Sentef, Journal of Chemical Physics, 97,
174110 (2019).

One attractive aspect of NEGF is the ability to account for correlation-induced ef-
fects at a much reduced computational cost in respect to, for example, wavefunc-
tion based methods. In spite of this, NEGF simulations are still limited to systems
of relatively reduced size (small molecules). One of the heaviest computational
tasks to perform is the calculation of the self-energy. Especially in the case of the
2B approximation used in conjunction to the GKBA, this calculation can take up
to 90-95% of the CPU time, becoming the main computational bottleneck of the
simulations. This is due to the unfavourable scaling of the computation of the self-
energy with the size of the system, like explained in the previous chapter. For this
reason, any gain in efficiency of this calculation directly translates into a compu-
tational advantage that could open the way to the study of larger systems and/or
longer timescales. In this publication we propose an efficient scheme for the cal-
culation of the 2B self-energy based on tensor contractions. The basic idea is to
rewrite the expression of self-energy as a series of (multidimensional) matrix and
entrywise multiplications. Using commonly available optimized linear algebra nu-
merical libraries, we demonstrate a speed-up in the computation time associated
with the calculation of the self-energy. The evaluation of the original expression
is associated with a computation time that is proportional to the fifth power of
the size of the basis used to perform the calculations. Instead, we demonstrate
a scaling of ∼ 4.3 for the proposed method. This reduced scaling is related to
the optimization of matrix and tensor multiplication routines. An example is the
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Strassen algorithm [42] for the calculation of matrix multiplications, which in con-
trast to the standard calculation, has an associated computational complexity that
scales with the power N log2 7 instead of N3, with N being the size of the matrices.
The additional advantage of the proposed method is the possibility to profit, at no
cost, from any advance in the implementation of external linear algebra libraries.

The idea behind this work is quite simple and general. In fact, the concept of
contracting loops into tensor operations is not new and has become more inter-
esting with the advent of GPU computing, where these operations are particularly
favourable. The general idea is not restricted to the calculation of the 2B self-
energy and can be used, in principle, for any computation involving looping over
many indices. One could even think of ways of further contracting the collision
integral, since it involves an additional matrix multiplication and a time integral.
An interesting use of this method could be in combination with the dissection
algorithm [43] for exploiting the possible sparsity of the Coulomb integrals tensor.



















Publication IV
Laser-assisted ionisation of adenine as a protection mechanism
against radiation damage

Erik P. Månsson, Simone Latini, Fabio Covito, Vincent Wanie, Mara Galli, Enrico
Perfetto, Gianluca Stefanucci, Hannes Hübener, Umberto De Giovannini, Mattea C.
Castrovilli, Andrea Trabattoni, Fabio Frassetto, Luca Poletto, Jason B. Greenwood,
Frano̧is Légaré, Mauro Nisoli, Angel Rubio and Francesca Calegari, Submitted to
Nature Physics.

The interaction of ionizing radiation (or energetic particles) with biomolecu-les is
of crucial importance for many biochemical and medical processes. For example,
tissue damage in radiotherapy is correlated to the response of DNA sub-units to
ionizing radiation. This, in fact, gives rise to a cascade of secondary electrons car-
rying an energy of around 20-30 eV, comparable with the one transferred through
extreme ultraviolet (XUV) attosecond pulses. The impact of these carriers with
DNA causes ionization, inevitably followed by fragmentation of its sub-units, lead-
ing to damage.

Although of great concern, this matter has not yet been fully understood,
mainly for the lack of knowledge of the physical mechanisms initiating the pro-
cesses that ultimately cause damage. The chain of events eventually leading to
fragmentation and damage, is initiated by the correlation-driven ultrafast electron
dynamics induced by ionization [44–47]. Gaining insight into the processes gov-
erning the dynamics at this timescale is therefore vital to the understanding of
protection against ionization-induced damage.

In the following publication, a joint experimental and theoretical study ad-
dressing the issue of ionization damage in the Adenine molecule is presented. The
theoretical analysis is performed using the NEGF framework developed in this
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work as well as a simplified, but rather accurate, rate equations model based
on perturbation theory. We uncover a novel laser-assisted stabilization mech-
anism that hinders fragmentation and ultimately protects from damage. Elec-
tronic correlations are found to enable this relaxation pathway stabilizing the
molecule. In fact, we identify ultrafast shake-up transitions promoting electrons to
excited states, which are then accessible with the use of a secondary near-infrared
(NIR) pulse. The ionization of such excited electrons represents a possible energy-
dissipation mechanism leading to the eventual protection from fragmentation.

The proposed analysis is directly applicable to other molecules of similar size.
In fact, we are working on a comparative study 3 including all nitrogenous bases
where we highlight the role of electronic correlations for the stabilization mecha-
nism and predict which bases can undergo such relaxation pathway. Preliminary
results are presented in Fig. 2.3, where the time-dependent occupations of the
bound excited states for the different nitrogenous bases after the action of an XUV
laser are shown. This data indicates that purine bases (Adenine and Gunanine)
manifest the slow correlation-driven electron dynamics that enable the proposed
stabilization mechanism. On the other hand, pyrimidine bases (Thymine, Cytosine
and Uracil) seem to lack this ability 4. Uracil seems to have slow dynamics, too,
but a more complete analysis has to be performed to make conclusive statements.

One direction for future work is the study of larger systems, e.g. nucleobase
pairs and nucleosides, for extending the study of stabilization to more complex
DNA building blocks. Another path to follow would be the analysis of the role
of nuclear motion in the proposed mechanism. In fact, although the shake-up dy-
namics are expected to take place before any nuclear motion can provide a possible
stabilization mechanism, non-adiabatic effects such as conical intersection cannot
be completely ruled out and could complement the study. The inclusion of nuclear
degrees of freedom in the study of ultrafast correlated electron dynamics is an
appealing, yet difficult challenge, given the highly complex nature of the problem
already at the Born-Oppenheimer level of approximation. A description consider-

3To be submitted to Physical Review Letters.
4The inability of Thymine of undergoing such dynamics is confirmed by preliminary

experimental data collected by the same collaborators of Publication IV.
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Figure 2.3: Time-dependent occupations of the bound excited states of the differ-
ent nitrogenous bases after photoionization by XUV light polarized perpendicularly
to the molecular plane. Consistently with Fig. 4b of Publication IV, special states
populated significantly through non-instanteneous shake-up transitions are high-
lighted in green, while the rest are drawn in light blue. The y-axis is scaled up by
a factor of 105 for all sub-plots.

ing non-adiabatic electron-nuclear motion would help us further understand how
to harness the complicated coupled dynamics to determine stabilization pathways
for other classes of molecules.

In the following, I add a few remarks, which are not explicitly addressed in
the published manuscript, but complement the discussion of the work.

Convergence issues. As explained before, the self-energy encodes the effect
of correlation in the NEGF formalism. This, in turn, depends on Green’s functions
and the bare Coulomb interaction. The latter, in a single-particle basis, is repre-
sented by the 4-dimensional tensor of the Coulomb integrals. In our framework,
the transitions involving initially unoccupied states are only governed by “Auger-
like” Coulomb integrals, i.e. with only one index above the HOMO. These Coulomb
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integrals are, in general, quite small in comparison to the rest; this is exactly what
is exploited to take the approximations leading to the coupled NEGF equations of
Publication I and II. The reduced size of these quantities is related to the overlap
between the states. Unoccupied states tend to be, in general, more delocalized
compared to the occupied ones, yielding smaller overlaps with (localized) occu-
pied states, making the important coulomb integrals quite sensible quantities to
start with. This is an important matter to take care of during the computational
analysis and simulations: special attention has to be paid when converging the
calculations generating the basis in which the simulations are run. In fact, grid
size, grid spacing and accuracy tresholds in my calculations were much finer than
typical convergence parameters.

Self-interaction correction. Like mentioned in the Supplementary Informa-
tion, the Average-Density Self-Interaction Correction (ADSIC) has been employed
in the DFT calculations needed to construct the single-particle basis used in the
NEGF calculations. The role of the ADSIC is to correct the tails of the Coulomb
potential, not properly decaying to zero in conventional Generalized Gradient Ap-
proximation (GGA) functionals. The main effect of using the ADSIC is the cor-
rection of the Ionization Potential (IP) of the molecule. As a consequence, more
Kohn-Sham states fall below zero energy, meaning these states help to better de-
scribe localized features in the subsequent simulation of the dynamics. We antic-
ipate that these states become resonances in the HF basis and that these are not
the same states one would obtain by directly solving the HF equations. It is well
known, in fact, that the HF approximation yields larger gaps.

Sudden removal. For a more systematic analysis of the shake-up transitions,
simulations of dynamics induced by sudden removal of a percentage of an electron
from a single state have been performed for all states. The percentage removed
roughly matched the generic ionization induced by the XUV pump used in the
actual simulations presented in the paper. The results show no shake-up transition
related to the one identified to be the gateway to the stabilization mechanism.
This means a more general excited state has to be induced by the pump to give
rise to the important dynamics.
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Mauro Nisoli2,5, Angel Rubio3,13 and Francesca Calegari1,2,14∗

1 Center for Free-Electron Laser Science, DESY, Notkestr. 85, 22607 Hamburg, Germany.
2 Inst. for Photonics and Nanotechnologies CNR-IFN, P.za L. da Vinci 32, 20133 Milano, Italy.
3 Max Planck Institute for the Structure and Dynamics of Matter and Center for Free Electron

Laser Science, 22761 Hamburg, Germany.
4 INRS-EMT, 1650 Blvd. Lionel Boulet J3X 1S2, Varennes, Canada.
5 Department of Physics, Politecnico di Milano, Piazza L. da Vinci 32, 20133 Milano, Italy.
6 CNR-ISM, Division of Ultrafast Processes in Materials (FLASHit), Area della ricerca di Roma 1,

Via Salaria Km 29.3, I-00016 Monterotondo Scalo, Italy.
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Ionising radiation causes damage to DNA when bonds are broken in its subunits1. Control

over the molecular dissociation has so far hardly been achieved, and a better understanding

of the ionisation process in nucleic-acid bases would have implications beyond the scope of

physical chemistry. Here we report on a time-resolved study of adenine photo-fragmentation

following ionisation by an extreme ultraviolet attosecond pulse2. We find that, although ade-

nine has a low photo-stability in this energy range3, ultrafast electronic rearrangement opens

up a new efficient stabilisation pathway that can be accessed via a second ionisation event

triggered by a shortly delayed laser pulse, leading to the production of intact and stable

doubly charged adenine. This counter-intuitive stabilisation-by-ionisation mechanism is sup-

ported by first-principles time-dependent simulations including electronic correlation effects.

Our findings pave the way for a new potential control scheme for the protection of the DNA

subunits against radiation damage.

The interaction of ionising radiation with large biological molecules has a high-degree of

complexity1, 4. In ionised molecules, the excited-states dynamics considerably interfere with a vari-

ety of processes occurring between the different subunits and between the subunits and the solvent.

One of the motivations to study DNA in the gas phase is the nonpolar character of its subunits (as

many other biological media do not dissolve in water), making the gas phase the ideal environment

where the intrinsic reactivity can be identified 5. Moreover, by ionising isolated nucleic-acid bases,

the primary relaxation mechanisms leading to fragmentation, and therefore damage, can be iden-

tified in the complete absence of external effects. Sudden removal of one or more electrons from

these molecules leads to an internal electronic rearrangement, often governed by correlated pro-

cesses such as charge migration 6, 7, shake-up or Auger8 and Interatomic Coulombic Decay (ICD)9.

These processes may initiate a chain of events leading to damage, and they occur on an extremely

fast time scale now accessible by attosecond laser technology2, 10, 11. Recently, using trains of at-

tosecond pulses, it has been possible to reveal that multi-electronic (shake-up) and non-adiabatic

effects are fully entangled and their interplay can be identified in the relaxation dynamics follow-

ing XUV-induced ionisation of organic molecules12. Nevertheless, this entangled effect has been

demonstrated to occur on a time scale of several tens of femtoseconds and the very early stages
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of the light-molecule interaction, when pure electronic effects are expected to dominate, have not

been investigated so far with sufficiently high temporal resolution. In this work, we report the first

few-femtosecond time-resolved study of the dissociative dynamics of the nucleic-acid base ade-

nine following sudden ionisation by an attosecond XUV pulse, with the motivation to track many

body effects before non-adiabatic effects take place and potentially take advantage of them to find

new molecular stabilisation protocols against radiation damage.

In our experiment, ionisation of adenine is initiated by an isolated sub-300-as XUV pulse

containing photon energies from 15 to 35 eV, produced by high-harmonic generation 13 in krypton

gas through the polarisation gating technique14. A waveform-controlled 4-fs near-infrared (NIR,

central photon energy 1.77 eV) probing pulse is combined with the XUV pump pulse using an

interferometric approach. Adenine is sublimated and carried to the laser interaction region by

using helium as a buffer gas. The produced ions are then collected as function of the XUV-pump

NIR-probe delay (see Figure 1a), using a time-of-flight spectrometer. The ion mass spectrum

resulting from ionisation by the XUV pulse alone is shown in Figure 1b. The observed high level

of fragmentation (81% of the total yield) indicates a relatively low photo-stability of adenine in this

energy range. This is also confirmed by first-principles calculations15–17 based on time-dependent

density functional theory (TDDFT)18, 19 and Ehrenfest dynamics20 where suddenly ionised adenine

undergoes bond-elongation and eventual dissociation, as shown in Figure 1c.

Further deposition of energy by the NIR pulse, simultaneously or after the XUV, leads to an

overall increase of fragmentation3. Figure 2 shows the partial ion yield for several ionic fragments

as a function of the pump-probe delay. The time dependent yields of the cationic fragments with

mass 27, 38 and 53 u display step-like increases, followed by slower decay. The enhancement

of small fragment ions occurs at the expense of the large fragments, mainly 108 u, which clearly

indicates that the combination of XUV and NIR pulses leads to further excitation and therefore

more efficient bond breaking. One could thus assume that the only effect of sending a control NIR

laser pulse would be to decrease the photo-stability of the XUV-ionised molecule.

3
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Figure 1: Dissociation of adenine. (a) Schematic of the experiment: a molecular beam is in-

jected into a VMI operated in the ion time-of-flight mode. Adenine ions are accelerated towards

the detector and the ion yield is measured as a function of the XUV-pump IR-probe delay. (b)

Measured mass spectrum resulting from ionisation of adenine by the XUV pulse only. Fragment

masses constitute 81% of the spectrum. (c) Calculated time evolution of the bond lengths following

XUV ionisation, with an electron removed from the highest occupied molecular orbital. Several

bond lengths are seen to evolve without reaching a new equilibrium after XUV ionisation, which

is consistent with a large dissociation probability. (d) The bond numbering used in the theoretical

work.
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Figure 2: Experimental results: pump–probe scan. Normalised yield of several ions (shown

with a vertical offset) as a function of the XUV-pump NIR-probe delay. The yield of the ionic

fragments exhibits a distinct positive or negative step-like behaviour, while the adenine parent

dication (67.5 u/e) is fitted to have an exponential risetime of τ1 = 2.32± 0.45 fs (68 % confidence

interval). The decay lifetime (τ2) is significantly shorter for the dication (green curve) than for the

cations. The grey shading indicates the standard error of the mean of 7 successive scans.
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The most intriguing observation in the time-dependent mass spectrum is the appearance of a

new ion for small positive delays at mass/charge = 67.5 u/e, corresponding to the doubly charged

parent molecule (adenine2+)21–23. It is worth noting that a stable dication of the parent is difficult to

discern in the XUV-only signal or at negative NIR delays, and none is present if we select the por-

tion of the XUV spectrum below 17 eV (see the Supplementary Information (SI)). Figure 2 shows

that the formation of the parent dication is delayed compared to the cationic fragments. Fitting

the experimental data using a curve model described in the SI, we obtain for the dication pump–

probe signal a delay of 2.32 ± 0.45 fs (τ1, exponential risetime) and a decay time of 24 ± 3 fs (τ2,

exponential decay). To further verify that the steps of the cationic fragments accurately represent

the absolute zero time delay (XUV-NIR overlap), we also did measurements with simultaneous

injection of an atomic gas (krypton). The XUV+NIR double ionisation of krypton gives a Kr2+

signal at a time consistent with the adenine cations (see SI), allowing us to conclude that it is the

adenine dication signal which is positively delayed. The extracted delay does not appear to depend

on the NIR pulse intensity, within the explored range from 7×1012 to 1.4×1013 W/cm2. At the

same time we observed that the dication yield scales quadratically with the NIR intensity (see SI),

thus indicating that two NIR photons are required to doubly ionise the molecule. The detection

of a doubly charged intact molecule indicates the presence of a stabilisation mechanism that can

occur only if the control NIR laser pulse arrives with a short delay after the ionising XUV pulse.

Both singly and doubly ionised adenine have stable ground states that can be found by re-

laxing the molecular geometry in first-principles DFT calculations. On the other hand, as stated

above, TDDFT dynamics after sudden ionisation showed bond elongation and dissociation (see

SI). The observed transition to a stable doubly ionised state thus requires energy to be removed

by other means, with the NIR pulse having a stabilising role. We propose the following mecha-

nism: I) the XUV pulse singly ionises the molecule leaving a hole in a valence state, II) the hole

decays in a characteristic short time and, due to electronic correlations, this can lead to excitation

of a second electron to a bound excited state, hereafter called ”shake-up” state, III) the NIR pulse

extracts the excited electron, hence doubly ionising and stabilising the molecule. This stabilisation

mechanism is accessible only if the NIR pulse is optimally timed with respect to the XUV pulse,
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Figure 3: Overview of the molecular dynamics. Following XUV photoionisation, an NIR

pulse can either lead to additional fragmentation or, if optimally time-delayed from the XUV, can

give access to a stable dication. The start of the time-delay window within which the NIR has a

stabilisation role is set by the characteristic time of a well defined shake-up process.
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arriving after the shake-up process has occurred but before the excited molecular cationic state

relaxes. On the other hand, if the NIR comes before the shake-up has occurred, further fragmen-

tation is induced and the dication cannot be formed. The two possible scenarios are illustrated in

Fig. 3. It is worth mentioning that, even though the NIR probe pulse acts in the very early stages

of the light-matter interaction where pure electron dynamics dominates, the role of non-adiabatic

effects such as conical intersections cannot be completely ruled out. Nevertheless, in such a short

time window, we do not expect these effects to remove enough energy from the system to open a

pathway for stabilisation.

We find that, as described below, for a particular excited electronic state the characteristic

shake-up time is compatible with the experimentally observed time delay. The shake-up process

(illustrated in the level diagrams in Fig. 3) is purely driven by electronic correlation (two-body

Coulomb interaction), not accounted for in standard TDDFT simulations24. Nevertheless, a sim-

ple estimation of the rate for the shake-up processes can be obtained using Fermi’s golden rule

where the Coulomb interaction is used as a scattering potential and the initial orbital resolved

XUV photoionisation probability is taken into account (see SI). The inverse of the rate of the pro-

cess can be interpreted as the characteristic formation time of a shake-up state. Figure 4(a) shows

the characteristic shake-up transition times for different bound unoccupied orbitals (Kohn-Sham

(KS) orbitals obtained with DFT ground-state calculations). Most of the calculated times are of the

order of few hundreds attoseconds except for three states, one of which (the LUMO+6 indicated in

green) is 2.5 fs, very close to the experimentally observed delay of the dication formation. Inter-

estingly, the energy of this orbital is in the window of two-photon ionisation from the NIR pulse,

which is in agreement with the experimental observation that two NIR photons are required for the

stabilisation.

While the rate-equation approach is easy to understand and it provides a clear physical ex-

planation of the experimental findings, it is an overly simplified description. More refined ab-initio

calculations are required to further validate our interpretation and provide a predictive framework

to address similar phenomena in other molecular complexes. To this end, we performed many-
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body time-dependent simulations to take into account both the electron dynamics triggered by the

XUV photo-ionisation and the absorption of a delayed NIR pulse. By solving the equations of

motion for the non-equilibrium Green’s function and using an efficient propagation scheme based

on the generalized Kadanoff-Baym ansatz, we can obtain an accurate and controlled treatment

of shake-up processes25, 26 (see SI). From the calculations, we extract the orbital-resolved occu-

pations and the spatial variation of the electronic density, all reported in Fig. 4. When only the

XUV photoionisation is considered (Fig. 4b), we can confirm the results obtained with the rate

equations: while most of the states exhibit sub-femtosecond rise-times, the LUMO+6 occupation

(shown in green) rises slowly over several femtoseconds. Fig. 4c shows snapshots of the change

in electron density, with respect to time zero. We notice a significant electronic charge inflation

more than 3 Å away from the molecular plane that builds up over time. The spatial distribution of

this density variation resembles the one of the LUMO+6 orbital (see SI) underlining its dominant

role in the overall electron dynamics. Furthermore, we could speculate that this rapid delocalisa-

tion far from the plane of the bonds allows for minimising the probability of bond breaking after

photo-excitation. Our simulations indicate that LUMO+6 can only be accessed when ionisation

is triggered by an XUV pulse polarised perpendicularly to the molecular plane. Therefore, the

relative orientation between the molecule and the attosecond pulse can potentially be exploited to

achieve more refined control of the stabilisation process.

Finally, we have included the NIR absorption in the simulation and calculated the time-

resolved NIR-induced depletion of the LUMO+6 (Fig. 4d), for different pump–probe delays. The

depletion shows an onset in the window of 2–4 fs and increases with larger delays. To highlight

this delay-dependent increase, Fig. 4(e) illustrates how the average depletion after the end of the

NIR pulse changes as a function of the pump–probe delay. The trend reproduces, remarkably, the

one measured for the adenine dication yield (green solid line in Fig. 2). We point out that only

the LUMO+6 state is characterised by this slow onset (other states in SI) and we can therefore

conclude that the slow shake-up dynamics identified for the LUMO+6 state explains why the NIR

pulse has to be optimally delayed in order to produce the stable dication. To summarise, our theo-

retical calculations singled out a special excited state, described by one KS orbital, which mediates

9



the observed laser assisted stabilisation process in photoionised adenine. The peculiarity of this

LUMO+6 state can be attributed to the following characteristics: I) it has a few-femtoseconds

shake-up time, compatible with the experimentally observed delay in the dication formation, II) it

is a delocalised excited state that extends away from the molecular plane and III) it couples very

efficiently to the NIR pulse. Experimental findings indicate that the NIR pulse must be sent in a

relative narrow time window (τ2 ≈ 24 fs) after ionisation to stabilise the molecule. Our simulations

cannot describe at this stage what defines the length of this time-window, since we are not treating

the combined electron and nuclear dynamics. We could however speculate that the observed decay

rate is due to relaxation of this special excited state via vibronic couplings.

Control over molecular dissociation is fundamental to achieve new molecular functionali-

ties. We have identified a robust and simple stabilisation mechanism based on a many body effect

in a DNA base, where adding energy to the system actually opens a non-dissociative relaxation

path. We have characterised the intrinsic time required for a specific shake-up process to occur,

which to our knowledge has not been measured in real time for any polyatomic molecule before.

A key aspect of the stabilisation mechanism is the efficient depletion of this particular shake-up

state induced by a control NIR probe pulse. Our findings demonstrate that extreme time resolution

is required for the real-time tracking of many-body effects and for acting on the system before it

relaxes via non-adiabatic couplings. By complementing the experiments with covariant detection

of electrons and ions and with the support of time-dependent many-body methods, which also ac-

count for the nuclear motion, we could identify ad hoc stabilisation pathways for different class of

molecules. We envisage the possibility to extend this control scheme to larger molecules (includ-

ing nucleobase pairs and nucleosides), thus paving the way to a new protection protocol against

ionisation-induced damage.
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Figure 4: Identification of states involved in the stabilisation process. (a) Transition times

to a given shake-up state calculated with a Fermi’s Golden rule approach. The LUMO+6 state is

highlighted in green and shows a characteristic time of 2.5 fs. The states are ordered by energy

and grouped (shades of gray) by the number of NIR photons (1, 2 or 3) required to ionise a second

electron. The LUMO+6 state falls in the two NIR-photon group. (b) Time-dependent occupations

of the adenine bound excited states after photoionisation by the XUV, calculated with the ab-initio

non equilibrium Green’s function method. The special state (LUMO+6), highlighted in green, is

populated via a shake-up process and rises over several femtoseconds to one of the largest values.

(c) Snapshots of the variation of the electronic density with respect to the density immediately after

the XUV pulse. We observe that the electronic density inflates considerably away from the molec-

ular plane. The noticeable inflation of the electronic density can be attributed to the increasing

population of the LUMO+6 state (see SI). (d) Temporal evolution of the LUMO+6 state depletion

due to the combined action of XUV and NIR pulses as a function of the delay. The depletion shows

a significant onset in the window of 2-4 fs and it keeps increasing with larger delays as shown in

(e) where we report the state depletion averaged in a 1 fs window after NIR pulse.
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I. EXPERIMENT

1. Experimental set-up and data acquisition

Carrier-envelope-phase stable laser pulses with 4 fs duration, 2.5 mJ energy and a central wavelength of
approximately 750 nm are used to drive the attosecond pump–probe setup7,27,28. The beamline is based on a
Mach–Zehnder-type interferometer where one arm (70 % of the initial energy) is used for XUV generation while
the other arm provides the NIR probe pulse at adjustable delays. Collinear recombination of the two beams is
achieved with a drilled mirror reflecting the IR and transmitting the XUV in the central hole. Sub-300 as XUV
pulses are generated in krypton or xenon (depending on the desired cut-off energy) by polarisation gating14.
A typical spectrum generated in krypton is shown in Figure S1. A 100-nm-thick aluminium filter is used to
remove the residual NIR (as well as harmonics below 15 eV) from the XUV arm. The attosecond interferometer
is actively delay-stabilised with a residual RMS of 20 as.

Adenine powder (Sigma-Aldrich, >99 %) is evaporated at 463 K in a resistively heated stainless steel oven
with a flow of helium acting as carrier and buffer cooling gas. According to vibrational spectroscopy on adenine
from a similar source, the lowest-energy tautomer (9H amino) dominates29. The jet passes through a 1-mm
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Figure S1. XUV spectrum of isolated attosecond pulse generated in krypton.
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35

Figure S2. Pump–probe scan with Kr2+ (42 u/e) as atomic time reference. Three Δt0 parameters, extracted
using the first fitting procedure described in the previous section, are displayed: the difference between Ade2+ and the
reference cations (black text), the difference between Ade2+ and Kr2+ (grey text) and the difference between Kr2+ and
the reference cations (red text). Ade2+ is significantly delayed while the cationic fragments are simultaneous with the
Kr2+ reference.

diameter skimmer and down to the optical interaction region of a standard velocity map imaging spectrometer30

operated as a time of flight mass spectrometer. The voltages of the microchannel plate (MCP) and phosphor
screen are gated to avoid detecting the helium gas at short times of flight.

Pump–probe data were acquired by scanning the delay in alternating directions over multiple traces (7 in
the main dataset used, 5 for the atomic time reference scan). Each trace was normalised to the total yield to
account for a slow sample depletion. These multiple traces have been used to calculate the errorbars shown for
the experimental signal, as a shaded grey area in Fig. 2 and Figure S2.

2. Residual gas removal for Fig. 1

Since fragment H2CN+ has the same molecular mass as nitrogen gas (28 u/e) we show in Fig. 1 of the main
article a mass spectrum where any residual gas background was removed using the following generic technique.
The technique requires two mass spectra, yfull(m) and yreduced(m), to be recorded with identical conditions (e.g.
XUV spectrum and residual gas density) but with different density of the adenine sample, achieved by changing
the oven temperature. We use a scaling factor 0 < x < 1 to represent the remaining adenine density in yreduced

with respect to the full density in yfull:

�
yfull(m) = ybackground(m) + ysample(m)

yreduced(m) = ybackground(m) + x ysample(m)
(1)

To determine the scaling factor, a region of the mass spectrum is defined as background-free, e.g. the region
covering the parent cation. Solving equation (1) for x in the background-free region, where ybackground(m) =



3

0, m ∈Mparent, gives

x =
�

m∈Mparent

yreduced(m)

� �

m∈Mparent

yfull(m) (2)

ybackground(m) =
yreduced(m)− xyfull(m)

1− x
(3)

ysample(m) = yfull(m)− ybackground(m) (4)

As the separation is based on the difference between two mass spectra, the output contains some noise and
artefacts. A simple correction that was made was to require both the background and sample signals to be
non-negative. After evaluating (3), ybackground is updated at individual mass/charge-bins m to ensure that
0 ≤ ybackground(m) ≤ yfull(m). The latter inequality ensures that also the final ysample remains non-negative
when computed as in (4).

The resulting separated adenine and background mass spectra are shown in Figure S3 for masses above 20 u/e.
In this range, the adenine mass spectrum consists of 81% fragments and 19% parent cation.

The background gas removal procedure was not applied to pump–probe data, as it was introduced for the
unique purpose of estimating the total fragment yield.

3. Adenine dication formation as a function of the XUV photon energy

We show that the stable adenine dication yield is maximised when the NIR probe pulse is sent at a small
but nonzero delay after the XUV pump. As a complement to the delay-dependence curves of individual ions in
Fig. 2 we show mass spectra at negative and positive NIR delay in Figure S4, together with the XUV-only case.
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Figure S3. Separation of background and adenine contributions to the mass XUV-spectrum. Of the raw
peak at 28 u/e, 16% was deduced to be N+

2 from the background instead of HCNH+ from adenine. The dotted line
indicates where Ade2+ would appear (67.5 u/e), but it is essentially absent when no NIR photon is present (compare
Figure S4).



4

XUV only
IR before XUV (-19 fs)
IR just after XUV (+9 fs)

52 53 54 55 56 57 58 59 60 61 62 63 64 65 66 67 68 69 70 71
Mass/charge (u/e)

Io
n 

yi
el

d 
(a

rb
. u

.)

0

C2N2H
+

Ade2+

C2N2H2
+

C3N2H2
+

C2N3H4
+

Figure S4. Appearance of the adenine dication. Zoom-in on the mass spectrum where the dication clearly appears
at a small positive NIR delay but is negligible by the XUV alone or with the NIR at a negative delay.

Since sending the NIR pulse before the XUV pulse gives the same result as the XUV only case, we conclude
that there is no NIR-pump–XUV-probe contribution.

At 67.5 u/e, where the dication appears, there is also a background contribution due to the width of the
adjacent fragment at 67 u/e. Since the unambiguous part of the 67 u/e peak shows no delay-dependence, this
additional constant background will not have any influence on the results concerning delay-dependence (such
as Fig. 2). Estimating the absolute yield of the dication, however, requires the background to be subtracted.
From the perturbed curve shape, we estimated a 0.2 % production of adenine dication with XUV only, which
we consider almost negligible.

In Figure S5 we examine the effect of limiting the XUV photon energy on the pump–probe dynamics. The
three panels show the NIR-induced change in the yields of the two cationic fragments with the largest (absolute)
change as well as the adenine dication. Solid lines correspond to the normal case where the XUV photon energy
of the attosecond pulses extends from 17 to 35 eV, employing XUV generation in Kr and an aluminium filter.
Dotted lines show a scan where the XUV generated in Xe is limited to photon energies below 17 eV by an
indium filter (about 5.2 eV below the dication ground state). In this last case, the absorption of one XUV
photon and a few NIR photons is not able to produce any stable dication. Consequently, we could conclude
that population of the special state (identified as responsible of the stabilisation process) can be only observed
if ionisation occurs using the higher-energy part of the XUV spectrum. We also note that with the reduced
cut-off, many fragments disappear, even the largest NIR-induced absolute step for the 53 u/e fragment. For
108 u/e there may still be a negative step, but close to the noise level.

4. Number of NIR photons required to observe a stable dication

A sequence of short scans were made over a range of NIR intensities from 7×1012 to 1.4×1013 W/cm2 to
estimate the number of NIR-photons driving the XUV+NIR process that produces each ion. We first extracted
the step height, hm, of the pump-probe signal for each ion (at mass/charge) at different NIR intensities. We
then fitted the NIR intensity dependent data with the power law hm(I) = (cmI)nm , where I represents the
laser intensity and nm represents the number of NIR-photons driving the process in addition to the single XUV
photon (see top panels of Figure S6). We acknowledge that there is some uncertainty (possibly 25 %) in the
absolute NIR intensities in Figure S6, but a linear rescaling of the intensities would not affect the determination
of the nonlinearity order nm, only the yield coefficient cm.

The results of the fitting procedure are reported in the bottom panel of Figure S6: the step heights of
the small fragments scale approximately linearly while the adenine dication’s step height scales approximately
quadratically with the NIR intensity. This result suggests that 2 NIR probe photons are required to doubly
ionising adenine and stabilise it.
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Figure S5. Pump-probe results for different XUV photon energies. Pump–probe scan signals are shown in
solid lines for the main scan (35 eV cut-off) and dotted lines for indium-filtered HHG from xenon (17 eV cut-off).

5. Fitting of the pump–probe signals

When an initial state populates the probed state at rate 1/τ1, and the probed state decays with the rate 1/τ2,
the general solution to the rate equations allows the population of the probed state to be expressed as:

N(t) =

�
N1

1
1−τ1/τ2

�
e−t/τ2 − e−t/τ1

�
, t > 0

0 , t < 0
(5)

under the condition that 0 ≤ τ1 < τ2, i.e. the state population will rise to a positive peak and then decay. Here,
t is the pump–probe delay axis of the scan, positive when the NIR pulse comes after the XUV attosecond pulse.
An arbitrary coefficient N1 is included for generality.

To model experimental pump–probe scans, the population function should be convoluted with an instrument
response function and the temporal overlap of the XUV and NIR pulses needs to be defined with a t0-parameter.
We allow for a constant background level b and name the step height parameter h. Since convolution is a linear
operation, we can convolve the two terms in (5) separately and express the complete curve model as

f(t) = b +
h

1− τ1/τ2
�
gτ2(t− t0)− gτ1(t− t0)

�
. (6)

Here, gτ (t) represents the convolution of a single exponentially decaying step function with a Gaussian instru-

ment response function31 of full-width at half-maximum W = 2
√

2 ln 2σIRF. The convolution is evaluated using
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Figure S6. Scaling of step heights with NIR-intensity. The delay-dependent step height scales linearly with
NIR-intensity for several small fragments but approximatively quadratically for the adenine dication.

the expression32

gτ (t) =
1

2
erfc

�
σIRF

τ
√

2
− t

σIRF

√
2

�

× exp
�
−t/τ + σ2

IRF/(2τ2)
�

(7)

and normalized (
´∞
−∞ gτ (t)dt = τ) such that the step height before convolution is 1. For an initial overview,

we employed the simplest possible scheme where separate fits were made for each ion, with independent values
for t0 and W , and with simple step functions (τ1 = 0). From the result in Figure S7(a), it is clear that a later
t0-parameter is needed for the dication. We compute Δt0 = t0(Ad2+)− t̄0(reference cations) = 1.82±0.33 fs. A
classical time-difference like Δt0 is however not physically meaningful. To obtain a result which can be compared
with the theoretically extracted shake-up time, we introduced a risetime of the adenine dication signal, by using
a variable τ1 in the function for Ade2+. The t0-parameter is now common for all ions and defines the zero of
the NIR-delay axis, and for robustness we use a common W -parameter and perform a global fit of all the shown
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Figure S7. Pump–probe scan fitted using different approaches. (a) Simple step functions (having τ1 = 0) at
individually variable t0 were fitted without constraints. We find that the adenine dication (C5N5H

2+
5 , 67.5 u/e) has a

distinct delay with respect to the weighted t0-average of the cationic fragments, and show the NIR-delay axis relative
to the cation average. (b) To obtain the more theoretically meaningful risetime of the adenine dication signal, τ1 was
included in the function for the dication. The t0-parameter is now common for all ions and defines the zero of the NIR-
delay axis, and for robustness we use a common W -parameter fitted to 9.9±0.5 fs. The dication and the 108 u/e fragment
where assigned as 2-photon processes for the best fit (in agreement with section I 4), meaning that their Gaussian width
was W/

√
2 instead of W . Panel (b) corresponds to Fig. 2 in the main article.

ions. The dication and the 108 u/e fragment where assigned as 2-photon processes for the best fit (in agreement

with section I 4), meaning that their Gaussian width was W/
√

2 instead of W since a two-photon signal scales
with the square of NIR intensity envelope. The results in Figure S7(b) show a significantly nonzero risetime for
the dication τ1 = 2.32 ± 0.45 fs, which we can now compare to the theoretically extracted shake-up time (see
main text).

6. Verification of zero time delay

In our main analysis we discuss the delay of the adenine dication under the assumption that the steps of
many cations occur directly at the temporal overlap of XUV and NIR pulses. Although this is is the natural
assumption when so many fragments appear synchronised, one could still speculate that some common molecular
motion is required before the NIR probe influences any cation fragment yield, shifting all steps to a positive
NIR delay. To rule this possibility out, we performed another experiment where a small amount of the atomic
gas krypton was simultaneously injected into the vacuum chamber with adenine. The Kr2+ yield in Figure S2
exhibits a sharp step (2-photon process meaning width parameter W/

√
2) for which any molecular dynamics

can be excluded. For simplicity, we used only the first fitting procedure described in the previous section to
extract a t0-parameter for Kr2+ to be compared with the other cationic fragments. The results of the fitting
are shown in Figure S2. We find that the Kr2+ step almost coincides with the steps for the adenine fragments
and that Ade2+ is the only significantly delayed ion.

II. THEORY

1. Equilibrium Properties

Ground state ab-initio characterisation of the Adenine molecule (sketched in Fig. S8) has shown that if the
geometry is allowed to relax, it is possible to find a stable molecule both for the singly and doubly ionised state.
The effect of the geometry relaxation on the charged states of Adenine is relatively small as it can be seen
from Fig. S9 for the singly (a) and doubly (b) ionised case. In such a figure, we report the relative variation
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Figure S9. Geometry relaxation. relative variation of the bond length as a function of the optimisation steps for
singly (a) and doubly (b) ionised adenine. The reference bond length is the one for the neutral state.

(with respect to the optimised neutral structure) of the bond lengths at each optimisation step. To quantify
the importance of geometry relaxation in the stabilisation of ionised adenine, we evaluated the total energy
difference of singly (Ade+) and doubly charged (Ade2+) state with respect to the neutral (Ade) state. The
values are reported in Tab. S1 for the unrelaxed and relaxed structures. We can infer that the minimum
energy that the XUV+IR pulses have to transfer to the system in order to reach the stable dication state is
∼ 15 eV, which is in agreement with the experimental observation that the stabilisation is not observed if the
high energy part of the XUV spectrum is filtered out.

The calculations have been performed with the Octopus code33 within a DFT framework where a PBE
functional has been used. A grid spacing of h = 0.28 Bohr has been used for the simulations.
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To reproduce the first ionisation energy of adenine reported in the experimental literature of 8.48 eV34

we applied the so called averaged density self-interaction correction (ADSIC)35 which corrects the Coulomb
potential tails poorly described by the PBE functional. As it can be noted from Tab. S2 the ionisation energy
(which according to Koopman’s theorem is equivalent to the energy of the HOMO) calculated with the SIC
gets much closer to the experimental one compared to the uncorrected one. For the following results all the
calculations are performed with the PBE-SIC functional.

2. Spontaneous Fragmentation

In this section we demonstrate that ionised adenine is not stable if the molecule is not allowed to dissipate
energy after ionisation. For such a proof we perform a sudden single and double ionisation and we let the elec-
tronic and nuclear system propagate in time by means of TDDFT+Ehrenfest dynamics20,36. In our calculations,
the removal of electrons is orbital specific, in Fig. S10(a) we show the bond length dynamics for singly ionised
adenine where the electron has been suddenly removed at the beginning of the time propagation from a given
orbital. In all the outer valence orbitals investigated the ionisation leads to bond breaking. For completeness
in Fig. S10(b) we also report the bond breaking dynamics in the case adenine is doubly ionised by removing 2
electrons from the HOMO. As expected, the bond rupture is faster in this case.

We conclude that the adenine molecule, in order to reach a stable ionised form has to relax the energy by
means of internal relaxation processes which transfer the excess energy to the outgoing ionised electrons.

3. Modelling the internal relaxation processes with rate equations

a. Shake-up matrix elements

Owing to electron-electron correlation an ionised system can undergo an electronic rearrangement, in which
previously unoccupied bound states become populated through a so called shake-up process, which is depicted
in the central panel of Fig. S11.

Driven by Coulomb interaction, the electron in φm fills the hole in φc and transfers the energy to the
electron in φn which is then excited to the state φi. Overall, the shake-up process has to conserve energy,
i.e. �i − �n = �m − �c. Here we are interested in calculating the rate for such a process for the adenine molecule
following XUV photoionisation. Using Fermi’s golden rule such a rate is given by:

WFI = 2π|�ΨF |V̂C |ΨI�|2δ(�F − �I). (8)

where ΨI and ΨF are the initial and final many-body wavefunctions, V̂C the Coulomb interaction operator and
the Dirac delta ensures energy conservation. Let us first restrict our analysis to the four specific single particle
states φc,φm,φn,φi. In such a basis, the Coulomb interaction, that we consider as the perturbation that drives

Table S1. Ground State Energy differences

E1+ − E0 (eV) E2+ − E0 (eV) E1+

rel − E0 (eV) E2+

rel − E0 (eV)
8.17 22.21 1.88 14.99

Table S2. Homo energies PBE and PBE+ADSIC

�PBE
H (eV) �PBE+ADSIC

H (eV)
-5.57 -7.40
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Figure S10. Bond length variations following sudden Ionisation with TDDFT. Adenine cations are time
propagated following a sudden removal of an electron from different orbitals of the cation Ade+, (a) HOMO, (b) HOMO-
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Figure S11. Three step model for stabilisation-by-ionisation. The molecule is ionised by the XUV pulse leaving
it with hole in the core state c. During the shake-up process, this core-hole moves up to the valence region, through the
excitation of an electron from the occupied level n(m) to the unoccupied level i and the refilling of the core hole by an
electron from level m(n). Finally the IR pulse ionises an electron from this excited level, leaving the molecule doubly
ionised.

the shake-up, can be written (in second quantization) as:

V̂ C
mn =

1

2

�

σσ�∈{↑↓}

�
vcimnc†

cσc
†
iσ�cmσ�cnσ+

vicmnc†
iσc

†
cσ�cmσ�cnσ + h.c.

�
, (9)

where we have defined the Coulomb integrals as:

vijmn =

ˆ

drdr�φ∗i (r)φ
∗
j (r

�)
1

|r− r�|φm(r�)φn(r). (10)

In our picture, the initial state of a shake-up process is the one resulting from the XUV photo-ionisation and,
without loss of generality, we choose it to be |ΨI� = cn↑|Ψ0�, with |Ψ0� consisting of doubly occupied i, m and
n orbitals. The application of the Coulomb perturbation on such an initial state can be evaluated as follows:

V̂ C
mn|ΨI� =

1

2

�

σσ�∈{↑↓}

�
vcimnc†

cσc
†
iσ�cmσ�cnσ + vicmnc†

iσc
†
cσ�cmσ�cnσ + h.c.

�
cn↑|Ψ0�

=
1

2

�

σ∈{↑↓}

�
vcimnc†

iσc
†
c↑cn↑cmσ + vicmnc†

iσc
†
c↑cm↑cnσ

�
cn↑|Ψ0�

(11)

where the h.c. does not contribute because it contains terms of the type c†
mσc

†
nσ� . Knowing the result of the

Coulomb operator on the initial state and assuming the final state to be |ΨF � = |Ψmn
i � = c†

i↑cm↑cn↑|Ψ0� (again,

without loss of generality) we can apply the Fermi golden rule in Eq. (8) and write:

RSh−up
imnc =

π

2
|vicmn + vcimn|2 δ(�i − �n − (�m − �c)) (12)
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In general for a given initial core-hole state c and a final occupied excited state i there might be several
m and n state combinations compatible with the shake-up process. For this reason the rate of the shake-up
independent of the orbital localization of the two final holes is given by:

RSh−up
ic =

π

2

�

n≥m

|vicmn + vcimn|2 δ(�i − �n − (�m − �c)). (13)

Note that we restricted the sum to n ≥ m to avoid the double counting that would arise from the fact that the
holes are identical. For practical purposes the delta function in the formula above is replaced by a Lorentzian,
L
γj
�j (ω) = 1

2π
γj

(ω−�j)2+(γj/2)2 , as follows:

RSh−up
ic =

π

2

�

n≥m

|vicmn + vcimn|2 Lη�m+�n−�i−�c(ω = 0), (14)

where the width η enters as a parameter.

b. Ionisation rate: Evaluating orbital dependent cross-sections

The initial state in the shake-up process is created by the XUV pulse (see leftmost panel of Fig. S11) and
the probability of creating the initial hole in a state φi is determined by the XUV photoionisation probability
of such a state which is given by:

P Ion
i (ω) = 2πnspin

�

k

���φk|eiq·r̂|φi�
��2 δ(ω − (�k − �i))

=
2π

V

�

k

����
ˆ

drei(k+q)·rφi(r)

����
2

δ

�
k2

2
− (ω + �i)

�
,

(15)

where ω is the energy of the perturbation, |φk� the outgoing electron wavefunction, which in the second step
we assume to be a planewave, and AIe

iq·r̂ the spatial component of the electromagnetic field. In the long
wavelength limit (q → 0) we can recognize the Fourier transform of the wavefunction φ̃i(k) =

´

drei(k)·rφi(r)
and write:

P Ion
i (ω) =

2π

V

�

k

���φ̃ik

���
2

δ

�
k2

2
− (ω + �i)

�
. (16)

Using this formula, we evaluated the orbital dependent ionisation probability for the 15 outer valence KS
orbitals reported in Fig. S12(a).

By convoluting these photoionisation probabilities with an energy distribution function fXUV(ω) for the XUV
pulse, we can get the orbital resolved ionisation rate as:

RXUV
c =

ˆ

dωfXUV(ω)P Ion
c (ω). (17)

In our calculations we make the easiest assumption by choosing fXUV(ω) as a stepwise window function between
19.5 and 30.5 eV (as in the experiment) and extract the time it takes for a given valence orbital to be fully
ionised as the inverse of the ionisation rates, see Fig. S12(b).

c. The shake-up process and the characteristic time delay

We can finally combine the XUV photoionisation probability with the state resolved shake-up rates and get
the characteristic shake-up times. More specifically the probability that an empty bound state gets populated
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(a)

(b)

Figure S12. (a) XUV-photoionisation rate for the occupied orbitals calculated with Eq. (16). (b) Orbital dependent
ionisation time calculated by integrating the curves in (a) within the XUV energy window.

by shake-up processes following XUV ionisation can be written as:

P Sh−up
i (t) = 1− eRtot

i t (18)

where the total rate is given by:

Rtot
i =

�

c

�
1− e−RXUV

c TXUV
�

RSh−up
ic (19)
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Figure S13. Shake-up rates for the first unoccupied orbitals: (a) Shake-up rates where the Dirac delta has been
approximated by a Lorentzian with width η = 0.1 eV and a photoionisation time (TXUV = 100 as). (b) Same rates as a
function of the broadening parameter η.

i.e. the probability of having a hole in state c times the rate of shake-up towards a state i summed over all
initial holes. The probability of creating initial holes takes into account the actual duration of the XUV pulse
TXUV.

In Fig. S13(a) we show the characteristic electronic shake-up times as reported in the main text. For more
thorough validation of this result we computed the same quantities as a function of the artificial parameter
η. These results are reported in Fig. S13(b) for the final empty states ionised with two IR photons and it is
apparent that the variation of the characteristic times with respect to η is small for any η > 0.1 eV which is
safe to assume considering typical quasiparticle lifetimes in molecules37.

4. Non-equilibrium Green’s Function approach

a. Theoretical description

In this section we discuss the details of the ab-initio real-time propagation presented in the main paper. We use
the non-equilibrium Green’s function (NEGF) formalism and solve numerically the Kadanoff-Baym equations
(KBE’s)38–40 within the Generalized Kadanoff-Baym Ansatz (GKBA)41. Within the GKBA the KBE’s collapse
into a single equation for the single-particle density matrix ρ(t)

d

dt
ρ(t) + i[hHF(t), ρ(t)] = −[Icorr(t)− Iion(t) + h.c.]. (20)
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Figure S14. Diagrammatic representation of the second Born self-energy. The double line represents the
Green’s function G≶ while the wiggly line represents the Coulomb interaction v.

The left-hand side contains the commutator between ρ and the time-dependent Hartree-Fock (HF) Hamiltonian

hHF(t) = hKS − VHxc + VHF(t) + E(t) · d , (21)

where hKS is the Kohn-Sham (KS) Hamiltonian, VHxc is the Hatree-exchange-correlation potential (both hKS

and VHxc are evaluated at the equilibrium KS density), VHF(t) = VHF[ρ(t)] is the time-dependent HF potential,
E(t) is the external pulse, and d = (dx, dy, dz) is the molecular dipole vector. Correlation effects are included
in the right-hand side of Eq. (20) via the collision integral

Icorr(t) =

ˆ t

0

dt�[Σ>
corr(t, t

�)G<(t�, t)

−Σ<
corr(t, t

�)G>(t�, t)] , (22)

where G≶ is the lesser (greater) non-equilibrium Green’s function, and Σ
≶
corr is the correlation lesser (greater)

non-equilibrium self-energy. Here we approximate Σcorr at the second Born (2B) level, see Fig. S14 for its
diagrammatic representation. The GKBA consists in approximating the lesser and greater Green’s functions as

G<(t, t�) = −GR(t, t�)ρ(t�) + ρ(t)GA(t, t�), (23)

G>(t, t�) = GR(t, t�)ρ̄(t�)− ρ̄(t)GA(t, t�), (24)

where ρ̄(t) = 1− ρ(t) and

GR(t, t�) = [GA(t�, t)]† = −iθ(t− t�)T [e−i
´ t
t� dt̄ hHF(t̄)]. (25)

The second term appearing on the right-hand side of Eq. (20) is the ionisation integral

Iion(t) =

ˆ t

0

dt�Σ>
ion(t, t�)G<(t�, t) , (26)

with Σ>
ion the ionisation self-energy. This term describes the excitation of bound electrons to continuum states

occurring during the ionisation process induced by the pulse E(t).
The numerical solution of Eq. (20) with Σcorr in the 2B approximation scales quadratically with the maximum

propagation time. This favourable scaling (in comparison to the cubic scaling of the KBE) allows us to follow
the dynamics of molecules with ∼ 102 active electrons for tens of femtoseconds.

b. Computational method

In this section we discuss how Eq. (20) is practically solved to study the ultrafast electron dynamics of adenine
after the action of a XUV pulse. We first obtain the KS ground state (GS) of the molecule using the Octopus
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Figure S15. Schematic illustration of scattering processes. Left: scattering involving electrons in initially
occupied states (labelled by roman indices). Right: shake-up scatterings leading to the transition of an electron in an
initially unoccupied state (labeled by µ). The initially occupied and unoccupied states are represented by a dark blue
and a light blue line, respectively. The shaded area represents the continuum – no scattering is considered in this area.

code33, with HSCV pseudopotentials42, the PBE approximation for the exchange-correlation potential43 and
the averaged density self-interaction correction (ADSIC)35. The grid is a sphere of radius 20 Bohr with spacing
0.25 Bohr. The lowest 57 KS orbitals are bound and constitute the active space to describe the molecular ρ.
The remaining KS orbitals (with KS energy �KS

k > 0) up to energies ∼ 41eV (about 3000 states) are instead
used to build Σion.

We then solve the equilibrium HF problem (with E = 0) in the active space. Since correlation effects are
typically weak in the ground state of biomolecules44–46, we set ρ(0) = ρHF as initial condition for Eq. (20). It
is therefore convenient to work in the HF basis {ϕHF

i (r)}. In this basis the equilibrium HF Hamiltonian hHF is
diagonal and the 2B self-energy reads

Σ
≶
corr,ij(t, t

�) =
�

nmpqsr

virpn(2vmqsj − vmqjs) (27)

× G≶
nm(t, t�)G≶

pq(t, t
�)G≶

sr(t
�, t),

where the Coulomb integrals virpn are computed like in (10) with the HF basis functions. The correlation
self-energy in Eq. (27) is numerically evaluated using the dissection algorithm47 implemented in the CHEERS
code48. Additionally only those Coulomb integrals with at most one index above the HF-HOMO are retained, see
Fig. S15. This amounts to including only shake-up processes for electrons visiting HF states initially unoccupied.
A similar approximation has been recently used in the context of Auger decays49, finding excellent agreement
with Configuration Interaction calculations. The approximation reduces the number of Coulomb integrals
involved in Σcorr: from N4

tot, where Ntot = 57 is the dimension of the active space, to N4
occ +4N3

occ(Ntot−Nocc),
where Nocc = 27 is the number of initially occupied states; hence about an order of magnitude less. Furthermore,
ρ(0) = ρHF is a stationary solution of Eq. (20) in the absence of external fields.

The ionisation self-energy in the HF basis reads

Σ>
ion,ij(t, t

�) = −i
�

k: εKS
k >0

[E(t) · dik]e−i�KS
k (t−t�)[E(t�) · dkj ], (28)
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where

dij =

ˆ

dr ϕHF
i (r)rϕHF

j (r), (29)

and εKS
k = εHF

k since we discard the Coulomb repulsion of HF electrons in the continuum. The main physical
process left out by this further approximation is the Auger decay which, however, can be safely ignored for XUV
pulses. We also emphasise that the ionisation self-energy in Eq. (28) is suitable only for single-photon ionisation
processes (like the ones induced by the XUV pulse of the present experiment). The inclusion of multiphoton
processes would lead to a different dependence of Σion on E .

The NEGF-GKBA Eq. (20) is solved numerically using the CHEERS code48. From the single-particle density
matrix we can easily calculate the time-dependent electronic density according to

nel(r, t) =
�

ij

ϕHF
i (r)ρij(t)ϕ

HF
i (r). (30)

c. Ionisation

In our simulations we have studied the electron dynamics of adenine under the influence of the experimental
XUV laser pulse. The latter has a full-width at half-maximum of ∼ 300 as and a central frequency of ∼ 27 eV
(see the inset of Fig. S16 for the temporal shape of the pulse and for its power spectrum). In Fig. S16 we show
the time-dependent variation of the occupations δni(t) = ni(t)− ni(0) of the bound KS orbitals {ϕKS

i } during
the ionisation process. The occupations ni(t) are obtained according to

ni(t) =
�

mn

Uimρmn(t)U †
ni, (31)

where Uim =
´

dr ϕKS
i (r)ϕHF

m (r) is the change of basis transformation matrix.
The inspection of Fig. S16 shows that all initially occupied (unoccupied) KS states depopulate (populate)

with superimposed oscillations following the cycles of the laser pulse. We point out that the initially unoccupied
KS states get populated mainly through ultrafast shake-up processes. Longer timescale dynamics are discussed
in the main paper.

d. Charge migration

As stated in the main text, the simulations reveal an inflation of the electron density of the molecule over
time, caused by the population of the particular KS state LUMO+6 on a timescale compatible with the delay
observed in the yield of stable adenine dication. The inflation indicates that the electrons move away from
the molecule over time. Defining a slab around the molecular plane of thickness d = 6 Å and integrating the
electron density outside of this area, we have a measure of the molecular inflation. In Fig. S17 we show how
this integrated electron density reflects the timescale of the inflation, as expected. The observed behaviour is
consistent for different slab thicknesses. This effect is due to the population of the delocalised bound states, as
reported in the main text, and in fact has the two characteristic time scales observed in the population of the
initially unoccupied KS states, the slower one being the one associated with the delayed shake-up transition.

5. NIR-induced ionisation

To support the analysis on the role of the LUMO+6 state in the stabilisation dynamics of adenine we observe
the behaviour of the system when the additional NIR pulse is introduced. In our simulation we have used a
pulse with carrier frequency 1.7eV and sin2 envelope of total duration 200a.u. � 4.8fs. Of particular interest is
the time-dependent occupation of the shake-up states as the NIR pulse acts on the system. In fig. S18 the total
NIR-induced state depletion for the different shake-up states as a function of XUV-NIR delay is shown. These
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HOMO
LUMO

Figure S16. Time-dependent variation of the population. Change of the population of the occupied (blue) and
unoccupied (red) bound KS states of adenine excited by the XUV pulse perpendicular to the plane of the molecule. The
inset shows the spectrum and the temporal profile of the pump pulse.

Figure S17. Inflation. Integrated time-dependent electron density more than 3 Å away from the molecular plane.
The grey shaded area represents the time-window of the pump pulse, having its peak at tpump = 0.48fs. The y-axis has
been rescaled by a factor of 105. The inset shows the molecule and the planes defining the integration region (left) and
the wavefunction of the special Kohn-Sham state LUMO+6 (right).
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Figure S18. Shake-up state depletion. Average shake-up states depletion as a function of XUV-NIR delay. The
average has been performed in a window of 1fs after the end of the pulses. In accordance to the main text, the LUMO+6
is drawn in green while the rest in shades of light blue.

are defined as the averaged value of the NIR-induced variation of the state occupation in a window of 1fs after
the end of the NIR pulse. As stated in the main paper the NIR-induced depletion of the LUMO+6 state has
an onset of 2− 4fs and reproduces the behaviours of the adenine dication yield. Moreover, the LUMO+6 state
is the only one, of all the shake-up states, showing these characteristics.
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Chapter 3

Introduction to TDDFT

This chapter is dedicated to an introduction to the TDDFT formalism for the study
of thermo-electric transport in nanojunctions. TDDFT [20, 48–52] is an exact re-
formulation of the many-body problem where the central quantity is the electronic
density. The progress in this subject achieved within this work will be presented
in publications V and VI, displayed at the end of the chapter.

3.1 Basics of (TD)DFT

Ground-state Density-Functional Theory is based on the idea of describing a sys-
tem in terms of its electronic density, in contrary to the Schrödinger equation,
where the wavefunction plays this role. Hohenberg and Kohn, in their seminal
paper [9], proved the existence of a 1:1 mapping between the ground-state elec-
tronic density and the external potential influencing the system. As a consequence,
the ground-state energy of a system can be found through the minimization of the
energy, expressed as a functional of the electronic density. To understand how, we
start by expressing the Hamiltonian operator as

Ĥ = T̂ + Ĥint + V̂ , (3.1)

where Ĥint–defined in the previous chapter–is the electron-electron interaction, T̂
is the kinetic energy operator and V̂ is the external potential energy. To link to
the Hamiltonian presented in the previous chapter, T̂ and V̂ make up the single-
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particle Hamiltonian. The operator V̂ is associated with a local potential V (~r) that
takes into account the nuclear potential, the effect of external static electric fields,
etc. Being local, we have V̂ =

∫
d~r V (~r)n̂(~r), with n̂(~r) the density operator. The

minimization principle of the energy with respect to the density can be understood
through the so-called constrained search algorithm [53, 54]. Essentially, we first
minimize the energy for a certain density n(~r) inside the space of all possible
wavefunctions giving the density n(~r):

Ẽ[n] = min
ψ→n(~r)

〈ψ| Ĥ |ψ〉

= F [n] +

∫
d~r V (~r)n(~r) ,

(3.2)

where the term associated with the potential V (~r) takes on this form due to its
local nature and the functional F [n] is defined as

F [n] ≡ min
ψ→n(~r)

〈ψ| T̂ + Ĥint |ψ〉 . (3.3)

The distinctive feature of the functional F [n] is that it is independent of the par-
ticular V (~r) specifying the system, i.e. it is the same for all systems; it is, in fact,
called the “universal” functional. To find the ground-state energy of the system we
are now left to minimize the energy Ẽ[n] with respect to all possible densities:

E[V ] = min
n(~r)

{
Ẽ[n]

}
= min

n(~r)

{
F [n] +

∫
d~r V (~r)n(~r)

}
. (3.4)

Note the dependence of the ground-state energy on the external potential, since
this specifies the system. The minimum condition (3.4) is equivalent to the re-
quirement of the functional Ẽ[n] to have vanishing functional derivative with re-
spect to the density at the true ground-state density. Assuming such functional
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derivative exists1, we have

δẼ[n]

δn(~r)
= 0 =⇒ δF [n]

δn(~r)
= −V (~r) . (3.5)

The mentioned minimum conditions are satisfied for the ground-state density,
but do not guarantee that to a ground-state density corresponds one and one only
external potential. Hohenberg and Kohn proved exactly this condition, ensuring
that two distinct potentials, i.e. differing for more than a trivial constant, nec-
essarily yield distinct ground-state densities2. The implications of this statement
are profound: from the ground-state density one can uniquely determine the as-
sociated external potential, hence the Hamiltonian and, through the Schödinger
equation, access all the properties of the system.

The principles presented up to now, while giving an elegant approach to the
ground-state problem, do not help with a practical solution of the problem, since
the form of the universal functional F [n] remains unknown. Finding approxi-
mations to the universal functional, while in principle possible, is not a straight-
forward path to follow. The strategy proposed by Kohn and Sham in 1965 [10]
provides a much more practical way of solving the problem. The approach is based
on the idea that the ground-state density of an interacting system can be repre-
sented by the ground-state density of a fictitious non-interacting system moving in
an external potential VKS. For this fictitious system, called the Kohn-Sham (KS)
system, similarly to the interacting system, the minimization conditions read

EKS[VKS] = min
n(~r)
{Es[n]} = min

n(~r)

{
Ts[n] +

∫
d~r VKS(~r)n(~r)

}
, (3.6a)

1Although we make the assumption of existing functional derivatives of the quantities
introduced, this is a non-trivial subject. The functional F [n] might not be well-defined
for all densities, and more so its functional derivative, but restricting ourselves to “safe”
densities representing normal physical processes, it is harmless to make our assumption.

2The opposite is, in general, not true. For the case of degenerate ground-states, in fact,
an external potential can be associated with different ground-state densities of the same
energy.
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δTs[n]

δn(~r)
= −VKS(~r) , (3.6b)

where Ts[n] is the kinetic energy functional of the non-interacting system. At
the ground-state density, which is the same for both the interacting and non-
interacting systems, the functional derivative of the energy functional E[n] (or
Es[n]) with respect to the density vanishes. Therefore, we have

0 =
δẼ[n]

δn(~r)
=
δEs[n]

δn(~r)
,

δF [n]

δn(~r)
+ V (~r) =

δTs[n]

δn(~r)
+ VKS(~r) .

(3.7)

We can use this last equality to define the KS potential as

VKS[n](~r) =
δ(F [n]− Ts[n])

δn(~r)
+ V (~r)

≡ δEHxc[n]

δn(~r)
+ V (~r) ,

(3.8)

where we defined the Hartree-exchange-correlation energy EHxc[n] as the differ-
ence between the universal functional and the kinetic energy functional of the non-
interacting system. This difference contains the effects of interaction and the dif-
ference in the kinetic energy of the two systems. From this energy we can further
extract the electrostatic component of the electron-electron interaction (Hartree
contribution), which can be explicitly written, obtaining

EHxc[n] = EH[n] + Exc[n] . (3.9)

The exchange-correlation energy Exc[n] encodes the difference in the kinetic en-
ergy of the two systems and the effect of interaction beyond the electrostatic effect.
It is therefore small compared to the Hartree and non-interacting kinetic energies.
This gives the hope that its approximation may not introduce too severe errors.
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Going back to the definition of the Kohn-Sham potential (3.8), we have

VKS[n](~r) = VH[n](~r) + Vxc[n](~r) + V (~r) , (3.10)

where the potentials VH[n] and Vxc[n] are the functional derivatives of the cor-
responding energy functionals. Being a system of non-interacting particles, the
time-independent Schrödinger equation for the KS system, the so-called Kohn-
Sham equation, is easily found

[
− ~2

2m
∇2 + V (~r) + VH(~r) + Vxc(~r)

]
φi( ~r, σ) = εiφi(~r, σ) , (3.11)

where the φi(~r, σ) are the Kohn-Sham orbitals, i labels the states, , σ labels spin
and, for simplicity, we disregarded spin. The density is then calculated from the
KS orbitals, i.e. n(~r) =

∑
iσ |φi(~r, σ)|2.

To summarize, finding the ground-state density of the non-interacting KS sys-
tem in presence of the KS potential (3.10) is equivalent to finding the ground-
state of the interacting system moving in a potential V (~r). What we gain in this is
considerable: given that we have an approximation for the exchange-correlation
potential, the many-body problem is reduced to finding the ground-state of a non-
interacting system.

Before introducing TDDFT, it is important to notice that the matters of inter-
est are quite different between a time-dependent framework and the ground-state
case. While in DFT we consider equilibrium properties such as, equilibrium ge-
ometries of crystals, phonon spectra, and so on, in TDDFT the focus is on the time
evolution of the system, excitation energies, the response of the density density to
an external perturbation, etc.

Time-Dependent DFT, as the name suggests, is the extension of ground-state
DFT to the time domain, whose foundation lies in the Runge-Gross theorem [20].
Similarly to the Hohnberg-Kohn theorem, it is based on the idea of mapping from
densities to potentials, which in this case are all time-dependent quantities, with a
few differences from the ground-state case. The Runge-Gross theorem states that
two time-dependent densities which evolve from the same initial state under the
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influence of two external time-dependent potentials differing by more than a time-
dependent constant, must be different. This means that the map is V [ψ0, n](~r, t),
since the initial state dependence of the time-evolved system cannot be discarded.
Moreover, it is important to notice that the potential depends on the density at
all previous times, highlighting the role of memory in time-dependent scenarios.
For the special case of choosing the ground state as the starting point of the time-
evolution, the dependence on the initial state can be dropped, since the ground-
state density n(t0) is in a 1:1 correspondence with the ground state ψ0. In the
same way we find a practical solution to ground-state counterpart, in TDDFT,
we can construct a local potential VKS(~r, t) that generates the density n(~r, t) of
the interacting system, when we let a non-interacting system evolve under its
influence. This potential can be written as

VKS[n](~r, t) = V (~r, t) + VH[n](~r, t) + Vxc[n](~r, t) , (3.12)

where, similar to the ground-state case, V (~r, t) is the external potential, VH(~r, t)

is the Hartree contribution, Vxc(~r, t) is the exchange-correlation potential and, of
course, the latter two are functionals of the density. The time-dependent Kohn-
Sham equation, then, reads

i~
∂

∂t
φi(~r, σ, t) =

[
− ~2

2m
∇2 + VKS(~r, t)

]
φi(~r, σ, t) . (3.13)

Again, the time-dependent density can be calculated from the time-evolved KS
states through n(~r, t) =

∑
iσ |φi(~r, σ, t)|2.

3.2 Adiabatic functionals

It is not in the scope of this document to delve into the details of the search for
approximations to the exchange-correlation potential of (TD)DFT: this is an active
field of research on its own [55–57]. On the other hand, it is necessary to discuss
the implications of the commonly used exchange-correlation potentials. Before
elaborating on this, it is important to appreciate how the exchange-correlation po-
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tential in (TD)DFT plays a role similar to the self-energy in NEGF. In fact, both
these frameworks are, in principle, an exact reformulation of the many-body prob-
lem and how faithfully they describe physical phenomena depends on the level of
approximation used for the self-energy or the xc functional.

The vast majority of approximations to the exchange-correlation potential used
nowadays belongs to the adiabatic category. These approximations are based on
the assumption that the exchange-correlation potential Vxc(~r, t) only depends on
the instantaneous density n(~r, t), i.e. memory effects are discarded. In other
words, the functional becomes “local in time”. This allows us to use ideas de-
veloped in ground-state DFT in a time-dependent framework through the simple
substitution n(~r) → n(~r, t) in the expression of the xc potential. This is not the
case in the NEGF framework, since the collision integral, embodying the effect of
correlations beyond HF, is performed over all times. In this case, though, the catch
is in the much more computationally demanding equations of the NEGF approach.

3.3 Transport within TDDFT

A transport setup is generally composed of a microscopic device connected to one
or multiple (macroscopic) contacts used to drive or measure the junction, see
Fig. 3.1. Examples of such devices are transistors, nowadays on the scale of tens
of nanometers, or other kinds of junctions, up to the micrometer scale. Given the
(possible) considerable size of these devices, studying their behavior with an ef-
ficient method like TDDFT is particularly appealing. The advantages do not only
come from the low computational cost associated with TDDFT calculations: one
can further exploit the properties of the KS system mapping the true setup. Once
we are dealing with the non-interacting KS system, it is advantageous to employ
the embedding scheme presented in the previous chapter to model the interaction
of the device itself with the macroscopic leads, which are, in general, too size-
able to be described microscopically. Moreover, the (TD)DFT framework can be
combined with probably the most successful and widespread theory to describe
electric transport: the Landauer-Büttiker formalism [58–63]. This formalism, ap-
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Figure 3.1: Schematic representation of a general transport setup. Although con-
ventional transport setups comprise of the device and two contacts used for mea-
suring and inducing dynamics, the presented approach is general and can deal
with any number of contacts. The arrows between the contacts and the device
represent the charge currents (black) and heat flow (colored). The contacts are at
different temperatures, as indicated by the thermometers. The current flowing to
the dot from the leads is measured through the use of the depicted ammeters.

plicable precisely to non-interacting systems, describes transport like a scattering
problem. This means that the charge flow is expressed in terms of the transmission
function of the device and the occupation functions of the leads that, being macro-
scopic, are considered in equilibrium. Moreover, it is also possible to consider the
effect of temperature with the use of a thermomechanical potential, introduced
by Luttinger [64], which couples to the local energy density of the system, hence
rescaling the energy locally. In a nutshell, considering this idea in the context of
transport translates into a rescaling of the occupation functions of the leads accord-
ing to their temperature. Moreover, in principle, the thermomechanical potential
can be used to consider temperature gradients across the device. In recent years,
Luttinger’s idea has been developed further to propose a novel DFT approach for
the description of thermo-electric transport [65–68], where a generalization of the
exchange-correlation potential for studying charge and energy flow is put forward.
The described approach represents an efficient way of treating the transport prob-
lem. This efficiency can be boosted by employing the WBLA for the description of
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the interaction of the impurity with the leads. Although widely used and studied,
the implications of adopting this approximation in the context of thermo-electric
transport have not been addressed yet. In publication V we investigate whether the
WBLA induces any artifacts when studying both charge and heat transport through
a nanoscale device. Lastly, the possibility of going beyond the standard adiabatic
functionals presented in the previous section has been explored in publication VI,
where a construction for a non-adiabatic exchange-correlation functional for lat-
tice models is proposed. The findings of the publications and their implications
are discussed in the following, together with a more detailed introduction to each
work.





Publication V
Transient Charge and Energy Flow in the Wide-Band Limit

Fabio Covito, Florian G. Eich, Riku Tuovinen, Michael A. Sentef and Angel Rubio,
Journal of Chemical Theory and Computation, 14, pp 2495–2504 (2018).

Electrical circuits have nowadays reached a size where quantum effects can no
longer be disregarded. A microscopical description of their behavior is in order to
understand how we can further control and manipulate such devices. The charac-
terization of quantum devices is highly non-trivial due to difficulties in the descrip-
tion of interaction in combination with the size of such devices. For this reason
a wealth of approximations have been introduced and studied over the years to
best describe the physical behavior of quantum devices. Approximations can be,
at times, not perfectly controlled and the repercussions of using them might in-
troduce spurious effects in our analysis. In the study of transport, the WBLA is a
commonly used approximation. The WBLA disregards the structure of the density
of states of the leads, assuming their bandwidth to be infinite. To model the effect
of temperature in transport setups, we can make use of Luttinger’s thermome-
chanical potential. This potential encodes the effect of temperature on the leads
by rescaling their energy density. It is, therefore, legitimate to ask what are the
implications of using the WBLA in conjunction to Luttinger’s thermomechanical
potential, since this would imply the rescaling of an infinite band. In this publica-
tion we address exactly this question in the study of the time-dependent thermo-
electric transport through nanosclae devices. We find a pathological behavior of
both the charge and the heat transient currents under certain circumstances. In
particular, we observe an unphysical jump in the heat current when we apply a
voltage bias to the device and in the charge current when we apply a tempera-
ture bias. Even more severe is the behavior of the transient heat current when
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the device is exposed to a potential quench and a temperature gradient; this, in
fact, diverges as (t − t0)−1, where t0 is the time at which we induce dynamics by
switching on the potential and temperature biases. We identify the problem to be
related to the absence of an energy cutoff for the WBLA embedding self-energy,
not properly damping highly energetic transitions. We show that this pathological
behavior can be alleviated by considering that changes induced by temperature
variations affect the boundary between the leads and the impurity other than the
leads exclusively. The divergence of the heat current, though, persists, becoming
logarithmic. Although the instantaneous switch-on of voltage biases and temper-
ature gradients is not realizable in practice, the simulation time-step required for
resolving the dynamics observed in modern transport experiments is comparable
to the time interval at which we observe the pathological behavior.

In the following, I add a remark, which is not explicitly addressed in the pub-
lished manuscript, but complements the discussion of the work.

Importance of the overall lifetime. For non-interacting impurities and time-
independent driving of the leads, the retarded/advanced Green’s function of the
impurity in energy space reads

GR/A(ω) =
1

ω −H−Σ
R/A
emb ± iη

, (3.14)

where η � 1 and 1/η represents the timescale of the complete equilibration of
the system. The time the system need to reach a steady state is much longer than
any transient timescale of the system, but much shorter than this time 1/η. In
the analytical calculation of, e.g. heat or electric currents, integrals containing the
spectral function appear. A commonly used equality for the spectral function is

A(ω) = i
[
GR(ω)−GA(ω)

]

= i
[
GR(ω)

(
GA(ω)

)−1
GA(ω)−GR(ω)

(
GR(ω)

)−1
GA(ω)

]

= iGR(ω)
[(

GA(ω)
)−1 −

(
GR(ω)

)−1]
GA(ω)

= iGR(ω)
[
ΣR

emb(ω)−ΣA
emb(ω)

]
GA(ω) ,

(3.15)
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where we used the definition (3.14) and the fact that η � 1. When evaluating
integrals over the spectral function, though, its contribution linearly dependent on
η cannot be discarded if undamped states are present. This is already clear at a
physical level: undamped states have to eventually decay in the infinite time limit;
this is exactly the role of η. Put in formulas, for a general integral over the spectral
function, we have

I(t) =

∫ ∞

−∞

dω

2πi
A(ω)

= i

∫ ∞

−∞

dω

2πi
GR(ω)

[
ΣR

emb(ω)−ΣA
emb(ω)

]
GA(ω)

− 2η

∫ ∞

−∞

dω

2πi
GR(ω)GA(ω) .

(3.16)

If the GFs only have poles with a finite lifetime, the last term of the previous
equation is

− 2η

∫ ∞

−∞

dω

2πi
GR(ω)GA(ω) = 2η

∑

m

Res
[
GR(ωm)

]
GA(ωm) , (3.17)

where we close the contour in the lower half of the complex plane and ωm are the
poles of the retarded GF. We readily see that the integral vanishes in the limit of
η → 0. This is not the case when bare poles are present. For the sake of simplicity,
let us take an example of a single bare pole at zero energy. The contribution to the
integral of the spectral function linearly dependent on η reads

−2η

∫ ∞

−∞

dω

2πi

1

ω + iη

1

ω − iη = −2η

∫ ∞

−∞

dω

2πi

1

ω2 + η2

= − 1

π
η

[
1

η
arctan(

ω

η
)

]+∞

−∞
= −1 .

(3.18)

As we can see, this term does is independent of η and has to be taken into account
if one uses the equality (3.15) in the calculation of integrals of the kind (3.16).
This observation holds for any general integral of the product between the spectral
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function and any function of the energy, e.g. the calculation of the initial density
matrix.
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ABSTRACT: The wide-band limit is a commonly used
approximation to analyze transport through nanoscale devices.
In this work we investigate its applicability to the study of charge
and heat transport through molecular break junctions exposed
to voltage biases and temperature gradients. We find by
comparative simulations that while the wide-band-limit approx-
imation faithfully describes the long-time charge and heat
transport, it fails to characterize the short-time behavior of the
junction. In particular, we show that the charge current flowing
through the device shows a discontinuity when a temperature
gradient is applied, while the energy flow is discontinuous when
a voltage bias is switched on and even diverges when the junction is exposed to both a temperature gradient and a voltage bias.
We provide an explanation for this pathological behavior and propose two possible solutions to this problem.

1. INTRODUCTION

Over the last decades great effort has been spent to miniaturize
electric circuits. The goal is to realize the fundamental building
blocks of electronic circuits, such as transistors, on the scale of
single molecules. There has been great success in shrinking
electronic devices down experimentally. In order to understand
the properties of molecular break junctions, a quantum
mechanical description of the device is required. Perhaps the
most successful and widespread theory to describe how charge
flows through a nanoscale junction is the so-called Landauer−
Büttiker approach,1−3 which describes the charge transport as a
scattering problem. Essentially, the flow of charge through a
molecular junction is determined by the transmission function
of the devicedescribing how impinging electrons are
scatteredand the occupation function of the electrons in
the (metallic) leads connected to the junction.
In recent years there has been renewed interest in addressing

not only the charge flow but also the energy (or heat) flow
through nanoscale devices. Understanding how charge and
energy flow depend on voltage and temperature biases across
the device provides crucial insight for the development of
thermoelectric circuits, which could be used to convert waste
heat into useful electric energy.4,5 Furthermore, recent
experiments demonstrate that local temperatures in nanoscale
conductors can be measured with a spatial resolution of tens of
nanometers.6,7 A common path to address the effect of
temperature gradients across the nanoscale device is to allow
for different temperatures in the occupation functions
characterizing the leads in the Landauer−Büttiker formula.
Conceptually this can only be justified if the leads are

considered to be disconnected from the device initially
(partitioned approach). This artificial partitioning of the
system, however, is problematic, for it assumes that it is
possible to perfectly decouple the leads from the molecular
junctiona rather optimistic assumption if one considers
atomic-scale devices. For times much larger than the typical
time scale of molecular break junctions, which are on the order
of femtoseconds,8−11 the assumption of a decoupled initial state
does not play a crucial role. However, for transient dynamics
the initial state matters. As pump−probe experiments are now
able to investigate phenomena happening at this time scale12−15

it is important to properly describe the initial state.
An alternative to the partitioned approach is to couple the

device and leads at all times and trigger the charge flow by
switching a potential bias.16 This partition-f ree approach leads
to the same steady state as the partitioned approach, but the
transient dynamics of the device will, in general, be different.17

The advantage of the partition-free approach is that the
transient charge and energy/heat flows are not spoiled by the
dynamics induced by connecting leads and device, because the
electronic states in the device are allowed to hybridize with the
leads before any temperature or voltage bias is applied.
Importantly, it is also possible to take into account temperature
differences in the leads within the partition-free approach: We
consider a thermomechanical potential, which couples to the
local energy density of the systemmuch like the usual electric
potential couples to the charge density.18 This thermomechan-
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ical potential acts as mechanical “proxy”19 for local temperature
variations. An intuitive way to understand this is to consider the
occupation function, which is determined from the ratio of the
energy and the temperature. Accordingly, a change in
occupations due to a change in temperature can alternatively
be viewed as a change in energy keeping the temperature fixed.
The thermomechanical potential rescales the energy locally,
thereby mimicking a locally varying temperature. Applying this
idea in the context of transport means that different
temperatures in the leads are described by rescaling the
bandwidth of the leads.20

A widespread simplification used to describe transport
through nano junctions is the so-called wide-band limit
(WBL). The WBL assumes that the detailed structure of the
density of states in the leads is not important for the description
of transport, which substantially simplifies computations. The
WBL for charge transport is justified when the bandwidth is
large compared to the applied bias.21−27 An important
requirement for the WBL is that it should not induce any
spurious, unphysical dynamics. Its only purpose is to allow for
an efficient description of dynamics in large scale open
quantum systems.
In this work we investigate whether the WBL can be

employed in conjunction with the thermomechanical potential.
An immediate question that comes to mind is: What is the
meaning of rescaling an infinite band? In the following we will
show that the steady state is well described in the WBL,
provided the WBL is taken properly. The transient currents,
however, exhibit peculiarities at short times. Specifically, we see
that the charge current jumps at the initial time when the device
is exposed to a temperature gradient and, similarly, the heat
current behaves discontinuously when a voltage bias, but no
temperature bias, is switched on. Even more dramatically, the
heat current diverges as (t − t0)

−1, with t0 being the time at
which a temperature and charge bias are applied to the system.
By comparing the WBL transient charge and heat currents to
results obtained at finite bandwidth, we highlight that this
pathological behavior of the WBL can be attributed to the fact
thatat short timesthe natural cutoff, provided by the finite
bandwidth, plays a crucial role for the dynamics.

2. MODEL AND METHOD

We consider a simple tight-binding model Hamiltonian to
describe a molecular break junction. A single molecular level is
connected to two metallic leads (cf. sketch in Figure 1). The
Hamiltonian reads

∑
∑

ϕ ϕ ϕ ϕ

ϕ ϕ ϕ ϕ

̂ = ϵ ̂ ̂ + ϵ ̂ ̂

+ ̂ ̂ + ̂ ̂
α

α α α

α
α α α α

† †

† †

H

V V( )

c c c
k

k k k

k
k k c c c c k k( ) ( )

(1)

where ϵc is the energy of the molecular level, ϕ̂αk
† and ϕ̂αk are

the field operators of the leads, with α = L(eft),R(ight) and k
labels the basis functions in the leads, and ϕ̂c

†, ϕ̂c representing
the field operators associated with the molecular level. The
matrix elements V(αk)c = [Vc(αk)]

★ take the coupling between
the molecular level and the leads into account. In the following
we will drop the subscript “c” of V(αk)c, since we are only
considering a single site. The leads are modeled as non-
interacting one-dimensional tight-binding chains, i.e., the
dispersion of the electrons in the leads is given by

ϵ = − +α α αt k c2 cos( )k (2)

where tα is the nearest neighbor hopping in lead α, yielding a
bandwidth of 4tα. The energy cα corresponds to the center of
the band of the lead α; that is, it determines the alignment of
the band with respect to the chemical potential, which we take
to be at zero energy. Finally the hopping to the central site is
Vαk = Vα sin(k). This picture may be extended to more
complicated lead structures and couplings.28 The embedding
self-energy due to lead α is then given by

∑Σ =

= | | −

α α α α

α

α

α

α

★

⎛
⎝⎜

⎞
⎠⎟

z V g z V

V
t

S
z c

t

( ) ( )

2

k
k k k

R/A R/A

2

(3)

with gαk
R/A(z) being the retarded/advanced Green’s function of

the isolated lead α. The function S(z) is given by

= − − +S z z z z( ) 1 1 (4)

where the character of the function S(z), i.e., whether it is the
advanced or retarded self-energy, is determined by the sign of
the imaginary part of z. The function S(z) has a branch cut on
the real axis from z = −1→ z = 1. The Green’s function for the
molecular level is then simply given by

∑= − ϵ − Σ
α

α

−⎡
⎣
⎢⎢

⎤
⎦
⎥⎥G z z z( ) ( )c

R/A R/A
1

(5)

The inverse of the imaginary part of the self-energy yields a
finite lifetime for the quasi-particles in the molecular junction,
and the real part of the self-energy shifts the energy of the
quasi-particles.
The WBL is defined as the limit tα →∞ (infinite bandwidth)

while keeping the ratio |Vα|
2/tα, which corresponds to the decay

rate into lead α, constant. Expanding the expression of the self-
energy for large tα, we obtain

Σ = ∓ | | = ∓ Γ
α

α

α

αz i
V
t

i[ ( )]
2

R/A
WBL

2

(6)

where the ∓ sign refers to the retarded/advanced self-energy,
respectively. As we can see from this expression, the only effect
of the leads is to provide a decay-mechanism for the quasi-
particles.

Figure 1. Molecular break junction: Schematic representation of the
system considered in this work. A single impurity site, representing a
molecular level with energy ϵc, is coupled via hopping amplitudes Vα to
metallic leads with a bandwidth 4tα (α = R,L). Charge and energy flow
is triggered by applying a potential bias Uα to the leads and/or
changing the temperature Tα in the leads.
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Expressing the field operators ϕ̂ in the Heisenberg picture
and using their equations of motion, the charge and heat
currents are given by20,29−31

∑ ϕ ϕ= −∂ ⟨ ̂ ̂ ⟩α α α
†

I t t( ) ( )t
k

k k
(7a)

∑

∑

ϕ ϕ

ϕ ϕ

= −∂ ϵ ⟨ ̂ ̂ ⟩

+ ⟨ ̂ ̂ ⟩ +

α α α α

α α

†

†

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥

Q t t

V t t

( ) ( )

1
2

( ( ) ( ) h. c. )

t
k

k k k

k
k k c

(7b)

Note that we define the heat current Qα as the temporal change
in the energy within the leads plus half the coupling energy.32

Since we are working in the partition-free approach our initial
state is described by a grand canonical ensemble determined by
the global chemical potential μ and the (inverse) temperature
β. Without loss of generality we can assume that the chemical
potential defines the zero in energy, which implies that in
definition 7b the energy flow due to the convective motion of
the electrons is properly accounted for; that is, the shift Qα →
Qα − μIα does not change the heat current. All energy levels in
our model are measured with respect to the chemical potential.

3. TRANSPORT SETUP
In this work, we investigate the validity of the WBL in the case
of dynamical heat and charge transport in the junction
described in the previous section. Once a nonequilibrium
situation is created by applying a potential bias and/or
temperature gradient, transient dynamics will take place and
electrons will move, resulting in charge and heat currents
flowing across the junction. We focus on the specific cases of
quenches; that is, the electric and thermomechanical potentials
suddenly change at a certain time t0. Transient dynamics
induced by changing the potentialsoccur on the order of a
characteristic time scale τ given by the inverse of the decay rate
due to the leads, i.e.,

∑τ =
α

α

α

− V
t

1
2

(8)

For times t ≫ τ the junction will reach a steady state. We
choose the hopping VL = VR = V as our unit of energy: the
molecular energy level is taken to be at ϵc = 0.2V, the nearest
neighbor hopping of the leads tL = tR = 5V, the chemical
potential defines the zero of the energy, the centers of the band
of the leads are aligned with it (cα = μ = 0), and the (inverse)
temperature β = (kBT0)

−1 = 100V−1.
For t < t0 the system is taken to be in thermal equilibrium at

temperature T0. In order to induce a charge current, the left
lead is shifted up in energy by U = 2V for t ≥ t0; that is, the
energy dispersion of the left lead is given by

ϵ = − <
− + ≥

⎪

⎪

⎧
⎨
⎩

t k t t

t k U t t

2 cos( ) for ,

2 cos( ) for .
kL

L 0

L 0 (9)

In order to describe a temperature gradient across the
junctionin addition to the potential biaswe apply a

thermomechanical potential ψ = =−α 1T T
T

0

0
in the left lead,

which rescales the bandwidth for t ≥ t0. This thermomechanical
potential effectively doubles the temperature in the left lead:

ψ
ϵ = − <

+ − + ≥
⎪

⎪

⎧
⎨
⎩

t k t t

t k U t t

2 cos( ), for

(1 )( 2 cos( ) ) for
kL

L 0

L 0 (10)

Figure 2 sketches of the molecular junction in the initial
equilibrium and in the steady-state limit, showing that in the

steady-state the energy dispersion of the left lead is broadened
by a factor of 2. In Figure 3 we depict the time-dependent

charge and heat currents through the molecular junction. In this
calculation, both a charge bias and a temperature gradient are
applied across the junction and we observe fast transient
oscillation of the currents on the time scale τ followed by a
saturation to a steady current.

4. RESULTS
In order to test the WBL we compute the time-dependent
charge and heat currents flowing from the leads into the
impurity in the WBL and compare the results to calculations
taking the full frequency dependence of the lead self-energy [cf.
eq 4 and Figure 3] into account. Specifically, we rescale the
bandwidth of the leads, making it effectively wider, while
keeping the ratio |Vα|

2/tα constant. Hence, we use

Figure 2. Comparison of initial and steady state: (A) Initial state of the
junction. The leads−molecule system is equilibrated at a unique
temperature T0 and chemical potential μ (represented by the dashed
horizontal line). (B) Graphical representation of the steady state. At t0
a thermomechanical potential and the potential bias is applied. This
results in a steady state in which the occupation function of the left
lead corresponds to a Fermi function with TL = 2T0 and μL = μ + UL.

Figure 3. Charge and heat currents: Transient charge (Iα) and heat
currents (Qα) flowing between the left lead (α = L) and the right lead
(α = R) and the molecular junction, respectively. The results are
obtained taking into account the full frequency dependence of the
embedding self-energy. The currents are triggered by a sudden change
in the temperature and potential in the left lead at t0 = 0.
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λ λ= =α
λ

α α
λ

αV V t t, (11)

with a rescaling factor λ, which allows us to approach the WBL
as λ → ∞. We focus on two different scenarios: (1) A situation
where only a potential bias is applied to the left lead [cf. eq 9],
(2) A situation where both a potential bias and a temperature
difference are applied across the junction [cf. eq 10]. The
numerical algorithm to compute the transient currentstaking
the full frequency dependence of the embedding self-energy
into accounthas already been discussed in ref 33. In the
following we refer to these results as the “full” calculation. Very
recently progress has been made in evaluating the time-
dependent currents in tight-binding models within the WBL
analytically.34,35 It turns out that this is also possible if a
thermomechanical potentialdescribing temperature gra-
dientsis present. Accordingly, all WBL results are obtained
analytically. The explicit derivation of the analytical expression
will be presented elsewhere.
Steady State Currents. For times much longer than the

characteristic lifetime τ the system reaches a steady state. In
general we find that the steady state currents obtained in the
WBL coincide with the results of the full calculation when the
scaling factor λ is increased. However, there is a subtle point in
the evaluation of the heat current in the steady state: it turns
out to be crucial to take the WBL at the end of the calculation
and not inside the integral defining the steady state current. The
difference between taking the WBL inside the integral and
taking the WBL after performing the integral is only present if
two leads at different temperatures are connected to the same
state in the device. This is trivially the case for a molecular
junction modeled by a single site. We present a careful
derivation in Appendix B showing that the order of limits
matters.
Transient Charge Current. The transient charge induced

by a potential bias alone is nicely reproduced in the WBL [cf.
Appendix A for the corresponding plots]. This is consistent
with earlier studies of the transient charge dynamics in
nanoscale junctions.21,25 If a temperature gradientin addition
to the potential biasis applied, the charge current exhibits a
jump at the initial time but otherwise represents the full
calculation for times t ≳ τ. In Figure 4 we depict the charge
current for t ≪ τ (a plot of Iα for t ≳ τ is provided in Appendix
A). It can be shown analytically that the jump, ΔIα, at the initial
time is proportional to

Δ ∝ ̅ − ̅
̅α α

α

α

α

α

⎛
⎝⎜

⎞
⎠⎟I V

V
t

V
t (12)

where the hopping amplitude inside the leads for t < t0 is
denoted by tα and that for t ≥ t0 is denoted by tα̅. Similarly, we
could write the coupling between lead α and the molecular
region as Vα before t0 and V̅α afterward. In our setup the
couplings are held constant at all times, i.e., V̅α = Vα, and the
temperature gradient is mimicked by changing the hopping
inside the leads as discussed in section 3. Specifically, from eq
10 we have tL̅ = (1 + ψ)tL, which means that the charge current
has a finite jump when a temperature gradient is applied across
the molecular junction. Equation 12, however, suggests that the
jump can be avoided if the temperature bias is mimicked by
scaling the couplings Vα in the same way as the hopping inside
the leads. This would imply that V̅α/ tα̅ = Vα/ tα, which is
sufficient to make ΔIα vanish even in the presence of a
temperature gradient. We stress that this cannot be achieved in

the partitioned approach, because Vα is zero by definition for t
< t0 if the system is initially decoupled.

Transient Heat Current. Turning to the transient heat
current we find that if only a potential bias is applied, the heat
current of the full calculation is reproduced in the WBL for
times t ≳ τ but exhibits a jump at t0. The short time behavior t
≪ τ is depicted in Figure 5 (cf. Appendix A for t ≳ τ). Similar

to the case of the charge current induced by a temperature
gradient, we can see that the WBL approximates a discontinuity
at t0 in the limit λ → ∞ in the full calculation. Again, the heat
current in the full calculation always vanishes as t → t0, but the
WBL leads to a finite step in the heat current already in the
presence of only a potential bias. In contrast to the charge
current it is not possible to extract a simple expression as eq 12,
but instead the jump depends on the details of the molecular
junction, i.e., on the quasi-particle energy levels.
If a temperature gradient is applied across the junction the

heat current flowing from the left lead into the molecule
depends strongly on the bandwidth for short times, even in the
full calculation. In Figure 6 we can see that the heat current

Figure 4. Short-time dynamics of charge current: Time-dependent
charge current flowing from the left lead to the impurity under the
influence of a potential bias and a temperature gradient. The full
calculation approaches the WBL result as the scaling factor increases.
However, there is an apparent discontinuity developing at t = 0 for λ
→ ∞. While in the full calculation the charge current always vanishes
for t → 0, in the WBL a finite value is obtained.

Figure 5. Transient heat current driven by a potential bias: Similar to
the case of a charge current driven by a temperature gradient [cf.
Figure 4] in the limit of infinite bandwidth, λ → ∞, the heat current
develops a step at t0. This means that the heat currents in the WBL
tend to a finite value.
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oscillates strongly for t ≲ τ with a frequency proportional to the
bandwidth (which, in turn, is proportional to λ). These
oscillations correspond to transitions between the band edges
of the leads and have already been observed in ref 33. In the
WBL these oscillations are absent since there are no band
edges, but instead the heat current diverges as

∼ ̅ − ̅
̅ −α α

α

α

α

α

⎛
⎝⎜

⎞
⎠⎟Q V

V
t

V
t t t

1

0 (13)

In the partition-free approach this divergence can be tamed by
rescaling the couplings Vα in the same way as tα, i.e., by
applying the thermomechanical potential not only inside the
leads but also on the boundary of the junction. It turns out,
however, that the subleading order for the heat current exhibits
a logarithmic divergence as t → t0. This is shown in Figure 7,
where we compare the transient charge and heat currents in the
WBL scaling only the hopping inside the leads (I) and scaling
also the coupling to the impurity (II). We can see that the
charge current starts from zero for both leads if also the
coupling VL is rescaled with the temperature, but it exhibits a
finite jump in the lead where the temperature is changed if the
temperature only rescales the hopping inside the lead. For the

heat current we see that currents in all leads exhibit a
logarithmic divergence as t → t0 if both tα and Vα are rescaled
due to the change in temperature. If only tα is rescaled, we see
the aforementioned (t − t0)

−1 divergence.

5. DISCUSSION AND CONCLUSION
In this work we have carefully examined the WBL for the
transient and steady-state charge and heat currents through a
molecular break junction. While we find that the long-time
dynamics are faithfully captured in the WBL, at short times the
WBL deviates considerably from a calculation taking the full
frequency dependence of the embedding self-energy into
account. This can be understood intuitively by considering
that short times imply a wide spread in energy, and therefore,
the dynamics will be sensitive to whether the self-energies have
a high frequency cutoff (or decay) or whether they are constant
for all frequencies. Specifically we have shown that the charge
current induced by a temperature gradient and the heat current
induced by a potential bias exhibit an unphysical jump at the
initial time, when the system is suddenly quenched. Even more
dramatically, the heat current diverges shortly after the quench
if in addition to the potential bias also a temperature gradient is
applied to the system. We have shown that these unphysical

Figure 6. Heat current induced by temperature gradient: (A) Transient heat current for time comparable to the quasi-particle lifetime driven by a
potential bias and a temperature gradient. For t ≳ τ the WBL reproduces the full calculations. (B) Transient heat current for t≪ τ. The heat current
in the full calculation exhibits a sharp spike which increases in height and gets closer to t0 as the bandwidth, which is proportional to λ, increases. The
WBL results diverge as (t − t0)

−1.

Figure 7. Fixing the short-time behavior of the currents: (A) Transient charge current for times comparable to the quasi-particle lifetime driven by a
potential bias and a temperature gradient. (B) Transient heat current. In both panels we compare the WBL results obtained by applying the
thermomechanical potential only inside the leads (I) to the WBL currents obtained by applying the thermomechanical potential also to the coupling
between the leads and the device (II). The currents are normalized by their respective steady-state limit.
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behaviors of the charge and heat current due to a temperature
quench can be mitigated by considering that the temperature
change affects not only the metallic leads but also the boundary
between the leads and the molecular junction. Since, in
practice, this boundary is not sharply defined, we consider this a
legitimate fix for the WBL. We stress that this fix can only be
applied in the partition-free approach to the transport problem,
i.e., when the coupling between the metallic lead and the
molecular junction is already taken into account in the initial
state of the system (before the quench). While this fix renders
the charge current physical, in the sense that the initial current
vanishes, the divergence in the heat current remains but is only
logarithmic.
In order to address this, we see two possible solutions:

(1) In an actual experiment temperature gradients and
potential biases will never be switched on infinitely fast,
so a description as a sudden quench is questionableto
say the leastconsidering short time transient dynamics.
It seems plausible that a sufficiently smooth continuous
switching will lead to a physical result (zero initial charge
and heat currents). However, from a mathematical point
of view any kind of switch-on process should be
representable in terms of a sequence of quenches.36 In
fact, the (t − t0)

−1 divergence implies that making the
intervals of the quenches shorter and shorter will not
lead to a continuous heat current. Furthermore, we
emphasize that even if experimentally realizable switching
times are longer than the time scale at which we see the
pathological behavior of the heat current, the typical time
scale for transient dynamics is given by the (inverse) of
maximal spread of energy levels in the nanoscale
junction. The length of the required time steps to
resolve such dynamics in a numerical propagation
scheme is indeed comparable to the time interval of
the problematic behavior observed in our simulations.

(2) The second possible “solution” concerns the very
definition of the energy or heat current between the
leads and the device.29−31 In this work, the heat current
Qα has been defined as the change in time of the internal
energy of the leads plus half of the coupling energy.
Alternatively, the energy current Jα from a certain lead α
could be defined excluding the energy associated with the
coupling to the device. The divergence at small times is
due to the internal energy of the leads, which occurs in

both the energy (Jα) and the heat current (Qα).
However, there is yet another possible definition of the
energy flowing between the leads and the device; that is,
we can define an energy current, Eα, via the change of the
energy stored in the device itself excluding the coupling.
This leads to an expression ∂t⟨H⟩ = ∑αEα, where ⟨H⟩ is
the expectation value of the energy inside the junction
excluding the coupling energy due to the attached leads.
For a simple one-site model we have trivially Eα = ϵcIα;
that is, the new energy current is proportional to the
charge current. However, for a multistate device region,
this is not necessarily the case. From the perspective of
the leads we could alternatively say that the energy of the
leads, whose rate of change defines the energy current
associated with each lead [cf. eq 7b], is defined as the
internal energy of the leads plus the entire energy
associated with the coupling between the lead and the
device.

We point out that from a numerical point of view it would be
highly desirable to employ the WBL to compute transient
charge and heat currents, because it affords an analytical
solution in terms of the quasi-particle states and energies in the
molecular device. Harnessing this analytical solution would
allow for an efficient simulation of mesoscopic devices. An
approach somewhat intermediate between taking the full
frequency dependence of the self-energy into account and the
WBL could be to approximate the self-energies by Lorentzians,
which provide a self-energy with the proper decay at high
frequencies while allowing also for a (semi)analytic solution of
the transport problem.22,24

In this work we only consider the noninteracting case.
Through the Keldysh formalism37−39 a generalization of the
Landauer−Büttiker formula for interacting electrons is also
possible.40 There is a very interesting alternative approach for
tackling the interacting transport problem using time-depend-
ent density-functional theory (TD-DFT),41,42 where the
interacting problem is mapped onto a fictitious noninteracting
problem. This implies that the Landauer−Büttiker formula
applies. The effect of the electron−electron interaction is taken
into account via an effective potential, which renormalizes the
effective bias driving the charge flow.43−45 Furthermore, the
coupling to a thermomechanical potential can be used to
generalize TD-DFT to allow for a direct description of charge
and energy flow.46,47 We are confident that the combination of

Figure 8. Time-dependent charge current flowing from the left lead to the impurity when only a potential bias is applied. The left panel shows the
current for times comparable to τ, while the right panel depicts the transient current at t ≪ τ.
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these approaches holds promise for studying the transient
charge and energy flow in large molecular junctions for
interacting systems.

■ APPENDIX A: ADDITIONAL PLOTS FOR THE
TRANSIENT CURRENTS

In this appendix we provide additional plots comparing the full
results to the WBL. Figure 8 shows the transient charge
currents for times comparable to the quasi-particle lifetime τ
(left panel) and for very short times (right panel). It clearly
shows that the WBL represents the λ → ∞ limit of the full
calculation.
Figure 9 shows the charge and heat current for times

comparable to the quasi-particle lifetime. The charge current is
shown for the second scenario, i.e., when a potential bias and a
temperature gradient is applied. The heat current is shown for
the first scenario, i.e., when only a potential bias is applied at t0.
We see that in both cases the WBL currents correspond to the
λ → ∞ currents obtained in the full calculation for times t ≥ t0.
However, in the WBL both currents approach a finite value for
t → 0 as discussed in section 4.

■ APPENDIX B: DERIVATION OF THE STEADY-STATE
ENERGY CURRENT

Here we present the analytical evaluation for the steady-state
energy current discussed in section 4. In our derivation we
consider a generic Hamiltonian of the form

∑
∑

ϕ ϕ

ϕ ϕ

Φ Φ

Φ Φ

̂ = ̂ · ̲ · ̂ + ϵ ̂ ̂

+ ̂ · ̂ + ̂ · ̂
α

α α α

α
α α α α

† †

† † †

H

V V

H

( )

k
k k k

k
k k k k

(14)

which is the generalization of the Hamiltonian introduced in
section 2, eq 1 to multiple states in the molecular junction. We
denote vectors in the single-particle state space of the impurity
by bold symbols, e.g., Φ or Vαk, and matrices by underlined
bold symbols, e.g., H. In the WBL the retarded (R) and
advanced (A) Green’s function are given by

∑
ω

̲ = −
†

G
R A

z
z

( )
n

n n

n

R

(15a)

∑
ω

̲ = −
†
★G

A R
z

z
( )

m

m m

m

A

(15b)

The vectors Rn are the right eigenvectors of the retarded
eigenproblem and the vectors Am are the right eigenvectors to
the corresponding advanced eigenproblem, i.e.,

ωΓ̲ − ̲ · =⎜ ⎟
⎛
⎝

⎞
⎠H R Ri

1
2 n n n (16a)

ωΓ̲ + ̲ · = ★⎜ ⎟
⎛
⎝

⎞
⎠H A Ai

1
2 n m m (16b)

They are normalized by requiring Am
† ·Rn = δnm. The Landauer−

Büttiker formula for the energy current explicitly reads

∫∑ ∑
π

ω ω

Γ Γ= · ̲ · · ̲ · × ϵ ϵ

ϵ − ϵ ϵ − ϵ −

α
α

α α

α α

′
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′ −∞
∞
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i

f f

d
2

[ ( ) ( )]
1 1

nm
m n n m

n m (17)

where we introduced the short hand ϵ = ϵ −α
β
β α
α U( ), with βα

being the (inverse) temperature, and Uα the potential in lead α
(note that βα/β = [1 + ψα]

−1). Using the representation of the
Fermi function in terms of a Matsubara summation, i.e.,

∑
β

= − −f z
z iz

( )
1
2

1 1

f f (18)

with the Matsubara poles zf = (2f + 1)π/β, we arrive at
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Figure 9. (left panel) Time-dependent charge current flowing from the left lead to the impurity when a potential bias and temperature gradient are
applied across the junction. (right panel) Heat current induced by applying a potential bias only.
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we can further decompose

ω ω
= − +α α α

★
★C F F

1
[ ( ) ]nm

n m
n m

(22a)

∫∑ω
β π ω

= ϵ
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α
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∞

F
i iz

1 d
2

1 1
n n

f f n (22b)

The integral can be evaluated by closing the integration contour
in the upper half of the complex plane, leading to

∑ω
β ω

= −
α

α>
F

iz
1 1

n n
f f n0 (23)

The sum (eq 23) does not converge, but it can be combined
with the corresponding sum from Cnm

α′ , i.e.,
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Expression 24 can be summed explicitly using
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where we defined
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in terms of the Digamma function ψ0(z). This leads to the final
result
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where we used that [D(z)]★ = −D(−z★), which follows from
[ψ0(z)]

★ = ψ0(z
★), we can see that the expression for the

energy current is a real number.
In the derivation presented above we have replaced the

frequency dependent self-energies by the frequency independ-
ent WBL approximation inside the integrand. In the following
we will repeat the calculation keeping a “minimal” frequency
dependence, i.e.,

λ
λ

Σ Γ̲ ϵ ≈ ̲ ϵ ±α α i
( )

1
2

R/A

(28)

which reduces to the WBL as λ → ∞. Only at the end of the
calculation, the limit λ → ∞ is taken. Equation 28 implies that
in the integral for Fn

α we have an additional factor of

λ
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Accordingly, we have
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to arrive at
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From the asymptotic expansion of the Digamma function,
ψ0(z) ∼ log(z), it follows that
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which, in turn, leads to the asymptotic expansion
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Combining the terms due to the different leads yields
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Equation 35 does not depend on λ anymore, and we can safely
take the limit λ → ∞, because the neglected terms in the
asymptotic expansion are of order λ−1. Plugging eq 35 into eqs
22a and 19 finally gives
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The first term corresponds to the result when taking the WBL
inside the integral. The second term is the correction if, instead,
the WBL is taken after the integration. This correction term
vanishes if there is no temperature gradient between the leads.
Furthermore, it vanishes if the coupling matrices do not overlap
in the single-particle state space of the molecular Hamiltonian.
In the results presented in this work this correction is crucial in
order to reproduce the steady-state heat currents in the WBL.
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H.; Hone, J.; Fogler, M. M.; Basov, D. N. Ultrafast optical switching of
infrared plasmon polaritons in high-mobility graphene. Nat. Photonics
2016, 10, 244.
(15) Karnetzky, C.; Zimmermann, P.; Trummer, C.; Duque-Sierra,
C.; Wörle, M.; Kienberger, R.; Holleitner, A. Towards femtosecond
on-chip electronics. ArXiv e-prints 2017.
(16) Cini, M. Time-dependent approach to electron transport
through junctions: General theory and simple applications. Phys. Rev.
B: Condens. Matter Mater. Phys. 1980, 22, 5887−5899.
(17) Stefanucci, G.; Almbladh, C.-O. Time-dependent partition-free
approach in resonant tunneling systems. Phys. Rev. B: Condens. Matter
Mater. Phys. 2004, 69, 195318.
(18) Luttinger, J. M. Theory of Thermal Transport Coefficients. Phys.
Rev. 1964, 135, A1505−A1514.
(19) Shastry, B. S. Electrothermal transport coefficients at finite
frequencies. Rep. Prog. Phys. 2009, 72, 016501.
(20) Eich, F. G.; Principi, A.; Di Ventra, M.; Vignale, G. Luttinger-
field approach to thermoelectric transport in nanoscale conductors.
Phys. Rev. B: Condens. Matter Mater. Phys. 2014, 90, 115116.
(21) Zhu, Y.; Maciejko, J.; Ji, T.; Guo, H.; Wang, J. Time-dependent
quantum transport: Direct analysis in the time domain. Phys. Rev. B:
Condens. Matter Mater. Phys. 2005, 71, 075317.
(22) Maciejko, J.; Wang, J.; Guo, H. Time-dependent quantum
transport far from equilibrium: An exact nonlinear response theory.
Phys. Rev. B: Condens. Matter Mater. Phys. 2006, 74, 085324.
(23) Zheng, X.; Wang, F.; Yam, C. Y.; Mo, Y.; Chen, G. Time-
dependent density-functional theory for open systems. Phys. Rev. B:
Condens. Matter Mater. Phys. 2007, 75, 195127.
(24) Zhang, Y.; Chen, S.; Chen, G. First-principles time-dependent
quantum transport theory. Phys. Rev. B: Condens. Matter Mater. Phys.
2013, 87, 085110.
(25) Verzijl, C. J. O.; Seldenthuis, J. S.; Thijssen, J. M. Applicability of
the wide-band limit in DFT-based molecular transport calculations. J.
Chem. Phys. 2013, 138, 094102.
(26) Shi, P.; Hu, M.; Ying, Y.; Jin, J. Noise spectrum of quantum
transport through double quantum dots: Renormalization and non-
Markovian effects. AIP Adv. 2016, 6, 095002.
(27) Bal̂dea, I. Invariance of molecular charge transport upon
changes of extended molecule size and several related issues. Beilstein J.
Nanotechnol. 2016, 7, 418−431.
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Time-dependent Landauer-Büttiker formula: Application to transient
dynamics in graphene nanoribbons. Phys. Rev. B: Condens. Matter
Mater. Phys. 2014, 89, 085131.
(35) Ridley, M.; MacKinnon, A.; Kantorovich, L. Current through a
multilead nanojunction in response to an arbitrary time-dependent
bias. Phys. Rev. B: Condens. Matter Mater. Phys. 2015, 91, 125433.
(36) Ruggenthaler, M.; Penz, M.; van Leeuwen, R. Existence,
uniqueness, and construction of the density-potential mapping in time-
dependent density-functional theory. J. Phys.: Condens. Matter 2015,
27, 203202.
(37) Keldysh, L. V. Diagram technique for nonequilibrium processes.
Zh. Eksp. Teor. Fiz. 1964, 47, 1515−1527.
(38) Keldysh, L. V. Diagram technique for nonequilibrium processes.
Sov. Phys. JETP 1965, 20, 1018−1026.
(39) Stefanucci, G.; van Leeuwen, R. Nonequilibrium Many-Body
Theory of Quantum Systems: A Modern Introduction; Cambridge
University Press: Cambridge, 2013.
(40) Meir, Y.; Wingreen, N. S. Landauer formula for the current
through an interacting electron region. Phys. Rev. Lett. 1992, 68, 2512−
2515.
(41) Runge, E.; Gross, E. K. U. Density-Functional Theory for Time-
Dependent Systems. Phys. Rev. Lett. 1984, 52, 997.
(42) Ullrich, C. A. Time-Dependent Density-Functional Theory:
Concepts and Applications; Oxford Graduate Texts; Oxford University
Press: Oxford, 2012.
(43) Kurth, S.; Stefanucci, G.; Almbladh, C.-O.; Rubio, A.; Gross, E.
K. U. Time-dependent quantum transport: A practical scheme using
density functional theory. Phys. Rev. B: Condens. Matter Mater. Phys.
2005, 72, 035308.
(44) Stefanucci, G.; Kurth, S.; Gross, E.; Rubio, A. In Molecular and
Nano Electronics:Analysis, Design and Simulation; Seminario, J., Ed.;
Theoretical and Computational Chemistry Supplement C; Elsevier,
2007; Vol. 17; pp 247−284.
(45) Kurth, S.; Stefanucci, G. Dynamical Correction to Linear Kohn-
Sham Conductances from Static Density Functional Theory. Phys. Rev.
Lett. 2013, 111, 030601.
(46) Eich, F. G.; Di Ventra, M.; Vignale, G. Density-Functional
Theory of Thermoelectric Phenomena. Phys. Rev. Lett. 2014, 112,
196401.
(47) Eich, F. G.; Ventra, M. D.; Vignale, G. Functional theories of
thermoelectric phenomena. J. Phys.: Condens. Matter 2017, 29, 063001.

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.8b00077
J. Chem. Theory Comput. 2018, 14, 2495−2504

2504



Publication VI
Non-adiabatic electron dynamics in tunneling junctions: lattice
Exchange-Correlation potential

Fabio Covito, Angel Rubio and Florian G. Eich, Journal of Chemical Theory and
Computation, accepted, (2019).

As mentioned in the previous chapters, the study of electrical circuits at the micro-
scopical level is a matter of high technological relevance. A widespread theoretical
framework for the description of transport through nanoscale devices is TDDFT.
Within TDDFT, the exchange correlation functional plays a fundamental role. Over
the years, numerous approximations to this functional have been developed to best
capture the effects of the Coulomb interaction in quantum systems. Practically
all functionals used nowadays are adiabatic, meaning memory effects are disre-
garded altogether. Although the success of adiabatic functionals is undoubtable,
many non-equilibrium phenomena can only be faithfully described by taking into
account memory. The development of functionals going beyond the adiabatic ap-
proximation is, therefore, an appealing subject. In fact, this would not only pro-
vide a powerful tool for the study of strongly correlated quantum phenomena, but
would give us insight into the exact functional, final ambition of TDDFT. This pub-
lication contributes to the understanding of non-adiabatic effects by putting for-
ward a non-adiabatic exchange-correlation functional for lattice models describing
a generic transport setup. The construction is based on the potential proposed in
Ref. [69], which is found by reverse-engineering the analytic solution of a single
impurity coupled to a reservoir. We generalize this exchange-correlation poten-
tial by exploiting gauge symmetry: in an impurity-reservoir system, applying a
potential to the impurity is equivalent to applying the opposite potential to the
reservoir. Making use of this argument we first extend the potential of Ref. [69]
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to a reservoir-dot-reservoir system and, finally to a generic lattice model. The
proposed functional reduces to the Adiabatic Local Density Approximation in the
static limit, i.e. no current flowing through the device, and to the exact result
for a single dot transport setup [70]. For one-dimensional tight-binding chains
our exchange-correlation potential correctly describes Coulomb blockade physics.
Additionally, at the particle-hole symmetric point, another feature appears as a
softening of the Coulomb blockade at roughly constant βU , where β is the inverse
temperature and U the on-site repulsion.

An interesting direction to pursue would be the generalization of the proposed
functional to deal with situations beyond lattice models. This is, indeed, highly-
desirable as it would give us insight into the role of non-adiabaticity in the descrip-
tion of correlated phenomena, other than provide us with a valuable tool to study
quantum systems. Finally, the proposed exchange-correlation potential could be
generalized to include the effects of temperature to study thermo-electric transport
employing thermal TDDFT [65–68].

In the following, I add a few remarks, which are not explicitly addressed in
the published manuscript, but complement the discussion of the work.

Convergence of the exchange-correlation potential. It is well known, from
exact results, that the step-like form of the exchange-correlation (xc) potential is a
necessary feature for the description of correlation. Unfortunately, this character-
istic gives rise to sharp local features, which are emphasized at low temperature.
For this reason, the self-consistent determination of the xc potential is especially
problematic as temperature decreases. Simple mixing schemes, in fact, completely
fail to converge the proposed xc potential as we approach the transition temper-
ature to the Coulomb Blockade regime. A possible route is to consider more so-
phisticated mixing schemes that account for the sharp localized features. As an
example, we experimented with the method used in Ref. [71], in which the poten-
tial at each site is found while keeping currents and potentials fixed everywhere
else in the system and repeating the procedure for all sites, going back and forth
in the chain, until convergence. This method is indeed more efficient than sim-
ple linear mixing. Due to the sharp localized features, it appears reasonable to
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assume that methods considering averages of errors or more delocalized quanti-
ties fail to efficiently converge the xc potential. Surprisingly, we found that the
Pulay method, the one used in this publication, outperforms the above-mentioned
method used in Ref. [71], even though it only considers the average deviations at
each self-consistent cycle to construct the updated guess.

Low temperature regime. As highlighted in the previous paragraph, the con-
vergence of the xc potential becomes challenging as temperatures decreases. Be-
fore looking for more complex and efficient convergence methods, though, it is
important to make an observation regarding the xc potential proposed in this
work. The starting point of the construction is, in fact, a potential obtained by
a reverse-engineering procedure of a rate equations solution [69], which may not
be the best route to follow to describe low-temperature physics. For this reason, a
more careful study is needed to understand the temperature range of applicability
of this potential derived and, in turn, of the one derived in this publication.

Choice of the pre-factors. The choice of the pre-factors αk = 1/N for the
construction of the non-adiabatic exchange-correlation potential presented in the
paper is based on the dependence of the functional itself on the current. This, in
fact, is written in terms of the dimensionless “normalized” currents c. For each
current associated with a link of the lattice, the normalization factor is expressed
in terms of the characteristic time of the link, given by the inverse of its hopping
amplitude. Nonetheless, a more in-depth study of the implications of different
choices of αk might provide insight into ways of improving the proposed construc-
tion.
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ABSTRACT: The search for exchange-correlation functionals going
beyond the adiabatic approximation has always been a challenging task
for time-dependent density-functional theory. Starting from known
results and using symmetry properties, we put forward a nonadiabatic
exchange-correlation functional for lattice models describing a generic
transport setup. We show that this functional reduces to known results
for a single quantum dot connected to one or two reservoirs and
furthermore yields the adiabatic local-density approximation in the static
limit. Finally, we analyze the features of the exchange-correlation
potential and the physics it describes in a linear chain connected to two
reservoirs where the transport is induced by a bias voltage applied to the
reservoirs. We find that the Coulomb blockade is correctly described for
a half-filled chain, while additional effects arise as the doping of the chain
changes.

1. INTRODUCTION
The miniaturization of electrical circuits is of great importance
for future technologies. Fundamental building blocks for circuits
can implement their functionality within single molecules, e.g.,
by trapping them in mechanically controllable break junctions,
and transport can be studied experimentally.1−9 At these length
scales, the understanding of such devices requires a quantum
mechanical description. A wealth of approaches can be used to
study said devices, and through the years, a lot of effort has been
put into this matter. One of the most successful theories for
describing charge transport through nanoscale devices is the
Landauer−Büttiker (LB) approach,10−12 where transport is
expressed as a scattering problem. In the LB framework, the
electrons traverse the device ballistically; i.e., electron−electron
scattering is ignored. However, the LB approach can be
generalized for interacting electrons within nonequilibrium
Green’s (NEGF) function theory.13,14 A numerically more
efficient alternative to NEGF for the description of interacting
quantum systems is density-functional theory (DFT).15,16 Since
transport is by definition a nonequilibrium phenomenon, time-
dependent DFT (TD-DFT)17−19 has to be employed for
studying molecular transport.20 This leads to the remarkable
result that, in principle, the steady-state flow of interacting
electrons though a transport device can be computed from the
LB formula, provided it is evaluated using non-interacting
Kohn−Sham (KS) electrons of TD-DFT moving in an effective
local potential. In practice, however, this approach is limited by
the quality of the available approximations to the effective
potential. A common approach is to use approximations derived
in the context of equilibrium or ground state DFT in order to
evaluate the effective potential in the device region. This
procedure is referred to as adiabatic approximation within TD-

DFT, which ignores dynamical effects (memory).21−23 Embed-
ding approaches, like dynamical mean-field theory24 or density
matrix embedding theory,25 have received a lot of attention
recently due to their ability to describe strongly correlated
electrons. In the context of density-functional theories, impurity
models, such as the Anderson impurity model,26 have been
studied extensively over the past years in the Kondo and
Coulomb blockade regime.27−39 These studies provided
important insight in how to describe strongly correlated physics
within DFT approaches by reverse engineering the (nearly)
exact effective potentials for simple model systems. A big
remaining challenge is to generalize these effective potentials for
generic transport setups.
In this work, we put forward an effective potential based on its

analytical derivation for the case of a single impurity coupled to
one lead.38 A recent study comparing results using this effective
potential to results from numerically exact, time-dependent
density-matrix renormalization group demonstrated the quality
of this effective potential for an impurity site coupled to a single
lead.40 We generalize the effective potential to any tight-binding
transport setup. The generalization to any system is carried out
by exploiting a simple gauge symmetry argument: in a system
composed of an impurity connected to a lead, the application of
a potential to the impurity is equivalent to the application of the
opposite potential to the lead. We first show how this argument
can be used to generalize the effective potential of the one site−
one lead setup38 to a simple transport setup composed of one
site coupled to two leads. The resulting effective potential yields
the known exact results, which reproduce Coulomb blockade
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physics in the single impurity Anderson model.39 Then, we
further generalize the effective potential to a generic setup
employing a local-density (or embedding)-like approximation,
which reduces to the known adiabatic local-density approx-
imation (LDA) for lattice models27 in the static limit.

2. MODEL
In this work, we consider a tight-binding model for a generic
transport device, sketched in Figure 1. The Hamiltonian for the
system studied reads
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Here, ϕ̂iσ
† and ϕ̂iσ are the field operators of site i and spin σ of the

device, t is the energy associated with the hopping between sites,
g is the gate voltage applied to the device, U is the on-site
coulomb interaction, and N̂ is the particle number operator of
the device. The chemical potential μ is set to zero. The field
operators ϕ̂αkσ

† and ϕ̂αkσ add and remove electrons in lead α, and
the dispersion relation of the electrons inside the leads is given
by ϵαk. Finally,V(αk)i is the hopping amplitude and α is the set of
sites of the device that are connected to lead α. In this work, the
leads are modeled as non-interacting one-dimensional tight-
binding chains, giving the dispersion ϵαk =−2t cos k. This means
that the electrons have the same hopping amplitude in the leads
and in the device region. In the following, we consider the spin
unpolarized case; i.e., observables do not depend on spin, e.g.,
ni↑ = ni↓ ≡ ni/2. We use a TD-DFT approach to numerically
describe the dynamics of the system. This means that the
evolution of the charge density for the system governed by
Hamiltonian (1) is computed from an effectively non-
interacting system. This is governed by a Hamiltonian similar
to eq 1, where the interaction term is replaced by an effective
local potential, the so-called KS potential. Once an approx-
imation for the effective potential is given, the charge flow can be
computed from the non-interacting system. In the steady state
(SS), this charge flow is completely determined by the spin-

summed density matrix of the device region, DSS, the currents
between sites i and j of the device, Iij

SS, and the currents from the
device to lead α, Iα

SS. For the non-interacting system, they are
given by
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Here, f(ε + bα) is the Fermi function of lead α with associated
voltage bias bα, and the matrices Dα and Tαα′ are defined as

D G G( ) ( ) ( )R Aε ε ε≡ Γα α (3a)

T G G( ) Tr ( ) ( )R Aε ε ε≡ [Γ Γ ]αα α α′ ′ (3b)

V
t

2
2

Γ ≡ | |
α

α
(3c)

Dα is the density of states of the device projected on lead α, and
the off-diagonal matrix elements of Tαα′(ε) are the transmission
coefficients between leads. Both are defined in terms of the
advanced/retarded Green’s function of the device region, GA/R,
and the decay rate associated with lead α, Γα. The trace is
performed over the device region. In principle, Γα is energy
dependent, however, here we take the wide-band limit
approximation. This disregards the energy dependence of the
leads’ density of states, taking it constant and equal to its value at
the Fermi energy.41−47 This is justified when the applied bias is
small compared to the leads’ bandwidth. One major advantage
of taking the wide-band limit is that it allows for an analytical
evaluation of the LB formula at finite temperatures.48−50

3. GENERALIZED NONADIABATIC
EXCHANGE-CORRELATION FUNCTIONAL

The effective potential contains two contributions: the
scattering induced by the nuclei or the boundaries of the device
and the effect of electron−electron collisions. The former is
commonly referred to as “external potential” and characterizes
the device, while the latter is the so-called (Hartree-)exchange-
correlation (Hxc) potential. The Hxc potential derived in ref 38
for a quantum dot coupled to a single reservoir is given by
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with g = (1 − C) exp(Uβ/2) − C sinh(Uβ/2), C = n − c,
c = −ṅ/Γ = I/Γ, where Γ is the decay rate associated with the
only reservoir, U is the interaction strength, and β is the inverse
temperature. We point out that there is a typo in the
corresponding formula (equation 8b in ref 38) that has been
corrected here. Note the dependence of the functional on the
normalized current c: this will be important in the generalization
to generic lattice geometries. The potential (4) can be rewritten
as a functional of the density n and current to the dot I by using

Figure 1. Sketch of a typical lattice model used to describe transport
devices. The electrons can hop to the nearest neighbors with amplitude
t and to the connected leads with amplitude V and have an on-site
interaction U.
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the continuity equation I ≡ −ṅ. The two forms of the functional
given in eq 4 are equivalent but numerically stable in different
regimes: the first one is stable for n − I/(2Γ) > 1, while the
second one is stable for n− I/(2Γ) < 1. These expressions differ
from the one given in ref 38 by a constant of U/2. This constant
shift ensures half-filling at vanishing chemical potential (μ = 0)
for any interaction strength. Starting from this functional, we
first present a generalization to a reservoir-dot-reservoir system,
then to a dot connected to any number of leads, and finally to
any transport setup in the tight-binding model.
The functional (4) provides a form for the dot potential in the

dot-reservoir system. By gauge symmetry, the dynamics are not
altered if one applies the opposite potential to the reservoir
instead. In general, any pair of dot (vHxc) and reservoir (Vxc)
potentials

v n c( , )Hxc Hxcα= ϵ (5a)

V n c( 1) ( , )xc Hxcα= − ϵ (5b)

with 0 ≤ α ≤ 1 gives rise to equivalent dynamics by gauge
symmetry.
The crucial aspect of the previous argument is that we can

subdivide the system into two parts. When we consider a
transport scenario, where an additional reservoir is attached to
the device, there are two possible ways of subdividing the system
by grouping the dot either with the left or the right lead. For both
configurations, we can apply the procedure leading to eq 5a, and
summing the resulting potentials leads to

v n c n c( , ) ( , )Hxc 1 Hxc 2 Hxcα α= ϵ + ϵ − (6a)

V n c n c( 1) ( , ) ( , )xc
1

1 Hxc 2 Hxcα α= − ϵ + ϵ − (6b)

V n c n c( , ) ( 1) ( , )xc
2

1 Hxc 2 Hxcα α= ϵ + − ϵ − (6c)

where we use the fact that in the steady state the currents flowing
from the dot to the two leads are opposite to each other by
Kirchhoff’s law and that both leads are characterized by the same
decay rate. By imposing the additional condition α1 + α2 = 1, one
can ensure that in the limit of vanishing current the potentials in
the reservoirs are identically zero. This means that the density of
the dot does not induce a potential anywhere else but locally
when no currents flow (LDA).
The generalization to any number of leads connected to a dot

follows immediately from the previous considerations, and the
potentials read

v n c( , )
k

k
k

Hxc Hxc∑ α= ϵ
(7a)

V n c n c( 1) ( , ) ( , )k
k

k

l k
l

l
xc Hxc Hxc∑α α= − ϵ + ϵ

≠ (7b)

where ck = Ik/Γk is the normalized current flowing to reservoir k.
Again, the condition 1k kα∑ = leads to a local approximation in
the adiabatic limit (no currents), andVxc

k is identically zero for all
k’s. This condition is still not enough to fix an arbitrary number
of α’s. Wemake the choice αk = αmotivated by the fact that only
the dimensionless currents, ck, enter the functional. As a direct
consequence, the first order nonadiabatic correction for the
potential vHxc, i.e., the correction due to having finite but small
currents flowing, vanishes by virtue of Kirchhoff’s law (charge
conservation in the steady state) provided all decay rates are
identical. With the aforementioned considerations, the
potentials can be rewritten as

v
N

n c
1

( , )
k

k
Hxc

L
Hxc∑= ϵ

(8a)

V v n c( , )k k
xc Hxc Hxc= − ϵ (8b)

whereNL is the number of reservoirs connected to the dot. From
the expressions (8a and 8b), it is evident how the electron
density of the dot induces a potential locally and on the
reservoirs, i.e., the elements connected to it. This is important
for the generalization to any tight-binding model, where the dot
is connected not only to leads but also to other sites.
For each site, we have the local potential vHxc and the nonlocal

contributions Vxc coming from other sites. When only nonlocal
contributions due to directly connected sites are considered, the
exchange-correlation potential of a general site i can be written
as

v v Vi i

k i

ik
Hxc xc∑= +

⟨ | ⟩ (9)

where the first term is the local contribution and the remainder is
the sum of the nonlocal ones. The local component vHxc

i is eq 8a
calculated with the density ni and the normalized currents ci

k

going out of site i. The nonlocal part, Vxc
ik ≡ vHxc

k − ϵHxc(nk,ck
i ), is

the nonlocal contribution (8b) evaluated at the density of the
nearest neighbors and the associated currents going to site i.
Finally, ⟨k|i⟩ indicates the restriction of the sums to the nearest
neighbors only. In equilibrium, when no currents are flowing in
the system, the nonlocal contribution vanishes and the effective
potential reduces to the LDA for lattice systems. For the
reservoirs, the local component, vHxc

i , cannot be defined as no
density can be associated with them in the wide-band limit and,
like in the expression for the reservoir-dot-reservoir, only the
nonlocal contributions appear. It is important here to notice the
dependence of the functional on ci

k: this is the normalized
(dimensionless) current flowing from site i to site k. The
normalization factor, Γk, can only be evaluated for sites
connected to leads. For currents between sites in the device
region, eq 3c can be evaluated for Vα → t, yielding 2t for the
normalization factor. Equation 9 represents the main result of
this paper. It is applicable to any lattice system of any
dimensionality and connectivity with local interactions. In the
following section, an analysis of the effect of this nonadiabatic
functional is presented.

4. RESULTS
In this section, we investigate the influence of the derived
exchange-correlation functional on the transport properties of
nanojunctions. In particular, we analyze the steady state of tight-
binding chains connected to two leads, one at each end of the
chain. The development of a steady state is a consequence of the
application of a potential difference to the leads. The xc-
potential (9) is then found self-consistently as it depends on the
steady state densities and currents and vice versa. To compare
results coming from different functionals or different interaction
strengths, we tune the gate voltage to have a fixed number of
electrons in the chain. The reason for choosing this approach
stems from the strong dependence of the number particles on
the temperature of the leads (for a fixed gate), which is reflected,
e.g., in the resistance, and this can be different for different
functionals/interaction strengths.
The tight-binding parameters chosen for the simulations

expressed in units of the hopping amplitude, which is set to
t = 1 eV, are temperature 0 < kBT = β−1 ≤ t and bias voltage

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.9b00893
J. Chem. Theory Comput. XXXX, XXX, XXX−XXX

C



bL,R = ±t/8. The other parameters that determine the junction
are not constant for all calculations and will be specified when
needed. All resistances shown in the following are normalized by
the resistance (R0) of a non-interacting infinite chain at zero
temperature at the particle-hole symmetric point with hybrid-
ization Γ = 0.5.
4.1. Half-Filling. When the gate voltage is set to 0, the

junction is at the particle-hole symmetric point, meaning there
are N electrons in it, with N being the length of the chain. In
Figure 2, the resistance of a junction of lengthN = 80 at different
interaction strengths is shown as a function of the temperature of
the system. As expected, the non-interacting system is metallic;
i.e., its resistance is a monotonically increasing function of the
temperature and becomes linear for high temperatures. In this
regime, the effect of the interaction is negligible as the energy

scale associated with temperature is much larger than interaction
strength. The role of the interactions becomes more important
at lower temperatures, where it hinders transport, resulting in an
increase of the resistance due to the Coulomb blockade.
Furthermore, Figure 2 shows that at half-filling a larger
interaction strength results in higher resistance. This effect is
due to the potential induced in the leads, which suppresses the
bias voltage, effectively shrinking the transport window,
resulting in a smaller current flowing through the junction.
The adiabatic functional, in turn, gives rise to only a minimal
(negligible) increase in the resistance and does not describe the
Coulomb blockade physics, as it misses this nonlocal potential
induced in the leads. As stated before, the correct Coulomb
blockade physics of the single impurity model is caught by the
functional;39 see the inset of Figure 2.
When considering lower temperatures, a peculiar feature

appears in the resistance of the junction shown as a softening of
the Coulomb blockade effect. In the upper panel of Figure 3, we
report the resistance of junctions of length N = 80 with different
interaction and hybridization strengths: U ∈ {0.3, 0.4, 0.5} and
Γ ∈ {0.32, 0.5, 1.125}. The value of Γ determines the high-
temperature behavior of the resistance, since the interaction
becomes irrelevant when T ≫ U, as observed above. We
observe, as expected, a higher resistance for lower values of Γ,
since this is related to the hopping amplitude to the leads,
facilitating tunneling through the junction at higher values. For
fixed Γ, the interaction strength dictates the temperature at

which the system transitions to the Coulomb blockade regime
and also the position of the softening feature. In particular, the
feature appears at higher temperatures when there is a higher
interaction. Moreover, for fixed U, the softening appears
amplified as the hybridization strength deviates from the
hopping t, linking this peculiar feature to the dynamics of the
edge regions. In fact, even though finite size and odd−even
effects affect the resistance of the junction, its qualitative
behavior persists up to convergence with the system size; see the
lower panel of Figure 3. In all the previous calculations, the
shown results do not go down to T = 0; they stop in fact at
βU = 20, as for example in Figure 3. This is due to practical
difficulties in the convergence of the self-consistent exchange-
correlation potential. Its determination is, in fact, a fixed point
iteration with a function (ϵHxc) highly nonlinear in the density
and current. Moreover, the exchange-correlation potential is an
oscillating function in a chain junction, stemming from the
underlying Friedel’s oscillation of the non-interacting case.
These complications are worsened at lower temperatures, where
the Fermi−Dirac distribution becomes step-like, sharpening all
the nontrivial features of the functional. An undamped self-
consistent iteration, in fact, fails to converge as temperature goes
down and cannot reach the regime where the Coulomb blockade
is established. Advancedmixing schemes are needed to converge
the functional at low temperatures: in this work, we use a Pulay
mixing scheme.51 At each iteration, this method exploits the
history of guesses for the quantity needed to establish a better
guess for minimizing the error in the next iteration. In the
presented results, the potential has been mixed with a history
length of 9. This is found to give faster and more stable
convergence for this problem.

4.2. Doped Regime. By applying a gate voltage to the chain
junction, we can tune the number of particles occupying the
system andmove it away from the particle-hole symmetric point.
This affects the transport properties of the system itself.
Different functionals and/or different interaction strengths
yield a different number of particles in the junction for a fixed
gate potential. For this reason, we choose to compare results by

Figure 2. Normalized resistance of a junction of length N = 80 with
different interaction strengths (solid line) and with the adiabatic
functional with interaction strength U = 0.5 (dashed line) as a function
of temperature. The temperature is defined in units of kBT/t. The inset
shows the resistance of the one site impurity model, where the
functional coincides with the one in ref 39.

Figure 3. Upper panel: junction resistance as a function of βU for
different interaction and hybridization strengths. Lower panel:
convergence of the junction resistance as a function of the system
length for U = 0.5 and Γ = 0.5.
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tuning the gate voltage to have a fixed number of electrons in the
chain for all temperatures. In the top panel of Figure 4, we
compare the resistances of a chain of length N = 80 with a fixed
total number of particles Nel = 60 resulting from the adiabatic
and nonadiabatic functionals at different interaction strengths.
In accordance with ref 23, the nonadiabatic approximation
yields a higher resistance. An additional distinction is given by

the qualitative behavior of the resistances. While the adiabatic
functional becomes less resistive as the interaction strength
increases (behavior in agreement with mean-field results, not
shown), the nonadiabatic approximation exhibits a crossover. In
fact, the resistances for different interaction strengths cross at a
temperature kBT/t ≃ 0.18. The decrease in the resistance for
increasing interaction strength in the adiabatic functional is
explained simply by the change induced in the transmission
functions Tαα′ due to the exchange-correlation potential. For the
nonadiabatic case, this effect competes with the suppression of
the transport window caused by the nonlocal potential induced
in the leads. At high temperatures, the transmission functions are
unaltered by the interaction; hence, the effect of the bias
renormalization, although small in amplitude, dominates. At a
fixed temperature, |Vxc| is larger for larger interaction strengths;
this explains why larger U’s produce larger resistances. As
temperature decreases, the two effects have comparable impacts
and compete with one another. |Vxc| starts decreasing roughly at
a constant kBT/U, meaning different temperatures for different
interaction strengths; see the lower panel of Figure 4. This
results in a stronger drop in the resistance for, e.g.,U = 0.70 while
the transport window suppression for weaker interaction is still
growing, resulting in the crossing of the resistances. This effect is
amplified as we move away from the particle-hole symmetric
point, since by doing so the magnitude of the bias
renormalization drops. At a fixed number of particles Nel = 76,
in fact, the resistances do not cross and the results are similar to
the ones at particle-hole symmetry.

5. CONCLUSIONS AND OUTLOOK

In this work, we have derived a novel nonadiabatic, nonlocal
exchange-correlation potential for studying transport in devices
modeled by lattice Hamiltonians within TD-DFT. Our
exchange-correlation potential is based on the solution for a
single quantum dot coupled to a reservoir, which exhibits a step-
like feature important for the description of Coulomb
blockade.38

The derivation is built by exploiting gauge symmetry: the
dynamics of a reservoir-dot device stay unchanged if a potential
is applied to the dot or to the reservoir with opposite sign. For a
generic lattice model, we apply this idea to every link through
which a current flows, independent of whether it connects two
sites or a site to a lead. The proposed functional reduces to the
LDA27 in the static limit; i.e., nonadiabaticity and nonlocality of
the potential are linked closely together in our construction. In
the nonequilibrium situation, our approximation reduces to the
exact result for a single dot transport setup.39

We have analyzed the effect of this exchange-correlation
potential in chain systems connected by the ends to two
reservoirs. We found that the “step” in the approximation for the
effective potential makes it challenging to find a self-consistent
solution for low temperatures/strong interactions, since the step
sharpens as βU increases. First results for two-dimensional tight-
binding models indicate that this is amplified for lattices with
higher coordination. To this end, it would be interesting to
develop alternative strategies for converging self-consistent
approaches based on new insights.52 For one-dimensional tight-
binding chains, we have shown how Coulomb blockade physics
is well described by this functional as an effect of the suppression
of the transport window due to an induced potential in the leads
opposite to the voltage bias applied. At the particle-hole
symmetric point, an additional feature appears at roughly
constant βU, showing a softening of the Coulomb blockade
effect. The amplitude of this softening depends on the decay rate
of the leads Γ. Away from particle-hole symmetry, the
nonadiabatic functional differs qualitatively from the LDA as
the on-site attraction (repulsion) competes with the renormal-
ization of the transport window produced by the nonlocality of
the functional. We believe that TD-DFT for tight-binding
models offers a numerically efficient scheme for studying
transport in quantum systems approaching mesoscopic scales.
The aim of this work was to propose an approximation for the
effective potential taking electron−electron scattering effects
into account, which are believed to play an important role in so-
called superballistic transport and has recently received a lot of
attention.53−55 An interesting route to explore is to study
thermoelectric transport using a novel DFT approach proposed
recently,50,56−59 by generalizing the exchange-correlation
potential for describing the combined charge and energy flow
through the transport device.
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(30) Tröster, P.; Schmitteckert, P.; Evers, F. Transport calculations
based on density functional theory, Friedel’s sum rule, and the Kondo
effect. Phys. Rev. B: Condens. Matter Mater. Phys. 2012, 85, 115409.
(31) Bergfield, J. P.; Liu, Z.-F.; Burke, K.; Stafford, C. A. Bethe Ansatz
Approach to the Kondo Effect within Density-Functional Theory. Phys.
Rev. Lett. 2012, 108, 066801.
(32) Schmitteckert, P.; Dzierzawa, M.; Schwab, P. Exact time-
dependent density functional theory for impurity models. Phys. Chem.
Chem. Phys. 2013, 15, 5477−5481.
(33) Kurth, S.; Stefanucci, G. Dynamical Correction to Linear Kohn-
Sham Conductances from Static Density Functional Theory. Phys. Rev.
Lett. 2013, 111, 030601.
(34) Stefanucci, G.; Kurth, S. Kondo effect in the Kohn−Sham
conductance of multiple-level quantum dots. Phys. Status Solidi B 2013,
250, 2378−2385.
(35) Stefanucci, G.; Kurth, S. Steady-State Density Functional Theory
for Finite Bias Conductances. Nano Lett. 2015, 15, 8020−8025.
(36) Kurth, S.; Stefanucci, G. Nonequilibrium Anderson model made
simple with density functional theory. Phys. Rev. B: Condens. Matter
Mater. Phys. 2016, 94, 241103.
(37) Karlsson, D.; Verdozzi, C. Effective bias and potentials in steady-
state quantum transport: A NEGF reverse-engineering study. J. Phys.:
Conf. Ser. 2016, 696, 012018.
(38) Dittmann, N.; Splettstoesser, J.; Helbig, N. Nonadiabatic
Dynamics in Single-Electron Tunneling Devices with Time-Dependent
Density-Functional Theory. Phys. Rev. Lett. 2018, 120, 157701.
(39) Kurth, S.; Stefanucci, G. Time-dependent i-DFT exchange-
correlation potentials with memory: applications to the out-of-
equilibrium Anderson model. Eur. Phys. J. B 2018, 91, 118.
(40) Dittmann, N.; Helbig, N.; Kennes, D. M. Dynamics of the
Anderson impurity model: Benchmarking a nonadiabatic exchange-
correlation potential in time-dependent density-functional theory. Phys.
Rev. B: Condens. Matter Mater. Phys. 2019, 99, 075417.
(41) Zhu, Y.; Maciejko, J.; Ji, T.; Guo, H.; Wang, J. Time-dependent
quantum transport: Direct analysis in the time domain. Phys. Rev. B:
Condens. Matter Mater. Phys. 2005, 71, 075317.
(42) Maciejko, J.; Wang, J.; Guo, H. Time-dependent quantum
transport far from equilibrium: An exact nonlinear response theory.
Phys. Rev. B: Condens. Matter Mater. Phys. 2006, 74, 085324.
(43) Zheng, X.; Wang, F.; Yam, C. Y.; Mo, Y.; Chen, G. Time-
dependent density-functional theory for open systems. Phys. Rev. B:
Condens. Matter Mater. Phys. 2007, 75, 195127.

Journal of Chemical Theory and Computation Article

DOI: 10.1021/acs.jctc.9b00893
J. Chem. Theory Comput. XXXX, XXX, XXX−XXX

F



(44) Zhang, Y.; Chen, S.; Chen, G. First-principles time-dependent
quantum transport theory. Phys. Rev. B: Condens. Matter Mater. Phys.
2013, 87, 085110.
(45) Verzijl, C. J. O.; Seldenthuis, J. S.; Thijssen, J. M. Applicability of
the wide-band limit in DFT-based molecular transport calculations. J.
Chem. Phys. 2013, 138, 094102.
(46) Shi, P.; Hu, M.; Ying, Y.; Jin, J. Noise spectrum of quantum
transport through double quantum dots: Renormalization and non-
Markovian effects. AIP Adv. 2016, 6, 095002.
(47) Bal̂dea, I. Invariance of molecular charge transport upon changes
of extended molecule size and several related issues. Beilstein J.
Nanotechnol. 2016, 7, 418−431.
(48) Tuovinen, R.; Perfetto, E.; Stefanucci, G.; van Leeuwen, R. Time-
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Chapter 4

Conclusion

In this thesis I presented the progress I achieved in the study of electron dynamics
in many-body interacting systems. A novel first-principles method based on non-
equilibrium Green’s functions is put forward. While conventional NEGF-based ap-
proaches succeed in describing correlated physics, they become computationally
prohibitive for virtually all non-trivial systems. The proposed method pushes the
limits of what can be achieved in terms of system size and propagation time by in-
troducing approximations which have minimal impact on accuracy while yielding
a major speed-up in terms of computation time. The main simplification involves
identifying and selecting only the electronic transitions dominating the dynam-
ics for the studied phenomena without affecting the accuracy to which they are
described. Having a reduced set of transitions directly translates into a lower com-
putational complexity in the calculation of the self-energy–the main bottleneck of
NEGF simulations. The underlying idea is general and independent of the system
studied or the level of approximation chosen for the self-energy.

The selection of the transitions, or equivalently the Coulomb integrals vijkl,
contributing to the self-energy, is based on physical grounds. In fact, the 2B self-
energy depends quadratically on Coulomb integrals, justifying the exclusion of
elements � 1. This argument is further exploited when considering transitions
that scatter occupied states into the less localized unoccupied or unbound ones.
The associated Coulomb integrals responsible for these processes, in fact, plummet
with the number of unoccupied/unbound states involved in the scattering, arising
from their small overlap with bound states. Considering transitions involving at
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most one unoccupied/unbound state greatly reduces the computational burden of
calculating the self-energy. Additionally, we showed how, within the GKBA, we can
take advantage of this approximation to reduce the size of the propagated density
matrix. In the case of the Auger decay, in fact, one can treat the unbound states
representing the outgoing Auger electron on a different footing, finally leading
to only including their occupation in the equation of motion, instead of all the
off-diagonal elements associated with them. I proved that this method, named
coupled NEGF approach, can be successfully employed to describe real-time Auger
decay in ultrafast charge migration (UCM) processes in atomic systems, comparing
it with conventional NEGF+GKBA and Configuration Interaction calculations. Ad-
ditionally, I predicted a highly asymmetric spatial profile of the Auger wavepacket
exhibiting temporal ripples, whose period depends on the energy of the Auger
electron. Making use of the same method, I subsequently analyzed UCM in the
Adenine molecule to study its behavior under the influence of extreme ultraviolet
(XUV) radiation. Under normal conditions, interaction with XUV light causes the
ionization of Adenine, eventually leading to fragmentation. My study shed light on
recent experimental evidence of a possible stabilization path involving particular
correlation-driven shake-up transitions. The states populated by these transitions
can be accessed and ionized by a secondary near-infrared (NIR) pulse, providing
a viable relaxation pathway leaving the molecule intact.

Returning to the calculation of the self-energy, we analyzed an efficient scheme
for its calculation at the 2B level based on rewriting its expression through the
use of tensor contractions. By using commonly available low-level linear algebra
libraries, we were able to demonstrate a speed-up in the computation of the self-
energy compared to the naïve evaluation of its expression. This translates into a
more advantageous scaling of the computation time of the self-energy with respect
to the size of the basis used for the simulations, decreasing from N5 to ∼ N4.3.

Although the proposed method greatly pushes the domain of applicability of
NEGF-based approaches, large systems up to the micron scale are still out of reach.
In this context a more efficient method is TDDFT. Virtually all modern applications
of TDDFT make use of adiabatic functionals, which, opposed to the self-energies
of NEGF, completely disregard memory effects. These are vital for the description
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of strongly correlated physical phenomena. Understanding how non-adiabaticity
plays a role in TDDFT, is therefore an important line of research. In this work,
I explored this subject within the study of thermo-electric transport in nanoscale
devices. To this extent I first analyzed the implications of the commonly used
WBL approximation on the charge and heat flow through non-interacting nano-
junctions, finding a pathological behavior of these currents under certain circum-
stances. In particular, the heat current exhibits a discontinuity when a potential
quench is applied to the device. More strikingly, When a temperature gradient
is present, the charge current is found to be discontinuous while the heat cur-
rent shows a divergence at short times. Subsequently, I more closely investigated
the role of memory by proposing a non-adiabatic exchange-correlation functional
for general lattice models within transport setups. The construction is based on
known results for a simple dot-reservoir system and generalized through the use
of symmetry arguments. The potential is shown to correctly describe Coulomb
blockade physics while being applicable to a large class of model systems.

From my perspective, the future of the theoretical study of non-equilibrium
electron dynamics is bright and full of possibilities. In the context of the cou-
pled NEGF approach, a direct step forward would be its application for the study
of more complex correlation-driven phenomena, e.g. UCM and Auger decay in
chemically and biologically relevant molecules, Resonant-inelastic X-ray Scatter-
ing (RIXS), and so on. As an example, the latter would involve the inclusion of
photonic and phononic degrees of freedom. This makes the problem much more
complicated and the method itself has to be assessed in these conditions 1.

Additionally, while the proposed NEGF method is general and can be applied
in these contexts, problems arise in the construction of the basis to perform the
NEGF calculations. In fact, the description of both core and continuum states and
the calculation of the relative Coulomb integrals is a complicated task. The com-
plication comes from the heavily localized character of core states, which require
dense grids to be resolved and from the heavily delocalized features of continuum
states, demanding large spaces for the simulations. The accuracy needed for the

1The interest sparked by this complex, yet attractive problem has led to the beginning
of a new PhD project, in which I will also be involved.
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construction of basis is therefore not directly achievable even with state-of-the-art
simulation codes. This stems from the nature of the Coulomb integrals, depending
on the overlap of the states, which, as explained require great resolution. The
coupled NEGF approach can also be extended to deal with periodic systems. In
this case, the implications of the employed approximations are to be tested and
understood in the context of extended systems, where the assumption made in
finite systems may not apply. Moreover, the inclusion of nuclear motion and/or
quantized electromagnetic fields in the proposed framework is highly non-trivial
and the approximations introduced have to be generalized in order to hold in this
case.

Finally, it is important to highlight the connection between NEGF and TD-DFT.
In fact, within the GKBA, the central quantity of the NEGF equations becomes
the density matrix, whose diagonal in a real space basis is the electron density
of TDDFT2. The density matrix, then, appears in the collision integrals encoding
the effect of correlations on the dynamics. Therefore, a joint effort to unravel
the characteristics of non-adiabaticity and correlation might be an ambitious, yet
exciting path to pursue. A possible way of attacking the problem could be to com-
bine the coupled NEGF approach with the linearized Sham-Schlüter equation to
gain insight into correlations and, possibly, generating non-adiabatic approxima-
tions for the exchange-correlation functionals of TDDFT. This would, indeed, be
a formidable accomplishment as the combined approach would profit from the
efficiency of TDDFT while harnessing the accurate description of correlations of
NEGF.

2This is not true, in principle, since the Green’s functions are defined as statistical aver-
ages. Although, we are evolving our density matrix starting from a pure state in NEGF, as
it is done in TDDFT, justifying the equality.
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