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Abstract

The first part of the thesis is dedicated to the resistive pulse method operating with
direct currents. Borosilicate glass micropores, used for the experiments, are manufactured
by direct laser ablation with an ArF-based excimer laser. The electric current measure-
ments across the micropore are discussed numerically and experimentally. It is shown
how time domain direct current measurements across the micropores, which are filled
with a conductive electrolyte solution, deliver information about the sizes of individual
translocating particles. Noise measurements are performed to illustrate that the resistive
pulse method is not capable to perform high speed measurements which are needed for
the application of the method for e.g. DNA sequencing.

It is explained in the second part of the thesis how a micropore is embedded between
two in-plane metal electrodes. These electrodes are used to bring the electrical field of
a radio frequency wave into the vicinity or the pore. The interaction of the electrical
field with Jurkat T cells is used to characterize the translocating cells and to extract
information about the cells in addition to their size. In detail, it is shown that these
measurements enable the experimentalist to probe specific properties of the cell such as
its electrical conductivity and dielectric permittivity.

The preparation of the measurement chip is discussed in detail. It is shown how the
micropore is aligned between the two electrodes and how this microscopic sensing region is
interfaced with the measurement equipment. Coplanar waveguides are introduced which
lead the radio frequency wave into the sensing region and reflection measurements are
performed to measure the particle of interest. The chip design is tested by time domain
measurements with a vector network analyzer, which is capable of directly measuring the
chip reflection versus time.

A heterodyne measurement setup is introduced which enables to resolve the reflection
using lock-in amplifiers with increased sampling speed compared to the vector network
analyzer. The setup is used to observe translocating polystyrene beads and Jurkat T
cells in different electrolyte solutions. The findings are discussed using time resolved
optical microscopy and patch clamp experiments and it is shown that cells which undergo
apoptosis can be identified with this method.
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Zusammenfassung

Im ersten Teil dieser Dissertationsschrift wird die Resistive Pulse Methode besprochen,
die mit Gleichstrom arbeitet. Für die Experimente werden Glasmikroporen verwendet, die
mit Hilfe von Laserablation mit Hilfe eines ArF Excimer Laser direkt in ein Glassubstrat
gebohrt werden. Die entsprechenden Gleichstrommessungen an den Mikroporen, welche
hierfür mit leitfähiger Elektrolytlösung gefüllt sind, werden sowohl numerisch als auch
experimentell diskutiert. Es wird gezeigt, wie zeitaufgelöste Gleichstrommessungen an
den Poren die Vermessung der Partikeldurchmesser ermöglichen. Darüber hinaus werden
Rauschmessungen durchgeführt, die zeigen, dass die Resistive Pulse Methode nicht in
der Lage ist die typische Dynamik auf der Nanoskala aufzulösen, die beispielsweise für
Anwendungen bei der DNA-Sequenzierung benötigt wird.

Im zweiten Teil der Arbeit werden die Mikroporen zwischen zwei Metallelektroden
eingebettet. Dadurch ist es möglich eine Radiofrequenzwelle in die Nähe der Pore zu
bringen. Das so erzeugte Feld zwischen den Elektroden wird verwendet um einzelne Jurkat
T-Zellen zu charakterisieren und Informationen jenseits des Durchmessers der Zellen zu
generieren. Es wir detailliert erklärt, dass diese Methode in der Lage ist Zelleigenschaften,
wie deren elektrische Leitfähigkeit und dielektrische Permittivität zu vermessen.

Die Produktion der Messchips wird beschrieben. Zunächst wird die Positionierung der
Mikropore zwischen den beiden Elektroden dargestellt und es wird gezeigt, wie der Chip
in die Messapparatur eingebettet werden kann. Hierfür werden koplanare Wellenleiter
eingeführt, weil diese in den dargestellten Experimenten verwendet werden, um die Ra-
diofrequenzwelle an die Signalregion zu transportieren. Für die Partikelmessungen werden
Reflexionsmessungen durchgeführt. Für einen ersten Test des Chips wird die zeitabhängige
Modulation der Reflexion mit Hilfe eines Vektor-Netzwerkanalysators gemessen.

Im letzten Teil der Dissertationsschrift wird ein heterodynes Messverfahren einge-
führt. Dieses ermöglicht es ebenfalls eine Reflexionsmessung durchzuführen, allerdings bei
erheblich höheren Sampling Raten, als es der Netzwerkanalysator erlaubt. Das Setup wird
verwendet um Polystyrolkügelchen und Jurkat T-Zellen, die in verschiedenen Elektrolyt-
lösungen suspendiert sind zu vermessen, wenn diese durch die Mikropore translozieren.
Schließlich werden die gemachten Beobachtungen mit Hilfe von mikroskopischen Metho-
den und Patch Clamp Experimenten diskutiert.
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Chapter 1

Introduction

Counting cells in experimental cell cultures is a standard procedure in every biology
laboratory to determine the concentration of a specific cell type. However, it is tedious
and slow if it has to be done manually and thus it limits the amount of cell cultures
that can be characterized drastically. To determine the concentration of a cell suspension
hemocytometers are still routinely used. A pre-defined amount of cell suspension is placed
in a fluidic chamber within the transparent hemocytometer. This can be seen in Fig. 1.1.
To increase the optical contrast and to distinguish between different cell types the test
sample can be labeled using a dye. On the surface of the hemocytometer a grid is engraved
such that the number of cells within a specific area can be counted under optical control
in a microscope (see zoomed-in view in Fig. 1.1). The number of cells in the grid can be
translated into the concentration of the cell sample. This is practical for a small number
of cell samples but it is impossible to use this method in clinical and high throughput
applications. Beside the extremely limited throughput, only information about the cell
concentration is collected.

Cells

Figure 1.1: Hemocytometer used for manual cell counting. (zoomed-in view) Area in
which the cells are counted under optical control. The number of cells within the area
can be calculated back to the original cell concentration.



2 Introduction

In this respect, the resistive pulse technique was a major breakthrough since its first
proposal by Wallace H. Coulter in 1953 [1]. This method allows for a label-free, electrical
measurement of the size and concentration of particles which are suspended in electri-
cally conducting electrolyte solution [2] eliminating the need for time consuming, manual
determination of these quantities by an experimentalist using a microscope.

The Coulter principle relies on the measurement of small electrical currents that arise
from the ion flow through a micrometer sized aperture that is separating two reservoirs
filled with the conducting electrolyte solution. If a particle translocates through the
aperture, it blocks a fraction of the current, leading to a short current blockage that
is monitored by measuring the current along time and thus allowing to count and size
individual particles. Remarkably, this simple method was successfully miniaturized and
further developed until it became possible to sequence single stranded DNA by using
apertures in the low nanometer range [3, 4, 5, 6, 7].

But beside the resistive pulse method that is using DC for the measurement a number
of alternative flow cytometric, single particle methods were developed. The methods
cover a plethora of frequency ranges using AC signals or optical methods [8]. In the
framework of this thesis a novel label-free, single particle measurement setup sensing
particles electronically at high AC frequencies is proposed, developed and realized.

The thesis is divided into two parts. In Part I the resistive pulse method is presented
and it will be shown how glass pores, which are drilled directly into a glass substrate
can be used as a sensor for detecting and sizing single particles without the need of a
chemical label. Using these glass pores it will be discussed how the noise within the
system ultimately limits the temporal resolution of the method. Furthermore, it will be
discussed why the amount of information that can be deduced from the measurement
of translocating particles is limited to the measurement of particle size and the particle
translocation time.

Part II of the thesis is dedicated to the development of a system in which the par-
ticles translocate through the micropore while experiencing a high frequency AC field.
This method, called dielectric spectroscopy, enables to acquire information about the
translocating particles beyond their size. Frequencies above 700 MHz are used, allowing
to sense the inside of a biological cell. At DC the inside of a cell is shielded because the
cell membrane acts as a capacitor with little to no conductivity. It will be shown that
the capacitance can be shorted out at these frequencies thus enabling the measurement
of cell properties associated with their biological state. In the context of the thesis it
will be shown how cell apoptosis, which is the programmed cell death, is being detected
in this way. The method is introduced theoretically, and numerical simulations will be
used to determine the expected signal originating from translocating particles. Within
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the discussion it will be shown that the noise spectrum of this method is not showing high
frequency noise, which is vast contrast to the corresponding DC measurement. It will be
outlined how this method is potentially paving the way for being used as a particle detec-
tion strategies operating at increased measurement bandwidth and thus allowing in future
to detect DNA translocating through small channels or pores at its natural translocation
velocity.



4 Introduction



Part I

DC





Chapter 2

Resistive Pulse Sensing

Resistive pulse sensing (RPS) is a technique that was invented to count biological cells
and colloids, which are suspended in a conductive electrolyte solution. The technique
was patented in 1953 by Wallace H. Coulter [1] and the method was evaluated and its
functionality was shown three years later [9, 10]. Since then the technique has developed
into a versatile tool in a plethora of scientific applications, way beyond counting biological
cells. A lot of information can be found in numerous review articles concerning the
development of the original patent into a large business model [11], the development
of tunable RPS [12], the miniaturization of the method and the consequent challenges
[13, 14], the progression of RPS into novel measurement platforms [15] and the application
of the method for biological applications as, e.g. virus counting and DNA detection and
sequencing [16, 3].

A schematic of a RPS setup is shown in Fig. 2.1 (a). Two reservoirs, which are filled
with a conductive electrolyte solution, are electrically connected by a pore or a channel
with a lateral size bigger than the geometrical dimension of the particles under investi-
gation. One Ag/AgCl electrode is submerged into each reservoir and the electrodes are
connected to a sensitive direct-current (DC) amplifier, which allows for the measurement
of the current flowing through the channel and simultaneously allows to apply a voltage
across the electrodes. When a voltage is applied, the ions in the electrolyte will flow
through the channel thus producing an ionic current. Particles that are suspended in the
electrolyte can be dragged through the channel by the applied voltage or by applying
a pressure gradient. When a particle is translocating through the channel it displaces
the electrolyte due to its presence, thereby increasing the resistance of the channel and
thus producing a temporal current drop during the translocation time. Typical transloca-
tion times for individual particles are in the millisecond and sub-millisecond range, thus
potentially allowing for measuring thousands of individual particles within minutes.

When W. H. Coulter presented the first commercial version of his invention, i.e. the
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Coulter Counter, it was exclusively used for counting cells and thus for determining cell
concentrations. But very rapidly, it was realized experimentally that the amplitude of the
observed current drop is a measure for determining the particle volume [17].

Although there are alternative methods to determine the size distribution of suspended
particles, the RPS technology holds some advantages over existing strategies. Two promi-
nent alternative methods which are routinely used to determine the size distribution of
particle solutions are dynamic light scattering (DLS) [18] and disc centrifugation [19, 20].
In the case of DLS, a laser is directed on a sample of diluted particles and as the light hits
the particles it undergoes Rayleigh scattering. A detector measures the time fluctuations
of the intensity of the scattered light that are caused by the random motion of the parti-
cles in the fluid. From this information, the size distribution of the sample can be derived.
In the case of disc centrifugation, the sedimentation velocity of different sized particles is
used to determine the size distribution of a test sample. Variations of these methods and
other methods exist but they have a common disadvantage namely the measurement is
derived from a macroscopic sample so that the methods rely on intrinsic averaging over
the whole sample. As a matter of fact, these methods are only applicable to suspensions
of particles with similar size [13].

Beside that, it is possible to measure the size distribution of particles in the micro-
meter range using optical microscopy, but this is typically very time-consuming as this is a
serial process, which cannot be parallelized easily. The same is true for scanning electron
microscopy (SEM), transmission electron microscopy (TEM) and other imaging methods.
They can be used to investigate particles with diameters in the nanometer range but this
is only practical, at reasonable experimental effort, if the particles under investigation
can be dried. Here, the serial nature of the imaging process is the limiting factor, too.
Additionally, SEM and TEM measurements are experimentally even more challenging,
require an experienced user and extremely expensive equipment [13].

In contrast RPS is a fast method, enabling the investigation of the size distribution
of polydispersed particle solutions on a single particle level. Furthermore, it is scalable,
allowing to measure molecules in the nanometer range up to macroscopic particles like
biological cells which have diameters in the micrometer range.

In addition, RPS allows for label-free detection and analysis, which is a huge advan-
tage because the process of labeling can be time-consuming and it potentially alters the
behavior of the investigated particles as the interaction of a chemical dye with the particle
is not always a priori known.
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Figure 2.1: (a) Schematic of a RPS setup. Particles that shall be characterized are sus-
pended in a reservoir that is connected via a channel or a pore to a second reservoir.
A voltage is applied using two Ag/AgCl electrodes that are immersed in the reservoirs.
Particles translocate through the channel due to an applied pressure or voltage. (b) Equiv-
alent circuit model of the channel and a characteristic time domain measurements that
the setup is capable of performing.

2.1 Theoretical Considerations
In the present section it will be outlined how DC measurements across micrometer sized
channels, filled with electrolyte solution, can be used to measure the volume of a particle
when it is translocating through these orifices. Different theoretical models describing this
process are introduced. After that, properties of induced fluidic flow, which is responsible
for driving particle translocation through the channels or pores are discussed. Finally,
some relevant applications presented in the literature are summarized.

2.1.1 Resistive Pulse Sensing, Theoretical Considerations

The general setup of a RPS experiment is shown in Fig. 2.1 (a). In this model a channel
is interconnecting two fluidic reservoirs filled with electrolyte solution. Two Ag/AgCl
electrodes are located within the reservoirs and they are connected to the measurement
electronics, which is also used to apply a voltage across the channel. The channel, which
is filled with electrolyte solution having a resistivity of ρ acts as a resistor when a voltage
is applied across the electrodes. A simplified equivalent circuit model of the system is
given in Fig. 2.1 (b). Assuming a homogeneous current distribution across the area A(z)
of the channel (see Fig. 2.1 (b)) the corresponding lower limit estimation for the resistance
R can be calculated via

R = ρ
∫ L

0

dz

A(z) (2.1)
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where L is the length of the channel [21, 2].
For the sake of simplicity, here the discussion is concentrated on a cylindrical channel

and if the cylindrical channel has a diameter D and a length L, the electrical resistance
according to Eq. 2.1 is

R = ρ
L

π
(
D
2

)2 . (2.2)

For spherical particles with a resistivity of ρp and a diameter of d suspended in elec-
trolyte solution having a resistivity ρ, J. C. Maxwell presented an approximation for the
effective resistivity ρeff of the corresponding solution [21]. From his discussion, based on
simple continuity assumptions, the relationship between the resistivity ρeff of the elec-
trolyte, which is containing particles, and the resistivity of the particle itself and the
medium it is suspended in reads

ρeff − ρ
2ρeff + ρ

= f
ρp − ρ
2ρp + ρ

(2.3)

where f is the volume fraction of the particles in suspension. The only approximation in
Eq. 2.3 is that the particles have to be highly diluted (i.e. f � 1) so that there is little
to none interaction between adjacent particles. Solving this equation for the resistivity of
the electrolyte-particle mixture gives

ρeff = ρ
1 + fB

1− 2fB with B = ρp − ρ
2ρp + ρ

. (2.4)

For f � 1 Eq. 2.4 can be further expanded in a Taylor series with respect to ρ resulting
in

ρeff ≈ ρ+ 3ρfB. (2.5)

This equation can be simplified by taking into account, that in conventional RPS experi-
ments the particles under test have a higher resistivity than the electrolyte solution [22].
For testing the devices polystyrene beads are used, which have a resistivity in the order of
ρp = 104 Ωm [23] while the electrolyte is highly conducting with resistivity values around
ρ = 1 Ωm [24]. As a matter of fact, the factor B approximately equals 1/2 and thus
according to Maxwell’s approximation the presence of a particle in the channel occupying
a volume fraction f increases the resistivity of the channel to

ρeff ≈ ρ · (1 + 3
2f). (2.6)

A sphere with diameter d centered within a channel of diameter D and length L

occupies a volume fraction of f = 2d3/3D2L. If this is inserted into Eq. 2.6 the resistance
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R′ of a channel containing a particle can be calculated using Eq. 2.2. Accordingly, the
measured resistance change due to the presence of the particle in the channel can be
written as

∆R = R′ −R = 4ρd3

πD4 . (2.7)

Although Eq. 2.7 only holds for spheres with d� D it already gives a good impression
on how such a system can be utilized. The resistive pulse is proportional to the volume of
the sphere if the diameter of the channel is constant, thus the resistive pulse height can
be used to measure the diameter of the particle translocating the channel as indicated in
Fig. 2.1 (b). Often it is useful to divide the resistance change ∆R by the open channel
resistance R, thus obtaining the so called Maxwell-Garnet approximation

∆R
R

= d3

D2L
= 3

2
v

V
= g · v

V
(2.8)

where V and v are the volumes of the channel and the particle within the channel,
respectively. The factor g is the so called geometry or form factor. In Eq. 2.8 it is
assumed, that the electric field is constant over the channel diameter and length, which
obviously neglects wall effects as well as access resistances at the entry and exit of the
channel. Nevertheless, this lower bond approximation shows that particle sizing is feasible
with a RPS setup as the resistance change in a channel with constant diameter D and
length L is proportional to the particle volume.

Depending on the ratio between the particle diameter and the diameter of the channel,
a better approximation of the resistive pulse can be given by

∆R
R

= d3

D2L
· 1

1− 0.8
(
d
D

)3 . (2.9)

This expression is the Maxwell-Garnet approximation (see Eq. 2.8) multiplied by a nu-
merical factor. In contrast to Eq. 2.8 this expression is not an analytical solution but rather
a numerical approximation that holds for particles within an intermediate size range. First
numerical calculations regarding this problem were presented by W. R. Smythe for spher-
ical and spheroidal particles within a tube, respectively [25, 26]. On the basis of these
calculations Eq. 2.9 was then given by DeBlois [27].

Depending on the ratio between the size of the particle and the channel size an even
better approximations can be given, which describes the resistivity change adequately
even for particle diameters similar to the channel diameter [28, 29]. For such particles the
resistance change can be described as
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same equations for different pore lengths with D = 0.5d and a constant particle diameter.

∆R
R

= D

L

 arcsin( d
D

)√
1−

(
d
D

)2
− d

D

 . (2.10)

In Fig. 2.2 (a) the resistance changes according to Eq. 2.8, Eq. 2.9 and Eq. 2.10 is
plotted in relative units. The plot shows the resistance change for a cylindrical pore with
D/L = 1/10. For particles that are relatively small (i.e. d/D < 0.4) the three models
show good agreement. For higher values of d/D the simple model of Eq. 2.8 deviates
strongly from the other two models. As this model describes the limit of infinitesimally
small particles it is expected that it will underestimate the resistance increase for big
particles. For particles that approach the diameter of the pore (i.e. d ≈ D) Eq. 2.9 tends
to underestimate this limit as here an infinitesimal high resistivity change is expected
which is modeled by Eq. 2.10, only.

Fig. 2.2 (b) shows how the resistance change behaves if the channel length is changed.
In the figure the diameter of the channel is assumed to be D = 0.5d. For the three
models it is shown that the resistance change is increased for a shorter channel length.
Experimentally, this shortening can be realized by decreasing the thickness of the mem-
brane material in which the channel is embedded. The qualitative behavior shown in
the figure was experimentally demonstrated with nanometer sized pores embedded in SiN
membranes of different thicknesses [30].
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Translocating Time of Particles

Apart from the amplitude of the resistance change, in general the translocation time is
an important measurement quantity of RPS experiments. The translocation time of a
particle, when it is driven through a channel via pressure-driven flow, depends strongly
on the radial position of the particle within the channel. According to Berge et al. [31]
the translocation time of a particle translocating through the central axis of a cylindrical
channel can be approximated by

∆t0 = 4ηL2

R2∆P (2.11)

with η being the viscosity of the electrolyte and ∆P the pressure drop across the channel.
It will be shown in Sec. 2.1.2 that in the case of pressure-driven flow the velocity profile of
the liquid is strongly dependent on the radial position inside the channel (see Fig. 2.4 (a)).
As a matter of fact, the translocation time is influenced by the radial position inside the
channel, too. Using the parametrization shown in Fig. 2.3 the translocation time of a
particle translocating beyond the central axis can be estimated by

∆t = ∆t0
(1− x2)(c1 − c2x5) (2.12)

with the parameter x = r/R, R being the radius of the channel, r the radial position of
the particle, c1 = 1 − 2/3(b/R)2 with b being the particle radius, c2 = 23.36(1 − c1) and
(c1 − c2x

5) being a numerical correction factor derived from a fit to experimental data
[31, 32].

Off-Axis Particle Trajectories

Eq. 2.8, Eq. 2.9 and Eq. 2.10 describe the resistivity change for particles translocating
through the center of cylindrical channels. Obviously, this is not always the case. A
theoretical description of the resistive pulse caused by particles translocating beyond the
central channel axis can be given as

∆R
∆R0

= 1 + α

(
x
d

D

)3

(2.13)

where ∆R is the measured resistivity blockage, ∆R0 is the corresponding resistivity block-
age that would arise when the same particle has had translocated the pore through the
axis, α is a correction coefficient which depends on the channel dimensions and has to be
extracted form experimental data and the remaining parameters are the same as described
previously and as are shown in Fig. 2.3. Obviously, for an on-axis particle, i.e. x = 0,
it follows that ∆R = ∆R0. If the particle translocates off-axis, i.e. x > 0, the measured
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Figure 2.3: Parameter set describing the radial position of a particle translocating through
a cylindrical microchannel, with length L and diameter D. The particle, having a radius
b, is assumed to move in positive z-direction.

resistive pulse increases. Simultaneously, according to Eq. 2.12 the translocation time
increases. This effect will be shown experimentally in Sec. 2.3.3. It was reported that
Eq. 2.13 can be used to correct data for the, so called, off-axis effect thus slightly improve
the particle size determination capabilities of a RPS device [33].

2.1.2 Flow Properties Liquids in Channels

Transport of particles through a channel is governed by several different physical phenom-
ena. In the scope of this thesis the liquid is set in motion by applying a pressure difference
across a micropore (MP), which leads to a liquid motion that is dragging the particles in
suspension through the pore. After the discussion of the pressure-driven flow it will also
be shown how an electrical voltage drop across the channel leads to liquid motion within
it. Both approaches are discussed numerically in the following.

Pressure-Driven Flow

In general, liquid flow within a channel can be described by the Navier-Stokes equation.
A review on this equation is presented e.g. in Ref. [34]. This differential equation can be
used to describe pressure-driven flow (PDF) in microchannels and pores.

In the first row of Fig. 2.4 (a) the expected parabolic flow profile is illustrated schemat-
ically for water in a channel, that is being exposed to a pressure difference.

Generally, the velocity profile ~v of a newtonian fluid of viscosity µ and density ρ under
an applied pressure p can be derived using the Navier-Stokes equation

ρ

(
∂~v

∂t
+ (~v · ∇)~v

)
= −∇p+ µ4~v + ~f (2.14)
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Figure 2.4: (First row in (a) and (b)) Schematic of expected velocity profile for pressure-
driven flow (a) and electroosmotic flow (b). (Remaining rows in (a) and (b)) Finite element
simulation of the flow profile of a diluted species which has initially a flat concentration
profile perpendicular to the channel and a gaussian concentration profile in z-direction.
Simulations are carried out in long 2D channels with a constant width of 10 µm. The
material parameters used for the simulations are the dielectric constant, dynamic viscosity
and density of water (εr = 80, µ = 0.001Pas and ρ = 1000kg/m3) and a conductivity of
σ = 0.001 S/m. The peak concentration of the initially gaussian distributed species is
chosen to be c0 = 1 mol/l. In (a) the time dependent evolution of the diluted species is
given for three time steps when a pressure gradient is applied across the channel. (b) The
same simulation showing the result of the time evolution of the diluted species with an
applied voltage across the channel due to electroosmosis. For this simulation the walls of
the channel had be given a ζ-potential of −0.1 V.

were ~f is a place holder for various body forces as e.g. gravity. For problems concerning
fluidic systems, mass conservation does hold which can be written as

∂ρ

∂t
+∇(ρ~v) = 0 (2.15)

and at the interface between the channel walls and the liquid phase a no-slip boundary
condition is typically used which means that the velocity at the channel walls is assumed
to be zero.

In Fig. 2.4 (a) a finite element method (FEM) simulation of pressure-driven flow
through a two dimensional fluidic channel is shown. The channel has a width of 10 µm
and in the simulation a pressure gradient of 10 mbar is applied. If the problem is solved
analytically, which is possible for the simple 2D problem, a parabolic velocity field in z-
direction is expected. To illustrate this velocity field a concentration gradient of a diluted
species is added to the numerical simulation which has a Gaussian shape in z-direction.
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The time dependent migration of the diluted species due to the velocity field ~v, which
is numerically evaluated by solving Eq. 2.14 and Eq. 2.15 under the no-slip boundary
condition, is given in Fig. 2.4 (a) for three time steps. At t = 0 s the concentration is
still in its initial configuration as it has not been exposed to the velocity field, yet. For
t = 6 ms and t = 10 ms it can be observed that the concentration gradient is moving in
z-direction in a parabolic manner as expected.

Electroosmotic Flow

Electroosmotic flow is the fluidic flow of liquid through a channel due to an electric field.
This effect is caused by the fact that most boundaries in fluidic experiments are build
from non conductive materials like glass, quartz or polymers, having intrinsic surface
charges. When these materials are exposed to an electrolyte solution, in the static case,
polar liquids and dissolved ions in the solution will be attracted by the surface charges
which, in turn forms an electrical double layer. Due to Brownian motion the ions in the
solution are not tightly bound but they can move more freely the further they are away
from the wall. After a couple of nm away from the channel wall there is no excess of one
type of ions in solution as the potential drop of the redistributed ions in solution quickly
decays. Due to this surface charge effect, liquid can be pumped through the channel by
applying a voltage across the channel. The resulting electric field moves the excess ions
in the double layer thus redistributing the ions and producing a drag force on the liquid
[35, 36].

This behaviour can be described by Navier-Stokes equation (see Eq. 2.14) if an appro-
priate volume force is taken into account which can be written as

~f = ρe · ∇(ψ + φ) (2.16)

with ρe being the net electric charge density of the liquid and ψ the potential drop across
the channel due to the applied voltage across the channel. The potential φ origins from
the interaction of the surface charge density of the channel and the free ions in the liquid
as described above.

Eq. 2.14 together with Eq. 2.16 can be solved analytically for a simple two dimensional
case, too. In Fig. 2.4 (b) a numerical solution is given for a channel similar to the one
described previously. Here, electroosmosis is initiated by a 20 V voltage drop across the
channel and no pressure gradient is applied. The ζ-potential describing the potential drop
due to the electric double layer is set to −0.1V.

As can be seen in the simulation the Gaussian concentration gradient is moving
through the channel without changing its shape. Diffusion of the diluted species is in-
cluded in the simulation thus the distribution widens while translocating the channel.
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When solving Eq. 2.14 with Eq. 2.16 a no slip boundary condition is used so that the
velocity field of the liquid is expected to be zero on the wall with a rapid increase with
increasing distance from the wall and finally constant profile in the bulk (see Fig 2.4 (b)
top figure). This behavior is not observed in the simulation which is due to the fact
that the non constant velocity field is situated mostly in the electrical double layer which
thickness is only a couple of nm thick, and thus negligible in a channel with a width of
10 µm.

2.1.3 Application of the Method

After discussing the fundamental theoretical considerations regarding the RPS, here a
short overview shall be given on the experimental and industrial status quo of the method.
Extensive reviews concerning this field can be found in the Ref. [13, 37, 38]

The first RPS instrument was designed by W. H. Coulter with the aim to electrically
count thousands of white blood cells within seconds [38]. After he successfully introduced
such a counter, which is often referred to as a Coulter Counter, yet, the second and all
following generation of these Coulter Counters were able not only to count biological
cells and other test particles but to size the individual particles, too. Nowadays, these
counters are available from different companies (e.g. Beckman Counter) enabling the
sizing of particles ranging from 400 nm to big particles with diameter of about 1 mm [37].

The sizing capabilities of the instruments are typically determined by the diameter
of the channels used in the experiments. In general the bigger the test particles are the
bigger the channel has to be and vice versa. On the one hand, if the suspended particles
exceed a certain maximal diameter the channel is likely to clogg, which can ultimately
end a measurement. On the other hand, particles which are a lot smaller than the channel
diameter may not be detected if the induced resistive pulse does not exceed the noise floor
of the ionic current.

A method extending the size range of particles that can be measured with one pore
is the so called tunable resistive pulse sensing (TRPS) method [12]. The core of these
devices is a MP which is embedded within a flexible membrane made of the thermoplastic
polyurethane. Already the pioneering work showed that with such a device pores can be
produced and tuned so that the detection of individual DNA molecules is possible [39].
The pores are produced by punching the membrane with a tungsten needle [39]. Dur-
ing the experiments the membrane can be stretched laterally thus changing the opening
diameter of the pore. To a certain extend this allows to tune every pore in such a way
that the measurement can be optimized for a wider size range of test particles [40, 41].
Furthermore, the setup allows to control the particle translocation velocity. A bigger pore
leads to an increased velocity and thus to a higher measurement throughput. The method
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was commercialized by iZON Science and it is able to measure particle sizes from 40 nm
to over 11 µm [12].

It was suggested by Church et al. that the RPS method can be used for DNA sequenc-
ing. They patented the idea in 1995 [42] and their first results were published shortly after
that [43]. The idea was that if a thin pore could be used, which has a precise diameter of
1-3 nm, single stranded DNA could translocate through this pore due to electrophoresis.
As it was proposed by J. D. Watson and F. Crick in 1953 the genetic information on the
DNA is encoded with four bases, namely adenine, thymidine, guanine and cytosine [44].
The four bases differ slightly in volume and therefore if it were possible to monitor the
ionic current through a so called nanopore (NP) during DNA translocation, it should in
principle be possible to decipher the sequence of the DNA as it should be measured as a
modulation of the resistive pulse current measurement over time.

A couple of prerequisites are necessary to realize this method one of which is a suitable
NP. Church et al. used a biological transmembrane protein called α-hemolysin [45] which
they embedded in a planar lipid membrane. Consequently, an other prerequisite is the
possibility to generate pure lipid membranes on an orifice in which the transmembrane
pore can be embedded. Such a system was first achieved by P. Mueller et al. in 1962
[46]. Here, it is important that the lipid membrane which is spanned over an orifice,
which is separating two reservoirs, forms a tight electrical seal between the reservoirs.
The expected currents across the pore are in the pA range and thus if the electrical seal is
not very high (it should be in the GΩ range) the leakage currents will exceed the current
which is flowing through the pore by many orders of magnitude.

Although Church et al. have not been successful in decoding DNA sequences from
their measurements the proposed method turned out to be promising enough so that a lot
of research was done to realize such a system and to bring the vision of label-free, single
strand DNA sequencing into reality. Albeit, biologically engineered α-hemolysin being
the first biological NP proofing to work for DNA sequencing [47, 5] a second biological
NP namely MspA [48] has been established to facilitate DNA sequencing [7, 49, 50].
Today a number of detailed reviews covering the field of DNA sequencing using NPs exist
[4, 51, 52, 53].

In summary, there are a plethora of measurement schemes based on RPS. Astonish-
ingly, this simple method even delivered a platform capable of sequencing DNA.

2.2 Pore Preparation and Characterization

Pore based RPS measurements are described in the following which will shed light on how
the volume of single translocating particles under test can be conducted using micron-sized
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Figure 2.5: Schematic of the pore based RPS measurement setup. The measurement is
conducted with an operational amplifier with a feedback resistor. The inverted input to
the operational amplifier is connected to one of the fluidic compartment that is separated
by a glass slide which contains a micropore. A ground electrode is connected to the other
compartment. Suspended particles can be driven through the pore by an applied suction
or pressure. Data from the resistive pulse experiments are sampled with a data acquisition
system.

glass pores, in the following referred to as micropores (MPs). After an experimental dis-
cussion it will be shown what the limitations of such a setup are and how these limitations
can be overcome to gain additional insight into the individual particle properties.

2.2.1 Pore Preparation

A schematic of the measurement setup, used for the experiments, is shown in Fig. 2.5. The
device consists of a glass slide which embeds a MP. A pump is used to attract particles
suspended in electrolyte solution due to an applied suction. The particles translocate
from the upper reservoir into the lower reservoir via the MP. Two Ag/AgCl electrodes are
immersed into the fluidic reservoirs and are connected to an operational amplifier with
variable gain. This amplifier is capable of measuring nano-ampere currents and thus the
temporal resistive pulses caused by the translocating particles.

Some approaches exist to prepare such glass MPs. An early approach was published by
N. Fertig et al. in 2001. Here, glass slides were pre-thinned and then irradiated by a single
high energy gold atom from a linear accelerator. After a wet-etching step of the irradiated
glass substrate, using concentrated hydrofluoric acid (HF), a MP is formed [54]. A few
years later pore drilling with pulses from a femtosecond laser was presented, enabling to
produce pores as small as 15 nm [55, 56]. In 2009 M. Yu et al. presented a method to
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drill pores directly into borosilicate glass with diameters as small as 90 nm. For drilling
they were using an ArF-based excimer laser with a wavelength of 193 nm [57, 58]. The
method has also proven to work for quartz substrates [59]. With some modifications this
method will be used in this thesis to produce MPs as will be discussed in the following.

For the experiments, microscope borosilicate glass slides with a nominal thickness of
(170± 5) µm are used as the membrane material1. A pore is drilled in the glass by direct
laser ablation using pulsed UV light with a wavelength of 193 nm from an ArF-based
excimer laser system [60]. The schematic of the commercial laser setup2 used for laser
ablation can be seen in Fig. 2.6 (a). Pulsed UV light is coupled out of the laser chamber
and is partially coupled into an energy monitor that controls the output energy of the
beam. The output beam energy per pulse can be stabilized between 10 mJ and 15 mJ.
Furthermore, the repetition rate of the laser pulse can be tuned to values as high as 500 Hz.
Using mirrors, the main beam is directed through a variable attenuator, which enables to
decrease the energy delivered to the sample in a range of (2-100) %, if necessary. Finally,
a projection mask is illuminated with the UV light and the image of the mask is projected
on the final substrate with an adjustable lens. This projection mask is build from a thin
metal sheet into which geometrical entities are drilled. These individual entities can be
chosen for the ablation process.

The laser head, containing the projection lens, is movable in z-direction to focus the
mask onto the sample, which is mandatory because material is only ablated efficiently
within the focus plane of the projected mask. The focusing can be controlled by a camera
which is calibrated to have a similar focus plane as the laser beam. As a matter of fact,
if the camera image is in focus, so is the laser beam.

Before the pore drilling can be started the laser beam is focused manually. To do
that a cross shaped mask is roughly focused on the surface of the glass substrate which is
positioned on a movable x-y-stage. The laser is triggered for about 20 pulses thus locally
ablating material in form of the cross mask. If the cross is not transferred sharply into
the substrate, the z-position of the lens is adjusted accordingly until the contours of the
cross are clearly visible ensuring a correct laser focus. Due to the design of the x-y-stage
the substrate cannot be positioned perfectly perpendicular to the laser beam thus the
pore is typically drilled only a couple of micrometers away from the cross shaped test
structure. If the pore is drilled too far away from this point the tilt of the substrate can
be big enough to compromise the adjusted focal plane.

The glass slide is mounted on a through hole inside the sample holder, which in turn
is mounted on the x-y stage. An UV diode is positioned underneath the through hole

1High Precision Microscope Cover Glasses, Carl Roth GmbH
2MMflex by Optec Laser Systems
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Figure 2.6: (a) Schematic of the pore production setup. It consists of an ArF-based
excimer laser chamber producing pulsed UV light that is projected, through a projection
mask, onto a sample placed on a moveable sample stage via a focusing lens. (b) Geometry
of a micropore, observed from the side, when drilled with a 20 µm projection mask.
(c) Two SEM pictures of micropores drilled (left) with a projection mask diameter of
20 µm and a laser energy of 11 mJ/pulse and (right) with a projection mask with 15 µm
diameter and a laser energy of 11.5 mJ/pulse.
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Figure 2.7: Diameters of the micropores versus laser energy and projection mask diame-
ter. Every data point corresponds to 5 pores drilled with the same laser parameter and
projection mask. The pore diameters are determined with SEM measurements. Pore
drilling with the 10 µm mask was only possible at laser energies of 13.5 mJ/pulse (light
blue), with the 15 µm mask at laser energies bigger than 11.5 mJ/pulse (green) and with
the 20 µm mask at laser energies bigger than 11 mJ/pulse (black).

facing the laser beam. This diode is constantly measuring if UV light from the laser is
reaching the diode via the sample material. In this position the laser ablation process can
be started. Once the glass is completely etched through the UV light from the laser is
detected and the ablation process is stopped immediately.

In Fig. 2.6 (b) the result of an ablation process with a circular mask having a nominal
diameter of 20 µm, is shown. The projected beam is only focused on one side of the sub-
strate. During the drilling process, as the material is ablated deeper within the material,
the laser beam walks out of focus thus ablating less material the deeper it penetrates the
substrate. As the intensity of the laser is still maximized in the middle of the beam the
pore has a conical shape with a micron-sized opening at the side where the laser breaks
through the glass. This small opening is in the following referred to as the MP.

Fig. 2.6 (c) shows SEM images of MPs that were produced in this manner. The left
figure shows a pore that was drilled with a circular projection mask with a diameter of
20 µm and a laser energy of 11 mJ/pulse and the right figure shows a pore drilled with a
projection mask with a 15 µm diameter and a laser energy of 11.5 mJ/pulse. Obviously,
the smaller mask results in a smaller pore diameter.

To quantify the influence of the mask size and the laser energy on the resulting pore
size, calibration tests were done. The results are shown in Fig. 2.7. For a set of circular
projection masks with different nominal diameters, starting from 30 µm to 10 µm, and
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different laser energies, starting from 10.5 mJ/pulse to 13.5 mJ/pulse, pores are produced
in a microscope glass slide with a thickness of 170 µm. For every projection mask and
laser energy a set of 5 identical pores are produced and the diameter of every resulting
pore is measured with an SEM. The error bars correspond to the error of the mean value
calculated from the measured diameters of the MPs.

A clear trend is visible for the energy dependence of the pore diameters. The data
shows a linear correlation between the pore diameter and the laser energy. Furthermore,
it is shown in Fig. 2.7 that bigger mask diameters lead to bigger pore diameters.

A couple of aspects shall be pointed out regarding the results shown in Fig. 2.7. For
a projection mask with a diameter of 10 µm, MPs with a diameter of (2.43± 0.04) µm are
produced only if the laser energy is at least set to 13.5 mJ/pulse. If the laser energy is
decreased no pore can be produced as the tip of the resulting cone (see Fig. 2.6 (b)) is not
penetrating the glass deep enough to produce a pore. The same effect is observed when
using the 15 µm and 20 µm mask at energies lower than 11.5 mJ/pulse and 11 mJ/pulse,
respectively.

For big masks and high laser energies, the resulting pores show extremely rough edges
with sometimes big glass pieces, which are broken off from the surface. Additionally, these
pores show an oval opening. In this case the biggest axis was measured and used for the
evaluation of the data presented in Fig. 2.7.

In summary, the 30 µm mask did not produce clean and round pores regardless of the
energy. For the 25 µm mask clean surfaces and round pores are produced at energies lower
than 12.5 mJ/pulse, while the 20 µm mask produces oval pores for energies bigger than
13 mJ/pulse, but the surface of the pore is not damaged due to the ablation process. All
other parameter sets produce round pores with an undamaged surface.

2.2.2 Electrical Characterization of Micropores

In this section the electrical properties of the MPs shall be discussed. All measurements
discussed here are done with a 0.1 M KCl electrolyte solution. The measurements are
conducted on the planar patch clamping system Port-a-Patch from the company Nanion.
It comprises of a sample holder for screw caps on which the glass slides are glued. In
Fig. 2.8 (a) the screw cap with the glass slide which embeds the MP is shown. The
sample holder contains the signal electrode which is connected to the head stage of a
patch clamp amplifier3. Additionally, it has a port that can be used to apply a pressure
or a suction to the bottom of the MP chip. Electrical connection is closed through the
body of Port-a-Patch via a ground electrode that is immersed into a electrolyte droplet
that is pipetted on top of the chip.

3EPC 10 USB Single, Patch Clamp Amplifier, HEKA
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Figure 2.8: (a) Measurement glass chip glued to a screw cap. (b) Idealized pore geometry
as a side view. (c) Resistance measurements of MPs. Pores are drilled with (red) a
15 µm projection mask at 11.5 mJ/pulse laser energy and (blue) a 20 µm projection
mask at 12 mJ/pulse laser energy. Thick solid lines are the expected IV -curve for the
MPs according to Eq. 2.18 and the findings shown in Fig. 2.7.

The amplifier allows to apply a bias voltage across the two electrodes and simulta-
neously measure the resulting current. It was discussed in Sec. 2.1.1 that the MP acts
as an ohmic resistor in the presence of an applied voltage. Consequently, a linear IV
characteristic is expected. In the present case the pore is conically shaped as can be seen
schematically in Fig. 2.8 (b) which allows to estimate the resistance of the pore according
to Eq. 2.1. The area A(z) of the MP is z-dependent and given as

A(z) = π(rm −
rm − rp

L
z)2 (2.17)

with rp and rm being the radii of the MP and the pore produced by the laser due to
the projection mask, respectively. Furthermore, L is the thickness of the glass slide (see
Fig. 2.8 (b)). The integral in Eq. 2.1 can now be solved using Eq. 2.17 and the result is

R = ρL

πrmrp
(2.18)

where ρ is the resistivity of the electrolyte solution.
In Fig. 2.8 (c) the resistance measurement for six MPs and the corresponding the-

oretical estimations derived from Eq. 2.18 are shown. Two parameter sets for the pore
production were chosen to verify the hypothesis given by Eq. 2.18. The pores were pro-
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duced with a circular projection mask with 15 µm and 20 µm in diameter and an output
energy of the laser was set to 11.5 mJ/pulse and 12 mJ/pulse, respectively. To evaluate
Eq. 2.18 the values for rp from Fig. 2.8 were taken without measuring the actual opening
diameters in the SEM prior to or after the resistance measurements. The thickness of
the glass slide was set to L = 170 µm and the resistivity of the 0.1 M KCl solution was
assumed to be ρ = 0.781 Ωm according to Ref. [24]. Consequently, this results in expected
resistances of R15 = 4.62 MΩ and R20 = 1.59 MΩ for the pores drilled with the 15 µm and
20 µm projection mask, respectively. Both expected IV curves are shown as thick solid
lines in Fig. 2.8 (c).

For the measurement, the MPs are filled with 0.1 M KCl solution and the measure-
ments are conducted by consecutively applying a constant voltage across the drilled MPs
between −1 V to 900 mV. Simultaneously, the current, which is flowing through the pore
is measured and plotted against the applied voltage. The results are shown in Fig. 2.8 (c).
As expected a linear correlation for every MP is observed indicating their ohmic behavior.

A linear fit on the data is used to derive the resistance of the MPs. For the three pores
drilled with the 20 µm projection masks resistance values of 1.74 MΩ, 1.67 MΩ and 1.69 MΩ
are obtained. These values are in good agreement with the theoretical expectation keeping
in mind that Eq. 2.18 is giving an lower limit estimation on the resistance. Furthermore,
it shall be pointed out that a good reproducibility is achieved for theses pores as the
measured resistance values vary by 4% for the three pores tested and the biggest deviation
between the measured and expected value is 9%.

For the pores drilled with the 15 µm projection mask the measured resistance is lower
than expected. The measured values for the three pores are 4.47 MΩ, 3.66 MΩ and
3.12 MΩ and thus show a variation of 30% from the highest measured resistance to the
lowest measured resistance. Apart from one pore, the measured values tend to show lower
values than theoretically expected (R15 = 4.62 MΩ) by up to 33%. The reason for that is
the uncertainty of the resulting pore radius when drilling the pore with these parameters.
It was already shown in Fig. 2.7 that for the 15 µm projection mask and a laser energy of
11.5 mJ/pulse a pore is drilled only if the focus of the laser beam is adjusted carefully. For
lower energies no pore can be produced because the ablation process is not deep enough to
penetrate the material. The focus of the laser beam has to be adjusted carefully because
if the beam is focused slightly above the glass surface no pore can be formed. If the beam
is focused slightly inside the glass surface the resulting pore will be bigger than expected.
Obviously, the method has its limitation when trying to produce pores with this mask or
even smaller masks within the substrate.

In this sense the error bars given in Fig. 2.7 tend to underestimate the uncertainties
because they are derived from an average pore diameter for a set of pores drilled adjacent
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Figure 2.9: PSD of a micropore with a resistance of 1.44 MΩ at a bias voltage of 100 mV.
(a) A 100 kHz and a (b) 2.9 kHz lowpass filter is applied during the experiment. (c) RMS
noise floor derived from the PSD spectra given in (a) and (b).

to each other with the same focus setting for all pores. The pores shown in Fig. 2.8 (c)
are drilled independently so the focus is set manually for every individual pore.

This method shows a high degree of reproducibility for the 20 µm mask but its pre-
diction on pore size is limited for the smaller pore diameters. Nevertheless, the overall
expectations regarding the resistance values are fulfilled. It is save to say that MPs with
diameters as small as (2.44 ± 0.02) µm can be produced. The only limiting factor in the
accuracy of the actual pore diameter is the manual focus of the laser.

2.2.3 Noise Characteristic of Micropores

Electronic noise in micro- and nanopore experiments is a crucial feature in RPS exper-
iments as it governs the signal to noise ratio of the acquired signals. Additionally, it
ultimately limits the temporal resolution of these setups as will be discussed here.
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The noise spectrum of a time domain signal can be described by a power spectral
density (PSD). It gives an estimation on the noise amplitude with respect to the frequency.
A typical PSD noise measurement of a MP is shown in Fig. 2.9 (a) and (b). The pore
that was used for the measurement had a resistance of 1.44 MΩ which was measured in
0.1 M KCl electrolyte solution at a bias voltage of 100 mV. To determine the PSD the
time domain current, sampled by the amplifier, is acquired at a sample rate of 400 kHz
with an external data acquisition system for 1 s. A fast Fourier transform (FFT) is used
to determine the PSD numerically by a custom processing software. Finally, each PSD is
averaged 20 times with consecutive time domain measurements. For the experiments two
amplifier filter settings can be processed simultaneously, with the patch clamp amplifier
at hand.

In Fig. 2.9 (a) the PSD that is acquired with the highest low pass filter (LPF) which
is available for the used amplifier (i.e. 100 kHz) is shown [61]. Different regimes in the
frequency spectrum are apparent which contribute to the overall noise in the system.

Low Frequency Regime

In the low frequency regime the so called flicker- or 1/f noise dominates the PSD. In the
measurement that is presented in Fig. 2.9 (a) it has a significant contribution between
DC and 40 Hz. The origin of flicker noise is still a matter of debate but in general it can
be modeled as

Sn(f) = αI2

Ncfκ
(2.19)

where S is the PSD in units of A2/Hz, I is the measured current, Nc is the number of
charge carriers in the sensing volume, α is the so called Hooge parameter and f is the
frequency [62, 63]. The parameter κ can be determined from a fit to the PSD as is shown
in Fig. 2.9 (a). For the low frequency regime with frequencies up to 40 Hz an exponent of
κ = 1.31 is determined.

Intermediate Frequency Regime

For increasing frequencies, the flicker noise becomes less dominant until the PSD becomes
independent from the frequency which is a characteristic of thermal noise. It can be
analytically quantised as

Sn(f) = 4kBT

R
(2.20)

where kB is the Boltzmann constant, T is the absolute temperature and R is the resistance
over which the noise is generated [64]. For the experiment the horizontal dashed line
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indicates the expected thermal noise at room temperature over a resistance of 1.44 MΩ.
The line is not fitted but rather illustrates the value that is derived from Eq. 2.20.

These two noise contribution (Eq. 2.19 and Eq. 2.20) cannot be decreased to a high
extend. As the flicker noise is inversely proportional to the number of charge carriers in
the sensing volume, increasing the molarity of the electrolyte decreases this noise source
as was shown in literature [62]. The thermal noise is a function of the resistance, which
is governed by the pore dimensions. Since most RPS experiments are conducted at room
temperature the temperature cannot be dramatically changed, either.

High Frequency Regime

For higher frequencies, the noise increases primarily due to dielectric noise [64, 65] modeled
as

Sn(f) = 8πkBTDCf. (2.21)

where D is the dielectric loss factor (also known as dielectric loss tangent) and C is the
capacitance of all dielectric materials contributing to the dielectric noise [64]. In the
present case the dielectric material is primarily the glass substrate. Energy is absorbed
by the material and is dissipated in the lossy dielectric material [66].

Finally, capacitive noise is dominant at even high frequencies. The PSD for this
contribution is given as

Sn(f) = 4π2C2
i SVf

2 (2.22)

where Ci is the collective capacity and SV is the voltage noise density of the input of the
measurement amplifier [67]. The presence of capacitive noise has a plethora of origins.
Parasitic capacitances from the wiring as well as input capacitances at the amplifier
contribute to the total capacity Ci and thus to the noise characteristic of the measurement.
Additionally, the glass substrate itself forms a capacitor because it is locally immersed
in electrolyte solution. It shall be pointed out that the pores are drilled directly into
the substrate without pre-thinning the material. This is advantageous for the expected
noise characteristic. If the glass were locally thinned this would negatively influence the
capacitive noise because the capacitance of the system is inversely proportional to the
thickness of the dielectric substrate.

In the spectrum shown in Fig. 2.9 (a) there is a drop in PSD for even higher frequencies.
This is due to the bandwidth limitations of the amplifier. Noise contributions of the
current signals with frequencies higher than 100 kHz are strongly attenuated.
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Derived Values from the PSD

The PSD can be used to give an estimation of the root-mean-square (RMS) noise of the
measured current IRMS(B). It can be derived from the PSD as

IRMS(B) =
√∫ B

fmin
Sn(f)df (2.23)

where B is the measurement bandwidth (BW).
It is apparent that the maximal BW of a measurement is limited as with increasing

BW the RMS noise increases. A typical strategy to get a meaningful signal-to-noise-ratio
during signal acquisition is the use of a lowpass filter which eliminates the contribution of
high frequency noise. To illustrate that, in Fig. 2.9 (b) the same measurement is shown
with a low pass filter having a cutoff frequency of 2.9 kHz which is a typical value for the
RPS experiments presented in the scope of this thesis. Due to the presence of the filter
the noise is highly attenuated at frequencies higher than the cutoff value of the filter.

In Fig 2.9 (c) the expected RMS current IRMS(B) according to Eq. 2.23 is evaluated
versus the measurement BW. The red curve gives the expected IRMS(B) for the unfiltered
signal. Obviously, the RMS amplitude is increasing drastically as the BW is getting bigger
than 2.9 kHz. If the signal is filtered at 2.9 kHz as shown in Fig 2.9 (b) the high frequency
noise is filtered out and consequently the expected IRMS(B) is reduced at BWs bigger
than the cutoff value of the low pass filter.

For a RPS experiment a typical definition of the signal-to-noise ratio (SNR) can be
given as

SNR(B) = ∆I
IRMS(B) (2.24)

with ∆I being the amplitude of the resistive pulse. The amplitude is a function of the
pore geometry and the particle geometry as described in Sec. 2.1.1 and thus it cannot
be changed. For small values of ∆I a reduction in BW increases the SNR. However,
this happens at the expense of measurement BW and thus at the expense of temporal
resolution of the measurement.

2.3 Time Domain Measurement of Particle Size and
Concentration

In this section time domain RPS measurements with MPs are discussed. The section
starts with a FEM simulation which was used to simulate the electronic response of
translocating particles through a MP. After that, experimental data is presented show-
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Figure 2.10: Schematic of the simulation geometry used to model the micropore measure-
ments. The pore is conically shaped and at the bottom of the micropore one terminal
is located that is used to evaluate the current that is flowing through the pore when a
voltage is applied. A second terminal is located at the upper surface of the simulation
volume. The material parameters used in the simulation are given in the figure.

ing how RPS experiments can be used to determine the sizes of particles suspended in
electrolyte solution.

2.3.1 Simulation of Particle Translocation Through Micropores

Here, a numerical study is given to illustrate the RPS method theoretically. The simula-
tions are carried out using the commercially available FEM software package COMSOL.
This software package allows to model the measurement geometry (i.e. the MP) and
apply different physics engines to simulate the physical effects in question. For the sim-
ulation the model is divided in a finite amount of elements, which are called mesh cells.
The underlining differential equations governing the physics are solved on the mesh points
thus allowing to give a numerical approximation on the behavior of the system for a given
geometry.

A schematic of the simulation geometry is given in Fig. 2.10. It consists of a conical
MP within a glass substrate filled with a conducting liquid. The pore is modeled with
a narrow diameter of 2r = 2.6 µm on top, an opening diameter of 2R = 25 µm at the
bottom and a length of the pore of 170 µm. Furthermore, a solid sphere is introduced
to mimic a polystyrene bead. Its radius and position will be varied in the simulation to
study the influence of both parameters on the expected RPS signal. The mesh of the
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model is shown in Fig. 3.14 (b) and (c) in the next part because the model illustrated in
Fig. 2.10 is part of a bigger model that is also used for AC simulations that are described
in the second part of the thesis.

The model is simulated using the AC/DC physics with the ”Electrical Currents” inter-
face, which needs information about the electrical conductivity ρ as well as the electrical
permittivity εr and the relative permeability µr of all geometrical domains in the model.
The permeability of the materials, in absence of any magnetic field, does not contribute
to the result and can be set to µr = 1. The glass and the polystyrene were assumed to
behave as an insulator with permittivities of εr,Glass = 4.2 and εr,Poly = 2.3, respectively.
To mimic the experimental conditions (i.e. 0.1 M KCl) a conductivity for the liquid of
1.29 S/m and a permittivity of εr,liquid = 80 was assumed.

Two terminal boundary conditions are used to allow to apply a potential difference
across the pore. One terminal is set at the bigger radius of the pore and the other terminal
is put at the top of the upper fluidic chamber (see Fig. 2.10). A potential difference of
0.1 V is applied between these two terminals. During the post processing of the simulation
the current flow is globally evaluated via these terminals.

To simplify the simulation procedure the dynamic of the particle due to an applied
pressure gradient is not considered here. The polystyrene sphere is moved through the
pore using a parametric sweep along the pore axis giving an impression on the resistive
pulse response.

In the simulation the polystyrene particle is translocated through the pore in positive
z-direction (see Fig. 2.10). For every position and radius of the particle the model is
evaluated numerically and the resulting current is calculated from one of the terminals.

The DC response that is simulated for the translocation of beads with diameter 2 µm,
1.6 µm, 1.2 µm and 0.8 µm is shown in Fig. 2.11. In general it is shown that beads with
bigger diameters lead to higher blockage currents as expected from the theoretical dis-
cussion shown in Fig. 2.2 (a). The open pore current is altered rapidly when the bead
approaches the opening of the pore. When the bead is located inside the pore completely,
the blockage current is maximimal. To illustrate this effect a sphere is drawn into Fig. 2.11
at the position of minimal current. This sphere is an in-scale representation of the simu-
lated bead and for every bead diameter the minimal current corresponds to the position
where the bead is completely inside the pore. As the bead is moving further inside the
pore the blockage current is decreased as the simulated pore is conically shaped. Thus by
moving further inside of the pore, as the distance between the pore walls and the bead
surface increases, the blockage of the ion current due to the bead decreases accordingly.
The smallest bead does only show a very tiny signal. Furthermore, this signal shows
numerical noise and thus the position of the peak cannot be resolved here.
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Figure 2.11: Simulated blockage current of translocating polystyrene beads through a
micropore. The diameter of the beads is changed from 2 µm to 0.8 µm. The pore opening
is located at z = 0, the small pore diameter is 2.6 µm and the big pore diameter is 25 µm.
Colored spheres give an in-scale representation of the position of the bead inside the pore
when the blockade current is maximal.

In the simulation volume the thickness of the glass substrate is assumed to be 170 µm.
As can be seen in Fig. 2.11 even for the biggest bead diameter the open pore current
is almost reached when the particle is translocating 15 µm into the pore. Beyond this
position the presence of the particle is not showing a significant current blockage.

This simulation gives a good impression on the shape of the resistive pulse as will
be confirmed by the experimental data in the following. The simulation shows when the
resistive pulse reaches its highest amplitude (i.e. when the particle is fully inside the
pore) and it shows that the resistance change due to the presence of the particle is only
produced by the first 15 µm of the depth of the MP.

2.3.2 Time Domain Measurements

As a next step it shall be tested if a real glass chip with a MP of that kind is a suitable
RPS sensor. For this purpose polystyrene beads with defined diameter are translocated
through such MPs. Furthermore, it will be discussed how the resistive pulse signals are
used to determine the size distributions of the beads.
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Figure 2.12: (a) Raw DC data acquired with a 5 MΩ micropore and a polydispersed
sample of polystyrene beads having diameter of 200 nm and 300 nm, respectively. The
open pore current is determined by a moving average shown as a solid red line. (b) The
zoomed-in view of the region marked in yellow in (a) which shows three events and the
corresponding background estimation.

Measurements

The experiments are carried out with a polydispersed particle sample containing a mix
of polystyrene beads with diameter of 200 nm4 and 300 nm5. Additionally, a suspension
containing only 200 nm beads is tested. The beads come with a relative size uncertainty
of ±2% and for the measurement the beads are transferred into 0.1 M KCl buffer as the
electrolyte.

The MP used for the experiments are commercially available NPC-1 chips from the
company Nanion. These pores are embedded in borosilicate glass and are conically shaped
similar to the pores presented previously but they have a much smaller MP and conse-
quently a very low electrical resistance. The pore diameter is given by the supplier as 1 µm
[68] and at a bias voltage of 1 V with the 0.1 M KCl buffer the chips show a resistance of
5.8 MΩ. This is advantageous for the measurement as it allows to test the translocation
of beads with diameters down to 200 nm and potentially lower. Polystyrene beads in the
micrometer range tend to sediment quickly within the electrolyte due to gravity [69]. The
smallest pore diameter that can be produced by laser ablation, as described in Sec. 2.2, has
a diameter of 2.44 µm thus it is capable of measuring particles in the micrometer range.
In a suspension where the particles sediment quickly the MP is likely to clog rapidly thus

4Polybead Polystyrene Yellow Dyed Microspheres 0.20 µm, Polysciences Europe GmbH
5Polybead Carboxylate Red Dyed Microspheres 0.30 µm, Polysciences Europe GmbH
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preventing to acquire a reasonable statistic. In commercial RPS instruments this problem
is sometimes solved by stirring the particle suspension during the experiment but this is
not implemented in the setup at hand. As a result it was decided to present the working
principle with the NPC-1 chips while the bigger pores that are produced with the method
presented in Sec. 2.2 will be used extensively in the following chapter.

An exemplary time trace showing the translocation of pressure-driven polydispersed
beads with a 1 V bias voltage is given in Fig. 2.12 (a). Every individual peak in the data
is caused by the translocation of an individual particle and even without further analysis
it can be seen, that two peak amplitude plateaus are observed. Bigger amplitudes are
caused by translocating beads with 300 nm diameter and small amplitudes are caused by
the 200 nm beads. The particle suspension is pipetted onto the side of the chip where
the MP is located. Particles are attracted by an applied suction and thus translocate as
illustrated in Fig. 2.10. A zoomed-in view into the yellow region shown in Fig. 2.12 (a)
is given in Fig. 2.12 (b) and it shows a very similar peak structure as obtained from the
FEM simulation shown in Fig. 2.11 with a very rapid decrease of the blockage current
when the beads approach the MP, a minimal blockage current when they are completely
inside the pore and a slower return to the baseline current due to the conical shape of the
pore.

Data Analysis

To analyze the raw data, first the background current (i.e. the open pore current) has to
be approximated because it slowly varies with time. This is mainly caused by the applied
pressure as it can be observed that the open pore current changes when the pressure
across the MP is varied. Using a moving average (solid red line in Fig. 2.12) allows to
estimate the baseline current. The moving average samples the time domain data over
a window containing 5 k samples. As can be seen in the zoomed-in view into the data
in Fig. 2.12 (b) this gives a good approximation even at the presence of the resistive
pulse signals. If the number of samples in the moving average is chosen too small the
moving average is following the resistive pulse signal thus compromising the amplitude
determination.

In a second step of the analysis the estimated background is subtracted from the raw
data thus giving a time trace centered around zero without the drift. The result of this
operation can be seen in Fig. 2.13 (a). To find the individual resistive pulses a moving
standard deviation of the subtracted data set is calculated with a window containing
5 k samples and the 1 × σ and 2 × σ regions are displayed as green and yellow bands in
the figure. A simple peak finding algorithm can now be used to identify individual peaks
(see red triangles in Fig. 2.13 (a)). Peaks are accepted by the algorithm if they exceed
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Figure 2.13: Processing of measured RPS experiments shown in Fig. 2.12. (a) The moving
average is subtracted from the raw data thus obtaining a resistive pulse trace centered
around zero. In green the 1× σ moving standard deviation is shown and correspondingly
in yellow the 2× σ moving standard deviation. The red line indicates the averaged 3× σ
moving standard deviation that is used as a threshold for the peak finding procedure.
Identified peaks are marked with an orange triangle. (b) The zoomed-in view shows the
same time trace as shown in Fig. 2.12 (b), after peak identification

an amplitude bigger than 3 × σ of a moving standard deviation and the resulting peak
amplitude is interpreted as the amplitude of the resistive pulse caused by a translocating
particles. The 3 × σ threshold is calculated as the average of the moving 3 × σ region
within data sweeps of 4 s length and thus this threshold is flat over these specific ranges,
as shown exemplary as the solid red line in Fig. 2.13 (a).

A particle which is translocating the MP is inducing a resistive pulse. If a second
particle is entering the pore before the first particle has left the sensing region one resistive
pulse is influenced by both particles, simultaneously. These events are removed from the
data set and are not further processed as their occurrence is rare. To filter these events
out not only has the resistive pulses to exceed the threshold value but the peaks also
have to have certain peak prominence. The peak prominence is a measure on how big
the amplitude of a peak is with respect to adjacent peaks. If the peaks are well isolated
like shown in Fig. 2.13 (b), the peak prominence is similar to the amplitude. If a second
resistive pulse is superimposing a signal this decreases the prominence of the first peak
while the overall amplitude is typically unchanged.

The identified and filtered peak amplitudes are stored in a separate file. Additionally,
a time domain data in a fixed window around the position of the identified peak is stored
in the same file so that each resistive pulse event can be further analyzed to determine
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Figure 2.14: (a) Determining the peak width of single translocation events by thresholding.
In blue the background current around the event is shown while in red, the region that is
recognized as the event is shown. (b) Event width determination for a variety of events
with different peak amplitudes.

the translocation time, here referred to as the width of the events.
Identifying the event width is done in the following way. Again a threshold algorithm

is applied to the individual peak data sets. The result can be seen in Fig. 2.14 (a). Every
event is divided into two parts with t < 0 and t > 0 while t = 0 is the time point
where the highest peak amplitude is located. The beginning of the event is defined as
the point where the data drops below a threshold of 0.05 nA for the first time for times
t < 0. Accordingly, the event ends when the current drops rises above 0.05 nA for t > 0.
The difference of the two times is defined as the duration of the event. To illustrate the
functionality of the procedure the events are colored in red while the background is colored
in blue in Fig. 2.14 (a). In Fig. 2.14 (b) the corresponding results for high amplitude and
low amplitude events is depicted, showing that this method gives acceptable results over
all peak amplitudes.

Occasionally, multiple peaks are stored within one event window which generally dis-
torts the measurement of the event width. Those events are identified and withdrawn from
further analysis because these events are rare and discarding them does not compromise
the statistic of the measurement.
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Figure 2.15: (a) Processed, two dimensional representation of the data acquired with a
conical glass micropore and a polydispersed suspension of polystyrene beads containing
beads with diameter of 200 nm and 300 nm. (b) Histogram of the amplitudes of the resis-
tive pulses clearly showing two populations corresponding to the small an big polystyrene
beads. The histogram is fitted with a sum of two gauss functions and the best fit param-
eter are given adjacent to the peaks. (c) Histogram of the overall peak width.

2.3.3 Discussion of the DC Results

It is most elucidating to show a two dimensional representation of the RPS data, con-
taining the peak amplitude ∆I and peak width ∆t. The result for the polydispersed
sample containing 200 nm and 300 nm polystyrene beads is shown in Fig. 2.15 (a). It is
obvious that two clouds of data points are visible, originating from the two particle sizes.
As stated previously, bigger particles lead to higher resistive pulse signals. Furthermore,
bigger particles tend to translocate slower through the pore. Both claims are experimen-
tally supported here. According to Eq. 2.8 the resistive pulse amplitude is proportional
to the third power of the particle diameter thus a discrimination between particle sizes is
expected.

The data shows a positive correlation between resistive pulse amplitude and the width



38 Resistive Pulse Sensing

of the resistive pulse for each particle population. This effect can be explained by particles
which do not translocate through the central axis of the pore. It was explained in Sec. 2.1.2
that in the case of a pressure-driven flow, as used here, the velocity of the liquid is slower
near the pore walls. As a matter of fact particles translocating at trajectories near the
wall will experience a lower drag force due to the reduced liquid velocity. This effect was
theoretically described in Eq. 2.12. At the same time it was stated that according to
Eq. 2.13 the resistive pulse amplitude is increased for particles translocating beyond the
axis. Both effects combined lead to a positive correlation between these two measurement
parameters.

In Fig. 2.15 (b) and (c) the projection histograms for the peak amplitude and peak
width are shown. The different particle diameter separate well in ∆I. A fit is done on
the histogram of the event amplitude to determine the mean amplitudes for the two bead
sizes. The fit is the sum of two gaussian function given as

ffit(∆I) = A2exp
(
−(∆I − µ2)2

2σ2
2

)
+ A3exp

(
−(∆I − µ3)2

2σ2
3

)
(2.25)

where µ2 and µ3 is the mean resistive pulse amplitude caused by the 200 nm and 300 nm
particles, respectively. Accordingly, σ2

2 and σ2
3 are the variances of the distributions and A2

and A3 are the corresponding amplitudes. A nonlinear least squares fit procedure is used
to determine the parameters in Eq. 2.25. The result as well as the best fit parameters of
the fit are shown in Fig 2.15 (b). Eq. 2.25 does fit the distribution satisfactory. The mean
amplitude of the two bead sizes differ as µ3/µ2 = 2.24 and the width of the distribution
caused by the 300 nm beads is bigger.

In Fig. 2.16 the result from experiments are shown with the same MP but in this
case only beads with 200 nm in diameter are translocated through the pore. Red dots in
Fig. 2.16 (a) are determined from the amplitude and the width of the individual resistive
pulses. As a comparison the results from the previous experiments shown in Fig. 2.15 (a)
are displayed as transparent blue dots in the figure, too. A good correlation between the
two measurements can be observed. The properties of the correlation between the signal
amplitude and the signal width is observed for the mono-dispersed sample, too.

In Fig. 2.16 (b) and (c) the histograms corresponding to the projection of the two
measurement quantities are given. As expected in the histogram containing the peak
amplitudes only one peak is visible for this experiment. As it was done previously, this
distribution was fitted but this time with a gaussian function having only one term,
namely the first term in Eq. 2.25. The fit as well as the best fit parameters are given in
Fig. 2.16 (b).

As the measurement is done with only one bead diameter the histogram containing the
peak width can be used to determine the mean translocation time for the small particles.
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Figure 2.16: (a) Processed data acquired with the same glass micropore as used in Fig. 2.15
and a monodisperse suspension of polystyrene beads containing beads with a diameter
of 200 nm. The results from Fig. 2.15 (a) are plotted as transparent blue dots in the
scatter plot. (b) Histogram of the amplitudes of the resistive pulses clearly showing one
populations. The histogram is fitted with a Gauss functions and the best fit parameter
are given adjacent to the peak. (c) Histogram of the overall peak width of the sample. A
single Gauss fit is giving the mean translocation time of the beads.
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To do that a similar gaussian fit is applied to the data shown in Fig. 2.16 (c). This
results in a mean translocation time of 0.1950 ms. The distribution shows an excess of
data for translocation times bigger than the mean translocation time. This effect can be
easily attributed to the correlation between the signal amplitude and signal width. A
similar effect is visible in the peak amplitude fit. Nevertheless, the fit give an acceptable
estimation on the mean amplitude and mean event width.

2.4 Limitations of the RPS Method

To this date RPS became more famous than ever [14, 70]. The method is attractive since
it allows for a precise analysis of size distribution and concentration of polydispersed
particles as was discussed previously. Still the method has some drawbacks that shall be
discussed here.

As demonstrated experimentally and theoretically (see Eq. 2.7) the amplitude of the
signal is proportional to the particle volume and inversely proportional to the sensing
volume and thus to the pore diameter. Therefore, by using a pore with a fixed opening
diameter, a high measurement sensitivity can only be expected in a certain particle size
range. The particles that are investigated cannot be larger than the pore and they even
have to be substantially smaller to prevent clogging of the device. Additionally, the signal
amplitude is decreased drastically when the particles become small compared to the pore.
Some companies, selling Coulter Counters, claim that they can measure particle sizes with
diameter of 2 % of the pore diameter [37]. In our experiments this is not achieved. A clear
signal is achieved at 20 % particle size with respect to the pore radius. Probably slightly
smaller particles can be measured with the setup at hand but the sensitivity is a function
not only on the pore and particle geometry but the molarity of the electrolyte and the
bias voltage play an important role, too. Studying all these effects which are limiting the
sensitivity of the RPS setup is beyond the scope of this thesis.

Another drawback of the method is caused by the measurement electronics and the
membrane material in which the pore is embedded. As shown in Fig. 2.5 the electrical
measurement is conducted by an operational amplifier with a high feedback resistor that
allows for the measurement of small currents in the nA to pA regime. To interface the
electronic with the amplifier, wires are inevitably. The longer these wires are the higher
the parasitic capacitance. Another source of parasitic capacitance is the input capacity
of the amplifier and the capacitance of the feedback resistors. Additionally, the capacity
of the membrane becomes increasingly dominant for thin membranes as used for e.g.
nanopore experiments. The sum of all parasitic capacitances become a problem as they
pick up high frequency noise thus substantially limiting the sensitivity and dynamic range
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of these devices [62, 63, 71].
For particles in the micrometer range with sub-millisecond translocation times high

frequency noise is not the biggest limitation because a low pass filter can be used to
attenuate high frequency noise effectively. However, if the dynamic of the translocation
event takes place at much smaller timescales, a measurement bandwidth of 2.9 kHz is
not acceptable. This problem is known for a long time as it prevents the use of the
method in nanoscopic applications as e.g. for DNA sequencing with synthetic or biological
nanopores. In these experiments, strands of DNA translocate through a nanopore due
to electrophoresis and the resistive pulse is measured. Early experiments pioneering this
field showed that different individual bases on the DNA strand lead to different blockage
currents thus the modulation of the current trace over time should reveal the sequence of
the strand [72].

In a typical solid-state nanopore the DNA can flow with a velocity of 10− 1000 nt/ns
[4, 37]. This high translocation time sets a necessity of providing a measurement BW
orders of magnitude higher than conventional RPS methods can achieve. It was shown
that by reducing the capacitive contributions to the overall setup it is possible to get a
measurement BW of up to 10 MHz [67, 73]. This allowed to measure DNA translocations
through their solid-state nanopore with µs temporal resolution. To achieve this a high
degree of integration of the amplifier is mandatory. Although these amplifiers are capable
of delivering the highest known DC measurement BWs, the BWs are still at least three
orders of magnitude too small to measure single DNA bases at their natural translocation
time when they translocate through nanopores.

Another drawback of the RPS method is its limitation to DC measurements. It funda-
mentally limits the application to measurements of particle size and concentration. Some
experiments were presented demonstrating the possibility of determining the particles
surface charge and ζ-potential by determining the individual electroosmotic mobilities.
However, these measurements are based on the translocation time of the particle [74]. As
a matter of fact, the information that can be acquired with the RPS is fundamentally
limited.

In the next chapter it will be shown how the presented RPS setup can be expanded
in terms of measurement BW and measurement frequency. To do that a MP will be
equipped with a pair of planar electrodes, which embeds the MP. It will allow to measure
translocation events at radio frequencies (RF) thus allowing to derive some insight into
particle characteristics beside their size. Furthermore, it will be demonstrated how the
PSD of the new design does not show dielectric and capacitive noise up to measurement
BWs of 1 MHz thus paving the way to low noise measurements at high speeds.



42 Resistive Pulse Sensing



Part II

AC





Chapter 3

RF-Based Single Particle Detection
and Characterization

Pore or channel based DC measurements as discussed in the previous chapter are fun-
damentally limited as they can mainly be used for counting and sizing particles [13]. In
comparison, AC signals acting on particles like biological cells lead to an electronic re-
sponse which shows a frequency-dependent fingerprint. For cells this is valid in particular
because of their complex membrane structure and their manifold intracellular organiza-
tion [75]. Dielectric spectroscopy is a method widely used to measure these properties in a
variety of ways to determine the complex permittivity and conductivity of a collective cell
sample or at the single cell level [76]. Roughly speaking, the dielectric constant decreases
while the conductivity increases for increasing AC frequencies. Electronic properties of
biological cells tend to change (sometimes orders of magnitude) when a cell is changing
its biological state, e.g. when cells become malignant [77, 78, 79], which makes dielectric
spectroscopy a promising diagnostic tool for clinical applications. In the second part of
this thesis a MP based measurement technique is developed and discussed which uses AC
signals acting on individual particles thus delivering a label-free, single particle measure-
ment setup capable of analyzing translocating particles with various diameters at radio
frequencies (RF).

In this chapter it is described how the MP based measurements presented previously
can be expanded in terms of measurement frequency. While the RPS measurements are
conducted at DC here it will be shown how AC signals acting on particles translocating
through MPs can be used to derive useful insight into the properties of individual particles
beside their size and concentration.

The chapter will start with a general introduction to dielectric spectroscopy, especially
covering spectroscopy on biological cells. It will be discussed how cells show frequency
depending responses when exposed to AC signals, which is giving insight into physiologi-
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cally relevant cell properties. This discussion is followed by an overview on how these cell
properties can be measured and a short summary on relevant experimental publications
regarding this field. Finally, the specific measurement strategy used in the scope of this
thesis is described.

In the experiments which will be presented, the AC signals acting on the cells will have
a frequency of > 700 MHz. Transmission lines are routinely used to conduct signals at
these frequencies and in the scope of this thesis they are used to create a sensing volume in
close proximity to a glass MP thus creating a sensing region were individual particles can
be measured. Therefore, an introduction into transmission line theory is given. It will be
described how radio frequency (RF) waves are transmitted or absorbed on transmission
lines and the critical parameters to describe these properties are introduced. This will
lead to the introduction of scattering parameters which rises the question on how these
scattering parameters can be measured and finally on how they can be utilized for the
intended measurement.

After this introduction the process is described that was used to manufacture the
transmission line based measurement chip, followed by the theoretical and experimental
description and discussion of the measurements that are conducted on polystyrene beads
which provide a first proof of principle.

3.1 Biological Relevance of RF Spectroscopy
In this section the effective models describing the electrical properties of cells as well
as the general measurement strategy to derive these frequency dependent properties are
discussed. To put the method into perspective, a short review on different dielectric
spectroscopy methods presented in the last decade is given. Finally, the measurement
device used in the rest of the thesis is introduced at the end of this section.

3.1.1 Electrical Properties of Biological Tissues and Cells

All lossy dielectric materials which are exposed to AC fields either absorb the field energy
and transform it into heat (i.e. resistive loss) or they store the energy due to polarization
effects [80]. Energy loss and polarization are strongly dependent on the frequency of the
AC field. For low frequencies the dipoles in a dielectric material which are permanent
or induced, can follow the alternating electrical field without any substantial phase shift
with respect to the electrical field. In this case the field energy is stored predominantly
within the medium due to polarization. When the frequency increases the dipoles are
forced to oscillate faster to follow the electrical field accordingly. During this process,
they can interact with one another and thus loose energy, which leads to heating of
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Figure 3.1: (a) Dielectric dispersion in ε′ and ε′′ for pure water.

the material. Furthermore, for increasing frequencies the phase difference between the
electrical field and the dipole oscillation continuously increases until finally, for extremely
high frequencies the dipoles cannot follow anymore because of their inertia.

This behavior is described by the complex dielectric permittivity of a material which
can be given as

ε(ω) = ε′(ω)− iε′′(ω) = ε′(ω)− iσ(ω)
ε0ω

(3.1)

where i =
√
−1, ω = 2πf is the angular frequency and ε′(ω) and ε′′(ω) are the frequency

dependent real and imaginary parts of the complex permittivity ε(ω), respectively. The
second term in Eq. 3.1 is the general dielectric permittivity for a lossy medium where σ
is the conductivity of the material and ε0 is the dielectric constant of vacuum. It follows
that ε′(ω) is the frequency dependent dielectric permittivity while ε′′(ω) is the loss factor
[81].

Obviously, the dielectric behavior is a process which is frequency dependent and thus
it changes on different time scales. Such processes can be best described by introducing a
time constant τ . In the present case, this constant is called the relaxation time constant.
R. Debye was the first proposing a model describing the observable relaxation process
[81, 82]. His equation reads

ε(ω) = ε∞ + εs − ε∞
1 + iωτ

= ε∞ + ∆ε
1 + iωτ

(3.2)

where τ is the relaxation time while ε∞ and εs are the dielectric constants for very high
(high frequency dielectric constant) and very low frequencies (static dielectric constant),
respectively. More models exist which expand Eq. 3.2 to fit experimental data. These
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models are the Cole-Cole model, Cole-Davidson model, Havriliak-Negami model and oth-
ers. A complete overview of these models is given by K. Asami [83].

Expanding Eq. 3.2 into the real and imaginary part leads to

Re[ε(ω)] = ε′(ω) = ε∞ + εs − ε∞
1 + ω2τ 2 (3.3)

and
Im[ε(ω)] = ε′′(ω) = (εs − ε∞)ωτ

1 + ω2τ 2 (3.4)

which are usually used to plot the dielectric permittivity (Eq. 3.3) and the loss factor
(Eq. 3.4).

Dispersion of Pure Water

Pure water is one of the substances which shows one dispersion up to frequencies in
the ultraviolet range. At 20◦C pure water has an ∆ε = 73.97 and a relaxation time of
τ = 9.4 ps. In Fig 3.1 both the real and the imaginary part of the permittivity are shown
for illustrative purposes as water is the main component of biological matter. An overview
of the theory and additional experimental numbers can be found in [83, 84, 85, 86].

Dispersion of Electrolyte Solutions

In the low frequency range, electrolyte solutions in general show a decreased static dielec-
tric constant [87]. The reason for that is that in the presence of ions in solution the water
molecules form a hydration shell around the ions due to attractive coulomb forces. As a
matter of fact the water molecules experience a local electrical field due to the presence
of the ion. In general the magnitude of this field is bigger than the external field and thus
the polarization effect due to the external electrical field is decreased. Consequently the
static dielectric constant decreases [88]. Measurements of the dielectric dispersion for a
NaCl, KCl and CsCl at different concentrations and temperatures for frequencies up to
20 GHz can be found in literature [89, 90].

Dispersion of Cells

In biological cells a number of phenomena play a role which contribute at very different
frequencies and thus Eq. 3.2 has to be expanded to

ε(ω) = ε∞ + ∆εα
1 + iωτα

+ ∆εβ
1 + iωτβ

+ ∆εγ
1 + iωτγ

+ · · · . (3.5)

The three terms describe the three main dispersions that are observed in a lot of
biological cells. This behavior was first described by H. Schwan et al. and it is caused by a



3.1 Biological Relevance of RF Spectroscopy 49

10

1

102

102 106 1010

103

102

105

108
α-dispersion β-dispersion γ-dispersion

Re
la

tiv
e 

Pe
rm

iti
vi

ty
 ε

‘ 

Co
nd

uc
tiv

ity
  σ

 (m
S/

cm
) 

Frequency (Hz)

Δεα

Δεβ

Δεγ ε∞

Figure 3.2: Dielectric dispersion in ε′ and σ of muscle tissue showing the characteristic
α-, β- and γ-dispersion of the tissue. Image taken and adapted from [91].

plethora of effects [91, 92]. In Fig. 3.2 the frequency dependent dielectric permittivity and
conductivity for muscle tissue is plotted as it was described by H. Schwan. The dispersions
are called α- β- and γ-dispersion. An in-depth discussion of several physiological factors
causing this dispersion can be found in the literature [93, 94, 95].

Surprisingly, cells show extremely high values for the dielectric permittivity for low fre-
quencies followed by a dispersion in the Hz to low kHz regime, the so called α-dispersion.
The reason for this behavior is still not completely understood. One major effect con-
tributing to this low frequency distribution is the cell membrane itself which is typically
charged negatively. Therefore, positively charged ions are attracted, thus forming an
electrical double layer leading to the formation of a double layer capacity and surface
conductivity around the whole cell [91, 96]. This shell of charges in the double layer re-
sponds collectively to an external electrical field leading to the α-dispersion. Furthermore,
ion channels in the membrane alter the conductance of the membrane which affects the
α-dispersion [81, 91].

The β-dispersion is an effect observed at up to tens of MHz frequencies and it is caused
by the shell-like structure of the cell. It is analytically described by the Maxwell-Wagner
effect [91]. As a simplified approximation, the cell membrane can be modeled as a non-
conductive interface with a thickness of 5 nm. Therefore, the capacity of a cell membrane
is in the order of 1 µF/cm2. This capacity is observed for the majority of cell types [97].
Low frequencies are blocked by the capacitance of the membrane while the capacitance is
shorted out at higher frequencies as is expected due to the AC-resistance of a capacitor.
This effect is observed for cells and manifests itself in the β-dispersion. Depending on the
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membrane structure, i.e. if the cell that is investigated is built from a single shell, or has
shells inside, like a nucleus, the β-dispersion can vary [81, 98].

Finally, for very high frequencies the relaxation of the water within the cytoplasm
causes the γ-dispersion. Especially molecules within the cell that are dissolved in the cy-
toplasm can be weakly bond to water molecules and consequently decrease the relaxation
frequency of pure water significantly [96].

3.1.2 Theoretical Prospects Regarding the Measurement of Elec-
trical Properties

After discussing theoretically how the dielectric properties of cells can be described, the
question remains, how these properties can be measured. A general setup for flow cyto-
metric RF screening is shown in Fig. 3.3 (a). It consists of two parallel facing electrodes
and a fluidic channel in between. An AC signal is used to create an alternating elec-
trical field between the electrodes. Particles translocating through this AC field (see
Fig. 3.3 (b)) are disturbing the electrical field depending on the electrical properties of
the particle itself and on the geometry of the electrodes. What is even more important, is
that the expected signal originating from the translocating particle is dependent on the
frequency of the AC field.

Measuring the electrical properties of a particle can be generalized when building an
equivalent circuit model of the setup as shown in Fig. 3.3 (c). The device electrodes form
a parallel plate capacitor and the impedance of this capacitor, which contains a cell within
its active volume can be written as

Z = 1
iωC

= 1
iωεmixGf

≈ 1
iωεmix

A
d

. (3.6)

The capacity C is associated with the capacitance of the two electrodes (see Fig. 3.3 (a)).
Obviously, when a particle enters the sensing volume (i.e. the capacitor) the permittiv-
ity of the medium within the volume is temporarily changed and so is the capacitance
C = εmixA/d. Here, εmix is the permittivity of the particle-medium mixture within the
sensing volume and A and d are the area and the distance of the measurement electrodes
for the case of parallel facing electrodes. Gf is a geometric factor. Its expression becomes
more complicated when the electric field is not homogeneous and where fringing fields
play a crucial role [99, 100].

According to T. Sun et al. [99, 100] and L. Batyuk et al. [101] the complex permittivity
of the mixture is given by Eq. 3.5. Combining Eq. 3.6 and Eq. 3.5 leads to the impedance
value of the detector with a cell centered in it. This equation can be compared to the
impedance of the equivalent circuit model depicted in Fig. 3.3 (c). The operation is
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Figure 3.3: (a) Schematic of a general RF detection strategy, comprising of two electrodes
encapsulating a fluidic channel. The electrodes are used to produce an alternating elec-
trical field within the sensing region. (b) Cut through the length of the sensing region
with cell in the center of the device. In this simplified configuration the two electrodes
form a capacitor, and the presence of the cell is altering the dielectric permittivity within
the sensing region. Lumped circuit models of biological cells within the detector for a
simplified model (c) and a more complete model including the internal capacity of the
cytoplasm and the finite resistivity of the cell membrane (d). Images (c) and (d) are taken
and adapted from [99]
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straight forward and leads to an approximation for the lumped circuit elements. A full
discussion can be found in [100] and the results are

Rm = 1
ρm(1− 3

2f)Gf
and Cm = ε∞Gf (3.7)

for the resistance and capacitance of the suspension medium. Here ρm is the conductivity
of the bulk medium, ε∞ is the high frequency limit permittivity of the medium and f is
the volume fraction of the particle within the sensing volume. Furthermore, for the cell
the coresponding values are

Rp =
4
(

1
2ρm

+ 1
ρi

)
9fGf

and Cshell = 9fRCshell,0

4 Gf. (3.8)

For a more complex equivalent circuit model as shown in Fig. 3.3 (d) the process of
determining the values for the circuit elements is very similar. The corresponding results
can be found in [100].

3.2 State of the Art RF Devices for Cell Detection

Dielectric spectroscopy of cells can be divided roughly into two main areas namely one
where an overview of a cell sample is obtained and the other one where each cell is
measured individually.

The former one is the older approach and here electrodes on the surface of a cell culture
or inside a cell suspension are used for the measurement [83, 102]. Cells can adhere to the
surface of the electrodes or can be suspended in electrolyte and the frequency-dependent
properties of the sample are measured by sweeping the frequency of the applied AC signal
and recording the electrical response, picked up by the electrodes. Here, the dielectric
properties of the whole or at least a macroscopic portion of the sample are measured thus
leading to an inherently averaged signal [103].

The latter approach, which became more popular in recent years uses flow cytometers
for the measurement. This method has the advantage that individual cells are measured
consecutively and thus the result is reflecting on the potential heterogeneity of the sample
as different cells, even of the same cell type might show different AC response depending
on their biological state [75, 103]. The method presented in this thesis is aiming at provid-
ing a single particle approach, too. To put this method into perspective, a short review on
the evolution of these setups is given in the following and the different measurement con-
figurations that will be discussed are shown in Fig. 3.4. More complete reviews concerning
flow cytometry operated at different frequencies can be found elsewhere [99, 104, 105].
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(a) (b) (c) (d) (e)

Transimpedance Amp

Figure 3.4: Overview of different measurement setups. (a) Coulter device with an ap-
plied AC current, (b) In-plane electrodes inside a microfluidic channel with the electrical
field being orthogonal to the channel, (c) electrodes on the substrate used for differential
measurements with respect to a pair of electrodes, (d) coplanar waveguide design used for
high frequency measurements and (e) parallel facing electrodes. The upper row in (b)-(e)
shows a cross section of the devices, while the lower row shows a top view.

3.2.1 Flow Cytometric Approaches

In 1978 and 1981 R. Hoffman et al. was the first to develop a flow cytometer enabling
the measurement of electrical cell properties for DC signals and AC signals at 4.5 MHz,
simultaneously [75, 106]. They used a Coulter Counter setup and applied an AC current
to the orifice through which the cells translocate. A schematic of this setup is given in
Fig. 3.4 (a). As they used a comparatively low frequency they observed a correlation
between the AC signal and the corresponding DC signal.

The first cytometer comprising of a fluidic channel with a diameter of 10 µm and a
height of 4 µm containing in-plane gold electrodes for local signal readout was demon-
strated by H. E. Ayliffe et al. in 1999 [107]. In their design the ends of the gold electrodes
are facing each other thus creating a electrical field between the tips which are placed
within the channel (see Fig. 3.4 (b)). They were able to show that red blood cells and
granulocytes show different magnitude and phase signals at frequencies as high as 2 MHz.
A similar approach was demonstrated by L. Sohn et al. showing that measuring the ca-
pacitive change between the electrodes, situated within a polydimethylsiloxane (PDMS)
based microfluidic channel, can be used to determine the state of the cell under investiga-
tion within the cell cycle [108]. It shall be pointed out that, as their measurements were
carried out at 1 kHz the measured quantity most probably reflects the change of cell sizes
during the cell cycle [99].

In 2001 S. Gawad et al. presented a flow cytometer based on a set of three adjacent
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planar electrodes which were used for differential spectroscopy. Their setup is schemati-
cally shown in Fig. 3.4 (c). Particles translocating through the channel will interact with
the electrical field between the first pair of electrodes while the electrical field between
the second pair of electrodes is not altered. In this sense the measurement is differential
as it inherently compares the signal of the pair of electrodes with the particle in the sens-
ing volume with the signal of the pair of electrodes without a particle. As a matter of
fact, each cell is directly compared to the surrounding electrolyte. Their device is able to
differentiate different cell types by measuring the impedance response at two frequencies
(1.72 MHz and 15 MHz) [109].

In 2005 D. Wood et al. presented a sensitive particle counter operating at 169 MHz
and a theoretical bandwidth of 30 MHz [110]. Their design comprises of a flat coplanar
waveguide protruding into a fluidic channel and the high measurement sensitivity at high
speeds is achieved by a resonance enhanced measurement strategy (see Fig. 3.4 (d)).
Two years later the same group demonstrated a similar approach but with a new chip
design, schematically illustrated in Fig. 3.4 (d). In the new design the measurement
electrodes were not planar but rather one electrode was patterned on the substrate while
the counter electrode was placed on top of the fluidic channel [111]. The translocating
particles were studied using a reflection measurement at a frequency of about 100 MHz.
This geometry has the huge advantage that the signal originating from translocating
particle is less dependent on the trajectory of the particle while translocating through
the sensing region. A similar approach with rolled up electrodes within a micro tube was
proposed and demonstrated experimentally by C. Bausch et al. [112].

G. Ferrier et al. published a paper in 2009 demonstrating a flow cytometer capable
of detecting capacitive changes induces by particles flowing over a planar interdigital
transducer (IDT) which is driven at a frequency of 1.6 GHz [113].

More recently, in 2014 Haandbaek and coworkers used a differential measurement
strategy with a pair of opposing electrodes (similar to Fig. 3.4 (e)) to measure the cell
response in amplitude and phase starting from 0.5 up to 500 MHz. Furthermore, they
use the same setup with an additional resonance enhanced measurement which increases
their signal-to-noise ratio [114, 115].

3.3 RF-Measurements: Theoretical Considerations

To handle RF signals in an experimental setup, transmission lines are routinely used and
therefore they shall be discussed in the following. A brief introduction is given into the
theory of transmission lines as well as definitions of typical measurement parameters. Fur-
thermore, it shall be discussed how the parameters that are introduced in the discussion
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Figure 3.5: (a) Setup of a transmission line with characteristic impedanc Z0 which is
connected to a source with an input impedance of Zs and is terminated with a load
which has an load impedance of ZL. The transmission line is assumed to have a constant
impedance over the entire length l. (b) Lumped element representation of a infinitesimal
small fraction of the transmission line.

can be measured using a vector network analyzer (VNA). For further measurements at
increased sample rates compared to the VNA measurements, a lock-in amplifier is used.
Its functionality is discussed in the last part of this section.

3.3.1 Transmission Line Theory

Transmission lines are structures capable of transmitting AC current with high frequen-
cies. Typically, conventional electrical cables are used to transmit DC currents as well
as AC currents like mains power (i.e. 50-60 Hz) and audio signals. Above the audible
frequency range (i.e. ≈ 20 kHz) the AC current tends to get lost due to the radiation of
radio waves. The following discussion follows the one found in Ref. [116, 117]

A schematic of a typical transmission line setup can be seen in Fig. 3.5 (a). It consists
of a source with a specified source impedance Zs, the transmission line that is capable of
transmiting RF waves and a load with a specific impedance ZL. The load is connected
after a certain length l of transmission line and the transmission line itself has a so called
characteristic impedance Z0 which does not depend on its length. In physical systems,
this characteristic impedance is real with a value of 50 Ω or 100 Ω. Throughout this thesis
experiments are done in a 50 Ω environment.

In Fig. 3.5 (b) a representation of a infinitesimal small length element of a transmission
line is depicted. Although, typically the line has very little loss due to the resistivity R of
the conductor, there are alway some ohmic losses associated. Beside that, dielectric losses
can play an important role at higher frequencies. They are included in the conductivity
G. The length element shown in the figure can be solved by applying Kirchhoff’s laws,
leading to the following differential equations
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∂V (x)
∂x

= −(R + iωL) · I(x) (3.9)

and
∂I(x)
∂x

= −(G+ iωC) · V (x). (3.10)

Combining those two equations one gets

∂2V (x)
∂x2 − γ2 · V (x) = 0 (3.11)

and
∂2I(x)
∂x2 − γ2 · I(x) = 0. (3.12)

The constant γ is called the propagation constant and can be written as:

γ = α + iβ =
√

(R + iωL)(G+ iωC). (3.13)

Eq. 3.11 and Eq. 3.12 are wave equations that can be solved using a simple ansatz

V (x) = V +e−γx + V −eγx (3.14)

and
I(x) = 1

Z0
(V +e−γx − V −eγx) = I+e−γx − I−eγx. (3.15)

In this equation Z0 is the characteristic impedance defined by:

Z0 =
√
R + iωL

G+ iωC
(3.16)

and V ± have to be conducted from boundary conditions. A physical representation of
V ± is a wave traveling in positive and negative x-direction. The real and imaginary
parts of Eq. 3.13 are of technical relevance. The real part α is the attenuation constant
and it describes how a wave is attenuated while traveling along the transmission line.
Accordingly, β is the phase constant describing the phase change along the line.

3.3.2 Transmission Lines

A plethora of transmission lines exist that are used to transmit RF signals. The typical
textbook example of a transmission line is the coaxial cable such as BNC and SMA cables.
Coaxial cables consist of a central conductor surrounded by a dielectric material with a
certain thickness. The cable is enclosed by an outer conductor. Depending on the size
of the dielectric material that is insulting the central signal conductor from the outer
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Figure 3.6: (a) Schematic of the coplanar waveguide. The CPW has a metalization with
height h on one side of the substrate comprising of one signal line with width s in the
center surrounded by the ground planes with a distance of w from the signal line. Both
ground planes are connected to the same ground and the signal line is connected to a signal
generator. (b) Electric and magnetic field lines in the transverse plane of the CPW.

ground conductor the characteristic impedance can be tuned. Very similar to BNC cables
[118] SMA cables [119] are used routinely as they are capable of transmitting higher
frequencies at lower insertion losses. As the RF wave propagates exclusively within the
dielectric material, the wave propagates in a transverse electrical mode (TE-mode).

Not only cables with a cylindrical geometry can be used; also planar waveguides are
extremely common in RF circuits. In the scope of this thesis, an open-ended CPW is used
as the particle detector. The following discussion is limited to these planar transmission
line structures.

CPWs were first proposed by C.P. Wen in 1969 [120]. A schematic of a CPW is shown
in Fig. 3.6 (a). It consists of a dielectric substrate with a thickness hsub and a dielectric
constant εr. On top of the substrate there are three metal stripes. The two outer stripes
are connected to a common ground and the central stripe, which is called the signal
line, with a width s is connected to the alternating RF input. Furthermore, there is a
constant gap with size w between the ground metalization and the signal line. In contrast
to strip lines which consist of a metal stripe on the top side of the dielectric substrate
and a ground metalization on the rear side of the substrate, CPWs have the advantage
of a simple production process, as the substrate has to be covered with metal from one
side only. Furthermore, the implementation of lumped circuit elements that have to be
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connected to the ground plane can be done without the need of via holes in the substrate.
A complete discussion of the theory regarding CPWs and other planar transmission

lines can be found elsewhere [121]. Here the basic results are discussed that will give
solutions for the characteristic impedance Z0 of the CPW that follow from a quasi-static
approximation.

Because of the interface between the dielectric substrate on which the metal layer is
patterned and the air, RF waves propagate as quasi-TEM waves along the line. The
electric and magnetic field in the transverse plane of a CPW is shown in Fig. 3.6 (b).
In the previous section the characteristic impedance of a general transmission line was
already given in Eq. 3.16. For the sake of simplicity the following discussion is limited to
the case of a lossless line (i.e. R = G = 0) and thus the characteristic impedance can be
written as

Z0 =
√
L

C
. (3.17)

According to Eq. 3.13 the propagation constant for this case simplifies to β = ω
√
LC.

The phase velocity of a propagating TEM wave is vph = ω
β

= c√
εeff

and consequently
Eq. 3.17 can be rewritten to be

Z0 = 1
vphC

. (3.18)

Obviously, the characteristic impedance can be calculated with the capacitance and
the phase velocity and the effective dielectric constant εeff associated with the line.

A method to determine the capacitance C of a planar transmission line is to use
conformal mapping. To simplify the discussion, it will be assumed that the dielectric
substrate has an infinite thickness and a dielectric constant of εr. Additionally, it is
assumed that the ground metalization has an infinite width. The discussion follows the
one in Ref. [121].

For the conformal mapping one half of the transverse plane surrounding the metaliza-
tion layer and the dielectric material is translated into the complex numbers via z = x+iy
and this coordinate system is transformed using the Schwarz-Christoffel transformation

w =
∫ dz√

(z − a)(z − b)
(3.19)

where a = s/2 and b = a + w. This transformation is shown graphically in Fig. 3.7.
The w plane simplifies the calculation as in this coordinate system the signal line and the
corresponding ground, in one quarter of the transverse plane of the CPW, form a parallel
plate capacitor which capacitance can be given easily as
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Figure 3.7: (a) One half of the CPW structure in the z = x+iy plane which is used for the
conformal mapping technique. (b) Region of the structure shown in (a) after transforming
the structure into to w = u+ iv plane. The resulting structure is in the form of a parallel
plate capacitor.

C2 = 2ε0εr
K(k)
K ′(k) (3.20)

where εr is the dielectric constant of the dielectric material and K(k) and K ′(k) are
complete elliptical integrals of the first kind. Substituting the dielectric constant for air
into Eq. 3.20 (i.e. εr = 1) the capacitance C1 for the side filled with air follows accordingly
due to symmetry.

The complete capacitance is thus given as

C = C1 + C2 = 2ε0(εr + 1)K(k)
K ′(k) . (3.21)

The effective dielectric constant of the system is given as

εeff = εr + 1
2 (3.22)

and thus the phase velocity

vph = c

√
2

εr + 1 (3.23)

and finally the characteristic impedance is given as as

Z0 = 30π
εeff

K(k)
K ′(k) . (3.24)
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As a matter of fact, the characteristic impedance depends on the ratio of signal line
width and the gap between the signal line and the ground metalization as the argument
k and k′ of the elliptical integral is given as

k = a

b
= s

s+ 2w (3.25)

and

k′ =
√

1− k2. (3.26)

3.3.3 Scattering Parameter

Scattering parameters have been proven to be extremely practical to characterize trans-
mission lines. In the following an introduction into scattering parameters is given because
they are used in this chapter for some measurements. The discussion will concentrate on
two-port networks. An in-depth introduction into the subject can be found in Ref. [122]

As discussed in the previous section Eq. 3.14 and Eq. 3.15 are wave equations describ-
ing a propagating voltage and current wave along the transmission line. These equations
can be transformed into the following form:

ai = 1
2
√
Z0
· (Ui + IiZ0) (3.27)

and
bi = 1

2
√
Z0
· (Ui − IiZ0), (3.28)

describing waves entering and exiting a specific port i. So far, this is true for am N -port
network, where each port has an input impedance of Z0. For a two port network the
relationship between incident waves and exiting waves can be described using a scattering
matrix

 b1

b2

 =
S11 S12

S21 S22

 a1

a2

 . (3.29)

The individual terms can be interpreted physically. If there exists a wave a1 traveling
into port one of the device and if there is no wave a2 traveling into port two of the device
the parameter S11 can be interpreted as a reflection coefficient by combining Eq. 3.27 and
Eq. 3.28, leading to

Γ = S11 = b1

a1
= Z1 − Z0

Z1 + Z0
(3.30)

which quantizes the amount of reflection at port one when there is no wave transmitted
into port two. In the same manner S22 is the reflection of a wave a2 at port two in the
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absence of a wave a1.
Transmission of incident waves can be described by the off-axis elements in Eq 3.29

but as transmission measurements are not conducted in the scope of the thesis they shall
not be given here.

If not stated differently the scattering parameter are measured logarithmically in dB.
The definition that is used is given as

Sij1,dB = 20 · log10 |Sij| (3.31)

with Sij is as described in Eq. 3.29. As a matter of fact, in terms of the reflection
parameter S11, −∞ dB represents zero reflection and 0 dB is measured if the port reflects
all the power back into the line.

3.3.4 Impedance Matching

According to Eq. 3.30 the reflection of an incident wave is a function of the port impedance
Z1 of the device under test and a function of the characteristic impedance of the trans-
mission line Z0. An incident wave will be reflected back into the signal source if the
impedance of the device is vastly different from the impedance of the transmission line.
In general this reflections have to be minimized because the power delivered by the source
should always enter the port without reflection so that maximal power transfer between
the source and the device is achieved. Minimum reflection is obviously achieved when

Z0 = Z1 (3.32)

The characteristic impedance of the transmission line Z0 cannot be changed. Its
value is fixed and all test equipment used for the experiments have a real characteristic
impedance of 50 Ω. To achieve maximal power transfer the device impedance Z1 will need
to be adjusted to match the characteristic impedance. This can be done by introducing
passive or active lumped elements like capacitors and inductors into the device circuit
which change the overall impedance to a value where its impedance is matching the
transmission line impedance. This process is called impedance matching and information
on how such impedance matching circuits can be implemented are discussed in standard
textbooks [123, 124].

In the scope of this thesis, impedance matching between the transmission line setup
and the RF chip is achieved using a tunable varactor diode in series with the signal line.
A detailed discussion will be given in Sec. 3.6.3.
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Figure 3.8: (a) Schematic of a vector network analyzer with two ports connected to a two
port network. (b) Schematic of the heterodyne receiver design.

3.3.5 VNA-Measurements

The direct way to perform a reflection measurement at frequencies around 1 GHz is to use
a vector network analyzer (VNA). A VNA is capable to directly measure the reflection and
transmission of a device. As a reflection measurement of the investigated device is critical
for the thesis, the working principle of a VNA is discussed in the following. Introductory
information can be found in textbooks like [123, 124].

A schematic of a VNA can be seen in Fig. 3.8 (a). The front-end of a typical bench-
top VNA has two ports that have a specific characteristic impedance which allows for
measuring the frequency dependent reflection and transmission of a device under test
(DUT). Internally, an RF source is producing an electromagnetic wave that is coupled
into one of the signal paths leading to one of the output ports. The RF source is tunable
in frequency. In a first stage, the generated signal is divided by a signal splitter. One of
the splitter signals is feed directly into a reference receiver Rref (see Fig. 3.8 (b)). This
reference signal is later used to measure the phase of the measured signal. Further down
the signal path, the splitted signal is outputted from port 1 or port 2 depending on the
position of the initial switch. A DUT is connected via a transmission line and the signals
from the VNA are transmitted and reflected by the device. A directional coupler in front
of the port 1 couples the reflected wave into the test receiver Rtest where the reflection
coefficient S11 is measured. In port 2 the test receiver measures the transmitted wave.

All receivers are connected to a second signal source called the local oscillator (LO)
which is mandatory since typically the receivers use a heterodyne detection method for the
measurement. A schematic for such a receiver design is shown in Fig. 3.8 (b). Modern
VNAs can operate up to frequencies of 100 GHz. Processing signals directly at these
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frequencies is impractical. However heterodyne receivers solve this problem by down
converting the signal to a frequency range where it can be processed digitally. To down
convert the signal a frequency mixer is used. These devices have three ports: a so called
RF port where the high frequency input signal is connected, a LO port where the local
oscillator signal is connected and an intermediate frequency (IF) output port. The LO
is operated at a fixed frequency difference with respect to the RF port and thus the IF
frequency is given as

fIF = fRF ± fLO. (3.33)

A bandpass filter (BPF) is used to pass the the lower frequency component of Eq. 3.33.
As a matter of fact the IF signal is identical to the RF signal but it is down converted
in frequency. Similar to the RF source the LO source is tunable in frequency allowing
the receiver electronic work at a fixed IF frequency. To simplify the analysis, the IF
signal is amplified before a lowpass filter (LPF) rejects all higher harmonics from the IF
signal. Finally, the IF is converted into a digital signal which is used by the instrument
to calculate all complex reflection and transmission parameters.

The noise in VNA reflection and transmission measurements depend on the so called
intermediate frequency bandwidth (IFBW) which is basically the bandwidth of the band-
pass filter of the receiver. By using a extremely low IFBW the noise can be reduced
dramatically but this happens at the expense of the sampling rate of the instrument.

It will be discussed how this behavior will limit the usability of the VNA for the
intended application, as a high temporal resolution is critical for the success of the exper-
iment, which will be discussed in this thesis.

3.3.6 Lock-In Technology

In RF technology it can be difficult to reconstruct a signal at a specific frequency especially
if it has a small amplitude. From a frequency dependent perspective a signal is located at a
fixed frequency. Additionally, there are noise contributions at the frequencies surrounding
the signal which are picked up from the measurement receivers if the noise is within the
BW of the measurement device. A straight forward approach to isolate the signal would
be to apply a band pass filter (BPF) with the central band at the frequency at which the
signal is located. Unfortunately, this is only possible to a certain extend since in the real
world a perfect BPF does not exist so that the captured signal is inevitably contaminated
by noise originating from the adjacent frequency. The smaller the BW of the filter is the
less pronounced is the contamination, but it will never eliminate the problem completely.

Lock-in amplifiers were introduced in the beginning of the century [125, 126] and
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they are capable of demodulating a very tiny signal at a known frequency by simultane-
ously rejecting the background originating from different frequency completely. In this
sense lock-in amplifier are ideal BPF. Their working principle is based on comparing a
modulated input signal with a reference signal. Thus, only the signal contributions that
are modulated on the reference frequency are measured and background contaminations
that are not modulated on the reference signal are withdrawn completely. As the lock-in
technique is used to perform the high sampling rate and low noise RF measurements its
working principle shall be discussed in the following.

A schematic of a general lock-in amplifier can be seen in Fig. 3.9. The lock-in typically
consists of a signal input port. Here the modulated signal is interfaced with the amplifier.
For the reference signal a reference source is used which is originating from the amplifier
itself or an external signal source.

The lock-in principle is based on phase sensitive detection by mixing the input signal
Vsig(t) = Vs0 sin(ωst+φ) with a reference signal Vref(t) = sin(ωrt). Mixing of two sinusoidal
signals is equivalent to multiplying the two signals thus the output of the mixing process
leads to

X = Vsig(t) · Vref(t) = Vs0

2 (cos((ωs − ωr)t− φ) + cos((ωs + ωr)t+ φ)) . (3.34)

In the frequency domain it translates to signal components with a low frequency ωs−ωr
and a high frequency ωs + ωr. Lock-in amplifier operate at ωs = ωr thus leading to a DC
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term and a high frequency term after the mixer stage. A lowpass filter is then used to
remove the high frequency term. Mathematically, this procedure is related to a time
integral over some periods of Eq. 3.34 leading to a output which is not time dependent

X = R cos(φ). (3.35)

Typically the LPF can be tuned, thus allowing to choose different filter orders and
filter bandwidths.

It can be seen in Eq. 3.35 that, the so called in phase component, X depends on the
relative phase of the input signal to the reference signal. To maximize the output the
phase has to be adjusted. Modern lock-in amplifiers not only use the reference signal
Vref(t) but also a reference signal that is phase shifted by 90◦ (see Fig. 3.9). Accordingly,
this leads to a corresponding sinusoidal term

Y = Vsig(t) · Vref(t) = Vs0

2 (sin((ωs − ωr)t− φ) + sin((ωs + ωr)t+ φ)) (3.36)

and therefore, beside the so called in-phase component X a second, so called out of phase
component Y is created which is given as

Y = R sin(φ). (3.37)

Having the two measurements from Eq. 3.35 and Eq. 3.37 it is possible to calculate
the signal amplitude

R =
√
X2 + Y 2 (3.38)

and the signal phase

φ = arctan Y/X (3.39)

by using simple trigonometry. Both, the amplitude given in Eq. 3.38 and the phase given
in Eq. 3.39 are used for cell characterization.

3.4 Device Discussed in the Thesis
The device presented in this thesis varies from most devices discussed in literature as
the geometry is different as well as the operation frequency, which is higher than in the
majority of applications described so far in literature (see Sec. 3.2). A schematic of the
design can be seen in Fig. 3.10 (a).
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Figure 3.10: (a) Schematic of the RF-chip used throughout the thesis for preforming RF-
spectroscopy. It comprises of a CPW on top of a glass slide. The RF wave is fed into
the chip via an RF input and the signal line has an open end at which the micropore
is located. A fluidic chamber is patterned around the sensing region build from SU-
8. (zoomed-in view (b)) Cut through the micropore illustrating the electrode tips that
are embedding the pore and illustrating the particle translocating through the strong,
localized electrical field. (zoomed-in view (c)) Top view onto the sensing region showing
the embedded micropore.
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It is based on a MP, similar to those presented in Part I of the thesis, interfaced with a
coplanar waveguide (CPW). The CPW is made of gold with a thickness of 110 nm and the
signal line is a couple of centimeters long, which determines the point of operation. With
the final design the chip will operate at radio frequencies (RF) waves with frequencies
above 700 MHz. At the end of the CPWs signal line the MP is embedded, which is built
similarly to the pores discussed in Sec. 2.3. Opposing to the open end of the signal line
the ground metalization is built adjacent to the MP. This can be seen schematically in
the zoomed-in view in Fig. 3.10 (b) and (c).

Particles are introduced onto the device by pipetting the particle-containing solution
onto the region where the pore is located and they can translocate through the pore by
applying a suction. The device is operated in such a way that a suction will force the
particles to translocate the pore in positive z-direction (see coordinate system in Fig. 3.10).
To prevent a strong interaction between the RF-field and the fluid, a thick protection layer
built from the negative resist SU-8 is patterned around this region preventing the fluid to
interact strongly with the electrical filed but simultaneously exposing the sensing region
to enable particle translocation.

The principle of operation is, at least in general, the same as discussed in Ch. 3.1.2.
An RF wave propagates along the CPW from the RF input along the positive x-axis (see
Fig. 3.10 (a) and (c)). Once the wave reaches the end of the signal line it will create
a strong electrical field between itself and the opposing ground electrode. A particle
which translocates through the pore is acted upon the electrical field, locally changing the
dielectric permittivity of the sensing volume and thus changing temporarily the electrical
parameters of the device. This modulation can be measured in reflection and the measured
quantities will be used for particle characterization.

The device is designed to operate at several hundred MHz, i.e in the RF regime. At
frequencies below 100 MHz the metal/liquid interface produces an electrical double layer
introducing a parasitic capacitance corrupting the dielectric spectroscopy measurements.
Typically the results have to be corrected to account for this effect [127]. As the device is
operated way above these frequencies, electrode polarization will play a minor role here
[103].

It was shown in Fig. 2.7 that the pore size of laser ablated MPs is tunable which
allows the device to investigate colloidal particles in the sub-micrometer range but also
biological cells. In the context of this thesis the investigation of biological cells will be
discussed mainly. At the operation frequencies in the several hundred MHz regime the
device is expected to be sensitive mainly on the γ-dispersion and thus on the cytoplasm
of the cell.



68 RF-Based Single Particle Detection and Characterization

3.5 RF-Chip Production
The preparation of the RF chips requires several steps, including standard photolithogra-
phy for the patterning of the CPW metalization on the glass substrate, a SU-8 processing
for the production of a fluidic reservoir on top of the RF sensing region, the pore drilling
as discussed in Sec. 2.2.1, a fine adjustment of the sensing region using a focused ion
beam milling and metal deposition step by ion beam induced deposition and finally the
integration of the RF chip into the RF setup. All these steps are discussed in the following
section.

3.5.1 Optical Lithography and SU-8 Processing

The RF chips are prepared on a borosilicate microscope cover slips with a thickness of
170 µm± 5 µm and dimensions of 2 cm× 5 cm. Prior to the lithography process, they are
cleaned in acetone, isopropanol and water, to get rid of eventual dirt and dust. Remaining
organic residues are washed off in piranha solution (i.e. H2SO4 : H2O2 in a ratio of 4 : 1)
for 1 h. Finally, the glass slides are rinsed in DI-water and then baked for 2 h at 200◦C
on a hotplate to ensure that the surface is properly dehydrated.

The CPW design comprises of a 75 µm wide signal line that has a length of 3.4 cm
with a gap of 50 µm between the signal line and the ground conductor. This high aspect
ratio of length to width is necessary as the length of the line determines the frequency at
which the chip operates. It should be noted that, this high aspect ratio requires special
care in terms of resist profile and adhesion. For good resist adhesion a thin layer of an
adhesion promoter1 is spin coated at 4000 rpm for 1 min and then baked out for 2 min at
200◦C on a hotplate. This results in a 15 nm layer of adhesion promoter ensuring a strong
adhesion of the following resist layers to the substrate.

The following consecutive steps are schematically shown in Fig. 3.11 (a). A two-layer
resist is used for the optical lithography. The first layer is LOR A5 diluted in G-thinner
in a ratio 1 : 1. This mixture is spin coated at 4500 rpm for 1min. Subsequently, the
positive photoresist S1813 is spin-coated on top at 6000 rpm for 1min. In between the
spin coating steps, the resists are baked for 1min at 160◦C and 110◦C, respectively. After
that, the resist is irradiated with UV light through a chromium mask for 13 sec with a
power density of 13 mW/cm2 and finally it is developed in MF 319 for 50 sec. As illustrated
in Fig. 3.11 (a) the development of the resist leads to an undercut of the S1813 photoresist
thus shadowing a small fraction of the glass chip.

To pattern the metal on the slides, physical vapor deposition (PVD) is used. A 110 nm
gold layer is evaporated on top of a 20 nm chromium adhesion layer. To lift off the metal

1AR 300-80, Allresist
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Figure 3.11: (a) Schematic of the relevant cleanroom processing steps necessary for the RF
chip preparation. (b) SEM image of the sensing region comprising of the open end of the
signal line and ground metalization surrounded by the SU-8 fluidic chamber. (c) Zoomed-
in view into the sensing region accommodating the micropore.

the remover 1165 is used. The evaporated glass structures are immersed in the remover
over night avoiding strong agitation of the liquid. The excess metal can be removed
carefully using a soft disposable swab by gently scraping the gold away in the direction
of the length of the signal line.

A fluidic chamber to confine the liquid is patterned using SU-8. For the fluidic chamber
the SU-8 photoresist GM1075 is used. This resist allows to pattern fluidic chambers with
a thickness of approximately 200 µm. Typically the adhesion of SU-8 to gold is not very
strong. Therefore, a cleaning step with acetone, isopropanol and DI-water is performed.
After that, the chip is dehydrated for 20 min at 200◦C on a hotplate. The best adhesion is
observed if the chips are additionally cleaned in an oxygen plasma oven for 5 min. After
cleaning, the SU-8 is spin coated on the chip at 950 rpm for 100 sec, resulting in a resist
height of 200 µm2. To remove the resist edges, the resist is left uncured on a planar surface
overnight at room temperature. This step is important because very high resist edges are
build up after spin coating because of the high viscosity of the SU-8. When the edges are
not removed prior to UV irradiation the the Cr-mask will not have proper contact to the
surface of the resist and the structure is not well transferred.

2A ramp of +100 rpm/s at the beginning of the spin coating and two consecutive ramps of +400 rpm/s
for 1 sec followed by a ramp of −100 rpm/s at the end of the spin coating step is used.
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Afterwards, the SU-8 has to be pre backed for 10 min at 120◦C. If the pre bake time
is too short the SU-8 will still be viscous enough to irreversibly stick to the chromium
mask during UV irradiation, potentially destroying the structure. The UV exposure step
that follows the pre bake initializes the polymerization of the SU-8, a process which is
completed by a final hard bake at 95◦C for 1 h.

Finally, the SU-8 is developed in propylene glycol methyl ether acetate (PGMEA).
A majority of the non polymerized SU-8 is easily washed away with the developer. But
inside the sensing region of the chip, residues of non developed SU-8 will often remain.
To get rid of these residues, the PGMEA is manually rinsed in the sensing region with a
cannula and a syringe. Under an optical microscope, the cleanness of the sensing region
is examined and if residues are remaining, fresh PGMEA is flown with the syringe until
the region is clean. This cleaning process is vital as any residues of SU-8 will compromise
the final focused ion beam (FIB) induced metal evaporation, which is described in the
following. The developed SU-8 channel is shown in Fig. 3.11 (b). From the top the signal
line (colored in yellow) can be seen. It is critical that it is covered to a high extend under
the SU-8 so that only the tip is exposed to the liquid. Compared to that, the fact that the
ground metalization has a lot of contact to the liquid did not influence the performance
of the time domain measurement so that the opening of the channel is chosen to be so
big that the accessibility for the FIB process is not limited due to the high SU-8 walls.

3.5.2 Pore Drilling and Focused Ion Beam Adjustments

For the production of the MP, the same method is used as described in Sec. 2.2.1. Prior
to drilling the MP a screw cap with a mechanically drilled 2 mm hole is glued to the back
side of the glass chip. The hole of the screw cap is positioned around the sensing region
which is visible without magnification. UV curable glue is used in such a way that an
airtight seal is produced between the screw cap and the backside of the RF chip. The cap
is later used to interface the chip with the DC amplifier and to allow for pressure control
on the MP.

For the RF measurements it is critical that the pore is aligned to the sensing region
which is rather difficult with the method at hand because the pore has to be drilled
from the back side of the chip because of two main reasons. Firstly, the drilling process
produces a lot of debris that should not fall on the sensitive electronics. Secondly, it is
not possible with the used laser system to drill a micron sized pore into the front side of
the substrate if it has a thickness of 170 µm. This was demonstrated in Fig. 2.7.

The remaining problem is to place the final pore between the open end of the signal
line and the ground metalization. This problem was solved in the following manner. The
chip is placed on the movable sample stage of the excimer laser with its back side facing
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Figure 3.12: SEM images of sensing region. The gold layer, deposited with PVD is colored
in yellow while the Pt, deposited with the FIB process is colored in orange. (a) FIB milling
of the Au-electrode tips in the vicinity of the micropore to clean up the sensing region. (b)
Locally deposition of Pt at the vicinity of the micropore using FIB induced deposition.
(c) FIB milling induced cleaning of the sensing region from sputtered Pt to prevent a
short circuit between the signal line and the ground metalization.

the laser beam. The laser focus is first adjusted onto the metalization layer and the
crosshair of the laser software, which marks the center of the beam, is centered directly in
between the end of the signal line and the ground electrode. This position is stored and
the laser is then focused onto the backside of the RF chip. With respect to the stored
position it was found that, for placing the MP into the sensing region, the stage has to
be moved in x and y direction by a certain amount, depending on the desired pore size
and the projection mask used for drilling the pore.

A typical example of a pore drilled in the sensing region is shown in Fig. 3.11 (c). With
respect to the electrodes, the accuracy of the placement is ±2 µm which corresponds with
the accuracy of sample stage of the laser unit that can move in steps of 1 µm in x- and
y-direction.

An optimal signal, originating from translocating particles, is only expected if the
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pore is perfectly aligned with the electrodes. Thus, an offset of ±2 µm is in general not
acceptable. Furthermore, it shall be pointed out that thicker electrodes in the vicinity
of the MP can be advantageous in terms of signal-to-noise. The metal thickness cannot
be varied a lot with a PVD process. Both because of economical reasons because of the
high consumption of the gold for the production of the chip and for practical reasons as a
very high metal thickness is difficult to lift off after the metal evaporation. Therefore, the
sensing region is optimized using a focused ion beam (FIB). The FIB allows for locally
milling unwanted material as well as for local deposition of metal with highe accuracy.

The process steps are documented in Fig. 3.12. To optimize the sensing region, in a
first step the gold deposited by PVD as described before, is removed in the vicinity of
the MP. This step cleans up the region around the MP and prepares the region for FIB
induced metal deposition. The resulting structure is shown in Fig. 3.12 (a).

In a second step, metal is deposited onto the sensing region by locally injecting a
precursor gas which molecules contain a platinum atom. Scanning the ion beam over a
predefined region (orange region shown in Fig. 3.12 (b)), ensuring that the region where
Pt is deposited has good overlap with the Au electrodes, enables to locally deposit metallic
platinum. Ga-ions hitting the precursor gas destroy the complex which results in the local
deposition of metallic Pt. This process can be done with high accuracy, thus allowing to
vary the film thickness at the tip of the electrodes to a high extend (10 nm−10 µm) and it
allows for placing the electrode tips in the near vicinity of the pore. This further increases
the signal strength as it will be discussed in Sec. 3.6.2. For a metal deposition that is flat
over the whole scanning area it is important that the Ga-beam has a short dwell time on
each position of the scanning area (i.e. 0.1 µsec) and that the beam is moving in multiple
passes back and forth over the region.

As a last step, the sensing region around the pore has to be cleaned by locally milling
this region with the Ga-beam. It is mandatory as the metal evaporation step is pre-
dominantly happening within the predefined scanning area but there is always sputtering
happening which leaves a thin layer of Pt metal around the electrode tips. The sput-
tered metal is sufficient to short-circuit the signal line and the ground metalization. The
finished sensing region is shown in Fig. 3.12 (c).

3.5.3 RF Interfacing

Finally, the glass chip has to be interfaced with the measurement setup. The glass chip
is soldered onto a two-sided and custom-made printed circuit board (PCB). The top and
bottom view of the final device is shown in Fig. 3.13 (a) and (b).

Two SMA connectors are soldered to the PCB enabling to connect the chip to the
transmission line (RF-input) and to apply a DC voltage across a varactor diode, which
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is used for impedance matching the device (DC-bias input). The central pin of the RF-
input SMA connector is soldered to a macroscopic signal line on the PCB and the outer
connector is soldered to the corresponding ground metalization (see Fig. 3.13 (a)). Thus,
the input wave can propagate as a quasi-TEM wave until it reaches the glass chip that
is soldered into the PCB accordingly. The second SMA connector is connected on the
bottom of the PCB (see Fig. 3.13 (b)). Two metal connections are soldered to the central
pin and the outer conductor thus allowing to apply a bias voltage via a BNC cable,
without the need to introduce a second cable between this input and the DC source. For
the experiments, the screw cap (see Fig. 3.13 (b)) is used for connecting the chip to the
pressure control via a corresponding connector3. The connector to the screw cap further
accommodates an optional Ag/AgCl electrode thus allowing to measure resistive pulse
signals simultaneous to the RF measurements.

The schematic of the impedance matching network is given in Fig. 3.13 (c). It consists
of a varactor diode in series to the signal line. Via through holes in the PCB, the DC
voltage can be applied across the varactor diode. To prevent any DC to leak into the
RF-chip or the RF-input port, two capacitors with a capacitance of 100 µF are soldered
in series to the varactor. To further prevent the RF-wave leaking into the DC generator
two 1 MΩ resistors are soldered in front of the the two terminals of the DC-bias SMA
connector.

3.6 RF Simulations and Measurements

In this section the RF measurements are discussed. The section starts with a FEM sim-
ulation on the chip geometry. In this discussion it is shown numerically how a reflection
measurement can be used to detect single particles. Furthermore, it is discussed how the
geometry has to be designed to achieve a reasonable signal in the scope of this reflection
measurement. After introducing the theoretical aspects, an experimental discussion fol-
lows. It is shown that the chip is designed in a way that it will act as a tank-circuit with
an optimal point of operation at frequencies above 700 MHz. This point of operation is the
point where the impedance of the RF chip is matched to the 50 Ω transmission line setup
it is attached to. It will be discussed how this impedance matching is conducted and how
this influences the measurement performance. The chapter is closed with the discussion of
the reflection measurement which will be carried out by sampling the temporal detuning
of the chip, due to the translocation of particles through the sensing region, using a VNA
directly.

3Port-a-Patch Microscope Slide, Nanion
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Figure 3.13: Photograph of top (a) and bottom (b) of the final RF device. The glass chip
is soldered on a custom printed circuit board which is accommodating the impedance
matching circuit. Two SMA connectors are used to interface the RF source to the chip
and to tune the impedance matching circuit with an external DC bias. (c) Schematic of
the impedance matching circuit soldered onto the PCB, consisting of a tunable varactor
diode, two DC blockage capacitors and two resistors preventing the leakage of the RF
wave into the DC bias port.

3.6.1 RF Simulations

In the following the simulated response of the RF chip is discussed, which is investigated
using a FEM simulation on the sensing region of the RF chip. The simulation is conducted
with the software package COMSOL similarly to the simulation discussed in Sec. 2.3.1.
The schematic of the simulation geometry is given in Fig. 3.14 (a). The pore and the
glass substrate have the same dimensions as those in Sec. 2.3.1. Additionally, the CPW
metalization is added to the model. A boundary condition with zero thickness and perfect
electrical conductivity (i.e. a perfectly electrical conductor (PEC) boundary condition)
is used to model the metal layer. It is a reasonable approximation as in the experiments
the metalization thickness of the CPW is three orders of magnitude smaller than the
substrate. To decrease the computation time and to avoid a scaling problem between
the smallest structure (i.e. the micron sized pore) and the biggest structure (i.e. the
5 cm× 3 cm glass substrate) only the sensing region is modeled. It comprises of the pore
in the glass substrate and the fluidic chamber on top of the sensing region. To study
the effect of a finite thickness of the tips of the electrodes, which are facing the MP,



3.6 RF Simulations and Measurements 75

Air Bridge

PEC
t d

Tip Metalization

z B
ea

d

r

17
0μ

m

z

x

R

D

PEC

Electrolyte 
Chamber

Electrolyte Electrolyte 
ChamberChamber

y

x

SU-8 Isolation 

Glass Substrate

Lumped Port 

w
s

(a)

(c)

Lumped port

Signal line
Bead

(b)

3µm12µm

200µm 25µm 3µm

y

x

z

x
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an additional geometry with finite thickness is added in the vicinity of the pore. This
geometry is modeling the thick electrodes that are produced by the local metal deposition
using the FIB process described in Sec. 3.5.2 and shown in Fig. 3.12 (b) and (c). The
surface of this geometry, similarly to the CPW metalization, is set to be a PEC, too.

Compared to the pore region where the particle detection is taking place, the whole
simulation geometry is still much larger. To keep the computation time as small as
possible, the mesh has to be refined in such a way that the precision of the model is not
compromised which is done in multiple refining steps. The mesh on the signal line is
refined allowing for a precise simulation of the reflection measurement (see Fig. 3.14 (b)).
In the vicinity of the pore (i.e. 10 µm above and below the pore opening) an extremely
small mesh size is chosen. The same mesh size is chosen for the bead structure. Finally,
the remaining model was meshed coarsely as the behavior far from the pore region does not
contribute significantly to the RF response and a coarse mesh helps to decrease simulation
time.

The physics that are solved for, is the RF-module that is implemented in the COMSOL
software package. This module enables to interface the geometry with an input port
through which an electromagnetic wave is introduced. The port is used to evaluate the
scattering parameter and port impedance which is characteristic for the overall geometry.
Furthermore, the electrical fields due to the presence of the waves traveling on the modeled
transmission lines can be evaluated for the whole geometry.

Within the simulation volume, RF excitation is implemented using the so called
lumped ports. A lumped port is situated between the signal line and the ground met-
alization. To realize that the two ground metalization layers are connected, a bridge is
introduced in the simulation volume consisting of a PEC (see Fig. 3.14 (a)). The gap be-
tween the bridge and the signal line is closed with the lumped port at which the RF signal
is fed into the simulation volume and where the S-parameter S11 and the port impedance
Zport can be measured numerically. Following the discussion in [128] S11 is calculated in
the following manner: The characteristic impedance in the simulation volume is set to
50 Ω. First, the geometry is simulated without a polystyrene sphere in the simulation vol-
ume thus giving the complex measured impedance at the lumped port Zref which is used
as the reference impedance. In a second step, a parametric sweep is conducted during
which a particle is translocated through the pore. For every particle position the lumped
port impedance Zport is determined. The reflection parameter S11 is then calculated via

S11 =
∣∣∣∣∣Zref − Zport

Zref + Zport

∣∣∣∣∣ . (3.40)

Eq. 3.40 gives a measure for the reflection of the RF device in the presence of a
translocating particle. In the simulations discussed, different particle diameters are tested.
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These particles will have a spherical geometry with different radii and a constant dielectric
constant ε = 2.3.

3.6.2 Discussion of the RF Simulations

Fig. 3.15 shows the calculated magnitude of the electric field in the z-y-plane for a bead
translocating through the MP. The simulation includes thick electrode tips with a thick-
ness of t = 1 µm which are d = 1 µm away from the MP edge and both electrode tips
are D = 5 µm away from one another (see zoomed-in view in Fig. 3.14 (a)). The RF
frequency at which the model is simulated is 1 GHz. For every bead position the model is
solved, thus showing how the electric field is influenced by the bead with respect to the
z-position of the bead.

The magnitude of the electric field is focused at the end of the signal line and at the
end of the ground metalization. Therefore, the translocating particles only experience a
field gradient when they are located in the vicinity of the metalization layer. As can be
seen in Fig. 3.15 (i-iii) the field distribution within the bead is not very different from
the field in the water. It is not expected that in this situation, the overall reflection of
the chip is altered much. The same is true for the situation when the bead has passed
the metalization layer (see Fig. 3.15 (vii-viii)). Significant field gradients are only visible
when the bead is located near the metalization layer (see Fig. 3.15 (iv-vi)).

To quantify these observations the reflection coefficient S11 is calculated for the model
with respect to the position of a particle according to Eq. 3.40. In Fig. 3.16 (a) the
reflection coefficient for different bead sizes is plotted for a translocation as discussed in
Fig. 3.15. A green vertical bar indicates the position and thickness of the metalization
layer. Obviously, bigger particles lead to a bigger RF response. The RF response that is
caused by the translocating bead is asymmetric with the highest value when the center of
the bead is around 1 µm away from the glass surface. This behavior is very different from
the corresponding DC response were the biggest amplitude is reached when the bead is
located inside the pore (see Fig. 2.11). When the bead is approaching the pore layer, the
reflection increases until it reaches a maximum when the radius intersects with the upper
layer of the thick metalization. The response quickly fades off, when the bead is inside
the pore, which is in accordance with the field simulations as the field gradient inside the
pore is weakened so that the bead does not see the field anymore.

In Fig. 3.16 (b) the results are shown for a model which was adjusted in a way that the
thick metalization was put in the near vicinity of the pore so that the tips of the electrodes
coincide with the outer edges of the pore (see inset in Fig. 3.16 (b)). Consequently, the
amplitude of the RF response is increased for every bead radius. As the tips are closer,
the field gradient between the tips is expected to be much bigger and thus the beads
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Figure 3.15: Magnitude of the electric field along the pore axis during translocation of
a polystyrene bead through the pore. Images (i)-(viii) show the field distribution within
the plane through the sensing region for different bead positions. The particle shows
polarization effects only if it is located near the metalization layer (iv)-(vi). Above this
layer and inside the pore the bead does not interact with the electric field.
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Figure 3.16: (a) and (b) Simulated reflection of the RF chip during the translocation of
polystyrene beads through the micropore. Metalization thickness of the electrode tips in
the simulation is t = 1 µm and it is marked in the plots as a green band. The diameter of
the beads is changed from 2 µm (red asterisk), 1.6 µm (green circle), 1.2 µm (blue cross)
to 0.8 µm (black cross). The pore opening is located at z = 0 and the small pore diameter
is 2.85 µm. Electrode tip distance is d = 1 µm (a) and t = 0 µm (b). In (c) and (d) the
components of the electrical field along the x-, y- and z-axis is shown.

experience a much bigger electrical field.

To understand the behavior, the components of the electrical field along the central
z-axis are shown in Fig. 3.16 (c) and (d), for both electrode tip positions. The electric
field in y-direction is almost zero throughout the axis. A small contribution to the electric
field is observed in z-direction. But the biggest field component is the field in x-direction
(i.e. Ex) which is the direction of the signal line. As expected the biggest value of Ex is
observed in the metalization plane but as the distance D of the electrode tips is increased
by 2 µm the maximal value of Ex drops by almost a factor of two. As a consequence the
signal amplitude decreases.

In Fig. 3.17 the thickness t of the signal and ground metalization is decreased to
200 nm. The position of the electrodes is similar to the situation shown in Fig. 3.16 (b)
and the reflection caused by the translocating particle is shown. While the overall re-
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Figure 3.17: Simulated reflection of the RF chip during the translocation of polystyrene
beads through micropore. Metalization thickness in this simulation is t = 200 nm. The
diameter of the beads is changed from 2 µm to 0.8 µm with the same color code as in
Fig. 3.16 (a) and (b). The pore opening is located at 0 and the small pore diameter is
2.6 µm.

sponse is similar, the amplitude of the reflected signal is smaller than for the electrode
tips with a thickness of 1 µm. In terms of the signal amplitude it is probable that the
optimal thickness of the electrode tips coincides with the dimensions of the particles that
shall be investigated. If the tip thickness would be substantially bigger than the particle
dimensions, the event duration will be increased without increasing the event amplitude.
Still this parameter remains a matter of speculation but with a more parallel RF chip
production, as discussed in the outlook of the thesis, this question can be answered ex-
perimentally in future.

In summary, it is advantageous to have thick electrodes in close proximity to the MP.
This reflects on the processing strategy presented previously where platinum electrodes
are locally introduced by the FIB deposition adjacent to the MP.

3.6.3 Impedance Matching

The following discussion is based on the content of our publication in Physical Review
Letters that can be found in Ref. [129].

Precise reflection measurements require a device that is well matched to the source
impedance of the measurement equipment. The experiments presented are integrated
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Figure 3.18: (a) Schematic of the VNA based measurement setup including the impedance
matching network. (b) Sweep across the tunable varactor voltage and the excitation fre-
quency produced by the VNA. The measurement is done for a dry device and a device
filled with electrolyte solution. For one combination of frequency and voltage the device
shows zero reflection which is the point of operation. (c) Cut through the point of oper-
ation for the dry and wet device. The figure is taken from our first publication regarding
this subject [129].
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in standard 50 Ω transmission lines and test equipment. The schematic of the setup is
shown in Fig. 3.18 (a). Here the RF-input port of the RF chip is connected to one
port of the VNA4. As is described in Sec. 3.3.4 a load which is not matched to the
source impedance will lead to a reflection of the incident traveling wave. Therefore, for
a reflection measurement as presented in the following it is important to minimize any
impedance mismatch of the load to the transmission line. Otherwise the receiver will
measure the reflected power and if the signal is very weak it will be buried in noise solely
due to the impedance mismatch. For validation purposes simultaneous RPS measurements
are conducted simultaneously.

To impedance match the device to the transmission line, a varactor-based impedance
matching circuit is implemented. A schematic of the circuit is shown in Fig. 3.13 (c).
The central part of the circuit is a high frequency varactor diode5. It is used as a voltage
controlled capacitor with capacitance values ranging from 1 − 10 pF depending on the
applied bias voltage across the the varactor. Changing the capacitance of the varactor
will change the overall impedance of the RF chip.

Prior to time domain experiments, a two dimensional scan is done sweeping over the
voltage, applied across the varactor diode and the RF frequency driving the RF chip.
Eq. 3.30 shows that there is no reflection at a RF port if perfect impedance matching (i.e.
Z0 = Z1) is achieved. Therefore, the scan is looking for reflection minimum at a specific
combination of input frequency f and varactor voltage V . The results of the match are
depicted in Fig. 3.18 (b). On the x-axis the applied voltage across the varactor and on
the y-axis the input frequency is given. The plot is generated by merging the frequency
sweeps obtained by the VNA for individual varactor voltages while the reflection (in dB)
is given by the color code shown in the legend.

First the impedance matching is obtained for a dry device, i.e. no electrolyte solution
was introduced onto the sensing region. The results are depicted in the left plot of
Fig. 3.18 (b). For one point, the reflection coefficient reaches a minimum. In practice
the actual depth of the impedance match is determined by the number of points within
the frequency and voltage sweep but overall reflection coefficients of −80 dB and less are
routinely obtained for the point of best match. The solid red and blue lines in Fig. 3.18 (b)
display the measured reflection through the point of best match versus the voltage across
the varactor diode and the input frequency, respectively.

In the right plot in Fig. 3.18 (b) the corresponding result is shown when 100 mM KCl
solution is introduced into the chip. Accordingly, the response through the point of best
match is shown in Fig. 3.18 (c). For the wet device the point of best match is shifted

4PNA Network Analyzer, N5222A, 10 MHz-26.5 GHz, Keysight Technologies
5Silicon Tuning Diode: BB 833 SOD323, Extended frequency range up to 2.5 GHz.
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towards lower frequencies and higher varactor voltages and thus to a lower capacity.
Obviously, the presence of the liquid alters the impedance of the device.

Time domain reflection experiments which are discussed in the following are carried
out in the following manner. The RF-chip is flooded with electrolyte solution and is
impedance matched to the 50 Ω transmission line resulting in minimal reflection at the
point of best match. At this point, i.e. at a certain varactor voltage V0 the VNA is
set to the corresponding frequency f0 and the reflection S11 is sampled over time. This
operation mode is called the constant wave (CW) mode. Changes in the chip impedance,
caused by translocating particle will alter the reflection properties temporarily and thus
a pulsed increase in S11 will be detected every time a particle translocated through the
sensing region.

3.6.4 Noise in VNA Measurement

Before discussing the direct time domain reflection measurements with polystyrene beads,
the noise in CW measurements at the point of best match shall be discussed. Since a
minute change of the overall impedance change due to the translocation of a particle
through the detector is expected, a low baseline noise floor is required to perform a
successful measurement. As discussed in Sec. 3.3.5 a critical parameter of the VNA mea-
surements is the IFBW. Changing the IFBW to lower values decreases the contamination
of high frequency noise but simultaneously decreasing the temporal resolution of the mea-
surement as is discussed in the following.

For the investigation of the noise floor, a RF chip is impedance matched and the CW
time trace is recorded for a set number of points in one sweep. The CW data presented
is obtained at a frequency of f0 = 961MHz at an output power level of 0 dBm. For every
sweep, which contains 6402 data points, a different IFBW was selected starting from 1 kHz
to 10 kHz. The resulting time traces are shown in Fig. 3.19 (a). On the x-axis the time is
plotted while on the y-axis the measured S11 is shown in dB. The plot ranges are chosen
to be equal thus it is apparent that with increasing IFBW the noise floor is increasing,
too. To further illustrate the change in noise floor a normalized histogram is shown at the
right side of the time traces in Fig. 3.19 (a) that contains all reflection measurement data
points. A broader noise floor distribution thus translates into lower histogram maxima
indicating that the noise floor increases with increasing IFBW.

In Fig 3.19 (b) the measured RMS noise is plotted for IFBWs between 1 kHz and
10 kHz. Every datapoint in the plot contains a full sweep (i.e. 6402 points). The plot
indicates a linear trend between IFBW and noise floor.

Another important aspect of the measurement is clearly visible: At higher IFBWs the
time sweeps that can be measured are shortened as a higher IFBW comes with a higher
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Figure 3.19: Noise measurements of a dry RF chip. In (a) CW measurement of a dry RF
chip at the point of best impedance match for different IFBWs are shown. All measure-
ments comprise of a sweep with 6402 data points. For every measurement a normalized
histogram which contains the value of the data points is shown. The normalization leads
to more narrow distributions for a lower noise floor. (b) RMS noise versus the IFBW
setting of the VNA.

sampling rate set by the VNA internally. Data that is acquired, is stored permanently
by the machine between sweeps. During this time the machine stops acquisition thus
producing dead times between sweeps that might compromise the overall measurement.
This is especially true as it is mandatory for constant measurement streams over minutes
or even hours. As a IFBW of 1 kHz allows for the longest sweep time with the lowest
noise floor it comes with the drawback of a very limited sampling rate. The measurement
is extremely slow compared to the higher IFBW measurements. Nevertheless, it will be
discussed in the following that a high sampling rate does not help if the noise floor is too
high to detect the tiny signal originating from translocating particles.

3.6.5 Time Domain Reflectometry Measurements with
Polystyrene Beads

Here, time domain reflection measurements using the VNA are presented and discussed.
For a first characterization of the chip design a reflection measurement of a polydis-
persed suspension of polystyrene beads is performed. The suspension contained beads
with diameter of 200 nm and 500 nm diluted within a 100 mM KCl solution. A particle
concentration of (105-106) beads/ml is chosen, which is a typical concentration giving a
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Figure 3.20: (a) Direct reflection measurement of a suspension of 200 nm and 500 nm
polystyrene beads. The data is sampled at a IFBW of 1 kHz to reduce the background
contamination. The zoomed-in views show examples of individual bead translocations.
While the left event is a zoomed-in view into the top figure, the three events shown on
the left are part of the same measurement but are not given in the upper overview. The
figure is taken from our first publication regarding this subject [129]. (b) Covariance of
the RPS method measurement and the corresponding RF reflection measurements.

compromise, based on experimental experience, between event rate and the overall time
it is possible to measure without clogging the MP. The MP used for the experiments has
a diameter of 4 µm.

Prior to the time-domain measurement the chip is impedance matched to the 50 Ω
transmission line setup, according to the discussion in Sec. 3.6.3. When the point of best
match is determined as shown in Fig. 3.18 (b) and (c) the operation mode of the VNA
is changed from frequency sweep to the CW mode. Results for a CW sweep with an
IFBW of 1 kHz and a corresponding maximal sampling rate of 1.650 kHz are shown as
the blue trace in Fig. 3.20 (a). S11 is measured versus time and simultaneously RPS data
is acquired for validation and comparison. The time-synchronized RPS data is shown in
the same figure as a red trace.

To prevent particle translocation and thus a non steady reflection measurement during
impedance matching, no pressure is applied across the MP during impedance matching.
When the CW measurement is started, particle translocations are induced by applying
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a suction to the MP and the particle translocation is observed within seconds. But
simultaneously the induced flow of electrolyte alters the impedance of the chip and thus
S11. It is observed and shown in Fig. 3.20 (a) that the baseline reflection is increased
(from < −70 dB to −57.7 dB). Obviously, this shift does not hinder particle detection as
this baseline value is still a high degree of impedance matching. It will be discussed in
Ch. 5 that slight detuning of the RF chip can even help to increase the signal amplitude
(see Sec. 5.2).

Temporal increases in S11 due to the translocation of polystyrene beads are clearly
visible over the baseline. In the presented configuration the maximum peak height is in
the range of 1 dB.

The corresponding RPS measurement is represented in the red trace in Fig. 3.20 (a).
These measurements were obtained independently during the experiment without any
hardware based synchronization between the RPS and the RF signal. Therefore, it was
mandatory to synchronize the signals during post processing of the data. To do that a
covariance estimation was performed on the two data sets. In a first step, the sampling
rate of the RF-data is artificially increased to match the sampling rate of the resistive
pulse trace. Here, it is important to ensure that this process does not distort the overall
RF-trace. Once this is done, the algorithm is calculating the covariance between the
two datasets for every data-leg, i.e. for every time offset between the two data sets.
As the measurements are based on the same physical effect with similar event shapes
it is expected, that the datasets are highly correlated when they are time-synchronized.
This fact can be seen in Fig. 3.20 (b) where the covariance of the two data sets has one
dominant global maximum for a specific time-leg. The time traces shown in Fig. 3.20 (a)
are synchronized using this offset time.

A direct comparison between the resistive pulse und the RF-reflectometry measure-
ments are shown for single events in the zoomed-in view of Fig. 3.20 (a). For illustrative
purposes the resistive pulse signal is inverted.

The maximum of the two signal peaks match in the time domain. It does not necessar-
ily reflect the physical reality as it is an artifact of the covariance based synchronization.
The RPS simulations, shown in Fig. 2.11, and the RF simulations, shown in Fig. 3.16
and Fig. 3.17, even indicate that the maximal amplitudes of the two signals do not occur
at the same time. While the particle induces the highest RPS signal when it is fully in-
side the MP, the corresponding RF signal is maximized before, namely when the particle
is entering the metalization layer. Nevertheless, it is observed that every peak in the
RF-measurement corresponds to a peak in the resistive pulse measurement, which clearly
ensures that the peaks measured with the RF reflection technique are originating from
translocating particles and are not measurement artifacts.
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Another aspect is the limitation in sampling rate. In the zoomed-in view of Fig. 3.20 (a)
the blue crosses indicate the individual sampling points of the VNA measurement. As it
was mentioned previously, for the IFBW of 1 kHz the sampling rate was already set to
the maximum value available at the VNA. The translocation speed of particles through
the glass pores is in the sub-millisecond range and thus very often one translocation event
in the reflection measurement is sampled with only one or two sampling points. It was
shown in the simulation which are analyzed in Fig. 3.16 and Fig. 3.17 that the RF peaks
are expected to have a characteristic shape which is not reproducible at this sampling
rate. Furthermore, the low sampling rate leads to the effect that not every translocation
event is observed because not every resistive pulse corresponds to an event within the RF
reflection measurement.

The measurement strategy that is described in the following will solve for a lot of this
ambiguities but it is important to point out that these results already show that the setup
works as intended. Translocating particles lead to a measurable amplitude modulation
and from the experiments it is save to say that the RF chip with a MP, which had a
diameter of 4 µm, is capable of detecting polystyrene beads with diameter of at least
500 nm.
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Chapter 4

High-Speed RF-Measurements

As discussed in the previous chapter, the direct sampling capabilities of the VNA are
not sufficient to capture the details of the translocating particle through the MP. In
the following, it shall be discussed how to address this issue. The section starts with
an introduction into the heterodyne mixing measurement setup which is used to down
convert the reflected RF signal in the frequency-domain and a lock-in amplifier that
demodulates and samples the resulting reflection signal. Subsequently, the impedance
matching characteristic and the noise properties of the time domain measurements are
discussed in detail.

4.1 Heterodyne Mixing

A heterodyne mixing setup is implemented for low noise and high speed measurements
and the schematic of the setup can be seen in Fig. 4.1. The working principle of the setup
is similar to the working principle of the lock-in amplifier itself with the difference that
for the reflection measurement only one frequency mixer is used for down-converting the
frequency of the reflected RF signal. This downconversion is necessary because for the
specific chip design the input RF frequency lies between 700 MHz and 1 GHz, which is
above the frequency range that commercially available lock-in amplifiers, at reasonable
costs, can process. In Fig. 4.1 the signal path is colored in red.

A signal generator1 drives the RF chip at the frequency fRF. The generated RF wave
is first divided by an RF splitter2 and one half of the signal is fed into the RF-chip
via a directional coupler3. A directional coupler is a three port RF network. Waves
are transmitted through the input-output port without loss. This path is basically a

1E8257D 250 kHz-50 GHz, PSG Analog Signal Generator, Agilent Technologies
2Splitter: ZFSC-2-372-S+ 10-3700 MHz, Mini-Circuits
3Coupler ZHDC-16-63-S+, 50-6000MHz, Mini-Circuits
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Figure 4.1: Measurement schematic for the low noise heterodyne mixing measurement
setup. DC Measurements are conducted by using a conventional amplifier with a feedback
resistor. For reflection measurements (signal path - red) the chip is interfaced with a
varactor based impedance matching network (not shown here). The RF signal is inputed
into the chip using a directional coupler. Reflected signals are coupled out into the RF
input of a frequency mixer. Here the RF signal is down converted with a LO signal, which
has a fixed frequency difference from the RF signal. The IF signal is fed into a lock-in
amplifier that uses an internal reference signal for comparison. For generating an external
reference signal (reference path - green) the same RF and LO signals are used and while
bypassing the RF chip and using a second frequency mixer a second IF signal is generated
that can also be used as a reference signal for the lock-in amplifier. The data from the
DC as well as from the RF measurement can be fed into a data acquisition system.

transmission line. A fixed fraction of the wave that transmits into the input port is
coupled out into the third so called coupled port. In the experiments, a directional
coupler with a coupling coefficient of 20 dB was used, which leads to a coupled signal that
is attenuated by −20 dB. An important feature of the coupler is its isolation factor. This
measure quantizes the attenuation of the coupled port with respect to waves transmitted
into the output port. If a significant fraction would be transmitted from the output to the
coupled port the reflected signal, originating from the RF chip, would be contaminated
partially by the original driving RF wave. For the coupler which is used the coupling port
is isolated by more than 50 dB from the output port. The RF wave which is reflected
from the RF chip is attenuated by −20 dB when it exits the coupled port and a low noise
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Figure 4.2: Principle of heterodyne mixing as used for the measurement. The RF signal
is amplitude modulated due to the translocating particle. This fingerprint is modulated
on the RF wave that is reflected from the RF chip. The LO signal is set to have a fixed
frequency difference (i.e. 100 MHz for the experiments discussed) with respect to the RF
wave. In the mixer the two waves are multiplied, leading to an IF signal showing the
same AM as the original RF wave but the frequency of the carrier wave is decreased to
100 MHz which is fRF − fLO. The fRF + fLO component is not illustrated here as it is
filtered out due to the limited BW of the lock-in input port.

voltage amplifier4 is used to increase the signal amplitude back again thus simplifying the
further signal processing procedure.

The reflected wave undergoes a heterodyne mixing which is schematically illustrated
in Fig. 4.2. The core of the mixing setup is the frequency mixer5 [130]. As described
in Eq. 3.34 the mixer is multiplying two waves that are traveling into the RF and local
oscillator (LO) input of the device. Here, the RF wave is an amplitude modulated signal
due to the translocating particle. The amplitude modulation (AM) is carried on the RF
wave having a frequency fRF. A second signal generator6, which is operated at a fixed
frequency difference with respect to the RF generator, drives the LO of the frequency
mixer. Before the LO signal is connected to the mixer it is divided with another RF
splitter7. One half of the signal is connected to the mixer. Both signal generators are
synchronized using their 10 MHz reference clocks, which ensures that there is a stable

4Amplifier: ZX60-P33ULN+, 400-3000 MHz, Mini-Circuit
5Mixer: ZFM-15-S+, 10-3000 MHz, Mini-Circuits
6E8247C 250 kH-20 GHz, PSG CW Signal Generator, Agilent Technologies
7Splitter: RFLT2W0002GS 5 MHz-2000 MHz, RF-Lambda
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phase relation between these otherwise independent signal sources. After the mixing
process, the reflected RF wave is amplitude modulated on the resulting IF wave. This
signal can be measured at IF = fRF − fLO and as a matter of fact its carrier frequency
is drastically reduced by preserving the AM and the phase of the original signal. In the
experiments an IF = 100 MHz was used, if not stated differently. This allows to use signal
recovery methods of commercially available lock-in amplifiers working for frequencies in
the upper MHz regime8.

The signal is demodulated and sampled by the lock-in amplifier. To do that, the am-
plitude modulated signal is fed into the signal input of the lock-in amplifier. Additionally,
to the signal, the lock-in needs a reference signal to which the input signal is compared.
The amplifier that was used for the experiments uses an external or an internal reference
signal to perform this task.

In Fig. 4.1 the green path depicts the transmission line path that was implemented to
extract a reference signal. It is basically the same path which is used for the signal but
here the RF chip is bypassed. The reference signal has the identical frequency and phase
as the reflected wave but it is not amplitude modulated due to the translocating particles.
During the first experiments it was observed that the usage of this external reference
path is not practical. The reflected signal amplitude is very low because of the impedance
matching. Therefore, the lock-in amplifier cannot lock to the external reference signal. If
the RF chip is highly detuned and thus if the amplitude of the reflected signal is increased,
the lock-in can lock to the reference but this comes at the expense of the detuning the
chip and thus potentially compromising the SNR.

The internal signal generator does show a better performance. If the phase of the
signal is not measured the lock-in is capable to measure the amplitude of the reflected
signal without limitations. It will be discussed in Sec. 5.2 that it is acceptable to slightly
detune the chip. This detuning allows for using a phase locked loop (PLL) to phase lock
the internal frequency generator to the input signal. With this technique it is possible to
measure not only the amplitude of the reflected signal but a change in signal phase, too.
As the additional reference path does not interfere with the measurement it was kept in
the setup once the functionality of the setup was confirmed.

In principle the setup allows to conduct simultaneous DC measurements which adds
a layer of complexity to the experiment and as it was shown in the previous chapter that
the RF reflection signals can be synchronized to corresponding RPS signals no further
RPS data is acquired and discussed in the following.

8UHFLI 600 MHz lock-in amplifier, Zuerich Instruments
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4.2 Impedance Matching and Noise Characterization

As it has been mentioned in the previous chapter the RF chip has to be impedance
matched to the source to show good sensing capabilities. The VNA results represent a
proof of concept measurement that shall be further investigated in the following.

Impedance matching is the most prominent measure affecting the performance of the
device. To determine the optimal impedance matching point, the reflectance of the RF
chip is measured using the lock-in amplifier according to Eq. 3.35 and Eq. 3.37 for every
combination of input RF frequency and voltage across the tuning varactor diode. If not
stated differently the sweeping steps in the voltages is ∆V = 0.007 V and for the frequency
the steps size is ∆fRF = 0.001 MHz.

The power spectral density is measured for the presented setup, too. As the sampling
capabilities of the lock-in amplifier are limited to 400 kHz the time domain signals, which
are used to determine the PSD are sampled with an external data acquisition system,
which has a sample rate of 2 MHz. This leads to a cutoff frequency of 1 MHz for the
highest frequency component that can be measured in the time domain. In the following
the PSD is determined by measuring a stream of 4 M points that are processed using a
LabVIEW code, which determines the PSD using the Hanning method. To get a clear
view on the shape of the PSD, the shown PSD is averaged 50 times using the RMS
averaging routine with linear weights.

4.2.1 Influence of IF

Initial experiments are performed to test if the IF has an impact on the best matching
point. It is further investigated on what influence the IF has on the noise characteristic
of the device. The results can be seen in Fig. 4.3.

In Fig. 4.3 (a)-(c) the reflection characteristic for one device, which does not contain
electrolyte solution in the sensing region, is shown for three different IFs starting from
100 MHz to 600 MHz. For the experiments, the RF power is set to 0 dBm. The dashed
red and green lines indicate the frequency f0 and the voltage V0 where the RF chip is
impedance matched, i.e. where the reflected wave amplitude is minimal. The solid red
and green lines are the reflection response curves at the corresponding frequency and
voltage. Obviously, the point of best match does not change significantly under varying
IFs. The varactor voltage V0 does change by less than 1% in the three experiments while
the RF frequency f0 changes maximally by 0.1%.

It is expected that the point of optimal impedance match should not vary drastically
at different IFs. The IF is created by mixing the reflected RF and the LO signal. The
reflected RF wave, in turn, is affected by the RF chip but it is unaffected by the mixing
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Figure 4.3: (a)-(c) Sweep of the reflected voltage wave around the point of best match for
different IFs. The red solid lines show the reflection measurement through the point of best
match with respect to the frequency and the green solid line represent the corresponding
response with respect to the varactor voltage. Dashed lines indicate the point of best
match. The colored axis labels correspond to the corresponding solid lines. (d) -(f) PSD
measurements conduced from time domain measurements at the point of best match.

procedure with the exception of the change of the carrier frequency. Consequently, the
RF chip should not see a changes in IF as long as there is no leakage of the LO signal
into the signal path.

In Fig. 4.3 (d)-(f) the corresponding PSDs at the point of best match are shown.
Two main features are obvious that already show the advantage of the RF measurement
method over conventional DC measurements that have been discussed in the previous
chapter. Firstly, the PSDs do not show any obvious deviation from one another when the
IF is changed, which is due to the fact that within this frequency range (i.e. 100 MHz−
600 MHz) the input noise of the lock-in receiver is flat [131].

Secondly, what is even more important, is the fact that the PSD, apart from a low
frequency rise below 30 Hz, is flat throughout the whole measurable frequency range. As
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was discussed in Sec. 2.2.3 a flat PSD is a characteristic of thermal noise. In contrast to
the PSD spectra of the DC measurements shown in Fig. 4.3 there are no high frequency
components in the spectrum. Consequently, the RMS noise (see Eq. 2.23) is expected
to rise only linearly with frequency. It shall be pointed out that this behavior is in
vast contrast to all existing DC measurement strategies demonstrated in literature where
the highest measurement BW is in the order of 10 MHz [67, 73]. Although the cited
measurements are performed at theses BWs, the corresponding PSD spectra discussed in
the cited publications still show a characteristic increase of the PSD due to dielectric and
capacitive noise at frequencies above 100 kHz which is absent in the RF measurements
presented in Fig. 4.3 (d)-(f).

High frequency noise is still the ultimate limitation of all RPS methods, hindering their
usage for measurements with BWs higher than 10 MHz. For the cell measurements, that
will be discussed in the next chapter, BWs higher than 10 kHz are not necessary because
the translocation time of individual cells are in the millisecond range. Nevertheless, it
is worth noticing that due to the flat PSD the experimental setup shows the promise of
being used as a platform for high BW measurements in future. A conceptual experiment
using this property will be discussed in the outlook of the thesis.

4.2.2 Distance of f0 and V0 From Optimal Impedance Match

In Fig. 4.4 it is shown how the noise characteristic is changed when the RF chip is operated
at a point beyond the point of best match, i.e. when the chip is intentionally detuned.
The PSD spectra are measured for different values for the varactor voltages and input
frequencies which do not correspond with the point of best match (see Fig. 4.4 (c) and
(d)). Additionally, in Fig. 4.4 (b) the 1-dimensional sweep through the corresponding
reflection curves is given.

The reflection map shown in Fig. 4.4 (a) is acquired with the same chip as used
for the measurement discussed in Fig. 4.3. The point of best match is found to be at
f0 = 1.054 GHz and a varactor voltage of V0 = −6.148 V, indicated as solid black lines
in the figure. These deviation of the parameters f0 and V0 from the results shown in
Fig. 4.3 can be explained by the fact that this measurement is conduced a couple of
days later. It is observed that slight mechanical changes in the setup can change the
reflection measurement. Although the setup is mounted on an optical table movement of
SMA cables and the position of the RF chip cannot be controlled with arbitrary precision.
Although, one chip shows in general good reproducibility in terms of impedance matching,
slight variations are still expected.

As can be seen in the color code of Fig. 4.4 (a), a correlation of the measured re-
flection of the input frequency and the varactor voltage is observed, in accordance with
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Figure 4.4: (a) Impedance matching of the RF chip at fixed IF frequency and input power.
(b) Reflection measurements for different varactor voltages and input frequencies showing
that the quality of the match decreases with values different from f0 and V0. (c) and (d)
PSD for the investigated adjustments of driving frequency f0 and varactor voltage V0.

all impedance matching maps shown so far. In Fig. 4.4 (b) the solid and dashed black
lines give the frequency and voltage sweeps of the reflection measurement, respectively.
It is observed that at the point of best match a minimal reflection of almost −100 dB is
achieved.

Solid blue, red and green lines shown in Fig. 4.4 (a) and (b) give the reflection curve
that are measured at detuned frequencies. The minimal reflection is not higher than
−68 dB.

The dashed lines in the two figures are the corresponding measurements for detuned
varactor voltages. In comparison to the detuned frequencies (which deviate maximally
by 1% with respect to the point of optimal impedance match) the voltages are chosen to
have a maximal deviation of 10% with respect to the point of best match. This strong
detuning leads to reflection curves which do not show a characteristic minimum any more.
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Figure 4.5: PSD of the impedance matched RF chip driven at different RF input power.

The detuning parameters are chosen randomly for illustrative purposes, as the map shown
in Fig. 4.4 (a) gives the reflection parameters for every combination of f and V in the
measurement range around the point of optimal impedance match.

PSDs for the impedance matched devices as well as PSDs for the the detuned devices
are shown in Fig. 4.4 (c) and (d). The color code in the plots corresponds to the color code
given in Fig. 4.4 (a) and (b). It can be noted that for a device which is not impedance
matched the PSD spectra deviate systematically from the PSD of the impedance matched
device. Albeit no high frequency noise is added to the spectra, in the low frequency regime
the PSD increases when the chip is operated beyond the point of optimal impedance
match. This effect is attributed mainly to an increased baseline signal and it will be
shown in Fig. 5.4 that a reasonable time domain signal amplitude, caused by translocating
particles through the sensing region, can be acquired even if the device is intentionally
detuned from the point of best match.

4.2.3 Influence of RF Power

For the measurements presented so far the input RF power was always set to 0 dBm.
In the following, the PSD for different RF input powers at the point of best match are
discussed. As it was shown already that the optimal noise characteristic is achieved when
the chip is operated at the point of best match, the reflection sweeps in frequency and
varactor voltages are not shown.

The results of the experiments are shown in Fig. 4.5. As can be seen for frequencies
above 50 kHz all PSD are flat, independent on the input power. For frequencies below
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50 kHz the PSD increases only when the input power is larger than −20 dBm. At RF
powers below that value the overall PSDs behave equally. Obviously, a critical RF power
has to be used to measure an effect on the PSD because at these low input powers the
RF chip does not show any response.

Beside the low frequency regime, a collective effect is observed for increasing input
powers. A small increase in low frequency noise becomes visible at an input power of
−10 dBm. For input powers in excess of −10 dBm not only the low frequency noise
increases but the overall spectrum shifts to higher noise values.

While the overall spectrum increases, and thus the RMS noise of the time domain
signal, it remains flat throughout the measurement regime. This noise can be attributed
to thermal effects. Input signals with amplitudes above 0 dBm lead to heating of the
device which causes an increase in noise which is frequency independent as observed in
Fig 4.5.

4.2.4 Liquid Sensing Capabilities

A first glance at the sensing capability of the RF chip was already given in Sec. 3.6.3
where the reflection response of a dry chip was compared to a device that is flooded
with electrolyte solution (see Fig. 3.18 (b) and (c)). Here, it is further investigated how
the salt concentration influences the impedance matching behavior of the RF chip by
measuring the reflection response at the presence of different electrolyte concentrations.
The electrolyte used in the experiments is KCl at concentrations between 0 and 1 M. Pure
deionized water without KCl is considered 0 M.

Fig. 4.6 summarizes the results. The experiments are conducted in the following way:
For every electrolyte solution with a specific concentration the response for four different
RF input powers from −20 dBm to 10 dBm is measured. After a measurement is acquired
with one specific KCl concentration the sensing region of the chip is carefully cleaned and
dried before it is filled with the next electrolyte sample. Before starting the experiments a
slight negative pressure of −20 mbar across the MP is applied. This pressure induces the
flow of electrolyte through the micropore thus wetting the sensing region. To dry the chip,
a strong positive pressure is applied (i.e. 300 mbar). The positive pressure is mandatory
to empty the MP from the electrolyte from the previous experiment thus preventing cross
contamination. To further prevent cross contamination the measurement was started with
DI water and consecutively the concentration was increased.

As can be seen in Fig. 4.6 (a) the optimal impedance matching point does change
systematically when the concentration of the electrolyte is increased. While the optimal
RF frequency f0 decreases, the optimal varactor voltage increases with increasing KCl
concentrations. The overall quality of the impedance match is not altered.
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Figure 4.6: (a) Impedance matching for different KCl concentrations measured with a
RF power of 0 dBm and a IF of 100 MHz. In (b) and (c) best frequency f0 and varactor
voltage V0 for the different electrolyte concentrations measured for different RF power.

The point of best match is plotted versus the KCl concentration of the electrolyte for
every tested RF power, and the corresponding results can be seen in Fig. 4.6 (b) and (c)
for the optimal frequency and voltage, respectively. Both, the input frequency and the
varactor voltage show a linear relationship to the electrolyte concentration. These results
give a first proof on the sensing capability of the device as the higher the concentration
of the electrolyte is, the bigger is the difference in device response.

The linear fit functions for the experiments at the different RF powers are given in
Fig. 4.6 (b) and (c), too. Obviously, the measured curves intersect at a concentration
of 0 M. This concentration is associated with pure water for which the optimal voltage
V0 and frequency f0 show very similar values regardless of the RF power. For increasing
RF powers the absolute values of the slopes increase. The difference between two salt
concentrations in terms of the point of optimal impedance matched is maximal for the
highest RF input power. This observation might lead to the assumption that the chip
should be operated at maximal RF input power possible, but as it was shown in Fig. 4.5
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this comes at the expense of an increased noise contribution.

4.3 Conclusion of the Section
The measurements presented show that there is a certain freedom in choosing the param-
eter with which the RF chip is operated. It was shown that the chosen IF does neither
influence the point of optimal impedance match nor does it influence the noise character-
istic drastically. For the time domain measurements which are discussed in the following
an IF = 100 MHz is chosen.

Furthermore, it was discussed that the chip, if it is detuned intentionally, does acquire
some low frequency PSD components. This contribution leads to a higher baseline signal
in terms of the reflected RF wave. It will be discussed in the following chapter how this
will be utilized to perform not only measurements of the reflected RF amplitude but to
measure the phase of the reflected wave, too.

Finally, the influence of the RF input power in terms of PSD was discussed and it was
shown that an increased RF power leads to an overall increase of the PSD spectrum. As
these spectra are flat in the frequency domain, the increase is associated with thermal
effects. This observation leads to the assumption that although the sensing capabilities
in terms of sensing different salt concentrations is maximal at maximal RF input powers,
a intermediate RF power should be chosen to prevent unnecessary noise contributions
due to thermal noise. Therefore, an input power of 0 dBm is used for all time domain
measurements, discussed in the following.



Chapter 5

Time Domain Cell Measurements

In this chapter, the time domain measurements, acquired with the setup shown in Fig. 4.1,
are discussed. It is the investigation of human Jurkat T cells which is the main prospect
of the chapter. T cells have been under investigation as they are used for the investigation
of cell signaling which is an important process in the immune system [132]. The cells are
cultured in suspension, they are spherical and easy to transfer from the cell medium into
the setup. For the experiments an RF chip with a MP with a diameter of 11 µm is used.
It enables the T cells, which have an average diameter of 13.5 µm [128], to translocate
through the pore. Small cells will translocate without mechanical interaction with the
pore. Bigger cells, due to their deformability, are able to squeeze through the pore. That
is by design as it is intended that for the experiments the distance between the signal line
and the ground line is minimal to maximize the signal amplitude as was discussed in the
RF simulations in Sec. 3.6.2.

5.1 Results of RF Measurements with Jurkat T Cell

In Fig 5.1 a representative measurement of T cells translocating through the MP is shown.
Similar to RPS measurements, the translocating cells lead to transient peaks on top of a
noisy base-signal for the amplitude of the reflected signal (see Fig. 5.1 (a)). In addition
to the amplitude, the phase of the reflected signal is modulated by the translocating cells,
too (see Fig. 5.1 (b)). For every transient amplitude peak, a simultaneous phase shift is
observed. The analysis of the time domain data is based on the amplitude of the reflected
wave, is similar to the analysis of the RPS data discussed in Ch. 2.3.2. The workflow is
illustrated in Fig. 5.1 and Fig. 5.2.
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Figure 5.1: (a) Example sweep of a reflected time domain amplitude signal obtained from
translocating Jurkat T cells in pipette solution. Individual peaks are originating from a
translocating cell. In the right plot a zoomed-in view into the data which is marked in
yellow is given. The solid red line gives the moving average which is determined to estimate
the baseline signal of the reflected amplitude. (b) Corresponding phase amplitude of the
reflected signal. Every peak amplitude is accompanied with a transient phase shift of the
data.

5.1.1 Identifying Translocation Amplitude

In the left plot of Fig. 5.1 (a) 16 s of a typical time domain representation of the amplitude
of the reflected signal is displayed. Every individual translocating cell leads to a transient
peak in the time trace. The data shown here is acquired from translocating Jurkat T cells
suspended in a so-called pipette solution. This solution is typically used as the electrolyte
in a micropipette for patch clamp experiments [133]. The recipe of the solution as well as
the protocol used for transferring the cells from the culture medium into the measurement
buffer is given in Ch. A. A cell concentration in the range of 106 cells/mL is used for the
experiments and in all following experiments, if not stated differently.

The data presented in the figure is acquired at a BW of 5 kHz and a sample rate of
419 kSa/s. As can be seen in the zoomed-in view into the time trace, which is given in
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the right plot of Fig. 5.1 (a), the peaks, associated with the translocating particles, have
a translocation time in the sub-millisecond to millisecond range. As that is the typical
translocation time in all cell experiments discussed here, the 5 kHz BW is sufficient for
the measurement. An increase in BW, albeit potentially possible, would only lead to an
increased noise floor without delivering any additional information about the dynamic of
the process.

Similarly to the RPS method the baseline signal in the RF measurements shows slow
variations along the time. A moving average with a window containing 30 kSa is used
to give an estimation of the time dependent baseline signal. The moving average is
displayed as a solid red curve in Fig. 5.1 (a). Compared to the RPS experiments, which
were discussed in the previous chapter, the moving average window contains more sample
points because of the drastically increased sample rate of the RF experiment. As can be
seen in the figure, this method gives a good approximation of the baseline even at the
presence of a transient peak.

The mean baseline amplitude of the measurement is centered around 0.5 mV, which
is not the point of optimal impedance match. In fact, the chip is intentionally detuned
to enable the measurement of the phase of the reflected signal as was discussed before.
The corresponding phase signals are shown in Fig. 5.1 (b). Every transient peak in the
reflected amplitude is accompanied by a phase shift of the signal. If no cell is translocating
the pore, the phase is centered around zero. A translocating cell temporarily changes the
phase of the signal which is observed as a positive rise of the phase signal accompanied
by a negative drop before going back to zero phase once the cell has exited the sensing
region (see zoomed-in view, shown in the right plot of Fig. 5.1 (b)). Amplitude and phase
are originating from the input signal according to Eq. 3.38 and Eq. 3.39 with the same
time base. Accordingly, the two quantities are naturally time synchronized.

If the moving average is subtracted from the raw reflected amplitude signal, a flat
signal, centered around zero is obtained enabling the use of simple peak finding algorithms
similarly to the discussion in Sec. 2.3.2 to obtain individual translocation events from the
raw data. The corresponding curve is shown in Fig. 5.2 (a). Having a flat baseline signal
allows for a threshold strategy for peak identification. As a first step, the moving standard
deviation σstd

mov within a window of 30 kSa is derived. The 1 × σstd
mov and 2 × σstd

mov regions
are displayed in the figure as the green and yellow solid lines. The shape of these regions
is dependent on the structure of the signal itself. If the event rate or the peak amplitude
is high, the local standard deviation of the baseline signal is strongly overestimated. This
effect can be exemplarily observed in Fig. 5.2 (a) at about t = 10 s. To obtain a constant
threshold for the dataset, the 3 × σstd

mov region is averaged for the 16 s time sweep. The
result is shown as a solid red line in Fig. 5.2 (a).
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Figure 5.2: (a) Determining a moving standard deviation. The green and yellow lines
indicate the 1× σstd

mov and 2× σstd
mov standard deviation regions. To obtain a flat threshold

for the peak finding algorithm the 3 × σstd
mov standard deviation is averaged over the 16 s

window (solid red line). Reflected amplitudes exceeding the threshold are identified as a
translocation events (orange triangles). (b) Phase amplitudes obtained by another thresh-
olding procedure which uses the position of the peak found in the reflected amplitude as
a reference. (c) Zoomed-in view into a single translocation event, showing how the two
events are correlated to one another.

As a last step, a peak finding algorithm is applied which detects deviations from the
baseline signal when the reflected amplitude exceeds the averaged 3× σstd

mov threshold. As
the data is acquired at a comparable high sampling rate (i.e. 419 kHz) the peaks can be
noisy in themselves. To prevent the algorithm to detect one event multiple times a second
criterium is applied. Not only the global threshold has to been exceeded but the peak has
to have a certain peak prominence. This criterion prevents the algorithm to detect noise
excess as individual peaks over a translocation event. The peaks identified following this
protocol are marked with orange triangles in Fig. 5.2 (a).
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Figure 5.3: Event width determined by a threshold algorithm. Dashed green line indicates
the threshold value and the red part of the event is identified as the translocation event
while the blue line is the baseline signal.

5.1.2 Identifying Translocation Phase

In Fig. 5.2 (b) the corresponding phase measurement is shown and in Fig. 5.2 (c) a zoomed-
in view into one translocation event is given. It can be seen in the zoomed-in view that the
two measurement quantities are synchronized in a specific manner. When the reflected
amplitude reaches its maximal value, the phase signal reveals a maximum phase shift in
positive direction. After that, the phase makes an additional and characteristic decrease
before it becomes zero again. This behavior is observed for all translocation events. The
phase amplitude is defined as the difference between the most positive value and the
most negative value (see Fig. 5.2 (c)). To find these values a peak finding algorithm is
used again. The position of the first peak (marked as an orange triangle in Fig. 5.2 (b))
coincides with the position of the peak in the reflected amplitude. Therefore, the search
window given to the algorithm is restricted to a small region around this peak position.
The negative peak in phase is determined by the algorithm by looking for the next negative
peak marked as blue circles in Fig. 5.2 (b).

5.1.3 Identifying Translocation Width

Additionally, to the reflected amplitude and the phase the event duration is of interest for
the analysis. This parameter is derived from the individual events by applying a similar
threshold method. This procedure was already discussed in Sec. 2.3.2 and shall not be
discussed here again since the analysis was transferred to this problem without major
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Figure 5.4: Mean peak amplitude of Jurkat T cells versus the baseline amplitude which
is adjusted by changing the varactor voltage to higher values with respect to the point of
best match. The fit function, which serves as a guide for the eye, is shown as a dashed
black line and the solid red line indicates the baseline amplitude that is used for the cell
measurements.

modification. The result for one exemplary event is shown in Fig. 5.3.
Having the peaks identified allows for isolating the peaks into a separate file, which

is used for further analysis. This is done by storing the time domain data around the
detected amplitude and phase shifts within a certain window. Furthermore, for every
event the reflected amplitude, the phase amplitude, the width and the global CPU time
at which the event is measured is stored, which allows to characterize the measurements
quantities with respect to one another as well as to observe whether or not there is a time-
dependent evolution of the measurement parameters over the course of the experiments.

5.2 Points of Operation

At the point of optimal impedance match the reflected amplitude of the RF wave would
be zero, as the input RF wave is absorbed by the device completely. As was shown in
Fig. 5.1 (a), here, the RF chip is not operated at the point of optimal impedance match
because it was observed that at this point of operation the baseline amplitude of the
reflected signal is too low for the lock-in amplifier to phase lock the reference wave to the
input signal. Therefore, the reflected signal is measured at a finite reflection baseline by
intentionally detuning the RF chip.

Experimentally, the easiest way to detune the RF chip is to change the varactor voltage



5.2 Points of Operation 107

because in this case only one parameter has to be changed. If the RF input frequency
would have been changed, the RF frequency and the LO frequency would have needed to
be changed simultaneously to maintain the desired IF.

In Fig. 5.4 the mean amplitude of signals obtained from Jurkat T cells suspended
in Ca2+-measurement buffer (see Ch. A) is plotted versus the mean baseline signal. The
baseline amplitude is adjusted by changing the voltage across the varactor to higher values
with respect to the voltage value at the point of best match. At the so adjusted baseline
amplitude, translocation events are measured and the mean amplitude is calculated from
the set of individual amplitudes. The vertical error bars in Fig. 5.4 reflect on the variation
of the individual amplitudes. Horizontal error bars, reflecting on the deviation of the
baseline amplitude over time are given, too. These error bars are not visible in the figure
indicating that the baseline amplitude is stable during the measurements.

For the sake of orientation, a rational function is plotted to the data and the fit
function is shown as a dashed black line in Fig. 5.4. The function does not represent a
physical model explaining the shape of the curve. Instead it helps to visualize the overall
trend of the data.

As shown in Fig. 5.4 the amplitude of the signal caused by the translocating cells
depends strongly on the degree of impedance matching. The highest amplitudes are
obtained at baseline currents around 0.34 mV. For lower baseline amplitudes, i.e. a
better impedance matching, the mean amplitude indeed decreases. With the data set
shown it is hard to conclusively judge whether the point of optimal impedance matching
is the best point of operation. Although this is still expected, reaching this point and
maintaining there along minutes or even hours is experimentally challenging. It was shown
that the point of optimal impedance matching is very narrow and even slight mechanical
perturbations change the chip impedance. For example applying the negative pressure is
perturbing the setup enough to observe a change in reflected amplitude. As a matter of
fact, it is concluded that for the sake of stability of the measurements a detuned RF chip
is indeed favorable.

To get a stable phase measurement at a reasonable signal amplitude it was decided to
measure signals at a baseline amplitude of 0.5 mV. This value is a compromise between the
two aspects: Firstly, it allows for a continuous measurement without interruptions caused
by the phase locked loop. If the amplitude is decreased below approximately 0.3-0.4 mV
the PLL tends to interrupt temporarily because it is not able to maintain a stable locked
loop. Secondly, the amplitude and phase measurement show reflected amplitudes with a
decent height above the baseline signal.
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5.3 Jurkat T Cell Measurements

In this section experiments are discussed illustrating the potential applications of the
method regarding cell characterization. First, it is discussed how electrolytes containing
mainly NaCl (140 mM) or KCl (140 mM) change the overall reflected amplitude of translo-
cating polystyrene beads and T cells. It is further shown that the RF chip is capable to
distinguish biological cells from polystyrene beads. Finally, it is investigated on how an
unphysiological buffer, containing mainly KCl (140 mM and 280 mM) leads to different
RF signals that will be attributed to morphological cell changes and to an increased cell
membrane conductivity.

A lot of different electrolytes are used for the different experiments. The main differ-
ence between them is their concentration of NaCl and KCl. For a better orientation an
summery of the electrolytes used is given in Tab. 5.1. The recipes for the electrolytes are
given in the appendix.

5.3.1 Comparison Between Jurkat T Cells and 6 µm Polystyrene
Beads

For experiments discussed here T cells and polystyrene beads are each suspended in two
electrolyte solutions so that four experiments are conducted. In the first set of experiments
the beads and the cells are transferred into Ca2+ buffer which is used as a standard
electrolyte solution for different physiological experiments [134]. It is an isotonic buffer
thus the suspended cells are stable for hours. Additionally, the cells and the beads are
transferred into the pipette solution which is used as the electrolyte within a micropipette
in patch clamp experiments [135, 136]. The main difference between these electrolytes is
the concentration of NaCl and KCl. While the Ca2+ buffer contains mainly NaCl with
a concentration of 140 mM, the pipette solution contains mainly KCl with a 140 mM
concentration. The recipes for these electrolytes can be found in Appendix A.2. The
concentration of the beads and the cells is in the range of 106 /mL.

For all experiments, exemplary sections of 16 s worth of time domain data are shown

Table 5.1: Summary of electrolytes used for the experiments as well as the concentration
of their main component.

Extracellular Solution Main Component Concentration (mM) Recipe
Ca2+-buffer NaCl 140 mM A.1
Pipette Solution KCl 140 mM A.2
High KCl Pipette Solution KCl 280 mM A.2
Bath Solution NaCl 140 mM A.3
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Figure 5.5: Time domain traces for translocating polystyrene beads (6 µm diameter) and
Jurkat T cells in Ca2+ buffer and pipette solution. Translocation events of beads in Ca2+

buffer (a) and T cells in Ca2+ buffer (b). Corresponding experiments with beads (c)
and T cells (d) in pipette solution. The events that are marked in yellow in (a)-(d) are
zoomed-in in (e)
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in Fig. 5.5 (a)-(d), which allow for a direct comparison between the bead and the cell
measurements suspended in the two electrolytes. The input RF frequency for all exper-
iments is 792.4 MHz after impedance matching with the Ca2+-buffer in the device. The
measurements were performed at a baseline amplitude of the reflected signal of 0.5 mV as
discussed before.

Fig. 5.5 (a) and (b) show amplitude and phase events from the polystyrene beads
and the Jurkat T-cells suspended in Ca2+-buffer. Obviously, the beads do not show a
measurable amplitude modulation above the noise floor although some phase shifts are
visible. These phase modulations confirm that beads indeed translocated through the MP.
In contrast to the beads, with the same measurement parameters, T cells produce a clear
measurable amplitude modulation. Simultaneously, every amplitude shift corresponds
to a phase shift caused by the translocating cells. It shall be further pointed out that
particle translocation during the measurement is additionally monitored with an upright
microscope. This optical control is constantly available through all experiments but it is
crucial in the present situation where no or very little RF response is observed.

Zoomed-in views into individual events are shown in Fig. 5.5 (e). For the bead mea-
surement the amplitude modulation is hardly noticeable even in the zoomed-in view while
the phase modulation shows the characteristic event structure. For the corresponding cell
measurements the behavior is much more pronounced. A cell induces a temporal ampli-
tude modulation thus decreasing the reflected signal which manifests itself as a temporal
decrease in the measured amplitude. Simultaneously, the phase is increased temporarily.
When the cell exits the sensing region the phase shifts downwards one time until reaching
the baseline. The behavior is similar for all translocation events observed.

The overall behavior of this experiment can most probably be explained with the
geometrical size of the test particles. While the beads have a very narrow size distribution
around their nominal diameter of 6 µm (i.e. ±2%) the T cells have diameter around
13.5 µm with a bigger size distribution depending on their physiological state. The MP
has a oval diameter of 11 µm thus most of the T cells have to squeeze through the pore
while being simultaneously deformed. In contrast to that, the beads can easily translocate
the MP as they are about a factor of two smaller than the pore. It was numerically shown
in Ch. 3.6.2 that the expected impedance variation due to the translocating particle is
a function of the particle diameter. As a matter of fact, it is well expected that the
comparably small beads will show a smaller signal compared to the cells that are even
bigger than the MP.

In Fig. 5.5 (c) and (d) the experiments are shown where the beads and the cells are
suspended in pipette solution and thus the main ingredient in the electrolyte is KCl. Even
though, the amplitude modulation caused by the polystyrene beads is small, it is now well
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above the noise floor compared to the results shown in Fig. 5.5 (a). For every peak in
the amplitude caused by a translocating polystyrene bead a corresponding phase shift is
observed (see Fig. 5.5 (e)). This effect is indicating that the signals obtained in a buffer,
containing mainly KCl, are bigger than in a buffer that contains mostly NaCl.

The difference between the two buffers becomes even more apparent with translocating
T cells. These results are shown in Fig. 5.5 (d). Compared to the amplitudes and phases
obtained in the Ca2+-buffer the reflected amplitudes in the pipette solution are obviously
bigger.

The results of the experiments are summarized in Fig. 5.6. Here, the signal ampli-
tudes, widths and phases are shown as scatterplots in relation to each other. Normalized
histograms give the relative frequency of occurrence of the measured values. Data points
from the experiments of the polystyrene beads within the Ca2+-buffer are not given as
there are no amplitude signals visible over the noise floor.

The scatter plot in Fig. 5.6 (a) shows the measured phase shift compared to the re-
flected amplitude. These two variables show the highest degree of discrimination between
the three experiments. The beads suspended in pipette solution, shown in blue, accumu-
late at low amplitudes and low phase shifts. A positive correlation between phase and
amplitude is observed for the beads. T cells suspended in Ca2+ buffer (magenta), albeit
having an average amplitude similar to the beads show higher average phase shifts and
T cells suspended in pipette solution, shown in red, produce amplitudes around 8-10 µV
and thus a significantly higher amplitude than the cells in the other buffer and the beads
in the same buffer. For both cell experiments a positive correlation between the two
parameters is observed, too.

An interesting feature can be observed for the T cells suspended in pipette solution.
In the scatter plot two correlations are visible. Different cells, albeit showing comparable
amplitudes, tend to favor either high or low phases which accumulate in two clouds
having a high and a low correlation. In the scatterplot (Fig. 5.6 (a)) these clouds are
not extremely obvious because the scattering of the phases around these correlations is
rather big. Therefore, the measurement is repeated in the next section and the effect is
discussed in detail. Furthermore, in the final discussion (see Sec. 5.4) an explanation will
be given why the two correlations are not visible very well here.

The normalized histogram in Fig. 5.6 (a) gives the measured amplitudes for the exper-
iments. A fair comparison can only be made between the beads and the cells suspended
in the same buffer. The cells showing not only higher amplitudes than the beads, the
corresponding distribution is much broader. This effect can be attributed to the size
and biological heterogeneity of the cells. While the cells are bigger on average their size
strongly depends on their state in the cell cycle and their overall biological fitness. The
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Figure 5.6: Scatter plots and normalized histograms of reflected amplitude, phase shift
and event width of 6 µm polystyrene beads and T cells. (a) Amplitude of reflected sig-
nal versus phase shift of polystyrene beads (blue) and T cells suspended in Ca2+ buffer
(magenta) and T cells suspended in pipette solution (red). In (b) and (c) corresponding
measurement parameters and histograms are shown for phase shift versus event width and
event width versus reflected amplitude, respectively. As the measurements are done in
different electrolyte solutions the point of optimal impedance is slightly altered when the
liquid is interchanged. Open light red and light magenta circles represent events when the
device is impedance matched to the Ca2+ buffer and red, blue and magenta solid circles
represent measurements taken with a device which is impedance matched to the pipette
solution.
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histogram in Fig. 5.6 (b) shows the measured phase shifts. It can be seen that the cells
in the Ca2+-buffer show the highest phase shift while the beads show the lowest.

The scatter plot in Fig. 5.6 (b) illustrates the correlation between the event width
and the induced phase shift. While the observed phase shift for the three experiments is
very different the event width is rather similar. As shown in the histogram of the event
width (see Fig. 5.6 (c)), the beads tend to move through the MP slightly faster which can
be seen by a higher probability for event widths smaller than 1 ms for the beads. The
cells have similar distributions in width. Although their electronic response (in terms of
amplitude and phase) is very different, their translocation time through the sensing region
is similar.

In Fig. 5.6 (c) the amplitude versus the width of the three experiments is shown.
Obviously, for the cells in pipette solution there is a minimal translocation time which
depends linearly on the amplitude of the reflected signal as long as the amplitude is smaller
than ≈ 9 µV. This minimal width is marked with a dashed black line in the figure. The
bigger the amplitude gets the longer the cells translocates through the sensing region. As
the amplitude of the reflected signal is, inter alia, a function of the size of the particle, a
bigger cell will tend to have more physical interaction with the pore and the pore walls
and thus it will be longer in the sensing region. The linearity disappears for amplitudes
higher than ≈ 9 µV as cells that exceed a certain size will lead to interactions with the
pore that do no longer exhibit a linear behavior with respect to the translocation time.

5.3.2 T Cell Signals: Dependence on KCl Concentration

Previously, it was shown how different electrolyte buffer are influencing the signals ob-
tained in the RF-reflection experiments. It was shown that buffer containing mainly KCl
lead to a higher amplitudes. Furthermore, a first hint was observed that the phase is
modulated uniquely under this conditions. These effects are further investigated here
to study whether an even more increased concentration is influencing the signals from
translocating T cells.

Buffer with two different concentrations (i.e. pipette solution with 140 mM and 280 mM
KCl according to the recipe given in Ch. A.2) are used for the experiments. The results are
shown in Fig. 5.7 (a)-(c). The figure is similarly orchestrated as Fig. 5.6. Blue dots and
lines indicate the amplitude, phase and width for events measured in a pipette solution
containing 140 mM KCl while green dots and lines indicate the same events in a pipette
solution containing 280 mM KCl. The two measurements are conducted with the same
RF chip as used for the experiments discussed previously.

In the scatter plot shown in Fig. 5.7 (a) the correlation between the phase shift and
the amplitude is shown. A strong positive correlation between the amplitude and the
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Figure 5.7: Scatter plots and normalize histograms of reflected amplitude, phase shift and
event width of T cells in 140 mM (blue) and 280 mM (green) containing pipette solution.
(a) Scatter plot of reflected amplitude versus phase shift for T cells in pipette solution
of different concentrations. Histogram of reflected amplitude. (b) Phase shift versus
event with and histogram of the phase shift. (c) Event width versus reflected amplitude
and histogram of the event widths. As the two measurements are conducted in different
electrolytes the devices are impedance matched to the corresponding electrolytes.
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phase is still observed. Roughly speaking, the events from T cells that give higher ampli-
tudes lead to higher phase shifts. This time, for the cells in the 140 mM KCl buffer there
are two correlations visible, in the following referred to as the high and low correlation.
Compared to the measurement shown in Fig. 5.6 (a) this effect is much more pronounced
here. In Fig. 5.7 (a) the two correlations are obscured by the data obtained with the high
concentration KCl buffer. Therefore, the same plot is shown for both concentrations, in
Fig. B.1 for the 140 mM KCl buffer and in Fig. B.2 for the 280 mM KCl buffer, indepen-
dently in the appendix. Interestingly, the cells in the high KCl buffer (green dots) do not
show this twofold correlation during the measurement. The reason for this behavior is
increased environmental stress of the cells because the KCl buffer is not physiological and
changes the cell properties over time as will be discussed in the next section.

If the cells are transferred into the buffer with the increased KCl concentration, the
effect disappears or at least it is highly quenched. The phase is decrease while the am-
plitude is increased in the high salt buffer, which can also be seen in the histograms in
Fig. 5.7 (a) and (b), showing the amplitude and the phase, respectively. It shall be pointed
out that the histograms, albeit showing the correct trend, are a misrepresentation of the
actual effect. As the two variables are highly correlated, the phase seems to change only
slightly, if a judgement is made from the corresponding histogram. As a matter of fact,
the correlation of the cells in the high salt buffer tends to accumulate in the region where
the low phase events occur for the 140 mM KCl buffer. This effect is only visible in the
correlation of the two variables.

The scatter plot in Fig. 5.7 (b) shows the correlation between the width and the phase
of the translocation events. In general the histograms, shown in Fig. 5.7 (c), indicates a
similar distribution in event width between the electrolytes with a slight excess for higher
widths in the high salt regime, which already indicates that the overall dynamic of the
cells in the sensing region is altered. Cells in the high concentration KCl buffer tend to
have longer translocation times indicating that their morphology changes.

In Fig. 5.7 (b) the correlation between the width and the amplitude is given. Similarly
to the observations made in the previous section there is a minimal translocation time
which strongly depends on the event amplitude. This minimal translocation time is
equal for the two experiments. Obviously, for small amplitudes the cells tend to have
similar physical interaction with the pore walls and as a matter of fact a similar minimal
translocation time.

After the experiments in pipette solution with 140 mM and 280 mM KCl solution were
conducted a test was done with T cells which were transferred into a physiological bath
solution, typically used for patch clamping experiments. This physiological buffer contains
mainly NaCl in a 140 mM concentration. The correlation between phase and amplitude
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Figure 5.8: Scatterplot between the amplitude and the phase of a reflection measurement
with Jurkat T cells in (blue) 140 mM KCl containing pipette solution and (red) 140 mM
NaCl containing bath solution. The data shown in blue is equal to the data shown in
Fig. 5.7 (a).

in comparison to the discussed data is shown in Fig. 5.8.
Red dots in Fig. 5.8 illustrate the phase and amplitude of the events in the bath

solution. In accordance to the results discussed so far the mean amplitude of those events
is smaller than the corresponding amplitudes in the pipette solution. This effect is not
as pronounced because for these experiments the chip was impedance matched to the
bath solution. After impedance matching the baseline signal was adjusted to 0.5 mV as
discussed. It shall be mentioned that the statistic and the overall measurement times are
similar. Nevertheless, the cells in the physiological buffer accumulate around the high
phase correlation obtained from the KCl buffer.

This behavior strengthens the suggestion that the observable overall phases shift is
indeed caused by a change of the biological properties of the cell itself. For the bath
solution, as it is a physiological buffer, no drastic cell changes are expected over the
course of the experiment, which is in vast contrast to the pipette solution where a lot of
changes in cell properties are induced, some of which are discussed in the following. The
induced cell changes are most like causing the phase changes that are measured.
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Figure 5.9: (left) Time dependent amplitude heights (blue) and phase shifts (red) of the
T cell events, which are suspended in the 140 mM KCl buffer. The data points are plotted
versus the time of their occurrence during the experiment which has an overall length of
about 70 min. (right) Same plot for the bead signals that were conducted in the same
buffer. The events presented here have been shown already Fig. 5.6. The colored blue
and red bands are a guide for the eye.

5.4 Discussion of the Results

In the following, the results from the previous section shall be discussed in detail. Further
analysis of the data is presented here as well as additional complementary experiments.
The analysis and the experiments will pave the way to a better understanding of the
findings.

5.4.1 Time Dependent Evolution of the Amplitude and Phase

Fig. 5.9 shows the amplitude and phase shifts for all individual events which were already
discussed in Fig. 5.6. Here the measurement values are plotted versus their occurrence
during the experiment which was executed over the course of over an hour. The plot is
containing the data acquired with the cells which were suspended in 140 mM KCl buffer.
Two major gaps at ≈ 15 min and at ≈ 37 min are visible in the figure. These gaps are
caused by the fact that during the experiment the chip was dismounted from the setup,
cleaned with DI water in an ultrasonic bath and installed back into the setup again. This
procedure is necessary if particles stop translocating the pore due to clogging and if the
pore cannot be freed from particles or debris which got stuck in the pore with the help
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of an applied positive or negative pressure. In general the chip does show reproducible
behavior after cleaning and reintegrating it into the measurement setup. Additionally to
these two long gaps which are marked with dashed black lines, in between the constant
measurement periods there are time spans where no events are measured. These gaps are
caused by temporal clogging of the pore. A temporal clogging can often be eliminated by
applying a short but strong negative or positive pressure, so that the particles are pushed
or pulled out of the pore so that the time measurement can be continued.

Interestingly, there is a decrease in phase visible during the first 15 min of the cell
measurement. Simultaneously, the amplitude of the signal is unchanged and stable during
the whole measurement period. At t ≈ 40 min there is a slight increase in the phase again
while the amplitude is still unchanged. Note, this phase value remains now constant
over time. It shall be pointed out that the cell sample is renewed after each cleaning
step. During the experiment, 5-10 mL of cell suspension are stored in a tube. For every
experiment the cells are carefully mixed and 20 µL of the suspension is pipetted into the
sensing region before the time domain measurements are continued. The first decrease in
phase can be attributed to morphological changes of the cell caused by the biological stress
induced when the cells are transferred into the KCl, as will be shown in the following.
The second increase is probably caused by a disruption of the setup and thus a changed
phase response. This assumption is made as one phase decrease is observed for all cell
measurements for which the cells are suspended in KCl solution while a second increase
is never observed except for the present case.

It shall be pointed out that the phase change observed at t ≈ 40 min is causing the fact
that the two fold phase correlation, albeit being clearly visible in Fig. 5.7 (a) is blurred
out in the measurement shown in Fig. 5.6 (a) although the measurement parameters are
the same.

In Fig. 5.9 (right plot) the measurement of the beads, suspended in 140 mM KCl
is shown in the same manner. As it was already shown previously, the amplitude and
the phase are in general smaller than for the cell measurements. The measurement is
interrupted for about 40 min as is indicated in the plot. This interruption is present
because in the mean time measurements were done with the chip for the beads suspended
in the NaCl buffer, which was discussed in Fig. 5.5 (a). Although, there is this rather huge
time gap in the measurement the phase and amplitude of the beads are nicely reproduced
even after 40 min and an intermediate experiment. Before the experiment at t ≈ 50 min
was started again, the chip had been cleaned and loaded with the bead sample which had
been stored as discussed previously. Although the chip was cleaned twice in the meantime
and was even loaded with an other electrolyte it shows excellent reproducibility in terms
of measured amplitude and phase shift for the bead sample.
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Figure 5.10: Time dependent amplitude heights (blue) and phase shifts (red) of the events
shown in Fig. 5.7 for (a) T cells which are suspended in 140 mM KCl buffer and (b) cells
which are suspended in 280 mM KCl buffer. The data points are plotted versus the time
of their occurrence during the experiment which has an overall length of about 25 min
and 30 min, respectively. The colored blue and red bands are a guide for the eye.
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Figure 5.11: Time dependent amplitude heights (blue) and phase shifts (red) of the
events shown in Fig. 5.8 for T cells which are suspended in physiological bath solution
containing mostly 140 mM NaCl buffer. The data points are plotted versus the time of
their occurrence during the experiment, which has an overall length of about 25 min. The
colored blue and red bands are a guide for the eye.

The same analysis was done with the data presented in Fig. 5.7 where the influence of
the KCl concentration on the signals was investigated. In Fig. 5.10 the time dependent
evolution of the amplitude and phase shift of the individual events is shown, accordingly.

Fig. 5.10 (a) shows the data over the course of the experiment which took about
25 min. Before the chip was dismounted and cleaned the first time the amplitude and the
phase of the signal are stable. At t ≈ 12 min when the experiment was started again a
clear shift to lower phases is observed while the amplitude is kept constant. The situation
does not change for the third run which starts at t ≈ 23 min.

An interesting observation can be made for the time evolution of the measurement
quantities for the experiment which was conducted in the 280 mM KCl buffer. This plot
is shown in Fig. 5.10 (b) and the phase measurement shows a clear decrease during the
experiment in the first 5 min. After that, the experiment is interrupted two times for
cleaning the chip but the phase signal and the amplitude measured for the remaining
25 min of the experiment are unchanged.

The control measurement was shown in Fig. 5.8. Here the signals from cells suspended
in a physiological buffer containing mainly NaCl was compared to the buffer containing
the same concentration of KCl. The corresponding time domain representation is given
in Fig. 5.11. It is apparent that in contrast to the cells, which are suspended in the KCl
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containing buffer, the phase does not change in the course of the 25 min of this experiment.
As well the amplitude and the phase remain constant.

It shall be pointed out that for the experimental data given in Fig. 5.9, Fig. 5.10
and Fig. 5.11 the point t = 0 sec is not well defined. Before the measurement can be
started, the cells, which are incubated in RPMS medium in an incubator have to be
transferred into the corresponding measurement buffer as discussed in detail in Ch. A. A
defined volume of cell suspension is taken from the culture medium and this sample is
centrifuged for 5 min to separate the cells from the medium. After that the medium is
removed and the cells are resuspended into one of the measurement buffer for washing.
It is important to centrifuge the cells a second time to get rid of remaining medium. The
second centrifugation step takes again 5 min. Finally, the solution is exchanged again with
the measurement buffer and cells are resuspended by resuspending the cell pellet, which
is formed during the centrifugation step, with a pipette. The cell sample is then brought
to the lab where the RF measurement takes place and the RF chip is impedance matched
before the time domain measurement is started. This means that, before the measurement
in the RF setup is started, the cells have been in contact with the measurement medium
for at least 15 min.

Nevertheless, the observation can be made that cells in physiological buffer as well
as beads in KCl buffer do show stable measurements in amplitude and phase for up to
1 h overall measurement time. In contrast to that, cells suspended in buffers containing
140 mM and 280 mM KCl show a characteristic decrease in the phase shift after some
minutes while maintaining their amplitude values.

Furthermore, it is observed that the overall amplitudes in the KCl containing buffers
are increased and additionally a higher KCl concentration can even further increases the
amplitude. For the T cell measurements, this effect can be attributed to an increased con-
ductivity of the cell membrane in the presence of high KCl concentrations as is discussed
in the following.

5.4.2 Patch Clamp Experiments

To study this effect, a patch clamp experiment was conduced with T cells in bath solution,
which is the typically electrolyte used for patch clamp experiments, and T cells in pipette
solution with a 140 mM and 280 mM KCl concentration, respectively. A schematic of the
measurement setup is shown in Fig. 5.12 (a).1

The measurement is performed in the following way: Cells that are investigated are
first immobilized on a 35 mm Petri dish which is coated with the cell adhesive amino acid
poly-L-lysine (PLL). The PLL is incubated in the dish for 10 min at room temperature

1Jann Haberts has conducted the patch clamp experiments.
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Figure 5.12: (a) Schematic of the patch clamp setup comprising of a moveable patch
pipette containing a Ag/AgCl electrode immersed in pipette solution. The pipette can be
brought in contact to an immobilized T cell and the membrane patch in the pipette orifice
is ruptured, thus opening the inside of the cell and enabling to measure the current through
the cell membrane when a voltage is applied (voltage-clamp) or measure the membrane
potential when a current is applied (current-clamp). (b) Voltage-clamp measurement of
three T cells suspended in different extracellular media. For each measurement the voltage
is ramped from −65 mV to 20 mV and the individual measurements give an average over
five consecutive voltage-clamp measurements at one cell.

and then rinsed three times with DI water. Before the measurement starts, the cells which
are suspended in their growth medium (see Ch. A) are transferred into the Petri dish and
are incubated for 20 min so that they can sediment and adhere to the surface of the dish.
Depending on the experimental environment which shall be tested, the growth solution is
removed by washing the cells three times with bath solution and after the final washing
step 1 mL of the desired extracellular buffer is pipetted onto the cells.

Micropipettes2 are prepared in advanced using a pipette puller3 producing pipette tips
with opening tip diameters of about 1 µm and tip resistances between 3 MΩ and 5 MΩ. For
the experiment a pipette is filled with pipette solution (i.e. the regular pipette solution
containing KCl in a 140 mM concentration) and the solution is brought in contact with
a Ag/AgCl electrode which is connected to the head stage of the identical amplifier that
was also used for the RPS experiments. Another Ag/AgCl electrode is immersed into the
extracellular solution. The pipette is mounted to a micro manipulator so that it can be
brought into contact to a cell by optical control through an upright microscope. Before
the pipette is lowered into extracellular solution a slight pressure is applied to the pipette
which leads to pipette solution being released constantly into the extracellular solution

2GB150T-8P, Scienca Products
3P-2000, Sutter Instruments
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and consequently the pipette solution is not intermixed with the extracellular solution.
When the pipette is brought into the vicinity of a cell, a mild suction at the micropipette
is applied, thus the cell membrane is brought into final contact with the pipette in such a
way that a high ohmic seal is created between the cell membrane and the micropipette.
This seal is called GΩ-seal and having a seal of at least 1 GΩ is vital for the experiment
because the currents that are measured via the cell membrane are in the order of pA. If
there would be a big contribution to the current originating from leakage currents due to
a low seal, these leakage currents would exceed the signals potentially by many orders of
magnitude. The membrane patch, which is attached to the micropipette is ruptured with
an additional brief suction so that the inside of the cell is directly connected to the inside
of the pipette. In this, so called whole-cell configuration, the current across the entire
membrane of the cell is measured when a voltage is applied across the two electrodes
(voltage-clamp), or the potential across the membrane can be measured if a current is
applied across the electrodes (current-clamp).

In Fig. 5.12 (b) the results from voltage-clamp experiments with three different cells
in three different buffer solutions are shown. The applied voltage ramp is shown as a gray
dashed line in the figure and it is a linear ramp between −60 mV and 20 mV. The solid
black, blue and red lines represent the current that is measured across the cell membrane
in different buffers.

In black, the response from a cell which is suspended in regular bath solution is
shown. The curve shows the characteristic behavior of voltage gated ion channels. For
low voltages the current increases only slowly. At a certain threshold value of about 20 mV
the current increase, with respect to the voltage increase, becomes strong. This effect is
caused by voltage gated ion-channels allowing for ions to flow through the membrane. The
higher the membrane potential becomes, the more channels open, resulting in a higher
measured current. For low voltages, only small currents can flow because in general the
cell membrane is a highly nonconducting entity.

The situation changes when the bath solution is exchanged with pipette solution con-
taining 140 mM KCl. This situation is illustrated in Fig. 5.12 (b) as a blue line. In
contrast to the bath solution a current of approximately −50 pA is measured for a mem-
brane potential of −60 mV already indicating that in this environment the membrane
has an increased conductivity compared to the physiological environment discussed pre-
viously. The current increases with increasing voltage indicating that more current can
flow through the membrane in comparison to the cells suspended in bath solution. At
voltages around −30 mV the ion channels are open again, as indicated by an increase in
the absolute current. Finally, when the potential starts to become positive the overall
current decreases. This behavior was always observed when a GΩ seal is achieved for this
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Figure 5.13: Current-clamp measurements of T cells submerged in bath solution (140 mM
NaCl) (a) and 140 mM KCl solution (b). The black lines indicate the applied current
pulse while in blue the measured membrane potential is shown.

experimental environment.
Finally, cells suspended in 280 mM KCl pipette solution are tested and the result is

shown as a red line in Fig. 5.12 (b). At −60 mV, the current across the membrane is
further decreased to about 100 pA and the current increase due to opening ion channels
is quenched. This is indicating that the overall biological fitness of the cells is decreased,
which does not come as a surprise, when the biological stress due to unphysiological
environments is even more increased. But the current that can flow through the membrane
is even more increased indicating that the conductivity of the membrane is even higher
in this experimental environment.

In Fig. 5.13 (a) and (b) the results from current-clamp experiments with cells in bath
solution and in 140 mM KCl pipette solution are shown. For both experiments a current
step of −10 pA was applied across the electrodes. The bath solution in Fig. 5.12 (a)
represents the situation which is expected for a healthy T cell. If no current is applied, a
resting membrane potential between −50 mV and −60 mV is expected. When the current
pulse is applied, the membrane is further depolarized. As the membrane is conductive to
a certain extend and physically it is forming a capacitor the induced change in membrane
potential only changes slowly according to the time constant τ = RmemCmem where Rmem

is the resistance and Cmem is the capacity of the membrane as illustrated in Fig. 3.3 (d).
The membrane capacitance cannot be changed as it is basically a function of the membrane
thickness and the cell surface. As a matter of fact, the time constant is mostly governed
by the membrane resistance.

If the cells in 140 mM KCl pipette solution are measured in the same manner the
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results from the current-clamp experiments change drastically as shown in Fig. 5.13 (b).
Even before the current pulse starts the membrane potential is very low (4 mV). The
cell is no longer polarized. When the current is applied the membrane potential changes
only slightly by about 2.5 mV. Furthermore, the slope of the corresponding change in
membrane potential shows a drastically decreased time constant τ directly indicating
that the membrane shows an increased conductivity in the KCl buffer.

It shall be pointed out that this experiment was not repeated with the 240 mM KCl
containing pipette solution because in this environment the success rate for forming GΩ
seals was decreased, already indicating that not only the membrane conductivity changes
but that the cell undergoes biological changes, too.

5.4.3 FEM Simulations for Increased Membrane Conductivity

According to the patch clamp measurements it was shown that the membrane does show
an increased conductivity in the KCl buffers. This is also supported by experiments
presented in the literature [137, 138]. FEM simulations are used to investigate how such
an increase can be correlated to the RF signals. To do that the simulation model which
was discussed in Sec. 3.6 was expanded in such a way that the particle in the simulation
volume is modeled to have a conducting membrane. The membrane is implemented
into the simulation as a boundary condition, in COMSOL called a Transition Boundary
Condition. A schematic of the simulation volume is shown in Fig. 5.14 (a). The particle
in the simulation volume has a diameter of 2 µm and it is filled with a liquid having a
conductivity of 1.29 S/m and a dielectric constant of ε = 80. For a series of membrane
conductivities starting from 100 S/m to 6000 S/m the reflected signal is simulated similar
to the simulation discussed previously. The RF frequency is set to 1 GHz and the reflected
signal is derived according Eq. 3.40 as discussed before.

The results are summarized in Fig. 5.14 (b). If the membrane conductivity is low (i.e.
100 S/m) the amplitude of the reflected signal is low, too. Increasing the conductivity
leads to an increased reflected signal. The simulated increase in the reflected amplitude is
not linear but rather it saturates for increasing membrane conductivities. This effect can
be explained by the fact that the electrical field which is produced by the electrode tips
in the sensing region is shielded from the inside of the particle if its membrane is more
conductive. This shielding is more effective the higher the conductivity of the membrane
becomes as is shown in the simulation of the magnitude of the electrical field, illustrated
in Fig. 5.14 (c).

When the membrane is not conductive to a high extend it acts predominantly as
a capacitor as schematically illustrated in Fig. 3.3 (d). In this case the capacitance is
shorted out by the 1 GHz RF field and the electrical field can polarize the inside of the
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Figure 5.14: (a) Schematic of the simulation volume which is similar to the geometry that
is discussed in Sec. 3.6. The test particle, having a diameter of 2 µm, is translocating
through the micropore which has electrode tips with a thickness of 1 µm. The particle
has a conducting shell that is implemented in the simulation as a boundary condition.
Inside the particle there is liquid with an ε = 80 and a conductivity of 1.29 S/m. (b)
Simulated response of RF reflection for particles with different membrane conductivities
translocating through the micropore. The reflected amplitude increases for increasing con-
ductivities. (c) Field simulations in the sensing region with test particles centered in the
micropore having three different membrane conductivities. With increasing conductivity
the field inside the particles is shielded.
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particle. A conducting membrane is shielding the inside more efficiently as is shown in the
field simulation for a membrane conductivity of 1000 S/m in Fig. 5.14 (c). For even higher
conductivities the electrical field is completely shielded from the inside of the particle and
consequently an even higher conductivity does not alter the overall RF response anymore.

The patch clamp measurements and the FEM simulations can now be used to interpret
the RF measurements. It was observed that T cells in physiological buffer tend to show
lower reflected amplitudes (see Fig. 5.11) compared to the reflected amplitudes in the
unphysiological buffer containing mostly KCl (see Fig. 5.9 and Fig. 5.10). Voltage-clamp
measurements have shown that in the physiological buffer the cell membrane does show
only a small current when the applied voltage is set to −60 mV (see Fig. 5.12 (b)). Addi-
tionally, it was argued that the corresponding current-clamp measurements point out that
the overall membrane resistance is a lot higher compared to the cells that are suspended in
the KCl buffer (see Fig. 5.13). During the patch clamp measurements the increased mem-
brane conductivity was observed right from the first voltage-clamp measurement which
was taken only minutes after transferring the cells into the KCl buffer. In accordance
with the RF measurements which show stable reflected amplitude for all buffer. The only
difference is the overall amplitude that changes when the buffer is changed.

As a matter of fact, this findings together with the presented FEM simulations clearly
show that an increased membrane conductivity leads to higher reflected amplitude and
that the differences in the measured reflected amplitude can be correlated to the membrane
conductivity. A cell with a higher membrane conductivity is shielding its inside from the
RF field and thus its interaction with the RF field is increased leading to higher reflected
amplitudes.

5.4.4 Microscopy Experiments

The remaining problem is to interpret the phase signal which changes during the RF
measurements. These changes are interpreted as cells becoming apoptotic due to the
unphysiological environment. Apoptosis is the programmed cell death that cells can go
through because of different environmental factors [139]. In contrast to necrosis which
is another cell death process, during apoptosis the cell stays intact before it is disposed
by the immune system. But typically it is observed that the cell changes its morphology
during apoptosis [140].

To see that, the morphological changes of T cells in the 140 mM KCl containing buffer
are observed over the period of 1 h in a microscope and the results are shown in Fig. 5.15.4

Three cells are shown in the figure. In this experiments the first picture was taken directly
after the cells are suspended in the KCl buffer. The overall appearance is in accordance

4Thanks to Lola Hernandez for taking the pictures.
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Figure 5.15: Light microscopic time series of Jurkat T cells in pipette solution (140 mM
KCl) over the course of 55 min after transferring the cells from the culturing buffer into
the pipette solution. During the 55 min observation time the cell membranes becoming
wrinkled and they tend to shrink until at t = 40 min the cell nucleus becomes clearly
visible. For one cell the nucleus is marked in yellow once it becomes visible. The figures
are corrected for contrast and brightness and the uncorrected images are shown in Fig. B.3
in the appendix.

with a healthy cell. During the observation time it is seen that the cell membrane starts
to become wrinkled and the cells tend to shrink slightly. At about t = 35 min after
incubation the cell nucleus becomes visible and this visibility is further increased during
the rest of the measurement.

This effect can be attributed to the cell loosing its intercellular medium, which a typical
process in apoptotic cells [140]. As it was already discussed, a direct synchronization
between this effect and a corresponding phase change of the reflected RF signal would be
desirable. Unfortunately, in the setup presented this is difficult to realize because before
the cells can be measured in the RF setup they have to be transferred into the buffer in
which they are measured. Before the measurement can start the cells are in contact with
the buffer for at least 15 min as was discussed.

The morphological change of the cell is a process that clearly develops over time, which
is in accordance with the observation that the phase of the RF signal is changed during
the course of the experiment. The approximate starting point of the RF measurements
is marked in the figure to get an impression what the morphological state of the cell is
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when the RF measurement is started.
Clearly, more experiments are needed to correlate apoptosis with the RF phase signal,

but the presented findings already give an impression that the apoptotic cells in the KCl
buffer gradually change over time. This is in accordance with the phase change seen so
far.
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Chapter 6

Summary

Two electrical and label-free flow cytometric methods used for single particle character-
izations were discussed in this thesis. The first one is RPS where a voltage is applied
across a glass MP, which is filled with electrolyte solution, to induce an ion current to
flow through the MP. Polystyrene beads, suspended in electrolyte solution, are dragged
through the pore by an applied suction. Beads translocating the pore temporarily block
the ion flow which is observed by measuring the ionic current versus time. The second
method is dielectric spectroscopy where an RF wave is brought into the vicinity of such a
MP using a CPW. Particles translocating through the pore are exposed to the electrical
field originating from the RF wave and their temporal interaction with the field is used
to measure different particle properties.

In Part I of the thesis the glass MP preparation using laser ablation from an ArF-
based excimer laser was discussed. It was shown that the method is capable of directly
drilling conically shaped MPs with diameters down to 2.4 µm suitable for RPS exper-
iments. Noise measurements were carried out showing that the ultimate limitation of
these measurements is high frequency noise originating from the dielectric glass substrate
the MP is embedded in, and from parasitic capacitances. These high frequency noise
components can be removed from the measurement using a LPF with a cutoff frequency
in the low kilohertz regime. It is enabling the measurement of translocation events with
durations in the millisecond range but limiting the overall temporal resolution of the
setup. Consequently this is preventing the application from being used for detecting
translocation processes that take place at nanosecond timescales.

In the end of Part I commercially available MPs were utilized to show how RPS mea-
surements can be used to observe the pressure induced translocation of polystyrene beads
through the MPs. Not only the presence of the beads was detected but the amplitude of
the current pulse war directly correlated to the diameter of the individual particles. It
was further revealed that the frequency of the RPS current pulses can be correlated to
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the particle concentration.
As the RPS method is limited to the measurement of particle sizes and the translo-

cation times, the development of a pore based method using AC signals, for further
characterization of particles, is the prospect of Part II of the thesis.

It was described how the RF chip, used for the high frequency measurements is man-
ufactured. The glass MP is embedded at the vicinity of the open end of the signal line
of a gold CPW and this glass chip is soldered on a custom made PCB accommodating
a varactor-diode based impedance matching circuit. When the RF chip is impedance
matched to the surrounding transmission lines, it completely absorbs the energy of the
input RF wave. A translocating particle temporarily distorts the overall chip impedance
which is used for particle characterization. The measurements are carried out by directly
tracing the reflection of the impedance matched RF chip using the CW mode of a VNA.
Simultaneous RPS measurements were performed to validate the RF measurements. It
was proven that translocating polystyrene beads with a diameter of 500 nm can be elec-
tronically observed within this RF measurement setup, which is shown by a covariance
analysis of the RPS data to the RF data.

In comparison to the RPS data, the VNA reflection measurements revealed very poor
performance in terms of sampling the time domain data. As a matter of fact, this method
turned out to be not suitable for resolving the dynamic of a translocating particle, which
is expected to have a characteristic event shape as proven by FEM simulations.

To improve the sampling capabilities of the setup, a heterodyne mixing scheme was
implemented, which allows for down converting the RF signal to a frequency that can be
sampled with a lock-in amplifier. This procedure further allows for not only measuring
the amplitude of the reflected RF signal but to simultaneously measure the induced phase
shift.

A series of studies were performed to measure the characteristic RF reflection signa-
tures originating from polystyrene beads and Jurkat T cells translocating through a MP
with a diameter of 11 µm. It was observed that the signal amplitude is increased if the
salt in the electrolyte solution is changed from NaCl to KCl. Furthermore, it was ob-
served that an increased KCl concentration is causing slightly higher amplitudes for the
measurements with the Jurkat T cells.

Apart from the amplitudes of the reflected RF signal, the phase change of the translo-
cating cells showed a unique behavior within the KCl buffer. When the KCl concentration
was set to 140 mM the phase showed two distinct correlations with the event amplitudes as
a function of time. Furthermore, it was shown that the effect did not occur for polystyrene
beads in the KCl buffer and for cells suspended in a physiological buffer.

These findings were further analyzed by investigating the time-dependent fingerprint
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of the measured amplitudes and phases over the course of the flow experiment. While
the amplitude of the events remained stable in all experiments, at a certain point during
the experiment the phase decreased if the cells were measured within an unphysiological
buffer.

While the amplitude of the RF signal was stable over the course of all experiments, the
absolute measured value was changed when the buffers were changed. This is especially
true when the amplitudes of translocating T cells in NaCl and KCl buffer were compared.
T cells suspended in KCl electrolyte did show a higher reflected amplitude with respect to
the NaCl buffer control experiments. This effect was correlated to an increased membrane
conductivity of the cell if they are exposed to an excess of KCl, which was measured using
patch clamp experiments. These measurements did prove directly that the membrane
conductivity increases in this environment. The conductivity increase leads to a shielding
of the inside of the cell from the RF electromagnetic field. As a matter of fact, electri-
cally the cell looks bigger to the device. FEM simulations did show that an increase in
membrane conductivity correlates with an increase in reflected RF amplitudes.

Phase changes can be attributed to morphological changes of the cell. These changes
were observed by optical microscopy and it was seen that if the cells are transferred
into the KCl solution the membrane starts to become wrinkly within minutes. During the
observation over the course of an hour the cells darken, indicating that they gradually lose
their intercellular liquid. At a certain point in time the cell nucleus becomes clearly visible.
This behavior is in accordance with apoptosis that is induced by the unphysiological
environment, which strengthens our claim that the RF chip is capable of sensing the
programmed cell death.

Additionally, to this observation the phase change is induced earlier if the KCl concen-
tration is doubled, which is a hint for morphological cell changes that are induced more
rapidly due to the increased biological stress of the cells.
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Chapter 7

Outlook

In Part I of the thesis the glass MPs have shown to be a suitable RPS platform. Nev-
ertheless, the pore diameter that can be produced with the direct drilling process is
limited. Especially for nanoscopic applications, as e.g. for detecting single DNA strands,
a nanometer sized pore is necessary and creating such a pore by direct laser ablation
is challenging if not impossible. However, these glass pores can be used as a support
structure for nanopores and some preliminary experiments have been performed, yet.

A schematic of such a system is shown in Fig. 7.1 (a). It consists of a glass MP which is
coated with a thin layer of PDMS. On top of the PDMS a nanomembrane is located that
contains nanometer sized pores. The nanomembrane consists of crystalline GaAs with a
thickness of about 20 nm. This membrane is grown with molecular beam epitaxy (MBE)
on top of an AlAs sacrificial layer which is located on a polished GaAs wafer. During
the MBE process, after growing the stack of materials, it is possible to locally etch holes
into the GaAs membrane with a process called local droplet etching (LDE). Details of
this process can be found elsewhere [141]. The LDE process can be tuned in such a way
that the induced holes penetrate the nanomembrane and thus if the nanomembrane can
be freely suspended, nanopores are formed.

The process of suspending the membrane by transferring it onto a glass MP is illus-
trated schematically in Fig. B.4 in the appendix. It basically divides into two steps: First,
the MBE grown structures are lithographically patterned into micrometer sized tiles that
are glued onto a silicon wafer using a photoresist. Once glued to the silicon wafer the tiles
can be freed from the GaAs wafer by selectively under etching the sacrificial layer in hy-
drofluoric acid [142]. In the second step the membranes are pressed mechanically against
the PDMS coated MP and they stick to the PDMS due to the Van der Waals force. The
resist with which the membranes were glued to the silicon wafer is washed away in a wet
etch step. Consequently, a membrane with a thickness of 20 nm is suspended over the
glass MP.
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Figure 7.1: (a) Schematic of a transferred GaAs nanomembrane on top of a PDMS coated
glass micropore. In the nanomembrane there are nanopores that were produced, using
LDE, prior to the transfer process. (b) AFM image of a transferred membrane with three
nanopores, which are freely suspended over the micropore. (c) Line scan over one of the
suspended nanopores. In yellow the thickness of the membrane is indicated. The line
scan shows a deep structure, clearly exceeding the thickness oft the membrane and thus
indicating that a nanopore is formed. (inset) Zoomed-in view on one nanopore in the
suspended area.

The result of this transfer process is shown in Fig. 7.1 (b). This image is acquired with
atomic force microscopy (AFM) and it shows a membrane which is suspended over the MP
and three suspended LDE induced nanopores. For a RPS experiment using this system
it will be necessary to have only one suspended nanopore. Fortunately, the diameter of
the MP can be tuned as shown in the thesis, as well as the density of the LDE induced
nanopores is tunable [141, 143]. Therefore, in future the process can be optimized such
that the probability of transferring one nanopore onto the MP is maximized. Fig. 7.1 (c)
shows a line scan through one of the suspended nanopores. In yellow the thickness of
the GaAs membrane is drawn. The measurement indicates that there is a deep hole
in the membrane, i.e. the measured thickness clearly exceeds the membrane thickness,
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indicating that an open nanometer sized pore is produced.
If the MPE process is optimized in such a way that the LDE holes are optically

active, the nanopores might be used for optically detecting DNA molecules translocating
the nanopores, as was suggested based on numerical calculations in our paper published
in the journal Applied Physics Letters [144]. Additionally, the membrane can be used
to accommodate electronic components as e.g. waveguides to interface the suspended
nanopores with the RF chip. Beside that the MP can in principle be used as a support
structure for common solid state nanopores as e.g. pores in silicon nitride [145], graphene
[146, 147] or molybdenum disulfide [148].

In Part II of the thesis the presented RF measurement setup showed that by measuring
the time domain amplitude and phase signals from translocating cells in different physio-
logical and non physiological buffers allows to resolve time-dependent cell changes. Fur-
thermore, it was discussed that the setup is in principle capable of detecting polystyrene
beads with diameters as small as 500 nm. This detection limit was achieved by having
a pore diameter of 4 µm and consequently electrode tips which are placed closer to each
other, compared to the cell measurements where a pore diameter of 11 µm was used to
enable cell translocations. Still, the setup holds room for improvements, some of which
are discussed in the following.

An effect that has to be explained in more detail is the fact that polystyrene beads
translocating the sensing region show different amplitudes if suspended in different elec-
trolytes. While suspended in NaCl containing buffer the induced amplitude modulation
is barely visible over the noise floor, but translocating beads can be detected if they
are suspended in KCl solution. The most obvious difference between these two salts is
the size of the Na+ and K+ ions. Furthere experiments will be needed to test how the
amplitude behaves in RbCl and CsCl. As these ions have a further increased ion radius
corresponding experiments will shed light on the influence of the salts on the experimental
outcome.

In terms of the RF measurement setup, an improvement can be made in the prepa-
ration process of the RF chip. At current state the throughput of chip preparation is
vastly limited by the linear and time consuming FIB induced Pt deposition step. For the
functionality this step was crucial because it enables to locally thicken the electrode tips
by simultaneously aligning the electrode tips with the MP with, in principle, nanometer
precision.

As long as the chip is used for the investigation of cells with diameters in the microm-
eter range the alignment of the CPW structure to the micron sized pore is possible using
standard optical microscopy methods as e.g. delivered by a mask aligner. The remaining
problem is to locally increase the thickness of the electrodes in the vicinity of the MP
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Figure 7.2: Schematic of a nanochannel with integrated in-plane gold electrodes for the
investigation of translocating DNA strands. The channels and the electrodes can be
patterned using nano imprint lithography and the metalization can be produced using
shadow evaporation [151]. For the electronic readout a reflection or transmission readout
can be implemented.

to increase the reflected signal as was demonstrated in the numerical analysis shown in
Fig. 3.16 (b) and Fig. 3.17. This thickening can in principle be achieved by electrochem-
ical gold deposition through a resist based deposition mask [149, 150]. In this process a
conductive seed layer is deposited on the substrate. For the RF chip this seed layer is
the CPW metalization layer which is produced by PVD. The electrode tips are exposed
using a positive photoresist thus locally exposing the electrode tips while covering the
remaining chip. A variety of chemistries exists enabling to electroplate the gold through
the mask delivering potentially a high aspect ratio and a smooth Au surface [150]. This
method would allow for fabricating multiple RF chips simultaneously and thus decreasing
the chip preparation time drastically.

In future, it is aimed to transfer the measurement scheme from micron sized parti-
cles like cells to the nanoscale. The vision is to miniaturize the setup to perform these
measurement at the nanometer length scale with the goal to ultimately being sensitive
to single DNA molecules. A schematic a device that has the potential to achieve that is
shown in Fig. 7.2.

The device consists of a nanofluidic channel which can be produced by nano imprinting
a stamp into a UV curable resist. This process, called nano imprint lithography (NIL),
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is capable to imprint channels as small as 10 nm [152] in a quick, cheep and reproducible
manner [151]. Apart from the nano channel fabrication it is possible to selectively metal-
lize the electrode structures which are oriented perpendicular to the nano channel. The
method is known as shadow vapor deposition and it was patented by I. Fernandez-Cuesta
and S. Cabrini in 2014 [153].

It shall be pointed out that the geometrical scale of this chip will lead to electrodes
which have resistances in the kΩ range because of their size. Consequently, the impedance
of this chip will be high and as a matter of fact, when connecting this device to a 50 Ω
transmission line the RF waves entering the device will be predominantly reflected back
because of the impedance mismatch (see Eq. 3.30), which is a common problem in minia-
turized RF devices [154]. There are suggestions for experimental setups solving this issue,
one of which is an interferometric technique capable to perform an impedance matching
even for nanoscopic RF devices with high ohmic resistances. This technique was proposed
by H. Happy et al. in 2014 [154]. A schematic of such a system is shown in Fig. B.5 in
the appendix. The method uses a tunable reference impedance that is, together with the
nano fluidic chip, connected to a RF source via a hybrid coupler. For the measurement
the reference impedance is tuned in such a way that the reflected wave from the device
and the reference are equal. When reflected back, the signals are phase shifted by 180◦ by
the coupler and thus the two signals interfere destructively. Consequently a slight change
in the impedance of the nano fluidic chip is detectable as it is measured in comparison to
the reference.

This method comes with some advantages: First of all, it allows for an impedance
matching even for nanoscopic devices with a high resistance. Additionally, the method
allows for an impedance match within a high frequency range as the reference impedance
can be tuned to all supported frequencies, thus the RF chip can be impedance matched
at any frequency that is desired. The frequency is not governed by the device geometry
but rather by the RF instrumentation that is used (e.g. the frequency range of the hybrid
coupler, the attenuators etc.). As a matter of fact, this method can in principle be used
with the RF chip discussed in the thesis so that the response of the device at multiple
frequencies can be measured sequentially.

In summary it was shown that counting single cells electronically at radio frequencies
is possible. Beside that it was demonstrated that the presented method is capable to
deliver insight into the physiological state of a T cell. Being a label-free method and
operating at frequencies in the low GHz regime the method has the potential of being
a versatile tool for nondestructive biological measurements not only at the micrometer
range, but due to the flat noise characteristic it has the potential of being used for sensing
DNA in future, too.
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Appendix A

Test Sample Preparation

A.1 Preparation of the Test Samples

Polystyrene particles are used for testing and calibrating new designs. They have the
advantages that they can be purchased with a very wide range of diameters and surface
properties. Those particles are commonly used to calibrate resistive pulse measurements.
In the scope of the thesis they have been used to test the RF device, too

Jurkat T cells were characterized in the RF setup. The cell culture is discussed.
Furthermore, cell preprocessing prior to the RF experiments is described.

A.1.1 Polystyrene Beads

For suspending the polystyrene beads, electrolytes with different salt concentrations were
used. The solutions are prepared with purified distilled water. To increase the wetting
of the polystyrene 0.01 % (v/v) of Titron-X-100 can be added to the solution. It is im-
portant to ensure that the solution is free from impurities that might interfere with the
measurement because the impurities can be misinterpreted as signals from translocating
polystyrene beads. To purify the solution, it is filtered with a 200 nm sterile filter to get
rid of all impurities that are bigger than the filter size. Finally, the polystyrene beads are
diluted to the final concentration.

A.1.2 Cell Culturing - Jurkat T Cells

Jurkat T Lymphocytes are cultured in RPMI 1640 medium. The medium is mixed with
7.5 % new-born calf serum (NCS) and 1.2 % penicililin/streptomycin. Incubation is done
in an incubator at 37◦C with 5 % CO2. The cells are stored in a cell culture flask and
are diluted every second day, except of the weekend (i.e. they are diluted on Monday,
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Wednesday and Friday). This keeps the cell concentration at about 106 1/mL. Cells
extracted form the flask at the day of incubation are used for the experiments.

A.2 Recipes for Cell Buffer
In the following the recipes for preparing the electrolyte solutions which were used for the
RF experiments are given. All electrolytes are prepared in DI water and prior to the cell
transfer they are filtered with a 200 nm syringe filter.

A.2.1 Ca2+ Buffer

Table A.1: Ca2+ buffer

Ingredient Concentration (mM)
KCl 5 mM
NaCl 140 mM
NaH2PO4 1 mM
MgSO4 1 mM
CaCl2 1 mM
Glucose 5.5 mM
KOH adjust until pH = 7.4

A.2.2 Pipette Solution

Table A.2: Regular pipette solution, and high KCl concentration pipette solution when
140 mM KCl is interchanged with 280 mM KCl.

Ingredient Concentration (mM)
KCl 140 mM, (280 mM)
NaCl -
MgCl2 2 mM
CaCl2 1 mM
EGTA 2.5 mM
HEPES 10 mM
Glucose -
KOH adjust until pH = 7.4
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A.2.3 Extracellular Bath Solution

Table A.3: Bath solution

Ingredient Concentration (mM)
KCl 5 mM
NaCl 140 mM
MgCl2 2 mM
CaCl2 2 mM
EGTA -
HEPES 10 mM
Glucose 5 mM
KOH adjust until pH = 7.4
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Appendix B

Suplementar Images

In the following, supplementary images are given that were not shown in the main text
of the thesis.

B.1 Figures Concerning Chapter 5
In Fig. B.1 and Fig. B.2 the individual scatter plots that were already shown as an overlay
in Fig. 5.7 are given. The scatter plot in Fig. B.1 (a) and Fig. B.2 (a) now clearly shows
the two correlations that develop over the course of the experiment when the RF response
of the T cells in non-physiological buffer is measured.

Fig. B.3 shows the same images that were given in Fig. 5.15. Here the images are not
corrected for contrast and brightness and no cell constituents are marked.

B.2 Figures Concerning Chapter 7
In Fig. B.4 the schematic process is illustrated that was used to manufacture the suspended
nanomembranes that were discussed in the outlook of the thesis.

A schematic of the interferometric impedance matching strategy which was discussed
in the outlook of the thesis is shown in Fig. B.5.
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Figure B.1: Scatter plots and normalized histograms of reflected amplitude, phase shift
and event width of T cells in 140 mM pipette solution. (a) Scatter plot of reflected
amplitude versus phase shift for T cells in pipette solution of different concentrations.
Histogram of reflected amplitude. (b) Phase shift versus event with and histogram of
the phase shift. (c) Event width versus reflected amplitude and histogram of the event
widths.
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Figure B.2: Scatter plots and normalized histograms of reflected amplitude, phase shift
and event width of T cells in 280 mM pipette solution. (a) Scatter plot of reflected
amplitude versus phase shift for T cells. Histogram of reflected amplitude. (b) Phase
shift versus event with and histogram of the phase shift. (c) Event width versus reflected
amplitude and histogram of the event widths. As the two measurements are conducted in
different electrolytes the devices are impedance matched to the corresponding electrolytes.
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Figure B.3: Light microscopic time series of Jurkat T cells in pipette solution over the
course of 55 min after transferring the cells from the culturing buffer into the pipette
solution. These figures are not adjusted in contras and brightness.
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Figure B.4: Transfer process of MBE grown nano-membranes which contain LDE induced
nano holes. The membrane has a thickness of 20 nm on top of an AlAs sacrificial layer.
(2) The membrane is structured into tiles of 20 µm length. (3) The sample is etched
unselectively thus exposing the sacrificial layer and the membrane is bounded onto a Si-
waver (4) which is spincoated with a thin resist layer which is not cured when it is brought
into contact with the structured resist on the membrane. (5) Membrane are released from
the GaAs waver by selectively etching the AlAs in concentrated hydrofluoric acid. (6)
Finally the membrane is pressed onto a micropore inside a glass chip, that is covered with
a thin layer of PDMS and the resist is dissolved in remover. (7) When the Si carrier falls
off the glass chip the membrane is suspended over the micropore containing nanopores.
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Figure B.5: Interferometric impedance matching circuit as proposed by Happy et al. [154].
The circuit consists of a hybrid coupler and a tunable reference impedance. By tuning the
reference impedance to have the same impedance as the nanofluidic chip the reflection can
be measured precisely because at the receiver A the reflected signal is zero because the
signal from the chip and the reference interfere destructively thus the device is naturally
impedance matched. The picture is taken and adapted from the corresponding figure
shown in shown in Ref. [154].
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