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Abstract

In this thesis, quantum many body effects between a localized magnetic
moment and itinerant electrons of the supporting substrate are studied. The
description begins with coherent spin dynamics of a single electron passing a
localized quantum spin. Subsequently the complexity of the system is further
increased by considering electron reservoirs and additional electric and magnetic
fields. Finally, magnetization dynamics in the classical limit is investigated
by considering a vanishing level spacing between the energy eigenstates of the
localized spin system.

In the first part of this thesis, the spin exchange between a single itinerant
electron and a localized spin-1/2 impurity is considered to occur within a finite
region. The exact time evolution of a Gaussian wave packet, representing the
spatial distribution of the itinerant electron, shows coherent spin dynamics,
while both spins are within interaction range. This leads to a dependence of
the spin dynamics on the momentum of the itinerant electron and motivates
the development of a spin scattering formalism. A numerical exact solution
of the Lippmann-Schwinger equation, including the spin degree of freedom, is
presented in terms of the T-matrix. For comparison, the spin scattering solution
is analytically derived for the contact form of the mutual spin interaction. With
the assumption of an exchange interaction within a certain range, a higher
probability for coherent magnetization reversal of both spins can be observed,
compared to the contact form of the interaction. Additionally, in a certain
parameter range, the probability of spin reversal appears to be independent of
the electron’s momentum.

In the second part, the localized spin is assumed to result from a single
magnetic adatom placed on a substrate. The crystal field thus creates an
anisotropic potential for the single spin, that separates the two ground states
with opposite magnetic orientation by an energy barrier. In systems consisting
of single or a few magnetic atoms a direct transition between the ground states
due to spin exchange with a single conduction electron has been observed.
In this work, the electron induced magnetization reversal over and through
the barrier is described with a non-equilibrium master equation from which
the switching rate is determined. The impact of crystal field symmetry onto
the switching rate is investigates in detail. In the presence of inelastic spin
excitations, that can be controlled in a scanning tunneling microscope setup,
crystal symmetry leads to short cuts through the barrier. These give rise to an
increased switching rate, similar to quantum tunneling of magnetization, which
is shown in presence of a magnetic field. In the absence of spin excitations,
the symmetry of the system can lead to a protection of the ground states
against single electron induced switching. Two protection mechanisms are



elaborated, that differ in their dependence on a magnetic field. While one relies
on time reversal symmetry, the other one is robust against magnetic fields. In
a systematic analysis, spin and rotation symmetry combinations are proposed
that provide a protection against single electron induced ground state switching.

Finally, the master equation approach is compared with a semiclassical
description for magnetization reversal. The temperature induced reversal shows
in both approaches an Arrhenius law, that allows to determine the barrier
height. It is reduced in the presence of strong transversal anisotropy, since
saddle points in the anisotropy potential occur. It is shown that a classical
Fokker-Planck equation can be derived from the quantum master equation in
the classical limit. The classical limit is determined by small level spacing
between spin states, with respect to all other energy scales.

In summary this thesis provides an insight into electron induced magnetiza-
tion dynamics of a single spin in presence of electric and magnetic fields and
ranges from the quantum to the classical regime.



Kurzfassung

In der vorliegenden Doktorarbeit werden Quanten-Vielteilchen-Effekte un-
tersucht die zwischen lokalisierten magnetischen Momenten und aus einem
Trägermaterial stammenden beweglichen Elektronen auftreten. Zunächst be-
ginnt die Betrachtung mit der kohärenter Dynamik eines lokalisierten Spins
der mit dem Spin eines einzelnen sich bewegenden Elektrons wechselwirkt.
Darauf folgend werden komplexere Systeme untersucht, in denen sowohl Streu-
ung an mehreren aufeinander folgenden Elektronen als auch die Anwesenheit
von elektrischen und magnetischen Feldern berücksichtigt wird. Zuletzt wird
die Magnetisierungsdynamik im klassischen Limes betrachtet, was bedeutet,
dass der energetische Abstand zwischen Eigenzuständen des lokalisierten Spins
verschwindet.

In dem ersten Teil der Arbeit wird der Spin-Austausch zwischen einem
lokalen Spin-1/2-Teilchen und einem einzelnen freien Elektron als ortsabhängig
angesehen. Die exakte Zeitentwicklung weist kohärente Spin-Dynamik auf,
während das freie Elektron, welches als Gaußsches Wellpanket modelliert ist,
und der lokale Spin in Wechselwirkungsreichweite sind. Dies führt zu einer
Abhängigkeit der Spin-Dynamik von dem Impuls des freien Elektrons und mo-
tiviert die Entwicklung des folgenden spinabhängigen Streuformalismus. Dieser
stellt eine numerisch exakte Lösung der spinabhängigen Lippmann-Schwinger
Gleichung dar, in Form der so genannten T-Matrix. Zum Vergleich wird eine an-
alytische Lösung für das Problem einer kontaktartigen Austauschwechselwirkung
präsentiert. Es wird gezeigt, dass die kohärente Magnetisierungsumkehr der
jeweiligen Spins mit einer höheren Wahrscheinlichkeit auftritt, falls die gegen-
seitige Wechselwirkung der Spins innerhalb eines ausgedehnten Raumbereichs
geschieht. Zusätzlich ist die Wahrscheinlichkeit für Magnetisierungsumkehr
innerhalb eines bestimmten Parameterbereiches unabhängig von dem Impuls
des sich bewegenden Elektrons.

In dem zweiten Teil wird angenommen, dass das lokale magnetische Moment
von einem einzelnen magnetischen Atom auf einer Oberfläche stammt. Das
Kristallfeld generiert ein anisotropes Potential, welches auf den Gesamtspin
des Atoms wirkt. Hierdurch werden zwei Grundzustände mit umgekehrter
magnetischer Orientierung durch eine Energiebarriere getrennt. In derartigen
Systemen, bestehend aus einzelnen oder wenigen magnetischen Atomen, wurden
direkte Übergänge zwischen den Grundzuständen beobachtet, welche auf die
Wechselwirkung mit einzelnen Leitungselektronen zurückzuführen sind. In dieser
Arbeit wird die Elektronen induzierte Magnetisierungsumkehr über und durch
die Energiebarriere mittels einer Mastergleichung beschrieben und die charakter-
istische Umschaltrate bestimmt. Im Detail wird der Einfluss von Symmetrien im
Kristallfeld auf die Umschaltrate untersucht. Symmetriebedingte Abkürzungen



durch die Barriere können beobachtet werden, falls inelastische Spinanregungen
auftreten, beispielsweise hervorgerufen in einem Rastertunnelmikroskop. Dies
führt zu einer erhöten Umschaltrate, welche mit dem Effekt des Quantentun-
nelns der Magnetisierung vergleichbar ist und in Anwesenheit von Magnetfeldern
auftritt. In Abwesenheit von inelastischen Spinanregungen ist es möglich, dass
auch der durch einzelne Elektronen hervorgerufene direkte Übergang zwischen
den Grundzuständen verboten ist, was wiederum durch die Symmetrie bedingt
ist. Dies führt zu einem Schutz gegen Einzel-Elektronen induziertes Umschalten
der Magnetisierung. Zwei dieser Schutzmechanismen werden genauer untersucht
und unterscheiden sich in ihrem Verhalten in Anwesenheit eines Magnetfeldes.
Während der eine Mechanismus auf Zeit-Inversions-Symmetrie beruht, zeigt der
andere eine robuste Beständigkeit gegenüber Magnetfeldern. Eine systematische
Analyse erlaubt die Vorhersage des Auftretens eines Schutzmechanismus in
Systemen mit bestimmtem Spin- und Rotationssymmetrie.

Zuletzt werden Resultate der Mastergleichung mit denen aus semiklassischen
Formalismen zur Beschreibung der Magnetisierungsumkehr verglichen. Das
temperaturinduzierte Umschalten folgt in beiden Formalismen einem Arrhenius
Gesetz und erlaubt somit die Höhe der Energiebarriere zu bestimmen. Diese
wird reduziert durch starke transversale Anisotropie, indem Sattelpunkte in der
Potentiallandschaft entstehen. Es wird gezeigt, dass die Mastergleichung im
klassischen Limes in eine Fokker-Planck Gleichung übergeht. Der klassische
Limes wird erreicht durch verschwindend kleine Energieunterschiede zwischen
Spinzuständen im Verhältnis zu allen anderen Energieskalen.

Zusammenfassend verschafft diese Doktorarbeit einen Einblick in die durch
Elektronen induzierte Magnetisierungsdynamik eines einzelnen Spins der elek-
trischen und magnetischen Felder ausgesetzt ist. Dabei wird der thematische
Bogen vom quantenmechanischen bis in das klassische Regime gespannt.
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Introduction 1

"I would like to describe a field, in which little has been done, but in

which an enormous amount can be done in principle. This field is not

quite the same as the others in that it will not tell us much of fundamental

physics (in the sense of, "What are the strange particles?") but it is more

like solid-state physics in the sense that it might tell us much of great

interest about the strange phenomena that occur in complex situations.

Furthermore, a point that is most important is that it would have an

enormous number of technical applications.

What I want to talk about is the problem of manipulating and controlling

things on a small scale." [Richard P. Feynman (1959)]

1.1 Introduction

Already in the year 1959 famous physicist Richard P. Feynman stated the importance

of miniaturizing logic elements of a computer down to the atomic scale. He approxi-

mated the size of a single bit, which is the basic information (1 or 0) of a computing

unit, to be a cube of 5× 5× 5 atoms (55). This would allow storage capacity to be 106

times larger than todays average of approximately 250Gbit/in2 for a conventional

hard drive. Obviously a huge potential for technological application is implied by

this extreme miniaturization. Likewise, for the understanding of physical processes in

correlated quantum systems it is of great interest to conduct research at the atomic

scale. But let us begin with the technological advantages of miniaturization and why
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1. Introduction

it became important for todays society.

For electronic devices and circuits there has been an ongoing trend of miniaturiza-

tion. For example in integrated circuits the transistor density approximately doubles

every year as described by Moore’s law (121). This miniaturization allows to build

smaller devices with faster processing units, larger memory and more capabilities.

Building smaller and more powerful devices increases the portability and extends

the field of application. It also allows to merge technologies into one device. This

happened for example when mobile computers and mobile telephones were merged

into smartphones, which started to appear on the consumer market in 2007. Nowa-

days, according to emarket.com (1), already one quarter of the worldwide population

uses a smartphone. This rapid development is an example of the worldwide demand

for portable high performance electronic devices with a big amount of capabilities.

But why do we require a large amount of storage capacity? To answer this

question we need to examine the amount of data that is consumed by society and

look at the sort of data that generates the largest amount in average by each person.

Studies have estimated the total amount of information that was processed in 2008 by

world’s servers to be approximately 9.57 zettabytes (147), which is 9.57 ·109 terrabytes.

This is such a huge amount of data that we have to convert this into more conceivable

units. An average person processed 12 gigabytes of data at work per day. This would

have taken 8 workdays to download in the beginning of the internet during the early

90s. The amount that is actually stored is of course much smaller, since multiple

server requests point to the same data. Nevertheless, about 200 exabytes were stored

on hard drives during 2008 (25;80) with an exponential growth rate.

Also on the consumer side a big amount of data is requested each day. In this

case not only server processed information needs to be taken into account but also

television, personal computer and other sources of information should be included. In

2008 an average american citizen consumed about 34 gigabytes per day (25) with an

annual growth rate of 4.4 percent. Video sources, such as television, streamed videos

or video games, dominate the daily consumed bytes with approximately 90 percent.

This cannot necessarily be traced back onto an extensive usage of those sources but

on the sheer bit rate that is needed to stream videos and implies a large amount of

memory to store them. This stands for both real and rendered video sources. Thus, if

the consumer request on high quality video material further increases, the amount of

data that is processed and stored worldwide will also continue to grow rapidly. This

leads to a demand on more efficient and denser memory technology in future, while

shortcomings are already noticeable, even today. For example, handheld devices
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1.1. Introduction

can easily capture video material with a bit rate of 45 Mbps but the storage units

cannot keep up with this in terms of heat production and limiting amount of memory

capacity. In conclusion, we can already see a trend for the need of memory devices

with much higher density than todays high end products.

Beside technical and manufacturing problems associated with high density mem-

ory, there are also open physical questions on length scales at which quantum many

body effects become important. The question arises whether a molecule or atom can

remain in a specific configuration, if coupled to an electron reservoir that leads to

decoherence, relaxation or excitations. But also how the electronic environment is

influenced by the atom or molecule. In this thesis we want to focus on the magnetic

properties under the influence of a controllable electric environment. Thus we review

in the following the main achievements in physics, that have a close connection to

this work and lead to magnetic memory at the atomic scale.

Common in all electronic circuits is the conductance manipulation of the charge

carriers. For example, a simple switch has two states either conducting or insulating,

whose status can be read out from the current in the circuit. But charge carriers such

as electrons also have another attribute, which is the spin. Already when the spin

was detected by Gerlach and Stern in 1922 (65) they observed an alteration of a silver

beam trajectory due to the interaction of the intrinsic spin with an inhomogeneous

magnetic field. Even though the concept of the spin did not exist during that time,

its influence on transport properties was observed. Later, the theoretical spin concept

was proposed by Pauli. However, its origin was not fully understood until Dirac

derived it from relativistic quantum mechanics in 1928 (48).

From there on, the spin was an essential quantity in physics. In combination

with the Pauli exclusion principle (132) the spin concept allowed to explain things like

occupation of electronic shells in atoms (130) or magnetism (79) in solids. Latter is a

result of the exchange interaction, a purely quantum mechanical interaction between

the unpaired spins in the magnetic material. Beside mutual spin interaction also

the effect of electric and magnetic fields were studied. 1930 Kramers (98) stated that

a time-reversal symmetry conserving field can only break but double degeneracy,

if the spin possesses a half integer of the momentum quantum. Furthermore, 1940

Pauli combined the concept of spin with the statistic properties of particles in

equilibrium, the so called spin statistic theorem (131). And Stevens derived an operator

representation of the crystal field acting on the angular momentum of embedded

magnetic ions (151). All those findings point out the importance of considering the

electromagnetic environment and correlations with other spin possessing particles,

3



1. Introduction

when investigating the properties of a spin embedded in a host material.

The impact of the spin on the conductance, as mentioned before, was observed

in magnetic impurity-doped metals (40;66) but not resolved until 1964 by Kondo (94).

He explained the unexpected increase of resistance (181) with decreasing temperature

by the rising amount of scattering processes between conduction electrons and the

impurities.

Schrieffer and Wolff (145) demonstrated that Kondos theory was based on the

s-d interaction between localized magnetic d-states and s-states of the conduction

electrons as described by Anderson (2). With a different approach Appelbaum derived

a Kondo like Hamiltonian from the Anderson model to explain the zero bias anomaly,

found in tunnel junctions (104;177). In contrast to the afore mentioned effect in magnetic

impurity-doped metals, the conductance at zero bias increases with temperature.

This, so called Kondo resonance, appears when a localized spin forms a bound state

with the free electrons of the surrounding material and generates a low resistance

channel for the conduction electrons, which is stable below the Kondo temperature.

Thus another example was found, in which the electric properties highly depend on

the correlations of a spin with the surrounding material. But observation of spin

correlations on a single magnetic impurity level was not possible at that time. Thus

during the 60s and 70s research on the interaction between conduction electrons

and magnetic impurities continued in bulk materials, such as metals (39) or diluted

magnetic semiconductors (73). Latter are still in the focus of research and allow to

study magnetism and the influence of charge carries in materials with controllable

electronic properties at low concentration of magnetic impurities (47;124;166).

Quantum dots, discovered by Ekimov in 1981 (52), present systems with interme-

diate properties between bulk semiconductors and single molecules. Frequently, they

are called artificial atoms due to the discrete quantum degrees of freedom. They can

be investigated in a field-effect transistor setup to control the discrete energy levels

with a gate (96;150) and study transport via attached electron reservoirs. Quantum

dots were used to probe their discrete energy spectrum (97;143;163) by utilizing the con-

ductance for spectroscopy. Further, coherence effects in transport through multi-dot

arrangements (19;20;76;120) or charging effects such as the Coulomb blockade (13;59;74)

or spin blockade (28;53;171;172) as a result of spin selection rules were investigated.

The development of non-equilibrium theories such as the diagrammatic perturba-

tion theory (144) and other techniques (159), which are based on the non-equilibrium

Greens function formalism on the Keldysh contour (85;88;112), allowed to go beyond

linear response. This allows to investigate transport within the Coulomb blockade,

4



1.1. Introduction

where sequential electron transport is exponentially suppressed (12;101;116;138). In this

blockade region, where Coulomb repulsion inhibits the charging of the quantum dot,

the Anderson model becomes equivalent to the Kondo model as demonstrated by

Schrieffer, Wolf and Appelbaum. In this case, transport through the quantum dot

appears due to cotunneling, including virtual occupation of quantum dot states,

that can lead to an inelastic spin excitation within the quantum dot. In a previous

work I (83) studied the effects of cotunneling in a single level quantum dot with

a magnetic impurity, which has much in common with the transport through a

magnetic atom, subject to this thesis. Further progress in theoretical methods was

made to go to arbitrary order in the coupling. Beyond those techniques are the

reordering of diagrammatic expressions to control appearing divergencies (93), the

iterative summation of path integrals (11), the time convolution less master equation

expansion to arbitrary order (160), renormalization group techniques (137) and the

non-equilibrium quantum Monte Carlo approach (10;72).

Although quantum dots allowed to study spin transport through nano structures

with diameters of a few nanometer, they do not allow to reach the atomic scale.

The invention of an important experimental tool, namely the scanning tunneling

microscope by Bing and Rohrer in 1983 (18), enabled to scan a conducting surface

with atomic resolution. But single atom manipulation was not possible in the early

years. Meanwhile a milestone in terms of information storage technology was reached,

when Fert and Grünberg discovered the giant magnetoresistance in 1988 (6;17). This

resistance effect in layered magnetic materials is so large, that the application in a

commercial hard drive by IBM was presented only nine years later. The even stronger

effect of giant tunnel magnetoresistance, found in magnetic tunnel junctions (119;129),

allows for the development of new memory concepts, such as magnetoresistive random

access memory. While both effects can be found in todays memory devices they do

rely on layer systems. In 1990 two achievements were made in scanning tunneling

microscopy technology, namely the single atom manipulation and positioning (146)

and the spin polarized scanning tunneling microscope (176). They, in principle, allow

to build structures atom by atom and measure the magnetic moment of a single

atom. It was not until 2002 when Bennewitz et al. (14) presented an approach to

store information in the presence or absence of a Si adatom in a regular pattern on

a Si substrate. The activation energy for removal of an atom was approximately

1eV resulting in a life time of a single bit at room temperature between 2 and 3

years. Unfortunately the signal to noise ratio at room temperature slows down the

reading process with a scanning tunneling microscope, such that this concept is not

5



1. Introduction

compatible in speed with conventional hard drives.

In order to store information in the magnetic moment of an atom or molecule, at

least two magnetic orientations need to be energetically favored and separated by

an energy barrier. Magnetic molecules show crystalline magnetic anisotropy (24;62;63)

resulting from the ligand field acting on the core magnetic atoms (117;151). Mannini et

al. (111) investigated their potential usability for magnetic memory with time depen-

dent x-ray magnetic circular dichroism and achieved a stable magnetic orientation

for 220 seconds at 0.5 Kelvin.

A scanning tunneling microscope allows the detection of inelastic spin excitations

to infer magnetic properties of adatoms (77;90;107). Further, one can observe the

influence of substrate electrons, for example manifested in a Kondo resonance (126;157)

or electron mediated interaction between neighboring magnetic adatoms (82;113;183).

Additionally, the spin state can be manipulated with inelastic spin excitations, which

result from electrons tunneling form a spin polarized tip to the substrate (108). This

offers a way to write information in the magnetic orientation of an adatom. Combining

the two concepts of spin polarized (21;175) and time resolved scanning tunneling

microscopy (106;164) further enables to examine the dynamics of magnetization reversal.

This is crucial for the investigation of the live time of an oriented magnetic moment

and the technical application. This life time, or the related switching rate, was

studied, in terms of telegraph noise in the tunnel current, for systems with decreasing

size (128), beginning with clusters of 200−600 Fe atoms (22), decreasing to 78 Fe atoms

and leading to a single bit stored within just 12 Fe atoms (105). Up to that point the

theoretical description was either based on a classical model, that includes spin-torque

in a Fokker-Planck equation (3;23;36;102) or master equation, that allowed to calculate

the stationary non-equilibrium probability distribution and current (42;46;54). In this

approach the inelastic spin excitations are equivalent to the cotunnling that is known

from the quantum dot description with the Anderson model (43).

As a part of my PhD project, we determined the dynamic properties for a single

spin, representing a 5 Fe atom cluster on a Cu substrate, from a master equation

approach and demonstrated results in good correspondence to the experimental

data (89). We were able to assign characteristic behavior in the magnetization

switching of the cluster to the interaction with tunneling electrons. In the temperature

dependence we distinguished between classical switching over the anisotropy barrier

and single electron induced switching through the barrier as a result of transversal

anisotropy. In this thesis, we focus on a more general discussion and suggest the

interested reader to take a look into our publication from 2013, to see the relation to

6



1.2. Scope of this thesis

experimental results.

The master equation approach includes both, classical and quantum effects. In

2014 we compared the semiclassical Fokker-Planck and master equation approach

with each other and pointed out similarities and differences (34). For example the

spin quantization, present in a quantum mechanical system, leads to a threshold

voltage for current induced magnetization reversal, which is absent in the classical

description.

A common strategy to decrease the switching rate was to find substrate and

adatom combinations with large magnetic anisotropy (61;81;133;136;179) of usually a few

tens meV . A different approach was demonstrated by Miyamachi et al. (118) for a

single holmium atom on a Pt(111) substrate. The three fold rotational symmetry of

the system results in selection rules for electron induced transitions between spin

states of the adatom. In the case of a single holmium adatom with a total spin of

J = 8,which is currently still discussed (50), a single electron cannot induce a direct

transition between the ground states with opposite spin orientations.

We demonstrated in 2014 that the protection mechanism in a three fold symmetric

system breaks down, when time reversal symmetry is broken by a magnetic field (84).

Also resonances of the switching rate were proposed, that result from short cuts in the

anisotropy barrier similar to quantum tunneling of magnetization (114). Additionally

we demonstrated the appearance of a protection mechanism in a four fold symmetric

system, that is robust against magnetic fields and thus promising for a potential

technical application.

1.2 Scope of this thesis

In this thesis, we investigate the results of mutual interaction between itinerant

conduction electrons and a single localized magnetic moment that is subject to

an electrostatic and magnetic environment. We elaborate the exchange of spin

leading to dynamics in the orientation of the localized magnetic moment. Likewise,

we demonstrate the influence of the exchange interaction onto the spin dependent

transport properties of the itinerant electrons with a scattering formalism. Further,

the presence of an electrostatic potential and a magnetic field is included, which

creates an anisotropic potential for the localized magnetic moment. We demonstrate

the relation between symmetries in the electrostatic field and the electron induced

magnetization dynamics. The utilized master-equation approach covers both quantum

and classical effects, which is highlighted for temperature induced magnetization
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1. Introduction

reversal. Finally, we derive the classical limit of the master equation in terms of a

Fokker-Planck equation.

In chapter 2, we introduce the exchange interaction and present its spatially de-

pendent representation (16) for a localized and an itinerant spin. Latter is represented

by a Gaussian wave packet associated with a spin. The exact time evolution of a

single itinerant electron passing a localized spin is shown. We assumed a Gaussian

like exchange interaction between an itinerant and a localized spin and demonstrate

the mutual spin exchange while both are in interaction range.

The results of chapter 2 motivate the introduction of a spin dependent scattering

formalism in chapter 3. The T-matrix is introduced on the basis of the Lippmann-

Schwinger equation, which allows to relate the scattered with the incoming wave

function. We solve the T-matrix equation numerically exact for any shape of spatially

extended exchange interaction by introducing a discretization in momentum space

that relies on Gaussian quadrature. Then, we relate the solution to the spin dependent

transmission and reflection amplitudes. An analytic solution for the contact exchange

interaction in form of a delta function is derived for comparison and for determination

of finite range effects. Also for comparison, the transmission probability of a delta, a

Pöschl-Teller and a Gaussian potential is shown. This helps for the interpretation

of the results, when spin exchange is included. Especially in focus is the switching

probability of the localized spin with regard to chapter 4. Finally the relation between

the T-matrix and the scattered wave function is demonstrated.

In chapter 4, the localized spin is subject to an electrostatic field created by

ligands in the crystal structure of a substrate. The Stevens operator representa-

tion of the crystal field is introduced and applied in presence of specific rotational

symmetries. Effects of the electrostatic and magnetic fields onto the discrete spin

states are demonstrated, utilizing the method of exact diagonalization. The inter-

action with conduction electrons is modeled by an Appelbaum Hamiltonian, while

considering a setup that represents a spin polarized scanning tunneling microscope.

From a master equation approach a characteristic switching rate is deduced, that

describes the electron induced magnetization reversal of the localized magnetic mo-

ment. Spin excitations due to inelastic electron scattering and single electron induced

magnetization switching is shown for systems with different rotation symmetries.

The robustness, with respect to a magnetic field, of a symmetry related protection

mechanism against single electron induced switching is shown in a three-fold and

four-fold symmetric system. Resonances from quantum tunneling of magnetization

and short cut tunneling are explained as results of the rotation symmetry. We also
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1.2. Scope of this thesis

establish an alternative representation of the spin states, that allows to predict the

occurrence of a protection against induced switching from the rotation symmetry

and spin quantum number of the local magnetic moment.

The last chapter 5 connects the master equation with the classical description

of magnetization reversal. We first visualize the anisotropy potential on which a

classical magnetic moment would follow trajectories. Then we compare our findings

from the master equation for thermally induced magnetization reversal, also known as

superparamagnetic relaxation, with results from a classical Fokker-Planck equation.

Finally, we derive from the master equation a Fokker-Planck equation in the classical

limit, where the level spacing vanishes.
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Two particle spin interaction 2

At the atomic scale, the exchange interaction is the dominating mutual interaction

between two magnetic particles, while the magnetic dipole-dipole interaction can be

neglected between two quantum mechanical objects. It results from the Coulomb

repulsion between them and the Pauli principle (78). We present in the following a

derivation of the exchange interaction between two fermions and further introduce a

model with spatial dependence of the exchange interaction.

2.1 Exchange interaction

Figure 2.1: Schematic representation of spatially extended exchange interaction
between an itinerant spin (blue) and a localized spin (red).

A system with two fermions, for example electrons, can be described by the

Hamiltonian

Ĥ = Ĥ0 + ĤC (2.1)

11



2. Two particle spin interaction

including the single particle terms Ĥ0 = Ĥc + Ĥl labeled with c and l as well as

the mutual Coulomb repulsion ĤC . According to Pauli’s spin statistic theorem, the

many body wave function of two fermions needs to be antisymmetric with respect to

a permutation of particles. Hence, if the spacial part |Φ〉 of the total wave function is

symmetric, the spin part |χ〉 needs to be antisymmetric and vice versa. Thus, many

body wave functions of two fermions

|ΨS〉 = |Φ+〉|χ−〉 (2.2)

|ΨA〉 = |Φ−〉|χ+〉 (2.3)

can be constructed, which obey the symmetry of a fermionic state. The superscript

+/− illustrates the symmetric/antisymmetric linear combination

〈x1, x2|Φ±〉 =
1√

2(1 + |S|2)
(φc(x1)φl(x2)± φl(x1)φc(x2)) (2.4)

|χ±〉 =
1√
2
|↑↓〉 ± | ↓↑〉) (2.5)

of single particle wave function products in real space φi(x) and spin space | ↑ / ↓〉.
In case of electrons, the two possible spin orientations are indicated by the arrows.

Inclusion of the overlap integral

S =

∫
dxφ∗c(x)φl(x) (2.6)

allows to consider nonorthogonal states in real space (5;110). This is known as the

Heitler-London approach (134;182), which assumes all single particle wave functions to

be eigenfunctions of the corresponding single particle Hamiltonian without necessarily

being orthogonal to each other. Note, an equivalent expressions for the exchange

interaction can be derived if using orthogonal Wannier wave functions (149) instead.

In first order perturbation theory an energy correction

ε ≈ ε0 + 〈Ψi|ĤC |Ψi〉 (2.7)

to the eigenvalues ε of Ĥ0 leads to an energy splitting between the symmetric |Φ+〉
and antisymmetric state |Φ−〉 with reference to the spacial part. Explicitly the

energies are shifted by EΦ
± = 〈Φ±|ĤC |Φ±〉 = (C ±A) /(1 ± |S|2). This expression

includes the Coulomb integral

C =
e2

4πε0

∫
dx1

∫
dx2|φc(x1)|2|φl(x2)|2 1

|x1 − x2|
(2.8)

and the exchange integral

A =
e2

4πε0

∫
dx1

∫
dx2φ

∗
l (x1)φc(x1)φ∗c(x2)φl(x2)

1

|x1 − x2|
. (2.9)

12



2.1. Exchange interaction

While the Coulomb integral accounts for the classical repulsion of two electrons

represented by their probability density, the exchange integral takes into consideration

the fact that both electrons are indistinguishable. This gives an energy splitting

between the symmetric and antisymmetric spacial part of the wave function. Taking

into account only the spin part of the wave function allows to write an effective

Hamiltonian for the two particle interaction. Utilizing a vector of Pauli matrices

~σc/l = 1/2(σ̂x, σ̂y, σ̂z) acting on the spin of an electron with label c or l allows to

write the effective Hamiltonian in terms of the Coulomb integrals

Ĥeff ≈ Ĥ0 +
1

4

(
EΦ

+ + 3EΦ
− −

A− C|S|2
1− |S|4 ~σc~σl

)
. (2.10)

This Hamiltonian exactly reproduces the first order energy corrections from the

Coulomb repulsion, which can be seen from the expectation value 〈ΨS/A|Ĥeff|ΨS/A〉 =

ε0 + EΦ
+/−. The last term in equation 2.10 describes the exchange interaction and is

of quantum mechanical nature. The coefficient Vex := A−C|S|2
1−|S|4 is commonly known

as exchange constant.

In the following we make use of a model with a spatially dependent exchange

Vex(r −R)~σc~σl (2.11)

where r denotes the position of the itinerant and R of the localized electron. The

function Vex(r −R) incorporates the spatial dependence. This general form of the

exchange interaction between itinerant and localized electrons has been used in the

description of diluted magnetic semiconductors in terms of the s-d model (60;73). In

this model the itinerant electrons are assumed to occupy states in a s-like conduction

band, while the localized electrons are in bands with d character. Interaction with

charge carriers in the valence band is described by the p-d model. Similar to the

spacial dependence, Schrieffer and Wolff already mentioned a momentum dependence

of the exchange interaction within the s-d model (145;148). A common approximation

is the use of the contact form (38;95;135;140)

V0δ(r −R)~σc~σl, (2.12)

with the delta distribution δ(r−R) that restricts the exchange to a single point. We

will consider this type of interaction in a later chapter. In 1990 Bhattacharjee derived

a Gaussian form of the exchange interaction in momentum representation from the in-

teraction between charge carriers in conduction bands and localized magnetic orbitals

within diluted magnetic semiconductors (16). The equivalent Gaussian form in real

space was used for the description of Mn doped III-V semiconductors (15;29;139;141;142),

13



2. Two particle spin interaction

the derivation of Ruderman-Kittel-Kasuya-Yosida interaction (165) in thin films (152;153)

and in semiconductor quantum dots with magnetic impurities (35). In the following

we will take the Gaussian form

V0e
−4ln(2)(x/∆V )2~σc~σl (2.13)

with half width ∆V at full maximum V0 to investigate the effects of mutual spin

interaction between itinerant and localized electrons. The spatially dependent

character has also been experientially observed in quantum wells (109) and quantum

dots with a scanning tunneling microscope (123). We will demonstrate in the following,

that a spatially dependent exchange interaction exhibits different characteristics in

transport compared to the commonly used contact form.
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2.2. Time evolution of Gaussian wave packet

2.2 Time evolution of Gaussian wave packet

From the perspective of a single itinerant electron, another localized electron creates

an effective spin interaction at the origin of our coordinate system, as shown in

equation 2.11. We focus on an Gaussian shaped exchange interaction and treat the

itinerant electron within the effective mass approximation. This results in the model

Hamiltonian

Ĥ(x) = − ~2

2m

d2

dx2
+ V0e

−4ln(2)(x/∆V )2~σc~σl (2.14)

that is subject to the following discussion. A vector of Pauli matrices ~σc/l =

1/2(σ̂x, σ̂y, σ̂z) is either labeled with c to refer to the itinerant conduction electron

spin or with l for the localized spin. Notice, the length scale ∆V that is deduced

from the full width at half maximum of the spatial part V (x) := V0e
−4ln(2)(x/∆V )2

within the mutual spin interaction term. The question arises how the spin of the

localized electron is affected because of the interaction with a passing conduction

electron. To answer this, we start by describing the itinerant electron as a Gaussian

wave packet that passes the region at which both electrons interact. The initial two

particle wave function

|φ(t0)〉 =
√

∆c

∫
dk

(
2

π

) 1
4

e−((k−k0)∆c)2+ix0(k0−k)| ↑c↓l〉|k〉, (2.15)

expanded in momentum space k, gives a Gaussian probability distribution around x0

and variance ∆c, that is propagating with a mean momentum value k0. Both spins

align antiparallel at initial time t0 as denoted by the product state | ↑c↓l〉. From the

initial condition one can determine the state at any time t with the formal solution

of the Schrödinger equation

|φ(t)〉 = e−iĤ(t−t0)/~|φ(t0)〉 (2.16)

by use of the time independent two particle Hamiltonian shown in equation 2.14.

We begin our discussion with the dynamics of the itinerant electron. Figure 2.2

shows the time evolution of a propagating electron in form of a wave package that

is initiated at x0 = −2∆V with mean wave vector k0 = 100/∆V . Spins of both

electrons are initially aligned antiparallel and the itinerant electron has an initial

spin ↑c pointing in positive direction of the quantization axis. On the left hand side

of figure 2.2 one can observe the electron entering the interaction region centered at

x = 0 and exchanging its spin with the localized electron. Since the total spin of

both electrons is a conserved quantity [Ĥ, ~σc + ~σl] = 0, the spin is transferred to the

localized electron which was initially in the ↓l spin state. The amount of spin that
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2. Two particle spin interaction

has been transferred reaches its maximum when the electron is in the center of the

interaction region.

−2 0 2
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2

0

0.5

x/∆V
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〉|φ
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,t

)
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)
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Figure 2.2: Time evolution of a Gaussian wave package, associated with a spin,
representing an itinerant electron. (left) time evolution of the spin expectation value
at position x and times scaled by the characteristic diffusion time t̃ = ~

4m∆2
V

of a
wave package. (right) Snap shots of the time evolution. Dashed lines indicate the
evolution of the maximal absolute expectation for a wave package in the absence of
an exchange interaction.

This can be seen even better on the right hand side of figure 2.2, in which snap

shots in time are combined into a single picture. As a guidance for the eye a dashed

line indicates the expected position for the maximum of the probability distribution

if no interaction was present. The deviation from the actual probability distribution

of the itinerant electron is owed by dynamics in the spin degree of freedom. While

the itinerant electron passes the interaction region, both spins perform a coherent

rotation, which ends in a final mixed spin state a0| ↑i↓l〉+ a1| ↓i↑l〉. This becomes

even more clear when looking at the z-component of the spin expectation value 〈σ̂l,z〉
for the localized electron. In contrast to the freely moving itinerant electron, the

localized electron has only one dynamic attribute, namely its spin degree of freedom.

The time evolution of the spin expectation value in figure 2.3 shows oscillations of the

localized spin that evolves into a final state. A stronger exchange interaction leads

to a more rapid oscillation. The final state is reached, when the itinerant electron

passed the interaction region and no spin can be exchanged anymore. Obviously

in the limit of no exchange the spins remain in their initial configuration. These

results motivate a more precise investigation of the spin scattering with respect to

the momentum k0 of the itinerant electron. Especially the asymptotic limit of the

electron far away from the interaction region x� ∆V is accessible with a scattering
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2.2. Time evolution of Gaussian wave packet

theory.

0 0.5 1 1.5 2 2.5 3 3.5 4

·10−2
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t/t̃

〈σ
z n
〉 V0/E0 · 103

9
6
3
0

Figure 2.3: Time evolution of the localized spin. The frequency of the spin
oscillations is increasing with the interaction strength V0. The number of oscillations
is increasing with the range of the interaction. Parameters are the same as in
figure 2.2 and energies are given in units of the mean kinetic energy E0 =

~2k20
2m of

the itinerant electron.
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Spin scattering 3

In the following, the mutual spin interaction between a localized and an itinerant spin

is investigated. For the description of spin exchange within a finite interaction region,

a scattering approach is derived in terms of the T-matrix. With this formalism we

go beyond the frequently used contact form of the exchange interaction.

3.1 T-matrix formalism

Preceding results demonstrate an exchange of spin between an itinerant and a

localized electron, while the itinerant passes the interaction region, determined by

the potential in the Hamiltonian 2.14. As shown in figure 2.3, a stationary spin

expectation value for both electrons is reached, when they are out of interaction

range. Thus, one needs to perform the time evolution up to the characteristic time

scale ∆Vm/~k0, the itinerant electron needs to pass the interaction region. This

becomes a very demanding numerical calculation for electrons with small kinetic

energy ~2k2
0/2m with respect to the potential height V0. We therefore proceed with

a scattering formalism that is capable of providing simultaneously information about

the wave function within and far away from the interaction region. In the following,

we will derive a formalism that is based on the Lippmann-Schwinger approach (103) to

scattering. Further we make use of a discretization in momentum space, utilized in

the group of Vidar Gudmundsson (8;69;71;158;162), to numerically calculate the scattered

wave function beyond the first order Born approximation (26;33). The formalism allows
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3. Spin scattering

to solve a time independent Schrödinger equation of the form(
Ĥ0 + V̂

)
|ψ〉 = E|ψ〉, (3.1)

with Ĥ0 = ~2k̂2/2m the free particle kinetic energy with eigenfunctions |k〉 and
a scattering potential V̂ . The scattering potential consists of two components

V̂ = V̂x⊗ V̂s that act on the spacial part V̂x and the spin part V̂s of the wave function.

Thus we allow for potentials that can be represented by

V̂ =
∑
x,S,S′

Vx|x〉〈x|VS′,S |S′〉〈S| (3.2)

where |S〉 is a many particle spin state and matrix elements Vx(VS′,S) resulting

form the representation of the potential in real (spin) space. A formal solution to

equation 3.1 is given by the the Lippmann-Schwinger equation

|ψ〉 = |ψ0〉+ Ĝ0V̂ |ψ〉 , (3.3)

with |ψ0〉 = |k0〉|S0〉 the solution of the free particle Schrödinger equation Ĥ0|ψ0〉 =

E0|ψ0〉 and the free particle Green’s function Ĝ0 =
(
E − Ĥ0

)−1
. The complexity of

finding a solution is equivalent for the Lippmann-Schwinger and Schrödinger equation.

However, a perturbation expansion in V̂ naturally arises from the recursive character

of equation 3.3, which leads to the Born series

|ψ〉 =
(

1 + Ĝ0V̂ + Ĝ0V̂ Ĝ0V̂ + ...
)
|ψ0〉 . (3.4)

In this series we find the relation between the free wave function |ψ0〉 and the solution

|ψ〉 including an additional potential V̂ . In the Born approximation it is common

to use just the first two terms of the Born series to approximate the wave function

|ψ〉 ≈ (1 + Ĝ0V̂ )|ψ0〉. In fact, we are interested in a solution beyond leading order to

allow for non-perturbative potentials. Therefore, by definition of the T-matrix

T̂ := V̂ + V̂ Ĝ0T̂ , (3.5)

the Born series can be written in a much shorter form

|ψ〉 =
(

1 + Ĝ0T̂
)
|ψ0〉 . (3.6)

Both are the central equations for the following considerations. Truly, the complexity

of solving equation 3.5 instead of 3.1 or 3.3 in general remains the same. However,

the introduction of a discretization scheme allows to solve equation 3.5 numerically

exact, even for potentials with a certain range. In in the following, we present the
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3.1. T-matrix formalism

discretization scheme, which is based on Gaussian quadrature, that allows to solve

equation 3.5 and 3.6 numerically. We will also demonstrate the relation between the

T-matrix and properties of a scattering theory such as the transmission amplitude,

reflection amplitude and the wave function.
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3. Spin scattering

3.2 Discretization with Gaussian quadrature

The main equations 3.5 and 3.6, for the scattering theory, can be solved numerically,

when introducing a discretization scheme that is based on the Gaussian quadrature.

The appearance of a free particle Green’s function in both equations suggests to

choose a representation in Ĥ0 eigenfunctions

〈x|k〉 =
1√
2π
eikx (3.7)

such that the Green’s function 〈k|Ĝ0|k〉 = 2m/(~2(k2
0 − k2)) becomes diagonal. Due

to the continuous spectrum of Ĥ0 both equations 3.5 and 3.6 contain an integral of

the from ∫ ∞
−∞

f(k)

k2
E − k2

dk, (3.8)

which we want to make suitable for numerical computation. The first step is to shift

the denominator of the Green’s function into the complex plane by adding a positive

complex number iη. This gives the so called advanced Green’s function, which obeys

the causality intrinsic to a scattering theory, namely a propagation from a scattering

source (7). This can be seen at the advanced character of the Green’s function

〈x|Ĝ0|x′〉 = − im

~2k0
eik0|x−x

′| (3.9)

when written in spacial representation (122). Substituting this expression in the Born

series 3.4 leads to plane waves that propagate from the scattering object represented

by V̂ . A negative η would lead to a retarded Green’s function and thus waves

propagating to the scatterer.

The integral 3.8 can be transformed by applying the Cauchy principal value
1

x±iη = P
x ∓ iπδ(x), which separates the expression into a principle value integral

and one with a simple delta distribution.∫ ∞
−∞

f(k)

k2
E − k2 + iη

dk (3.10)

= P
∫ ∞
−∞

f(k)

k2
E − k2

dk − iπ

2|k0|
(f(k0) + f(−k0))

By adding two vanishing terms, since
∫∞
−∞

1
k20−k2

dk = 0, we remove the divergency

points from the principal value integral.

=

∫ ∞
0

f(k)− f(k0)

k2
0 − k2

dk +

∫ ∞
0

f(−k)− f(−k0)

k2
0 − k2

dk − iπ

2|k0|
(f(k0) + f(−k0)) (3.11)

With the application of Gauss-Legendre quadrature (8;173) we can discretize the
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3.2. Discretization with Gaussian quadrature
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Figure 3.1: Visualization of Gauss discretization with momentum mapping k → κµ
and weight mapping ωj → Dµ. Vertical lines indicate the grid, in which Gaussian
quadrature is applied.

k-space and thus create algebraic expressions for equations 3.5 and 3.6 that include

integrals of the form we started with in expression 3.8. One has to assume the

function f(k) to vanish for large |k| in order to allow for a truncation of k-space. This

gives a restriction on the potentials V̂ that can be treated with this formalism. The

remaining integrals thus can be solved on a grid by Gaussian quadrature including

Ng points kj as depicted in figure 3.1. The weights ω′j are calculated such that the

integral is equal to the sum

=

Ng∑
j=1

f(kj)− f(k0)

k2
0 − k2

j

ω′j +

Ng∑
j=1

f(−kj)− f(−k0)

k2
0 − k2

j

ω′j −
iπ

2|k0|
(f(k0) + f(−k0)) (3.12)

if the function f(k) can be represented by a polynomial of 7th degree or less,

within the Ng/4 grid sections. We can further simplify the sum over all k ∈
{−kNg , . . . ,−k0, . . . , k0, . . . , kNg} values by definition of a mapping

κµ :=


−kNg−µ+1 µ = 1, . . . , Ng

kµ−Ng µ = Ng + 1, . . . , 2Ng

−k0 µ = 2Ng + 1

k0 µ = 2Ng + 2

(3.13)
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3. Spin scattering

such that only a single sum over the variable µ is left. Additionally the function

Dµ :=


ω′Ng−j+1

1
k20−k2Ng−j+1

µ = 1, . . . , Ng

ω′j−Ng
1

k20−k2j−Ng
µ = Ng + 1, . . . , 2Ng

−
(∑Ng

j=1 ω
′
j

1
k20−k2j

+ iπ
2|k0|

)
µ = 2Ng + 1, 2Ng + 2

(3.14)

can be defined, which includes all weights originating from the Gaussian quadrature.

An extended derivation of κµ and Dµ can be found in the appendix 7.2. We now

finally replace the integral we started with

∫ ∞
−∞

f(k)

k2
0 − k2 + iη

dk =

2Ng+2∑
µ=1

Dµf(κµ) (3.15)

by a sum which allows to write algebraic expressions for equations 3.5 and 3.6. This

discretization scheme allows the application of numerical calculations and the result

becomes exact if the function f(k) can be piecewise represented by a polynomial.
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3.3. T-matrix main equation

3.3 T-matrix main equation

In general a scattering theory deals with the interaction of continuum states with a

scattering potential. The lack of boundary conditions for the continuum states leads

to the continuous spectrum, which makes the equations unsuitable for numerical

calculations. Thus, the elaborated discretization scheme allows to turn the central

equation

T̂ = V̂ + V̂ Ĝ0T̂ (3.16)

for the T-matrix, into a system of linear equations that can be solved numerically.

Utilizing the completeness relation 1 =
∑

S

∫
dk|S〉|k〉〈k|〈S| of the continuum states,

including the spin degree of freedom, we can write equation 3.16 in mixed momentum

and spin representation

〈Sl|〈kl|T̂ |kr〉|Sr〉 = 〈Sl|〈kl|V̂ |kr〉|Sr〉 (3.17)

+
2m

~2

∑
S

∫
dk〈Sl|〈kl|V̂ |k〉|S〉

1

(k2
0 − k2)

〈S|〈k|T̂ |kr〉|Sr〉.

Since the Green’s function 〈Sl|〈kl|Ĝ0|kr〉|Sr〉 = δSl,Sr2m/(~2(k2
0 − k2)) is diagonal in

spin and momentum space, only a single integral over k remains. The form of the

remaining integral is identical to equation 3.8, which allows to apply the discretization

scheme. We identify

f(k) =
2m

~2
〈Sl|〈kl|V̂ |k〉|S〉〈S|〈k|T̂ |kr〉|Sr〉 (3.18)

and thus replace the integral by a sum

〈Sl|〈kl|T̂ |kr〉|Sr〉 = 〈Sl|〈kl|V̂ |kr〉|Sr〉 (3.19)

+
2m

~2

∑
S

2Ng+2∑
µ

Dµ〈Sl|〈kl|V̂ |κµ〉|S〉〈S|〈κµ|T̂ |kr〉|Sr〉.

By fixing kr to a specific value, since it will be later related to the initial momentum

of the scattered particle, one can simplify equation 3.19. For kl ∈ {κµ} with

µ ∈ {1, . . . , 2Ng + 1, 2Ng + 2} all momentum values are included that occur due to

the discretization of the continuum. Thus, T̂ and V̂ can both be represented by

vectors. Defining a matrix with elements 〈Si|〈κi|A|κj〉|Sj〉 = 2m
~2 Dj〈Si|〈κi|V̂ |κj〉|Sj〉

allows to write equation 3.19 in a simple form

~T = ~V +A~T (3.20)

that is suitable for numerical computation. Note, if V̂ is sparse, A shows the same

sparse pattern. Thus we can use the symmetries that are conserved by the scattering

potential to simplify the calculation of the T-matrix.
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3. Spin scattering

3.4 Scattering amplitudes including spin

V (x)

|tS0,S0 |2

|tS̃0,S0
|2

|rS0,S0 |2

|φ0〉 = |k0〉|S0〉

|rS̃0,S0
|2

∆V

x

|ψ|2

Figure 3.2: Schematics of spin scattering at a potential within the region ∆V . The
spacial representation of the potential is given by V (x). An incoming wave |φ0〉 with
initial spin configuration S0 is either transmitted to the right hand side or reflected to
the left hand side of the potential. During the scattering the spin can be exchanged
leading to the spin state S̃0.

Naturally, scattering is used to probe a local interaction between a scatterer

and a scattered particle by detecting deviations from its free propagation. When

characterizing the interaction region by the length ∆V as shown in figure 3.2, the

scattered wave function in the asymptotic limit needs to be of the form

〈x|ψ〉 =

{
ψ+

0 (x)|S0〉+
∑

Sf
rSf ,S0ψ

−
0 (x)|Sf 〉 x/∆V → −∞∑

Sf
tSf ,S0ψ

+
0 (x)|Sf 〉 x/∆V →∞

(3.21)

with ψ±0 (x) = 1√
2π
e±ik0x and the initial/final spin state denoted by |S0/f 〉. Thus a

freely propagating particle would pass the interaction region undisturbed, which is

related to a 100% transmission probability |tS0,S0 |2 of the initial wave with spin S0

and momentum k0.

Let |S̃0〉 be the spin state that results from |S0〉 if the spin between two particles

is exchanged. For example |S̃0〉 = | ↑, ↓〉 is a related to |S0〉 = | ↓, ↑〉 due to

spin exchange. Hence, an interaction would lead to a deviation from the free

propagation due to deflection into a different spin channel |tS̃0,S0
|2 or reflection

in the initial |rS0,S0 |2 or the flipped spin channel |rS̃0,S0
|2. In other words the

transmission incorporates information about the interaction, which is related to the

conductance (56) and thus of interest for experiments. In the following we derive the

transmission amplitude of an incoming wave with momentum k0 and initial spin S0

that is elastically scattered into the final spin state Sf . This final spin state can be

detected far away from the interaction region. Note that S0 and Sf are products of
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3.4. Scattering amplitudes including spin

spin states such that the total spin part of the wave function is subject to scattering.

As shown in equation 3.21, the transmission amplitude tSf ,S0 is encoded in the wave

function far away from the scattering region

lim
x�∆V

〈Sf , x|ψ〉, (3.22)

which means in our convention the right hand side of the scattering potential.

The Lippmann-Schwinger equation allows to replace the wave function by |ψ〉 =

|ψ0〉+ Ĝ0V̂ |ψ〉, which enables to perform the spacial limit in a convenient way.

lim
x�∆V

〈Sf , x|ψ〉 (3.23)

= lim
x�∆V

(
〈Sf , x|ψ0〉+

∑
S′

∫
dx′〈Sf , x|Ĝ0|S′, x′〉〈S′, x′|V̂ |ψ〉

)
.

Only the one-dimensional Green’s function in real space representation depends on

the coordinate x. Thus we can use the relation limx�∆V
|x− x′| = |x| − x′sign(x) to

take the limit of the Green’s function far away from the scattering region. Here we

are interested in the transmission, which means we can take sign(x) = 1. Thus the

limit

lim
x�∆V

〈Sf , x|Ĝ0|S′, x′〉 = lim
x�∆V

(
−〈Sf |S′〉

im

~2k0
eik0|x−x

′|
)

(3.24)

= −〈Sf |S′〉
im

~2k0
eik0xe−ik0x

′

can be replaced in equation 3.23 and leads together with 〈x|k0〉 = 1√
2π
eik0x to

lim
x�∆V

〈Sf , x|ψ〉 (3.25)

= 〈Sf , x|ψ0〉 −
im

~2k0
eik0x

∑
S′

∫
dx′〈Sf |S′〉e−ik0x

′〈S′, x′|V̂ |ψ〉

= 〈Sf , x|ψ0〉 −
im
√

2π

~2k0
eik0x

∑
S′

∫
dx′〈Sf |S′〉〈k0|x′〉〈S′, x′|V̂ |ψ〉

= 〈Sf , x|ψ0〉 −
im
√

2π

~2k0
eik0x〈Sf |〈k0|V̂ |ψ〉

= . . . .

At this point, the matrix element of the scattering potential can be replaced by a

matrix element of the T-matrix 〈ψ′|V̂ |ψ〉 = 〈ψ′|T̂ |ψ0〉, which follows from comparison

of equation 3.6 and 3.3 and leads to

· · · = 〈Sf , x|ψ0〉 −
im
√

2π

~2k0
eik0x〈Sf |〈k0|T̂ |ψ0〉. (3.26)
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3. Spin scattering

As mentioned before, the initial wave function is specified by |ψ0〉 = |k0〉|S0〉 and its

spacial representation 〈x|ψ0〉 = 1√
2π
eik0x|S0〉 allows a substitution, such that

lim
x�∆V

〈Sf , x|ψ〉 = 〈Sf , x|ψ0〉 −
im2π

~2k0
〈Sf |〈k0|T̂ |k0〉|S0〉〈S0|〈x|ψ0〉. (3.27)

This form shows the relation between the initial wave function and the scattered wave

function via the T-matrix. From comparison with equation 3.21 the transmission

amplitude

tSf ,S0 = δSf ,S0 −
im2π

~2k0
〈Sf |〈k0|T̂ |k0〉|S0〉 (3.28)

for an elastic transmission from initial spin S0 to final spin Sf can be identified.

Analogously the derivation can be performed for the limit x/∆V → −∞ to derive

the reflection amplitude

rSf ,S0 = − im2π

~2k0
〈Sf |〈−k0|T̂ |k0〉|S0〉. (3.29)

Both amplitudes are directly related to the scattering that occurred within the

interaction region. Especially information about the localized spin after the scattering

is encoded in the spin dependent transmission and reflection amplitude.
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3.5. Contact form of exchange interaction

3.5 Contact form of exchange interaction

The previous derivation of spin dependent transmission and reflection does not rely

on a specific form of the scattering potential. Hence, we begin our discussion with

the contact form of the exchange interaction

〈x|V̂ |x〉 = V0δ(x− x0)~σc~σl, (3.30)

which can be solved analytically and thus gives a reference system for further

investigations. The vector of Pauli matrices is either labeled with c when acting on

the spin of the conduction electron or l for the localized spin. This contact form of

the exchange interaction is commonly used, for example in the Kondo model (94). It

can be derived from the s-d model (99) in the case of small characteristic size of the

localized spin possessing orbital with respect to the wavelength of the conduction

electron (145). In order to obtain the analytic solution we begin with the operator

representation of the delta potential

V̂ = V0~σc~σl|x0〉〈x0|, (3.31)

which is equivalent to the spacial representation of equation 3.30. The matrix

elements 〈±k0|T̂ |k0〉 of the T-matrix are related to the transmission and reflection

probabilities. Hence, we project the main equation of the T-matrix T̂ = V̂ + V̂ Ĝ0T̂

into momentum representation and utilize its recursiveness. With the operator

representation of the scattering potential

〈kα|T̂ |kβ〉 = 〈kα|V̂ |kβ〉+ 〈kα|V̂ Ĝ0V̂ |kβ〉 (3.32)

+〈kα|V̂ Ĝ0V̂ Ĝ0V̂ |kβ〉+ . . .

= 〈kα|x0〉〈x0|kβ〉V0~σc~σl

+〈kα|x0〉〈x0|Ĝ0|x0〉〈x0|kβ〉 (V0~σc~σl)
2

+〈kα|x0〉〈x0|Ĝ0|x0〉〈x0|Ĝ0|x0〉〈x0|kβ〉 (V0~σc~σl)
3

+ . . .

= . . .

and the spacial representation of the Green’s function 〈x|Ĝ0|x′〉 = − im
~2k0 e

ik0|x−x′|

one obtains the series

· · · = V0

2π
ei(kβ−kα)x0~σc~σl

[
1 +

(
− imV0

~2k0
~σc~σl

)
+

(
− imV0

~2k0
~σc~σl

)2

+ . . .

]
. (3.33)
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3. Spin scattering

Introduction of the characteristic wave vector v0 := mV0
~2 and identification of the

geometrical series in equation 3.33 allows to write the T-matrix in a compact form

〈kα|T̂ |kβ〉 =
~2

m2π
v0e

i(kβ−kα)x0~σc~σl

(
1−

(
− iv0

k0
~σc~σl

))−1

. (3.34)

For two 1/2 spins the last term of equation 3.34 is a 4×4 matrix that can analytically

be inverted. In the product spin basis Si ∈ {↑c↑l, ↑c↓l, ↓c↑l, ↓c↓l} the analytic solution
for the T-matrix is given by

〈kα|T̂ |kβ〉 = (3.35)

~2v0

m2π
ei(kβ−kα)x0


k0

4k0+iv0
0 0 0

0 − k0(4k0+i3v0)
16k20−i8k0v0+3v20

8k20
16k20−i8k0v0+3v20

0

0
8k20

16k20−i8k0v0+3v20
− k0(4k0+i3v0)

16k20−i8k0v0+3v20
0

0 0 0 k0
4k0+iv0

 .

With equation 3.28 the T-matrix can be related to the transmission amplitude and

thus gives

t =


1

i/(4κ)+1 0 0 0

0 1 + i (4κ+i3)
16κ2−i8κ+3

i 8κ
16κ2−i8κ+3

0

0 i 8κ
16κ2−i8κ+3

1 + i (4κ+i3)
16κ2−i8κ+3

0

0 0 0 1
i/(4κ)+1

 (3.36)

and the reflection amplitude with equation 3.29

r =


1

i4κ−1 0 0 0

0 i (4κ+i3)
16κ2−i8κ+3

i 8κ
16κ2−i8κ+3

0

0 i 8κ
16κ2−i8κ+3

i (4κ+i3)
16κ2−i8κ+3

0

0 0 0 1
i4κ−1

 (3.37)

for x0 = 0 and the unitless parameter κ := k0/v0. The factor 4 in the transmission

and reflection amplitude of a parallel spin configuration ↑c↑l or ↓c↓l can be eliminated

by rescaling V0 and has no physical meaning. Figure 3.3 shows a difference between

the transmission probability for the parallel and antiparallel configuration ↑c↓l or
↓c↑l. In the antiparallel configuration also spin flip scattering is possible, which leads

to the reduced probability for the spin to be transmitted unperturbed. On the right

hand side of figure 3.3 the probability for spin flips is shown. We define a switching

probability Γ := |tS̃0,S0
|2 + |rS̃0,S0

|2 for the localized spin. The switching probability

indicates, if the combined spin state has performed a transition from the initial

state S0 to the flipped state S̃0 during the scattering. The switching probability
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3.5. Contact form of exchange interaction

does not supply information, whether a coherent spin state was created during the

scattering. In this thesis, we are interested in the final spin configuration, when some

unspecified mechanism, such as a spin measurement of the itinerant electrons, leads

to decoherence after the scattering. Since the transmission and reflection into the

flipped spin state S̃0 have the same momentum k0 dependence, we can write the

switching probability in the short form

Γ(κ) =
128κ2

9 + 32κ2(5 + 8κ2)
(3.38)

with a maximum at κmax ≈ 0.43 of Γ = 1/2. The maximum position is indicated by

a gray line in figure 3.3. This means a delta like exchange interaction can at most

lead to an equal mixture of the initial spin state S0 and the flipped spin state S̃0 at

the maximum position of Γ. This can be seen from both transmission channels

|tS0,S0(κmax)|2 = |tS̃0,S0
(κmax)|2 =

1

4
, (3.39)

which are equal at the maximum point of the switching probability. Same applies for

the reflection. Thus both spin orientations of the itinerant electron will be detected

with equal probability after it passed the interaction region. 100% probability for full

reversal of both spins can not be achieved. Later on, we will focus on the switching

probability for an exchange interaction with finite range and elaborate deviations

from the delta potential. We demonstrate, that transmission with 100% switching

probability can occur in a system with extended exchange interaction.

0 1 2 3 4

0

0.5

1

k0/v0

|t↑c↑l,↑c↑l |2
|t↑c↓l,↑c↓l |2
|r↑c↑l,↑c↑l |2
|r↑c↓l,↑c↓l |2

0 1 2 3 4

0

0.5

1

k0/v0

|t↓c↑l,↑c↓l |2
|r↓c↑l,↑c↓l |2

Γ

Figure 3.3: Transmission and reflection probability of a contact exchange interaction
represented by a delta potential V (x) = V0δ(x)~σc~σl. When the spins are initially
aligned antiparallel ↑c↓l, exchange of the spins can occur. Denoted by the green line
is the spin switching probability Γ of the localized spin. The gray line indicates the
maximum of the switching probability.
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3. Spin scattering

3.6 Transmission probability

Before continuing with results including spin scattering it is important to understand

the appearance of resonances in the transmission for attractive potentials. In a

scattering theory the two cases of a repulsive potential V (x) > 0 acting as a barrier

and the attractive potential V (x) < 0 acting as a well are usually treated separately.

While quantum tunneling is a characteristic effect for a barrier, an attractive potential

gives rise to bound states. We demonstrate in the following that bound states close

to the continuum lead to an increased transmission probability at small momenta.

The delta potential Vδ(x) = V0δ(x) with V0 < 0 for example bears a single bound

state at the energy ε = −mV 2
0 /2~2. Thus only in the limit of vanishing potential

V0 → 0 the bound state approaches the transition of becoming a continuum state.

The transmission probability

|t|2 =
1

1 +
(
v0
k0

)2 (3.40)

for an attractive delta potential goes to 1 if the characteristic length 1/v0 = ~2/mV0

goes to infinity. Therefore the effect of bound state transition into the continuum

and the absence of a scattering potential V0 = 0 coincides for the delta potential as

can be seen in figure 3.4.

This differs for the Pöschl-Teller potential

VPT(x) = V0
λ(λ− 1)

cosh2(x/∆V )
(3.41)

with characteristic length ∆V and unitless parameter λ. The Schrödinger equation

including the attractive Pöschl-Teller potential can be solved analytically and one

obtains bound state energies εn ∝ (λ − 1 − n) with n ∈ N0
(57). The bound states

merge into continuum states for λ ∈ N. In this case the attractive potential becomes

transparent for the incoming plane wave, since it is a solution to the full Schrödinger

equation as well. In figure 3.4 the periodic appearance of resonances in the transmis-

sion is a clear indication of this effect. Note, that results of figure 3.4 were calculated

with the spin independent T-matrix formalism using

t = 1− im2π

~2k0
〈k0|T̂ |k0〉, (3.42)

which reproduces the analytic results for the transmission probability

|t|2 =
p2

1 + p2
(3.43)
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3.6. Transmission probability

v 0
/
k
0

�

V
0
/(
~2

/2
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�
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k0�V k0�V

VG(x) = V0e
�4ln(2)(x/�V )2V�(x) = V0�(x) VPT(x) = V0

�(�� 1)

cosh2(�V x)

|t|2

k0/v0

Figure 3.4: Transmission probability |t|2 for three different attractive scattering
potentials, meaning V0 < 0. The transmission probability for the delta potential
(left), the Pöschl-Teller potential (center) and the Gaussian potential (right) are
shown. Resonances at k0 = 0 indicate the transition from bound states into the
continuum. The red line marks the classical limit for a transmission over the repulsive
Gaussian potential.

when choosing V0 = ~2/(2m∆2
V ) and defining p := sinh(πk∆V )/ sin(πλ) (57).

For a Gaussian potential

VG(x) = V0e
−4ln(2)(x/∆V )2 (3.44)

one needs to refer to perturbation theory or numerical calculation (37) to compute

the bound states. In figure 3.4 we see again the resonances from the bound state

into continuum state transition for V0 < 0, which are not periodic. This is typical

for the Gaussian potential. Further, each resonance can be associated with a specific

bound state (68). For example the resonance at V0/(~2/(2m∆2
V )) ≈ −7.5 belongs

to the first excited state, the one at V0/(~2/(2m∆2
V )) ≈ −24 to the second excited

state, et cetera. When the potential acts as a barrier, only quantum tunneling

leads to a transmission through the barrier, which is restricted by the classical limit

~2k2/2m < V0. This limit is indicated by a red line in figure 3.4. The rapid increase

of the transmission is roughly located around the classical condition ~2k2/2m = V0

for a step in the transmission. The characteristic features that were elaborated so

far allow an interpretation of the following results for a spin dependent Gaussian
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3. Spin scattering

scattering potential

V (x) = V0e
−4ln(2)(x/∆V )2~σc~σl, (3.45)

which includes spin exchange between the itinerant spin ~σc and localized spin ~σl
within a finite region. We are especially interested in the scattering with the initially

antiparallel spin configuration |S0〉 = | ↑c, ↓l〉, since this condition enables to observe

spin exchange. Note, that the results for an initial spin state |S0〉 = | ↓c, ↑l〉 would
be the same. For convenience we suggest a change of basis to explain the spin flip

results with the afore elaborated effects from an attractive and repulsive Gaussian

scattering potential. We use the singlet |0〉 and triplet |1〉 state to replace the initial

spin configuration |S0〉 and the spin flip configuration |S̃0〉 in the following manner

|0〉 =
1√
2

(| ↑c↓l〉 − | ↓c↑l〉) (3.46)

|1〉 =
1√
2

(| ↑c↓l〉+ | ↓c↑l〉) (3.47)

|S0〉 = | ↑c↓l〉 =
1√
2

(|1〉+ |0〉) (3.48)

|S̃0〉 = | ↓c↑l〉 =
1√
2

(|1〉 − |0〉) . (3.49)

The potential V (x) = VG(x)~σc~σl in equation 3.45 is now diagonal in this repre-

sentation, since the total spin commutes with the scattering potential [V̂ , ~σc+~σl] = 0

and the singlet and triplet states are eigenstates of the total spin. Thus for V0 > 0

the single state is subject to an attractive potential with 〈0|V (x)|0〉 = −3
4VG(x)

while the triplet state is effected by a repulsive potential 〈1|V (x)|1〉 = 1
4VG(x). In

figure 3.5 the transmission probability shows resonances from the transition of bound

states into the continuum, referring to the regions, in which either singlet or triplet

state senses an attractive potential. The different scaling of the left an central plot

of figure 3.5 is a result of the effective potential height Ṽ0 = −3
4V0 for the singlet

and Ṽ1 = 1
4V0 for the triplet state. In the region where the effective potentials act

as a barrier, the classical transmission step is indicated by a red line. Because we

are interested in the deflection of an initial state |S0〉 = | ↑c↓l〉 into a spin flip state

|S̃0〉 = | ↓c↑l〉, we also have to determine the phase shift between singlet and triplet

state that occurs during the scattering. With the main equation for the T-matrix

T̂ = V̂ + V̂ Ĝ0V̂ + V̂ Ĝ0V̂ Ĝ0V̂ + . . . , (3.50)

one can demonstrate the commutator relation [T̂ , ~σc + ~σl] = 0 and thus the conser-

vation of total spin by the T-matrix. Hence, the matrix elements 〈0|〈k0|T̂ |k0〉|1〉 =

34



3.6. Transmission probability

〈1|〈k0|T̂ |k0〉|0〉 = 0 vanish and we can derive the transmission amplitude

tS̃0,S0
= − im2π

~2k0

1

2
(〈1| − 〈0|) 〈k0|T̂ |k0〉 (|0〉+ |1〉) (3.51)

=
1

2
(t11 − t00)

in the singlet and triplet representation. The effect of the relative phase shift between

singlet and triplet state, according to the different potentials they have to pass, is

included in the last term of

|tS̃0,S0
|2 =

1

4

(
|t11|2 + |t00|2 − 2<(t∗11t00)

)
. (3.52)

Figure 3.5 shows the importance of the phase shift when the potential barriers can

be surmounted in a classical sense ~2k2
0/2m > Ṽ0/1. A phase shift below this limit,

denoted by the black lines on the right of figure 3.5, is a result of quantum tunneling.

In the singlet and triplet representation, the complete spin exchange between itinerant

and localized spin is denoted by the phase shift <(t∗11t00) = −1. Effectively no spin

is exchanged during the scattering, when 2<(t∗11t00) = 1. Remember, for the delta

potential a complete exchange of spin is not possible. The phase relation during

the scattering of a finite range potential increases the probability for a complete

spin exchange, which is indicated by the dark red regions on the right hand side of

figure 3.5. Note, that the results are not symmetric to V0 = 0 due to the asymmetric

singlet and triplet splitting, becoming apparent from the ratio Ṽ0 = −3Ṽ1. This

asymmetry and the focus on spin exchange will be subject to the following, where

we look at the switching probability of the local momentum that acts as a scatterer.
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3. Spin scattering

Figure 3.5: Transmission probability for the singlet (left) and triplet (center) part
of the initial spin state |S0〉 = | ↑c↓l〉. The effect of the relative phase between singlet
and triplet state on the transmission probability |tS̃0,S0

|2 into the spin flipped state
|S̃0〉 = | ↓c↑l〉 is shown on the right.

3.7 Spin switching probability

Previous results for the transmission demonstrate the momentum k0 dependent

efficiency for a spin exchange between the localized and itinerant spin, leading to a

reversal of both spins with respect to the initial spin state, for example |S0〉 = | ↑c↓l〉.
In general, not only transmission but also reflection into the flipped spin state

|S̃0〉 = | ↓c↑l〉 would reverse the local magnetic moment labeled with l. Both

scattering channels,|rS̃0,S0
|2 and |tS̃0,S0

|2, that lead to a spin reversal of the local spin,

are depicted in figure 3.6. The sum of the probabilities |tS̃0,S0
|2 from the transmission

channel and |rS̃0,S0
|2 from the reflection channel give the total probability for the

switching of the local magnetic moment ↓l→↑l due to scattering with the itinerant

electron. Again, coherent spin states are not considered in the switching probability,

since we assume that decoherence occurs after the scattering process is completed.

With increasing momentum k0 of the itinerant electron, four consecutive situations

in the scattering can be differentiated. The occurrence is indicated by the colored lines

in figure 3.6 and we exemplarily elaborate them in figure 3.7 taken at V0 = −25 ~2
2m∆2

and V0 = 25 ~2
2m∆2 . For the explanation we decompose the initial |S0〉 and flipped spin
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|rS̃0,S0
|2 + |tS̃0,S0

|2|tS̃0,S0
|2|rS̃0,S0
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Figure 3.6: Spin switching potability due to reflection (left) or transmission (center)
into the spin flipped state S̃0. Total spin flip probability is shown on the right.
The colored lines indicate the onset of full transmission for the singlet (red) and
triplet (blue) state. The black line limits the region in which no exchange interaction
effectively occurs due to the large kinetic energy of the itinerant spin.

state |S̃0〉 into the singlet and triplet representation as demonstrated in equations 3.49

and 3.48. In figure 3.6 for small k0 only reflection |rS0,S0 |2 of the unchanged spin

state appears if neither the singlet nor the triplet part of |S0〉 can be transmitted.

Resonances at small k0 only appear, if bound states are close to the continuum in the

singlet and triplet representation, as demonstrated in figure 3.5. When crossing the

first colored line in figure 3.6 one enters the region in which either the triplet (blue

line) or the singlet (red line) part of the initial state is transmitted, while the other

is still reflected. In the case of V0 < 0 the transmission of the triplet state appears at

smaller momenta k0 than the transmission of the singlet. This situation is reversed

for V0 > 0 as shown in figure 3.6. While either just the singlet or triplet part of

the initial spin state is transmitted, the switching probability remains constant with

respect to the energy of the scattered electron. This is an effect of the finite range of

the scattering potential and does not appear for a delta like scattering potential, see

figure 3.3. The further apart the insets of full transmission of each singlet and triplet

sate are with respect to k0, the wider is the region of constant switching probability.

Thus, the plateau with constant probability is more pronounced in the region V0 < 0,
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3. Spin scattering

as shown in the comparison of figure 3.7. The inset of the region in which also the

second part, either singlet (red line) or triplet (blue line), of the scattered state |S0〉
is transmitted indicates the region in which the switching probability is dominated

by the transmission. As discussed previously, the relative phase between singlet and

triplet state might even lead to a switching probability up to 100% depending on the

strength V0 of the exchange interaction. This high switching probability can only

occur due to the transmission through a spatially extended interaction region. The

reflection into the spin flipped channel can maximally lead to a switching potability of

25% as shown on the left hand side of figure 3.6. Finally when reaching a momentum

k0 such that the black line in figure 3.6 is crossed, the phase relation between singlet

and triplet remains constant and no switching of the local spin occurs. From this

point on the correlation between the itinerant and localized spin effectively vanished.
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k0∆V
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|t0,0|2
|t1,1|2

Γ

Figure 3.7: Transmission of the triplet state (blue line) and the singlet state (red
line) in combination with the switching probability Γ, with its maximum marked
by the gray line. The colored dashed lines indicate the onset of full transmission
for the singlet (red) and triplet (blue) state. The two different interaction strength
V0 = −25 ~2

2m∆2 (left) and V0 = 25 ~2
2m∆2 (right) were chosen.
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3.8. Wave function of the itinerant electron

3.8 Wave function of the itinerant electron

In the previous discussion we mainly focused on the asymptotic limit |x/∆V | → ∞
of the scattering in terms of transmission and reflection probabilities. Likewise the

T-matrix allows to investigate the wave function of the itinerant electron within the

interaction region |x| < ∆V . The initial |ψ0〉 = |k0〉|S0〉 and scattered wave function

|ψ〉 = |ψ0〉+ Ĝ0T̂ |ψ0〉 (3.53)

are related via the T-matrix. Information about the spatially dependent spin scat-

tering is revealed when looking at the specific spin density |φ(x)Sf |2 = |〈Sf |〈x|ψ〉|2.
Thus we project equation 3.53 onto a certain spin state in space by multiplying

〈Sf |〈x| to the left and make use of the completeness relation 1 =
∑

S

∫
dk|S〉|k〉〈k|〈S|.

The diagonality of the Green’s function 〈Sl|〈kl|Ĝ0|kr〉|Sr〉 = δSl,Sr2m/(~2(k2
0 − k2))

further allows to write the wave function

〈Sf |〈x|ψ〉 = δSf ,S0

1√
2π
eik0x (3.54)

+
2m

~2
√

2π

∫
dk

1

k2
0 − k2

eikx〈Sf |〈k|T̂ |k0〉|S0〉

in a form which is suitable for the previously elaborated discretization scheme.

Utilizing equation 3.15 and identifying f(k) = eikx〈Sf |〈k|T̂ |k0〉|S0〉 allows to use the

results gathered from the calculation of the T-matrix to compute the wave function

〈Sf |〈x|ψ〉 = δSf ,S0

1√
2π
eik0x (3.55)

+
2m

~2
√

2π

2Ng+2∑
µ=1

Dµe
iκµx〈Sf |〈κµ|T̂ |k0〉|S0〉

in spacial and spin dependent representation.

In the following two examples, for selected values of the interaction strength

V0, we want to focus on the scattering process from the itinerant electrons point of

view. Beside the spin dependent wave function in figure 3.8 and 3.10 we present the

transmission and reflection in the representation |S0〉 = | ↑c↓l〉 and |S̃0〉 = | ↓c↑l〉
in figure 3.9 and 3.11. As a reference to the previous discussion, horizontal dashed

lines indicate the onset of transmission for the singlet (red line) and triplet (blue

line) part of the initial spin state. The gray dashed line marks the maximum of the

switching probability Γ. As a first example we take the same value of V0 = −25 ~2
2m∆2

as on the left side of figure 3.7, where the difference in representation can be seen

in figure 3.9. In the region of constant switching probability 1 < k0∆V < 4 the
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3. Spin scattering

incoming electron is scattered with equal probability into all four transmission and

reflection channels. In this region the wave function in figure 3.8 shows an interference

pattern occurring between the incoming wave with initial spin |S0〉 = | ↑c↓l〉 and
the reflected wave |rS0,S0 |2 with the same spin. Reflection into another spin state

|rS̃0,S0
|2 does not cause interference in the spin density. Note, the total spin density

(|φ(x)↑c↓l |2 − |φ(x)↓c↑l |2)/2 vanishes behind the spin scatterer while the switching

probability is constant at 50%. Even though the itinerant electron is partially

transmitted, equal distribution into both transmission channels with spin S0 and S̃0

leads to an absence of spin current behind the scatterer. Thus the itinerant spin is

efficiently reflected by the localized spin for a wide range of initial momenta k0. This

effect is attributed to the finite range of the exchange interaction and only present

for the delta potential at the point of maximal switching probability.
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|2 �1

2
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|2 +
1

2
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�
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Figure 3.8: Spin and spacial dependent expectation value for spin up (left) and spin
down (center) of the itinerant electron. Total spin density of the itinerant electron
(right). Parameters are the same as on the left hand side of figure 3.7.

In addition, the total reflection of the spin can only be seen if the onset for

singlet and triplet transmission are clearly separated with respect to the momentum

k0. This separation is to small in the second example at V0 = 25 ~2
2m∆2 , which has

already been shown on the right hand side of figure 3.7. Superpositions of the singlet

and triplet transmission lead to a clear difference between the |tS0,S0 |2 and |tS̃0,S0
|2
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3.8. Wave function of the itinerant electron

0 2 4 6 8 10 12

0

0.5

1

k0∆V

|rS0,S0 |2
|rS̃0,S0

|2
|tS0,S0 |2
|tS̃0,S0

|2
Γ

Figure 3.9: Spin dependent transmission probability with respect to the initial
|S0〉 = | ↑c↓l〉 and the spin flipped state |S̃0〉 = | ↓c↑l〉. Parameters are the same as
on the left hand side of figure 3.7.

within the region 0.5 < k0∆V < 2.3 as shown in figure 3.11. In the spin density in

figure 3.7 a spin current behind the scattering region appears.
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Figure 3.10: Spin and spacial dependent expectation value for spin up (left) and
spin down (center) of the itinerant electron. Total spin density of the itinerant
electron (right). Parameters are the same as on the right hand side of figure 3.7.

Both examples exhibit the same k0 behavior after the maximum of the switching
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Figure 3.11: Spin dependent transmission probability with respect to the initial
|S0〉 = | ↑c↓l〉 and the spin flipped state |S̃0〉 = | ↓c↑l〉. Parameters are the same as
on the right hand side of figure 3.7.

probability was reached. At the maximum point of the switching probability, indicated

by the gray dashed line, the initial spin of the itinerant electron is fully reversed

due to the exchange with the localized spin. Since this effect appears due to the

transmission, the interference pattern before the scattering region vanishes. When the

momentum of the itinerant electron is further increased, the spin exchange effectively

decreases until the spin state is not effected by the scattering anymore.

42



Driven magnetization reversal for a single spin 4

In the following, a model for the description of the current-driven dynamics of a

magnetic adatom on a metallic surface and coupled to a spin-polarized tip is presented.

We approximate the magnetic atom by a single spin in an anisotropic potential,

resulting from the crystal field of the surface. Further, the metallic surface and tip

are treated as electron reservoirs that represent a continuos source of electrons. In

correspondence to the previous chapter we indicate the relation between the T-matrix

and the master equation approach, utilized in this chapter.

4.1 Stevens operators and crystal field symmetries

Magnetism in single atoms is manly based on the electron configuration, which

follows Hund’s rules. If the intra-atomic spin-orbit coupling dominates and leads to a

strong interaction between the total orbital momentum ~L and the total spin ~S, they

form a combined spin ~J = ~L+ ~S. The combined magnetic moment gµB
√
J(J + 1)

of the atom, with the Landé factor g and the Bohr magneton µB, can be quantified

by the total angular momentum quantum number J . When an atom is placed in an

electronic environment, its magnetic moment can change due to the hybridization of

the momentum bearing orbitals. Commonly this effect is smaller for the rare earth

4f -elements, than for transition metal 3d-elements, since the electron density is more

localized in the core of the atom. Minor deviations for 3d-adatoms from the free

magnetic moment were also reported (81;100;113;167) and depend on the hybridization

with the substrate. The magnetic moment of an adatom can be studied in more

detail with first-principle models such as density functional theory (154).
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4. Driven magnetization reversal for a single spin

Without further specifications, we refer in the following to an adatom on a

metallic substrate that exhibits strong spin-orbit coupling with respect to the crystal

field interaction. Thus the magnetic degrees of the adatom are represented by a

single total spin ~J . The degenerate spin states of the multiplet can be labeled by

the magnetic quantum number m ∈ {−J, ..., J} . Because of the interaction with

the anisotropic crystal field of the substrate, degeneracy between the 2J + 1 spin

states in the J multiplet is partially lifted. We show in the following how to derive

an effective Hamiltonian for ~J that results from the crystal field and thus obeyes all

the rotational symmetries of the adatom and substrate complex.

Each of the N ligands, meaning ions in the crystal structure that surround the

adatom, creates an electrostatic potential V (~Ri) that adds up to the total crystal

field

Hcf = −|e|
N∑
i=1

V (~Ri), (4.1)

experienced by electrons in the momentum bearing outer shell of the adatom. In

first approximation, the ionic ligands can be described by point charges qi. It is

convenient for later symmetry arguments to switch to spherical coordinates (r, θr, φr)

and expand the field in spherical harmonics Ypk leading to

V (~Ri) =
1

4πε0

N∑
i

qi

|~Ri − ~r|
(4.2)

=
1

ε0

N∑
i

qi

∞∑
p=0

rp

Rp+1
i

p∑
m=−p

1

2p+ 1
Y ∗pm(θr, φr)Ypm(θRi , φRi).

Deploying the Wigner-Eckart theorem allows to replace spacial coordinates with a

complete set of spherical tensor operators namely Ĵz and the ladder operators Ĵ+, Ĵ−.

Bear in mind, the operator representation is just an alternative to the description of

the crystal field in cartesian coordinates. An example is x2 − y2 ∝ (Ĵ2
+ + Ĵ2

−) (110).

This leads to the operator equivalent representation of the crystal field

Hcf =
∑
p,m

Bm
p O

m
p (4.3)

with the so called Stevens operators Omp (151) and the coefficient Bm
p that can explicitly

be calculated from the ligand distribution. Note, that the tesseral harmonics can

substitute the spherical harmonics, which proofs that the coefficients Bm
p are real

numbers. Because of the orthogonality of the spherical harmonics all odd terms in p

vanish (9) and the remaining Stevens operators up to fourth order are
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4.1. Stevens operators and crystal field symmetries

p = 2 O0
2 ∝ 3Ĵ2

z − J(J + 1)

O1
2 ∝ {Ĵz, Ĵ+ + Ĵ−}

O2
2 ∝ (Ĵ2

+ + Ĵ2
−)

p = 4 O0
4 ∝ 35Ĵ4

z − 30J(J + 1)Ĵ2
z + 25Ĵ2

z − 6J(J + 1) + 3J2(J + 1)2

O1
4 ∝ {7Ĵ2

z − (3J(J + 1) + 1)Ĵz, Ĵ+ + Ĵ−}
O2

4 ∝ {7Ĵ2
z − J(J + 1)− 5, Ĵ2

+ + Ĵ2
−}

O3
4 ∝ {Ĵz, Ĵ3

+ + Ĵ3
−}

O4
4 ∝ (Ĵ4

+ + Ĵ4
−)

from which O0
2 is the most prominent, representing the uniaxial anisotropy DĴ2

z with

D = 3B0
2 .

The symmetry of the crystal field is now directly related to the Stevens coefficients

Bm
p and thus restricts the operators Omp that occur in the single spin Hamiltonian

we want to derive. We refer to section 5.1 for an illustration of the potential that is

described by the Stevens operators.

Since we consider a single magnetic adatom on a crystalline surface, the only

remaining symmetry transformations are discrete rotations around the z-axis of the

atom, which is chosen perpendicular to the surface. These transformations belong to

the cyclic point groups Cχ with χ-fold rotations that map the system onto itself. For

the moment we restrict our considerations to maximally 4 -fold symmetric systems.

The remaining 6 -fold rotational symmetry will be discussed at a later point. In

figure 4.1 we illustrate the rotational point groups of an adatom on a crystalline

substrate with different planes of a face-centered cubic (fcc) crystal.

The coefficients Bm
p of the Stevens operators depend on the point symmetry of

the atom within the ligand field. To show this we separately look at the sum over

the ligands

Bm
p = · · ·

∑
i

qi

Rp+1
i

Ypm(θRi , φRi) (4.4)

= . . .

∫
d3R

n(~R)

Rp+1
Ypm(θR, φR) (4.5)

and introduced the ligand density n(~R). A χ-fold rotation symmetry means the

ligand density is invariant under χ-fold rotations, n(~R) = n(r, θ, 2πj/χ) with j ∈
{0, . . . , χ − 1}. Integration over the radial part r and the polar angle θ can be

performed separately. The integral over the azimuthal angle φ can be separated

into a sum over χ− 1 equal integrals, due to rotational symmetry, with the factor
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4. Driven magnetization reversal for a single spin

a) FCC (110) b) FCC (111)

c) FCC (100)

Figure 4.1: Visualization of point symmetries on a crystall plane of a FCC crystal
defined by Miller indices. The blue sphere represents the adatom while the red
spheres are surface atoms. The adatom on the (110) plane in (a) has a two-fold
symmetry (C2 ), in (b) a three-fold symmetry (C3 ) on the (111) plane is shown and
in (c) the adatom on the (100) plane has a four-fold symmetry (C4 ).

ei2πmj/χ resulting from the invariance in the angle dependence of Ypm. Identifying

the geometrical sum

Bm
p = · · ·

∑
j=0

ei2πmj/χ = . . .
1− ei2πm

1− ei2πm/χ , (4.6)

generates an expression that is always zero unless m is an integer multiple of χ.

Hence only coefficients Biχ
p , with integer i, do not vanish. In the table

O0
2 O1

2 O2
2 O0

4 O1
4 O2

4 O3
4 O4

4

C2 X 0 X X 0 X 0 X

C3 X 0 0 X 0 0 X 0

C4 X 0 0 X 0 0 0 X

X/O marks the non-/vanishing coefficients of a specific point symmetry Cχ. In

conclusion this means that the crystal field experienced by the adatom depends on

the rotational point symmetry the system posses.
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4.2. Single spin in a crystal field

4.2 Single spin in a crystal field

In general, a crystal field lifts the degeneracy of the 2J + 1 spin states of an atom in

the ground state multiplet J . It was shown that the point symmetry of an adatom

on a crystalline substrate has a large effect on the form of the crystal field in terms of

Stevens operators. We consider three relevant rotational symmetries with a rotational

axes perpendicular to the crystal surface. The index χ ∈ {2 , 3 , 4} labels the number

of rotations leading to a symmetry transformation. The previous table visualizes

the non-vanishing coefficients Bm
k of the Stevens operators Omk for the point group

of the system. This means every symmetry is represented by a characteristic spin

Hamiltonian Ĥχ that contains the interaction of the magnetic atom with the crystal

field. For simplicity we take into account only operators O0
2 and the lowest order

perturbation Omp that includes ladder operators Ĵ±, since we are interested in their

capability to mix spin states. Stevens operators such as O0
4 can create the situation,

in which the ground states do not posses the maximal absolute magnetic moment (50).

For sake of simplicity we neglect those terms but they might be included, if referring

to a specific system. Contributions of J(J + 1) can also be omitted since in the J

multiplet it is just a constant energy shift of all levels.

The simplified spin Hamiltonian

Ĥ2 = D2 Ĵ
2
z + B̃Ĵz + E2 (Ĵ2

+ + Ĵ2
−) (4.7)

Ĥ3 = D3 Ĵ
2
z + B̃Ĵz + E3

(
Ĵz(Ĵ

3
+ + Ĵ3

−) + (Ĵ3
+ + Ĵ3

−)Ĵz

)
(4.8)

Ĥ4 = D4 Ĵ
2
z + B̃Ĵz + E4 (Ĵ4

+ + Ĵ4
−) (4.9)

includes the uniaxial anisotropy constant Dχ, the Zeeman energy B̃ := µBgB/~
and transversal anisotropy constant Eχ. The Stevens operator coefficients are thus

replaced by some general constants, since we focus only on the symmetry effects of a

general crystal field.

In the following we explain each term of the single spin Hamiltonian Ĥχ shown in

equations (4.7,4.8,4.9). Starting with the first part that appears in each Hamiltonian,

the uniaxial anisotropy, lifts all but double degeneracies. Since [Ĵ2
z , Ĵz] = 0 the

eigenstates of the uniaxial part can be labeled by the magnetic quantum number

|m〉. Since Dχ < 0, the eigenstates with energy εi align along an inverted parabola

with respect to their expectation value 〈Ĵz〉 as depicted in figure 4.2. In this case,

the two ground states | ± m〉 with opposite magnetic orientation are separated

by an anisotropy barrier that is depicted in figure 4.2 by a gray line. Later, we

will focus on the switching between these ground states. In a classical system one
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4. Driven magnetization reversal for a single spin

needs to surmount the barrier of height ∆0 := max(|εi − εj |) = |Dχ|J2 to switch

the magnetization direction. Note, that the barrier |Dχ|(J2 − 1/4) slightly differs

for a half integer spin. We will show that in a quantum system low energy paths

become accessible for switching between the ground states due to the transversal

anisotropy. A characteristic energy is given by the largest energy difference between

adjacent spin states ∆01 , that can be found between the ground state | ±m〉 and
the first excited state | ±m∓ 1〉. The second part of each Hamiltonian Ĥχ describes

the interaction of the total magnetic moment ~J with a magnetic field along the

z-axis. This simply increases or decreases the energy gap between adjacent spin

states by ±B̃, depending on the relative orientation of the spin to the magnetic

field. Still the magnetic quantum number m remains a good quantum number. This

changes when the third term of the Hamiltonian Ĥχ is included, since [Ĥχ, Ĵz] 6= 0.

Every transversal anisotropy field, with constant Eχ, creates coherences between Ĵz
eigenstates. Thus, the energy eigenstates are mixtures of |m〉 states, and hence, m is

not a good quantum number anymore. Which states contribute to the mixture is

specified by the order χ of the ladder operators Ĵ±. For example the expansion of

the ground states in Ĵz eigenstates

|φs0〉 =

b(2J−1)/χc∑
n=0

cs,0n |J − χn〉 (4.10)

|φs′0 〉 =

b(2J−1)/χc∑
n=0

cs
′,0
n | − J + χn〉 (4.11)

holds a superposition of every χs spin state |m〉 with coefficients cs,in . Those coefficients

become important in the case of transitions between the energy eigenstates that

are related to the matrix element 〈φs′0 |Ĵ±|φs0〉. We will illustrate the dependence

of the transition probability on the transversal anisotropy Eχ, which is encoded in

the coefficients cs,in . Notice, an alternative representation for the energy eigenstates

allows to see immediately if the transition probability between two states vanishes.

Later, we will introduce such a representation but continue with the present picture,

since it allows in a convenient way to quantify the transition probability. Hence,

we continue by labeling the χ different species of energy eigenstates |φsi 〉 with s .

Each species can be formed by their own disjoint group of |m〉 states. Whenever

two degenerate ground states belong to different groups, we label the group with

s = +/− if it contains the |+/−J〉 spin state. The lower index i counts the position

of the eigenstate in energy space within the species. For example i = 0 is the ground
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4.2. Single spin in a crystal field

state and i = 1 the first excited state. As an example the energy levels are shown in

figure 4.2 for the three-fold symmetry and a spin J = 4. States of the same color

rely on the same subset of |m〉 states. The degeneracy of the green states is lifted

by the transversal anisotropy and they exhibit tunnel splitting while reducing their

magnetic expectation value 〈Ĵz〉. One can approximate these states by

|φ0
0〉 ≈ 1/

√
2(|3〉 − | − 3〉) (4.12)

|φ0
1〉 ≈ 1/

√
2(|3〉+ | − 3〉), (4.13)

the antisymmetric and symmetric superposition of spin states on each side of the

barrier. The formation of these tunnel split states within the barrier emerges when

naively a degeneracy of two eigenstates from the same species is suspected and the

main contributing spin states are not half integers with the same absolute value.

Latter condition is a result of Kramers theorem that states a double degeneracy

between half integer spin states for a time-reversally symmetric Hamiltonian. In

other words, without a magnetic field Ĥχ is time-reversal symmetric and a system

with half-integer J does not show tunnel splitting between states from the same

species. For an integer J we can conclude further that tunnel splitting between the

ground states due to the transversal anisotropy only occurs if the ratio 2J/χ is an

integer number.

We will later see that the time-reversal symmetry of the three-fold symmetric

system and the tunnel split states within the barrier have a great impact on the

electron induced switching rate between the ground states.
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4. Driven magnetization reversal for a single spin
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〈Ĵz〉 4−4

| − 3〉

| − 4〉

c)
ε

-4 0 4
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Figure 4.2: Energy levels of Ĥχ as a function of the expectation value 〈φsi |Ĵz|φsi 〉
with just uniaxial anisotropy (a) and additional magnetic field (b). The gray line
indicates the unperturbed anisotropy barrier. A three-fold symmetric system Ĥ3

with transversal anisotropy is shown in (c) in the absence of magnetic field. The
different species of states are colored blue (+), red (−) and green (0). Tunnel splitting
between the green states occurs due to the transversal anisotropy.

4.3 Master equation for current-driven magnetization

dynamics

The considered model is used to describe transport in a spin polarized scanning

tunneling microscope setup, where the tip and the substrate are sources of tunneling

electrons. This setup allows for a non-equilibrium configuration in which a current

flows from the tip to the substrate and conduction electrons interact with the adatom

via spin-spin interaction. Transitions between spin states of the magnetic adatom are

thus induced by elastic and inelastic spin scattering with conduction electrons (46;105).

The tunneling electrons can also detect the spin orientation of the adatom due to

the magnetoresistance effect. A sketch of the model is shown in figure 4.3.

The total Hamiltonian reads as

Ĥ = Ĥχ +

Ĥres︷ ︸︸ ︷
ĤT + ĤS︸ ︷︷ ︸
Ĥ0

+Ĥt (4.14)

and includes the tip ĤT , the substrate ĤS Hamiltonian and the single spin

Hamiltonian Ĥχ that incorporates the interaction with the crystal field of the
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4.3. Master equation for current-driven magnetization dynamics

Ĥχ

Ĥt

ĤT

ĤS

Figure 4.3: Schematic view of the single magnetic spin coupled to two electron
reservoirs. The upper part, characterized by ĤT , represents a spin polarized tip,
which has a different chemical potential with respect to the unpolarized substrate,
described by ĤS . The interaction of the adatom with the crystal field is included in
Ĥχ, while exchange interaction with the conduction electrons is included by Ĥt.

substrate. Both reservoirs (Ĥres) are treated as non-interacting Fermi liquids Ĥr =∑
k,σ εr,k,σa

†
rkσarkσ with k denoting the momentum. The single particle energy εr,k,σ

is given by the free electron dispersion relation and includes the chemical potential

µr for the reservoir. a
(†)
rkσ are the annihilation (creation) operators in tip r = T

and substrate r = S, where σ denotes the spin of a conduction electron. Since

Ĥres is diagonal, the eigenstates of the uncoupled system Ĥ0 can be determined by

diagonalizing Ĥχ. An Appelbaum Hamiltonian (4)

Ĥt =
1

2

∑
rr′kk′σσ′

vrvr′a
†
rkσ~σσ,σ′ · ~̂Jar′k′σ′ , (4.15)

models the coupling between conduction electrons and the magnetic adatom in the

limit of half filled orbitals and large Coulomb energy compared to the hybridization

energy (10;43;58;145). The vector of Pauli matrices ~σσ,σ′ is associated with the spin of

the tunneling electrons. Note, Ĥt is already second order in the tunnel coupling vr
and thus describes the effect of cotunneling, known from the Anderson model.

Next, we outline the derivation of a master equation and refer to Timm (160) for

details. The von Neumann equation expresses the time evolution of the density

matrix
dρ

dt
= −i[Ĥl(t), ρ] =: −iLl(t)ρ (4.16)

and can be written in a compact form with the Liouville superoperator Ll, where l
refers to a specific Hamiltonian. A description of driven dynamics in the reduced
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4. Driven magnetization reversal for a single spin

system Ĥχ can be achieved by tracing over the reservoir degrees of freedom. Fur-

ther, it is assumed that coherences, represented by off-diagonal elements of the

reduced density matrix, decay much faster than the relaxation time (44;159). While

coherences are also created by environment-induced superselection (58;87), this effect

can be neglected in the weak coupling limit we consider. Thus the definition of a

superoperator

P̃ρ(t) :=
∑
α

|α〉〈α|trres(ρ(t))|α〉〈α| ⊗ ρ0
res (4.17)

allows to project the density matrix of the total system ρ onto the diagonal elements

P(α,α) of the reduced density matrix with respect to eigenstates |α〉 of Ĥχ. This is

achieved by tracing over the reservoir degrees of freedom (trres) and then projecting

onto the diagonal elements of the reduced density matrix. The reservoir permanently

remains in equilibrium ρ0
res. We assume the coupling to be turned on at time t = −∞,

by replacing Ĥt → Ĥte
ηt. One can solve the von Neumann equation with

P̃ρ(t) = P̃T←exp
(
−i
∫ t

t0

dt′(L0 + Lteηt
′
)

)
P̃ρ(t0) (4.18)

under the mentioned conditions. T← denotes the time ordering operator, that orders

according to the direction of the arrow the following expression ascending in time.

Taking the time derivative of equation 4.18 leads to a rate equation

d

dt
P̃ρ(t) = R̃(t, t0)P̃ρ(t0) (4.19)

for the diagonal elements of the reduced density matrix. Writing the superoperator

R̃(t, t0) in the representation of Ĥ0 eigenstates allows to define rates

Γfi := 〈f |(R̃(t, t0)|i〉〈i|)|f〉 (4.20)

between eigenstates i and f . When making equation 4.19 local in time, known as

Markov approximation ρ(t0)→ ρ(t), Timm demonstrated (160) that the rates

Γfi = 2πδ(Ei − Ef )|〈f |T̂ (Ei)|i〉|2 (4.21)

can be expressed in terms of the T-matrix. This matrix

T̂ (Ei) =
∞∑
n=0

Ĥt

(
Ĝ0(Ei)Ĥt

)n
(4.22)

is equivalent to the one we have used in the previous chapter, where Ĥt represents the

spin interaction and Ĝ0(Ei) = 1/(Ei − Ĥ0 + i0+) is the free Greens function within

the adiabatic coupling approximation η → 0+. Next we assume to be in the weak

52



4.3. Master equation for current-driven magnetization dynamics

coupling limit, meaning T̂ ≈ Ĥt, also known as Born approximation. In this regime

the thermal energy kbT in the reservoirs is large compared to the level broadening (168).

The weak coupling also justifies the Markov approximation (86;159), which can be seen

from a comparison of rates from the T-matrix and the time-convolution-less approach

with respect to an expansion in Ĥt
(160). Thus, within the lowest order expansion of

the T-matrix in Ĥt and a summation over all reservoir (Ĥres) eigenstates |f ′〉 and
|i′〉, the rate between Ĥχ eigenstates |α〉 and |β〉 is given by

W̃αβ = 2π
∑
i′f ′

|〈f ′|〈α|Ĥt|β〉|i′〉|2δ(εβ + Ei − εα − Ef ). (4.23)

Further, we only take into account terms that lead to transitions between Ĥχ

eigenstates, meaning α 6= β. This determines a master equation

dPα
dt

=
∑
β

(WαβPβ −WβαPα) (4.24)

for the diagonal elements of the reduced density matrix Pα := 〈α|P̃ρ|α〉. The rates

Wαβ = π
∑

rr′∈{T,S}

|vrvr′ |2Σrr′
αβ ζ

(
µr − µ′r −∆αβ

)
(4.25)

now only include transitions between states of the reduced system (46). First, each

addend of a rate depends on the tunnel coupling |vrvr′ |2 and differentiates electron

transport between tip and substrate or just tip and just substrate. The fourth order

in tunnel coupling corresponds to the cotunneling in the Anderson model. The

second part is the spectral weight

Σrr′
αβ = |〈α|Ĵ+|β〉|2ρr↓ρr′↑ + |〈α|Ĵ−|β〉|2ρr↑ρr′↓ (4.26)

+|〈α|Ĵz|β〉|2
(
ρr↑ρr′↑ + ρr↓ρr′↓

)
,

including matrix elements of the ladder operators describing Ĵ± the angular mo-

mentum transfer of the tunneling electrons and Ĵz matrix elements giving rise to

the tunnel magnetoresistance. The last part ζ(x) = x/(1 − exp(−x/kbT )) gives

the energy dependence of the rates, which results from a convolution of two fermi

distributions. µr is the chemical potential for the electron reservoir r such that

eV = µT − µS is the voltage between the tip and the surface. ∆αβ = εα − εβ is the

energy difference between eigenstates.

The formal solution of equation 4.24 can be expanded in terms of eigenvectors

of the kernel Kα,β = (1 − δα,β)Wαβ + δα,β
∑

βWαβ. The time evolution of each
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4. Driven magnetization reversal for a single spin

eigenvector ~κi follows an exponential behavior exp(−Γit), with Γi the i-th eigenvalue

of K. The solution is thus given by

~P (t) =
∑
i

ci~κie
−Γit, (4.27)

with expansion coefficients ci, specifying the initial state. We solve the master

equation numerically. The smallest eigenvalue Γ0 = 0 denotes the stationary limit

where the probability distribution ~P0 = ~κ0 does not change with time. At this point,

we refer to the actual structure of Ĥχ, discussed in the previous section. In the case

of strong relaxation compared to excitation of the spin, the switching between the

ground states |φ±0 〉 denotes the longest time scale for a transition between states.

Thus we can identify the longest non-vanishing eigenvalue Γ with the switching

rate between the ground states. All other rates between states are on a much shorter

time scale. On the time scale of the ground state transition |φ+
0 〉 ↔ |φ−0 〉, we can

thus write the solution of equation 4.24 as


P+,0

P−,0
...

 ≈ c0
~P0 + c1


1

−1

~0

 e−Γt. (4.28)

In Γ all possible paths from one ground state to the other are included. We have

shown the relation between the switching rate and the two state telegraph noise

that has been detected in recent experiments in a different publication (89). In the

following we will elaborate the contribution of special paths from quantum tunneling

and classical switching to the total rate Γ, which we normalize to the total spin

flip rate Γ0 = π~2v2
T v

2
S(ρT↑ρS↓ + ρT↓ρS↑)/|Dχ|(2Jχ − 1) for electrons inelastically

tunneling from the tip to the surface.
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4.4. Single electron induced switching

4.4 Single electron induced switching

Even if the ground states are separated by an anisotropy barrier, the quantum nature

of the spin allows for a finite switching probability. A single electron can induce

this transition when transversal anisotropy is present. Electrons that induce direct

transitions between the ground states come mainly from the substrate, since it is more

strongly coupled to the adatom than the tip. We label the ground states with |φ±0 〉.
For the comparison of symmetry effects on single electron switching, we consider

a spin J = 5/2. Two-, three- and four-fold symmetry all have a non-vanishing

probability for the spin to switch from one ground state to the other with a single

electron. Taking the limit ζ(x/kbT → 0) = kbT for states with energy splitting

smaller than the temperature gives the rate for this process

Wφ∓0 φ
±
0
∝
(
|〈φ∓0 |Ĵ+|φ±0 〉|2 + |〈φ∓0 |Ĵ−|φ±0 〉|2

)
kbT (4.29)

that is proportional to the temperature. The part of the spectral weight |〈φ∓i |Ĵz|φ±i 〉|2 =

0 because each ground state consists of a superposition of Ĵz eigenstates, which form

two disjoint sets. The two matrix elements, within equation 4.29, thus determine the

magnitude of the switching probability. In figure 4.4 this is manifested in a finite

switching rate at zero voltage (V = 0).
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Figure 4.4: (left) Switching rate Γ/Γ0 is shown in units of the total spin flip rate for
the different symmetries χ ∈ {2 , 3 , 4} with J = 5/2. For comparison a system with
just uniaxial anisotropy is shown, which is labeled with χ =∞. For voltages above
the first excitation energy ∆0 transitions across the barrier dominate the switching
with respect to single electron induced tunneling that is present at lower voltages.
(right) The matrix elements within the spectral weight, shown in equation 4.29, are
presented with respect to the transversal anisotropy Eχ.
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4. Driven magnetization reversal for a single spin

A system without transversal anisotropy, labeled with χ = ∞, does not show

single electron ground state switching since the spin can only be switched when

at least 2J inelastic scattering processes occur. The threshold voltage eV = ∆01

denotes the minimal energy that is needed to excite from the ground state and thus

start a cascade of subsequent transitions. An excitation can be made even slightly

below the first excitation energy, when the fermi edge of the conduction electrons is

thermally broadened. The probability to surmount the barrier then further increases

with increasing voltage, since more electrons posses enough energy to excite the

system. In the following we will focus on the regime below the threshold voltage.

The different magnitude of the direct transition at V = 0 is a result of the mixing of

|m〉 states by the transversal anisotropy. The groups, within which mixing occurs,

are shown color coded in figure 4.5. Lets focus on the induced transition from |φ+
0 〉

to |φ−0 〉. The spectral weight of the direct rate includes the non-vanishing matrix

elements 〈m ± 1|Ĵ±|m〉 that are proportional to (E2/D2 )2. This results from a

perturbation expansion of the ground states in Eχ/Dχ with respect to Ĵz eigenstates,

as demonstrated in the appendix 7.6. For example 〈52 |Ĵ+|32〉 appears due to the

second order expansion of |φ−0 〉 and the unperturbed order of |φ+
0 〉. In general the

matrix element 〈φ±0 |Ĵ±|φ∓0 〉 ∝ (E2/D2 )(2J−1)/χ for a two-fold symmetric system if

the transversal anisotropy can be treated as small perturbation.

Such a generalization can not be made for the three-fold symmetric systems. In

our example with J = 5
2 the only non-vanishing matrix element for the transition

from the s = + to the s = − ground states is 〈−1
2 |Ĵ+|12〉. This part of the expansion

is proportional to (E3/D3 )2 since it comes from the first perturbation expansion of

both ground states. On the right hand side of figure 4.4 we therefore see the same

slope for the spectral weight ΣSS
φs0,φ

s′
0

in a two- and three-fold symmetric system.

In a four-fold symmetric system with J = 5
2 there are only two non-vanishing

matrix elements contributing to the spectral weight of the transition from |φ+
0 〉 to

|φ−0 〉. For example the element 〈−5
2 |Ĵ−| − 3

2〉 gives a proportionality of E4/D4 since

only the first perturbation order of both ground states is needed. This results in a

different slope for the spectral weight as shown in figure 4.4.

Even though the proportionality of the matrix elements within the spectral weight

can not be generalized, a good approximation is given by (Eχ/Dχ)(2J−1)/χ in the

limit of small transversal anisotropy Eχ � Dχ.
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Figure 4.5: Energy levels of Ĥχ as a function of the expectation value 〈φsi |Ĵz|φsi 〉
for the two-fold (a), three-fold (b) and four-fold symmetry (c). The different species
of states are color coded. The two ground states belong to different groups blue (+),
red (−). The dashed arrows visualize the different matrix elements 〈m± 1|Ĵ±|m〉
that contribute to the spectral weight in equation 4.29.

4.5 Protection against single electron induced switching

Recently a mechanism that prevents the adatom spin from switching induced by

a single electron has been investigated by Miyamachi et al. (118) and related to

experimental data. The stated protection occurs in a three-fold symmetric system

with a spin that is not an integer multiplet of 3. They demonstrate that the magnetic

moment of the adatom is protected from single electron induced switching under

time reversal symmetry. In appendix 7.7 we demonstrate that such a protection

relies on the time reversal symmetry breaking due to exchange interaction. From the

general relation Ĵ±T̂ = −T̂ Ĵ∓, with the time reversal operator T̂ , we can derive for

an integer spin J the condition

〈φ−0 |Ĵ±|φ+
0 〉 = −〈φ−0 |Ĵ±|φ+

0 〉∗ (4.30)

that must be valid at zero magnetic field, meaning [Ĥχ, T̂ ] = 0. In this case, Ĥχ

is symmetric and the spectral theorem states, that real eigenvectors can always be

found. This means a basis transformation with orthogonal matrices diagonalizes

the symmetric Hamiltonian. Thus Ĵ± is also a real matrix in the representation

of Ĥχ eigenstates. Hence, the real number 〈φ−0 |Ĵ±|φ+
0 〉 must vanish according to

equation 4.30. In the degenerate case, other linear combinations of |φ+
0 〉 and |φ−0 〉
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4. Driven magnetization reversal for a single spin

might also represent ground states, but we assume coherent superpositions of these

states to be constantly destroyed due to the scattering with conduction electrons.

In our recent publication (84) we showed the linear increase of the matrix elements,

when time reversal symmetry is broken with a magnetic field. The consequence can

be seen in figure 4.6 for a J = 5 spin in a three-fold symmetric system.
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Figure 4.6: Switching rate for a spin with J = 5 in a three-fold symmetric system as
a function of external magnetic field B̃. The separate lines denote different voltages
eV . The level scheme is shown on the right side. Transitions through the green short
cuts lead to an increased switching rate at vanishing magnetic field if excitations
occur.

The switching rate is only zero for vanishing magnetic field, which marks the

only point where the system can be protected form single electron induced switching.

This rate increases drastically with magnetic field. Thus, apart from the zero field

point, direct ground state transitions induced by a single electron are present. With

increasing voltage, also excited states contribute to the switching rate. The peak

at eV = ∆01 and B̃ = 0 is a result from the states |φ0
0〉 and |φ0

1〉, which generate a

short cut through the anisotropy barrier. We will elaborate on this in more detail in

the next section.

The four-fold symmetric system with the same spin J = 5 shows a similar behavior

shown in figure 4.7. A short cut is now created by the first and second excited state.

This creates a resonance at zero magnetic field, if inelastic excitations from the ground

states are present. The resonance from the short cut is even leaking into the region

with voltages below the first excitation energy because of the finite temperature. The

protection mechanism in the four-fold symmetric system does not rely on time reversal

symmetry but is a consequence of the maximal angular momentum a conduction

electron can exchange with the spin of the adatom. Thus, this mechanism is robust

with respect to changes in the magnetic field. Transversal anisotropy in the four-fold
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−1 −0.5 0 0.5 1
10−13

10−8

10−3

B̃/∆01

Γ
/
Γ

0
ε

-5 0 5
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Figure 4.7: Switching rate for a spin with J = 5 in a four-fold symmetric system as a
function of external magnetic field B̃. The separate lines denote different voltages eV .
The level scheme on the right side shows that transitions between states of the s = +
and s = − subgroup can not be induced by a single electron. Transitions through the
green and black short cuts lead to an increased switching rate at vanishing magnetic
field if excitations occur.

symmetric system mixes every fourth |m〉 state. That means the states |m〉 and |m′〉
contributing to each ground state are at least |m−m′| ≥ 2 apart if the spin J is an

integer. Only higher order coherent tunneling can induce direct transitions between

the ground states but is suppressed by |vS |4 in the weak coupling limit.
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Figure 4.8: Switching rate for a spin with J = 9/2 in a three-fold symmetric
system as a function of external magnetic field B̃. The separate lines denote different
voltages eV . The level scheme on the right side shows that the ground states belong
to the same subgroup. Short cuts, single electron induced switching and ground state
splitting are absent.

An even more robust protection against higher order tunneling can be found in

the three-fold symmetric system for half integer spins if the numerator of the spin

quantum number is an integer multiplet of three. There is no tunnel splitting for

half integer spins in a time reversal symmetric system due to Kramers theorem (92;98).
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4. Driven magnetization reversal for a single spin

This means there is no tunnel splitting between the two states with the same absolute

magnetic moment, even if they are from the same group of states. A short cut is

thus forbidden in zero field by Kramers theorem. For comparison with the other

protection mechanisms we choose a spin J = 9/2 that is close to the before mentioned

J = 5. In figure 4.8 one can clearly see that no resonance of a short cut exists even

for voltages above the first excitation energy. The energy levels in figure 4.8 show

that direct transitions between the ground states can only occur from a process with

Ĵ3
±, which is proportional to |vS |6 and thus very improbable in the weak coupling

regime. This implies a robust protection mechanism with respect to changes in the

magnetic field and to the energy of scattering electrons. To prevent a spin from

switching one could also increase the size of the spin and thus diminish the quantum

coherences. Tunneling through the barrier is then forbidden and the height of the

barrier defines the robustness of the system against perturbations.

60



4.6. Resonant switching

4.6 Resonant switching

The switching probability is enhanced when a short cut through the anisotropy

barrier appears due to quantum tunneling transitions. This happens in general when

two spin states are tunnel split due to the transversal anisotropy. Known as quantum

tunneling of magnetization (QTM) this is well known for molecular magnets (155).

A magnetic field is used to shift the energy levels according to the Zeeman energy.

Whenever the magnetic field shifts the energy levels towards the crossing point of

two levels from the same group, the tunnel splitting leads to an avoided crossing.

The resulting energy eigenstates possess a vanishing 〈Ĵz〉 expectation value since

they have an equal contribution of spin states on both sides of the barrier. Short

cuts through the anisotropy barrier are formed by these states.
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Figure 4.9: Switching rate against the magnetic field for different symmetries
χ ∈ {2 , 3 , 4} for voltages above the first exication energy. (left) A spin J = 5/2
has no short cut resonance at zero field but shows a dependence of the resonance
from quantum tunneling of magnetization (QTM - see inset) with respect to the
symmetry. (right) A spin J = 5 has a central resonance from short cut tunneling
(see inset) and allows to distinguish between the symmetries at the QTM resonance.

On the left side of figure 4.9 the switching rate is shown against the magnetic field

for a spin J = 5
2 . Resonance peaks at B̃ = ∆01 come from QTM. A broader peak

can be observed for the four-fold symmetric system in contrast to the two-fold. The

width is correlated with the level splitting that is caused by the transversal anisotropy.

Larger splitting at the resonance point causes broader resonance peaks. The three-

fold symmetric system shows QTM not until B̃ = 2∆01 since the corresponding spin

states from the same group are further separated in energy. Certainly the absence of a

resonance at the first level crossing point is determined by the spin quantum number.
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4. Driven magnetization reversal for a single spin

A spin J = 5 for example would show QTM at B̃ = ∆01 for the three-fold symmetric

system, while it appears at higher magnetic fields for the four-fold symmetric system.

The right hand side of figure 4.9 shows the switching rate for a spin J = 5 system.

Besides QTM a central resonance can be seen for both symmetries. This is produced

by tunnel split states at zero field. The situation is slightly different to the case

of QTM. While for the quantum tunneling of magnetization a former ground state

shows tunnel splitting with an excited state occurs and thus a fast relaxation channel

is created, the zero field resonance results from tunnel splitting between two excited

states. They create a short cut through the barrier. Since excited states need to be

involved for the complete magnetization switching, either thermal or excitations due

to a non-equilibrium situation are necessary to excess short cuts. From the presence

or absence of resonance peaks one can draw conclusions to the spin or symmetry

of the observed system. Similar to a spectrum the increased switching rate due to

tunnel split states allows to resolve the features in the level structure that would

otherwise be hidden.
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4.7 Categorization of spin and symmetry combinations

We have shown that the switching rate of a single spin shows characteristics that

are unique for the total spin quantum number J as well as the symmetry of the

system. The presence of two ground states with opposite magnetic orientation is a

key requirement for magnetization switching. Thus we exclude from our consideration

those systems in which ground state splitting (GSS) is caused by the transversal

anisotropy. The lowest two energy states are tunnel split if J and 2J/χ are both

integers. Excluding this set of spins for each symmetry we can now focus on the

presence of single electron induced switching (SES) between the double degenerate

ground states. Previously we showed examples of two different mechanisms that

protect the spin from switching. The first one, that has been reported in the

publication of Miyamachi et al. (118), is a consequence of time reversal symmetry

breaking by a spin flip with a conduction electron while the single spin Hamiltonian

is invariant under time reversal. We therefore call this protection under time reversal

symmetry (PT). The second protection mechanism, which is present even with

magnetic field, is a consequence of total spin conservation during the scattering of the

conduction electron with the spin of the adatom. We therefore call this protection due

to spin conservation (PS). In the following we introduce an alternative representation

to visualize the PS mechanism. The total Hamiltonian Ĥ = Ĥχ + Ĥt + ĤT + ĤS

needs to be invariant under a rotation that is consistent with the rotation symmetry

of the substrate. This is equivalent to translation symmetries in crystal structures.

Since our system is reduced to the spin degree of freedom, we can introduce a rotation

operator Rχ(Ŝz) := e−i(2π/χ)(Ŝz/~) that performs a rotation of the coordinate system

in spin space. Therefore, the total Hamiltonian must be invariant under a rotation

of the coordinate system, that is consistent with the crystal symmetry. Thus, the

commutator

[H, e
−i 2π

χ
(Ĵz/~+σ̂z)

] = 0 (4.31)

must vanish, while a rotation around the z-axis is considered for the single spin and

the spin of the conduction electrons. The single spin Hamiltonian itself must obey

the commutator relation [Ĥχ, Rχ(Ĵz)] = 0, without specifying its representation in

spin operators. Hence, eigenstates |φ〉 of Ĥχ

Rχ(Ĵz)|φ〉 = e
−i 2π

χ
(Ĵz/~)|ϕ, x〉 = eiϕ|ϕ, x〉 (4.32)

can be labeled by the phase of the eigenvalues z = eiϕ. Distinguishing the energy

eigenstates by a phase ϕ is equivalent to the previously used color coding or the

63



4. Driven magnetization reversal for a single spin

classification into groups by the label s. The other part of the wave function x

specifies the state within this group. In figure 4.10 the χ possible eigenvalues z

for each substrate symmetry, including the six-fold symmetry C6, are shown in the

complex plane. All eigenvalues z have the same absolute value, while adjacent states

posses a phase difference of 2π/χ. Now total spin conservation during scattering with

the conduction electron, which appears due to the commutator [Ĥt, Ĵz + σ̂z] = 0,

also dictates the conservation of the total phase iϕ− i(2π/χ)σz. This can be shown

by the matrix element

0 = 〈ϕ′, x′|〈σ′z|ĤtRχ(Ĵz)Rχ(σ̂z)−Rχ(Ĵz)Rχ(σ̂z)Ĥt|σz〉|ϕ, x〉 (4.33)

= 〈ϕ′, x′|〈σ′z|Ĥt|σz〉|ϕ, x〉
(
eiϕ−i(2π/χ)σz − eiϕ′−i(2π/χ)σ′z

)
= 〈ϕ′, x′|〈σ′z|Ĥt|σz〉|ϕ, x〉eiϕ−i(2π/χ)σz

(
1− ei(ϕ′−ϕ)−i(2π/χ)(σ′z−σz)

)
where the unitarity of the rotation was utilized. Thus, a conduction electron that

reverses its spin from | ± 1/2〉 to | ∓ 1/2〉, which is related to the Pauli matrix σ̂∓,

changes its phase by ±2π/χ. Therefore, only adjacent eigenstates of Ĥχ, meaning a

phase difference of |ϕ− ϕ′| = 2π/χ, can exhibit single electron induced switching.

This is shown in figure 4.10.

For example in a three-fold symmetric system with J = 3(2n+ 1)/2 both ground

states have the same phase. Thus an interaction with at least two electrons is needed

to exhibit single electron induced ground state switching. In a four-fold symmetric

system with J = 2n+ 1 also two electrons are needed since the phase difference is

4π/χ. Both are examples for PS. In the following table we summarize our results for

all combinations of rotation symmetry Cχ and spin J .

χ GSS SES PT PS

C2 {n} {2n+1
2 } {n} {}

C3 {3n} {2n+1
2 } \ {

3(2n+1)
2 } {n} {3(2n+1)

2 }
C4 {2n} {2n+1

2 } {n} {2n+ 1}
C6 {6n} {2n+1

2 } \ {
3(2n+1)

2 } {n} ({n} \ {6n}) ∪
(
{3(2n+1)

2 }
)
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Figure 4.10: Phase representation of energy eigenstates with respect to the eigen-
value z of the spin rotation e−(2π/χ)(Ĵz/~). The arrows indicate transitions that are
related to the Pauli matrix σ̂±.
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Classical magnetization reversal 5

Magnetization reversal has extensively been studied with fully- or semiclassical

approaches. Since the master equation is derived from a quantum mechanical model,

we want to point out its connection to classical descriptions.

5.1 Anisotropy potential

In the previous chapters the transversal anisotropy was treated as a small perturbation

that barely changes the energy landscape the spin experiences from the dominating

uniaxial anisotropy. Each part of the crystal field, represented by the Stevens

operators Omp , creates an energy landscape that favors specific orientations of the

spin. We use the rotation operator D(θ, φ) := exp
(
−iφez ~J

~

)
exp

(
−iθ ex ~J~

)
to probe

the energy landscape for different orientations of a spin on the Bloch sphere defined

by the azimuthal φ and polar angle θ. Figure 5.1 visualizes the energy of a spin

pointing in a specific spacial direction interacting with a field represented by the

Stevens operator Omp .

The energy, given by an expectation value 〈D(θ, φ)Omp D
−1(θ, φ)〉, is represented

by the distance between the origin and the surface point in the direction defined by

θ and φ. The color denotes the sign, red means positive and blue negative energy.

As a reference we start with a magnetic field that is parallel to the z-axis of our

coordinate system. Due to the Zeeman term gµB
~
~B ~J a spin tends to point into the

opposite direction of the local magnetic field. The energy expectation value is thus

minimal for a polarized state | − J〉 and maximal for the opposite direction |J〉. A
spin state in the x-y-plane is not energetically effected. The transversal anisotropy
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Figure 5.1: Field representation of the Stevens operator Omp in cartesian coordinates.
The field is probed by rotating a spin in any direction and taking the energy
expectation value 〈D(θ, φ)Omp D

−1(θ, φ)〉.

fields, that are related to the operators O2
2, O3

4 and O4
4, reproduce the same rotational

symmetry as the crystal substrate they originate from. The potential created by O3
4

even energetically favors spins that are pointing out of the x-y-plane. The uniaxial

anisotropy O0
2 is rotational symmetric around the z-axis. With D < 0 both polarized

spin states | ± J〉 represent the ground states since they maximally align with the

easy axis of the anisotropy potential. This is shown in figure 5.2.
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Figure 5.2: Visualization of uniaxial anisotropy. Anisotropy potential plotted in
three dimensional cartesian coordinates (left) as in figure 5.1. (center) Potential
landscape in spherical coordinates with polar θ and azimuthal angle φ. The energy
expectation values of a J = 13/2 spin are displayed as contour lines. (right) Energy
eigenvalues with respect to the expectation value 〈Ĵz〉 for J = 13/2.

Any orientation perpendicular to this axis costs energy. This creates the often

stated anisotropy barrier that needs to be exceeded to change the spin from | ± J〉
to | ∓ J〉. Since the field is rotational symmetric, the barrier is of same height
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5.1. Anisotropy potential

in every direction. One can therefore map the three dimensional representation

of the barrier onto the previously used representation that displays the energy

eigenvalues with respect to the Ĵz expectation value. This reduced two dimensional

representation can be misleading, when the rotational symmetry is broken by a

transversal anisotropy field. The operator O2
2 creates a biaxial anisotropy in the

x-y-plane and thus breaks the rotational symmetry. Combined with the uniaxial

anisotropy, the energy landscape is shown in figure 5.3.
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Figure 5.3: Mixed anisotropy given by −O0
2 + 0.2O2

2. The mixed anisotropy
potential shown in a three dimensional cartesian coordinates (left) as in figure 5.1 has
no continuos rotational symmetry around the z-axis. (center) Potential landscape in
spherical coordinates denoting saddle points at polar angle θ = π/2 and azimuthal
angles φ ∈ {π/2, 3π/2}. The energy expectation values of a J = 13/2 spin are
displayed as contour lines. (right) Energy eigenvalues with respect to the expectation
value 〈Ĵz〉 for J = 13/2.

The height of the barrier now depends on the azimuthal angle φ and is reduced

at the saddle points shown in figure 5.3. Since saddle points can not be resolved

in the two dimensional representation of the level scheme, the barrier height could

be mistaken with the largest energy difference. Certainly this is just a problem of

interpretation. The master equation very well includes switching via the saddle points

since transitions occur between energy eigenstates. In figure 5.2 and 5.3 the discrete

energies of the spin are marked by contours on the anisotropy potential. Hence,

switching from one potential minimum to the other is mediated via states that are

intermediate in energy and are close to the saddle point. In contrast to the previously

elucidated resonant switching, which is of quantum nature, the surmounting of an

energy barrier has a classical character. Thus in the following we compare the results

of our master equation with the switching of a classical magnetic moment.

69



5. Classical magnetization reversal

5.2 Superparamagnetic relaxation

Brown (30) adapted the idea of Kramer’s escape rate of a particle over a barrier

onto the classical concept of a single-domain magnetic particle exposed to thermal

agitation. The interaction with a heat bath results in fluctuations and dissipation

that can reverse the orientation of the magnetic moment even if it is stabilized

by an anisotropy field. This reversal is known as Néel-Brown relaxation and the

characteristic time is referred to superparamagnetic relaxation time. Its inverse

is equivalent to the switching rate Γ between the orientations of the magnet with

minimal energy. Brown derived from the phenomenological Gilbert equation (67) a

Fokker-Planck equation. It describes the evolution of a distribution function ρ(θ, φ, t)

for the magnetic moment on a Bloch sphere

d

dt
ρ(θ, φ, t) = LFPρ(θ, φ, t). (5.1)

Since the absolute value of the magnetic moment is constant, only the polar θ and

azimuthal angle φ appear. The relaxation time can now be numerically determined

by discretizing the Fokker-Planck operator LFP and taking its smallest non vanishing

eigenvalue. This method of lowest eigenvalue is commonly used (75) and equivalent

to the one we utilized for the master equation. The similarities are even clearer

when formulating the Focker-Planck equation in energy representation. In the limit

of fast equilibration on the orbits of constant energy, namely the Stoner-Wohlfarth

orbits (174), energy and time are the remaining free variables. Consequently the

Fokker-Planck equation and the master equation are of the same form (34), which can

be solved numerically. Analytic solutions for the relaxation time highly depend on the

symmetry of the anisotropy potential. When Brown investigated thermal fluctuations

of a single-domain particle he considered axial symmetric potentials. Hence, in the

Fokker-Planck equation, the differential equations for polar and azimuthal angular

motion decouple. Analytic expressions were found for mixed anisotropy potentials

that provide no continuos rotational symmetry (36;41). Apalkov and Vischer (3) used a

potential of the form V ( ~M) = −hzM2
z + hyMy with M being the magnetic moment

of a classical spin. This is equivalent to the potential described by the Hamilton

operator

Ĥ2 = DĴ2
z + E(Ĵ2

+ + Ĵ2
−) (5.2)

= DĴ2
z + 2E(Ĵ2

x − Ĵ2
y )
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5.2. Superparamagnetic relaxation

when applying a rotation around the x-axis such that z → y and y → −z. Substituting
D = 1/2(hz − hy) and 2E = −1/2(hz + hx) the Hamiltonian can be brought to the

form Apalkov and Visher used. Within the Arrhenius-Néel limit, meaning a high

barrier compared to the temperature, the authors found an analytic expression for

the dwell time

τ = ωe
− Eb
kBT (5.3)

in one of the potential minima that includes the azimuthal angle θ = 0 or π

respectively. Eb denotes the barrier height at the saddle point and the constant ω is

known from the Arrhenus law as attempt frequency. Remember the switching rate

is inverse proportional to the dwell time Γ ∝ 1/τ thus we can compare the results

of the master equation with the analytic expression from a classical theory. We

want to show the potential of the master equation to describe equally magnetization

switching in the quantum and the classical regime. The Hamiltonian of equation 5.2

describes an anisotropy potential used in classical systems that provides transversal

anisotropy (27;127). Exemplarily we choose a sufficiently large spin of J = 13/2 which

still allows to detect single electron induced ground state switching.

Only a single electron bath, namely the unpolarized substrate is coupled to the

spin ~J . Thus, only thermal excitations occur. In figure 5.4 the change of the switching

rate with the temperature is shown for different values of transversal anisotropy. For

small temperatures kbT < 10−1∆01 only thermally induced direct transitions between

the ground states occur. In this region the linearity in the temperature, magnified in

figure 5.4 (b), is a result of the direct rate in equation 4.29. The slope is proportional

to 〈φ±0 |Ĵ±|φ∓0 〉 ∝ (E/D)(2J−1)/χ and slowly changes with transversal anisotropy

because of the large spin J . In general with decreasing transversal anisotropy, the

direct transition becomes less probable until they vanish for E = 0. Deviations from

the constant slope occur for kbT ≈ 0.1 when temperature induced excitations become

relevant. This also means that the system enters the region in which it starts to

behave classically, meaning excitations across the barrier are more common. This

is similar to the case in figure 4.4 when the voltage leads to subsequent excitations

that allow to surmount the barrier. For temperatures kbT > 10−1∆01 the switching

rate in figure 5.4 (c) clearly follows an Arrhenius law shown in equation 5.3. A

semilogarithmic plot of the rate against the inverse temperature allows to determine

the barrier height Eb that is expected from a classical system. From the results of the

master equation we extrapolated the exponent in the classical regime and compared

it in figure 5.4 (d) with the actual saddle point and maximum of the anisotropy
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Figure 5.4: (a) Switching rate for a spin J = 13/2 experiencing an anisotropy
potential with E/D ∈ {0, 0.01, 0.1, 0.2}. The spin is solely coupled to the substrate
electrons. (b) Low temperature region kbT < 10−1∆01 is magnified at which the
single electron induced transitions dominate. The rates are normalized to the value
at kbT = 10−2∆01. (c) Switching rate, as expected for classical system, following the
Arrhenus law. The rates are normalized to the value at 1/kbT = 2/∆01. (d) Saddle
point energy (sp), maximal energy of anisotropy potential (su) and energy barrier
determined from master equation (me) is shown with respect to the transversal
anisotropy.

potential that is expected with transversal anisotropy. The master equation gives a

barrier height close to the saddle point energy, which means most switching paths are

taken through the saddle point. This is a purely classical behavior that was derived

from the master equation.
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5.3 Classical limit of master equation

m m + 1m � 1
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Figure 5.5: Scheme for master equation with rates W between adjacent states
labeled wit m. The spin states are assumed to be separated equally in energy by a
magnetic field. The maximal energy difference is given by ∆0 and the minimal by δ.

The derivation of the master equation started from a quantum mechanical

description of the system. In consequence of just considering rates between energy

eigenstates, the rate equation gets the character of a classical equation of motion.

Previously we showed that especially a large spin exhibits classical behavior. Thus,

we will show for a simple system the derivation of the Fokker-Planck equation from

the master equation. For simplicity we start with the Fokker-Planck equation that

describes the time evolution of a probability distribution in terms of statistical

mechanics. The distribution ρ(E, t) evolves in time according to a probability

current, which conserves the total probability. Thus the Fokker-Planck equation can

be written in energy space

dρ

dt
=

d2

dE2
Aρ+

d

dE
Bρ (5.4)

where A and B are time independent functions of the energy E. Creating a grid of

finite differences allows to discretize the derivatives

dρm
dt

=

(
Am−1

δ2
− Bm−1

2δ

)
ρm−1 −

2Am
δ2

ρm +

(
Am+1

δ2
+
Bm+1

2δ

)
ρm+1 (5.5)

with m finite elements. In this form the Fokker-Planck equation is equal to the

master equation for

Am =
δ2

2
(Wm−1,m +Wm+1,m) (5.6)

Bm = δ (Wm−1,m −Wm+1,m) (5.7)
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5. Classical magnetization reversal

where Wi,j are rates. For simplicity we consider a system in which only rates

between adjacent energy eigenstates exist as depicted in figure 5.5. Explicitly we

consider a spin that is exposed to a magnetic field, which sets the quantization

axis. Degeneracy between spin states |m〉 is lifted by the Zeeman energy. The

maximal splitting between spin states | − S〉 and |S〉 is ∆0 := 2B̃S, which denotes

the energy scale. Zeeman splitting between adjacent energy states is then given by

δ±m := (εm±1 − εm)/∆0 = ±δ. When coupling the spin to an unpolarized electron

bath, such as the previously used substrate, only transitions between spin states with

|m′ −m| = 1 are allowed. The rates

Wm±1,m = αΣm+1,mζ(δ±m) (5.8)

consist of three parts. The first part α = π|v|4ρ↓ρ↑~2 holds the units while Σm+1,m =

|〈m±1|Ĵ±|m〉|2/~2 is the spectral weight and ζ(δ±m) = −T̃ δ±m
T̃
/(1−e

δ±m
T̃ ) is the energy

dependency, which we expand for large temperatures T̃ = kbT/∆0 compared to

the level spacing. We also replace the magnetic quantum number by the energy

E := εm/∆0 = m/2S. The classical limit is specified by increasing the spin S →∞
and thus decreasing the level spitting δ = 1

2S → 0 while keeping the energy ∆0

constant. In the classical limit

Am → A(E) =
α

4
(1− 4E2)T̃ (5.9)

Bm → B(E) = −α
[

1

4
(1− 4E2)− 2ET̃

]
(5.10)

we can replace the discrete values Am and Bm by functions depending on en-

ergy. A(E) denotes the substrate induced diffusion α
4 (1 − 4E2)T̃ , which is in

agreement with the fluctuation-dissipation theorem (169) linear in temperature. The

drift α
[

1
4(1− 4E2)− 2ET̃

]
is given by the function B(E). The stationary solution

of the Fokker-Planck equation, with the drift and diffusion derived from the master

equation, is a Boltzmann distribution. This is what one would expect, since the

coupling to the substrate leads to equilibration. We thus showed the derivation of

the classical Fokker-Planck equation from a quantum mechanical master equation

approach.

74



Conclusion 6

6.1 Summary

This thesis was conducted for the purpose of investigating the dynamic and static

properties of a correlated system consisting of a single magnetic moment, which is

exchange coupled to itinerant electrons. In the first part of this work we focused on

the exchange interaction between a localized spin and a single itinerant electron. We

introduce a model that takes into account the extended nature of the localized spin.

From the time evolution of a spin associated Gaussian wave package, representing the

itinerant electron, we can observe the exchange of momentum. We found that the

amount of exchanged momentum depends on the mean kinetic energy of the moving

electron and is thus related to the time it spends within the interaction region.

In chapter 3 we develop a scattering formalism to gain further insight into the

dependence on kinetic energy and see the effect on the conduction properties of

the itinerant electron. The scattering formalism, which is based on the T-matrix

approach, is presented in a simple representation and allows to obtain solutions

beyond Born approximation. We derived the relations between the T-matrix and

scattering amplitudes, as well as the T-matrix and the scattered wave function. We

presented an analytic solution for the contact form of the exchange interaction by

making use of the delta distribution properties. The numerically exact solution of the

T-matrix for an exchange interaction with arbitrary shape was obtained by Gaussian

quadrature in combination with a discretized momentum representation (8). We find

multiple resonances in the transmission of an electron at small momentum for a

Gaussian shaped exchange interaction with varying maximum value. The appearance
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6. Conclusion

of these resonances is explained by transitions from bound states to continuum states

for an attractive potential. The itinerant electron is subject to an attractive or

repulsive potential, when it forms a singlet or triplet state with the local spin. In

the antiparallel spin configuration of itinerant and local spin a momentum exchange

during the scattering can be interpreted as a phase shift between the singlet and

triplet part of the initial two particle spin state. This phase shift and the amount of

exchanged spin highly depends on the maximum value of the exchange interaction

and the kinetic energy of the incoming electron. We showed that an exchange region

with finite width can lead to a full exchange of spin, meaning the orientation of the

local spin is fully reversed, while a delta spin scatterer can only lead to a switching

probability of 50%. Additionally we show that the switching probability of a spatially

extended impurity leads to a constant switching probability within a certain range

of kinetic energy for the itinerant spin. In this region a momentum independent

exchange constant is justified. Further we show the spin density of the itinerant

electron and explain occurring interference patterns with a spin barrier, that is

created by interaction with the localized spin.

In chapter 4 we include the interaction of a single spin with a weakly coupled

bath of electrons in terms of an Appelbaum Hamiltonian and incorporate a crys-

tal and magnetic field. We demonstrated in our publication (89) that the derived

non-equilibrium master equation approach is suitable to describe electron induced

magnetization dynamics of a ferromagnetic cluster with a few atoms in a spin polar-

ized scanning tunneling microscope. In a second publication (84) we applied the same

formalism to investigate crystal symmetry effects on the magnetization reversal of a

single spin. We determine the time for a full reversal by calculating the switching

rate from a master equation. In this thesis we explain the concept of taking into

account crystal field symmetries in the resulting anisotropic spin Hamiltonian for a

single magnetic adatom. Spin operators, the so called Stevens operators, are used to

represent the crystal field and can be written in a convenient way for magnetic rare

earth adatoms, that create a total magnetic moment due to the strong spin orbit

coupling. We assumed the uniaxial anisotropy to be dominant while creating an

anisotropy barrier that separates the two spin ground states with opposite magnetic

orientation. For various symmetries we point out the appearance of electron induced

direct transitions between the two ground states that result in a finite switching rate

even if inelastic excitations, mandatory to surmount the barrier, are exponentially

suppressed. Following the example of Miyamachi et al. (118) we studied symmetry

caused protection agains single electron induced ground state transitions and the
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6.2. Outlook

stability of this protection against breaking of time reversal symmetry with a mag-

netic field. We demonstrate that the protection mechanism is a direct result of a

fundamental commutator relation and rapidly breaks down in presence of a magnetic

field. Additionally we propose combinations of spin and crystal symmetry that are

protected even in the presence of a magnetic field and relate this to the conserva-

tion of total spin during the scattering with a tunneling electron. An alternative

representation is presented in this work, which allows to predict in a simple way

the occurrence of a protection mechanism in a system with any spin or rotation

symmetry. Finally we elaborate the concept of short cut tunneling and quantum

tunneling of magnetization, which create resonances in the switching rate and are of

mere quantum mechanical origin. We suggest that these resonances can be used to

determine the spin and symmetry from experimental measurements.

The last chapter elaborates the relation between the quantum mechanical ap-

proach of a master equation and the classical or semiclassical approach of a Fokker-

Planck equation, as we did in our recent publication (34). In this thesis we show

quantum mechanical and classical behavior in the temperature induced magnetization

reversal, also known as superparamagnetic relaxation. While at low temperatures

the switching mainly appears due to single electron induced switching, which is a

quantum effect, at high temperatures the switching rate follows an Arrhenius law.

In this classical regime we were able to determine from the master equation that all

switching paths go over a saddle point in the anisotropy potential that is created by

transversal anisotropy. To demonstrate the equivalence of the quantum and classical

approach in the classical limit, we derived from the master equation a Fokker-Plack

equation. This allows to determine the diffusion and drift from a quantum mechanical

model.

6.2 Outlook

Beside the historical background we elaborated in the introduction and our own

contribution to the topic of electron induced magnetization dynamics, we also want

to point out possible future research activities. For example the scattering formalism,

introduced in chapter 3, could be extended to describe quasi two dimensional sys-

tems (8), such as magnetic impurities in between a quantum point contact. Also the

time dependent scattering (158) or the inclusion of oszillating electric and magnetic

fields is possible (162) to investigate real time dynamics in transport with the T-matrix

approach.
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The currently more popular topic of magnetic adatoms on metallic substrates has

been subject to many recent publications and creates a large amount of open questions

and research topics. Especially the symmetry caused protection was discussed recently.

Substrates with a high degree of rotational symmetry, such as graphene, are promising

candidates to find symmetry caused protection. The magnetic moment of a few

transition-metal adatoms on graphene was already calculated (32;49;170) but little is

known about the anisotropy potential. We think Mn on graphene is a good candidate

to be protected against single electron switching, if two minima are created by the

uniaxial anisotropy.

We also suggest to further investigate rare earth elements, which provide a large

total spin (50). Still, the relevance of orbital momentum and spin of the adatom for

the spin dependent transport is not clear yet. Same applies for the role of magnetic

orbitals that form underneath the adatom within the substrate. Also, the question

arrises, if a symmetry caused protection mechanism would sustain in proximity of a

magnetic tip with arbitrary magnetization direction, that was studied in a simple

system by Frahm (58), who takes into account the full quantum master equation.

Together with the authors Karlewski et al. (87) we strongly emphasize to study

experimentally the magnetic field dependency of symmetry protected systems and

also the closing of short cuts in the anisotropy barrier due to increased scattering

with tunneling electrons. Similar findings from Delgado et al. (45) and Yan et al. (178)

demonstrate the relevance of substrate and tip induced energy renormalization.

The impact of symmetries in higher order terms of the perturbation expansion

and thus the relevance for Kondo physics (125;156) is also unknown. Important for

this is the connection between the symmetry and the tunnel current as well as the

current noise (10). For example, a signal from quantum tunneling of magnetization

only appears in the current for a spin polarized tip (115). Therefore it would be

interesting to systematically investigate the effects of symmetry protection or short

cut tunneling onto the conductivity. Dubout et al. (51) already demonstrated that the

spin and symmetry can be determined from the differential conductance, similar to our

suggestion in chapter 4. But also other advances in experimental techniques allow to

characterize the system by mapping the three dimensional anisotropy potential (179).

Also, light field induced spin manipulation of the adatom (180) and pump probe

scanning tunneling microscopy (178) on the nano second time scale present great tools

for further investigation of spin dynamics.

Todays experiments also allow to have control over many properties of the studied

system. For example, the spin of a complex, composed of a single or few atoms on
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a substrate, can be adjusted by hydrogen absorption (51). Likewise, the anisotropy

can be modified by positioning magnetic atoms in the neighborhood (31). Thus,

more complex systems, like spin chains (64) or logic structures (91), could be studied

further and represent an interesting set-up for a theoretical investigation of more

sophisticated correlated spin systems.
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Zuletzt möchte ich mich bei meiner Familie bedanken. Ich danke allen meinen

Verwandten dafür, dass sie immer so viel Interesse und Verständnis für meine Arbeit

gezeigt haben. Meinem Bruder Andreas und seiner Verlobten Josefin danke ich für

ihre Art. Mit ihnen konnte ich immer auf eine entspannte Weise alles diskutieren.

Der größte Dank gilt meinen Eltern. Sie haben mir und meinem Bruder alles
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ermöglicht. Wir konnten uns frei, ohne Sorgen, entwickeln und mit dem beschäftigen

was uns Freude macht. Dafür bin ich ihnen sehr dankbar.
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Appendix 7

7.1 Appendix - Parameter used in figures

Figure 2.2 and 2.3:

∆c/∆V = 0.1; k0∆V = 100; V0/
(
~2k20
2m

)
= 9 · 10−3

Figure 4.4:

kbT/∆01 = 10−2; Eχ/Dχ = 10−3; vT /vS = 0.15; B̃/Dχ = 0; (ρ↑−ρ↓)/(ρ↑+ρ↓) = 0.1

Figures 4.6, 4.7 and 4.8:

kbT/∆01 = 10−2; Eχ/Dχ = 10−3; vT /vS = 0.15; (ρ↑ − ρ↓)/(ρ↑ + ρ↓) = 0.1

Figure 4.9:

kbT/∆01 = 10−2; Eχ/Dχ = 10−3; vT /vS = 0.15; (ρ↑−ρ↓)/(ρ↑+ρ↓) = 0.1; eV/∆01 =

1.5

Figure 5.4:

Eχ/Dχ = 10−3; vT /vS = 0; eV/∆01 = 1.5; B̃/Dχ = 0;

7.2 Appendix - Discretization with Gaussian

quadrature

In the following we elaborate a discretization scheme for the expression∫ ∞
−∞

f(k)

k2
0 − k2

dk, (7.1)

that is based on Gaussian quadrature and was used for scattering approaches in

multiple systems (7;8;70;71;158;161;162). We begin by shifting the singularity into the
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7. Appendix

complex plane and utilizing the Sokhotski-Plemelj theorem∫ ∞
−∞

f(k)

k2
0 − k2 + iη

dk (7.2)

= P
∫ ∞
−∞

f(k)

k2
0 − k2

dk − iπ
∫ ∞
−∞

f(k)δ(k2
0 − k2)dk.

With the general relation δ(x2 − α2) = 1
2|α| (δ(x− α) + δ(x+ α)) the integral, con-

taining the delta distribution, can be solved.

= P
∫ ∞
−∞

f(k)

k2
0 − k2

dk − iπ

2|k0|
(f(k0) + f(−k0)) (7.3)

Further, we make use of
∫∞
−∞

1
k20−k2

dk = 0 for the principle value integral, thus we can

add the vanishing integral
∫∞
−∞

f(±k0)
k20−k2

= 0, that vanished due to symmetry reasons

and avoid the diverging points of the principle integral.

=

∫ ∞
0

f(k)− f(k0)

k2
0 − k2

dk +

∫ 0

−∞

f(k)− f(−k0)

k2
0 − k2

dk − iπ

2|k0|
(f(k0) + f(−k0))(7.4)

=

∫ ∞
0

f(k)− f(k0)

k2
0 − k2

dk +

∫ ∞
0

f(−k)− f(−k0)

k2
0 − k2

dk − iπ

2|k0|
(f(k0) + f(−k0))

The integrals do not contain singularities anymore and can thus be solved by Gaussian

quadrature within finite intervals. The integrals are thus replaced by sums over

weighted functions at Gauss nodes kj . With a coordinate

qj =

{
−kNg−j+1 j = 1, . . . , Ng

kj−Ng j = Ng + 1, . . . , 2Ng

(7.5)

and weight mapping

ωj =

{
ω′Ng−j+1 j = 1, . . . , Ng

ω′j−Ng j = Ng + 1, . . . , 2Ng

(7.6)

one can recombine the two sums

=

2Ng∑
j=Ng+1

f(qj)− f(k0)

k2
0 − q2

j

ωj +

Ng∑
j=1

f(qj)− f(−k0)

k2
0 − q2

j

ωj −
iπ

2|k0|
(f(k0) + f(−k0))

=

2Ng∑
j=1

ωj
f(qj)

k2
0 − q2

j

−
2Ng∑

j=Ng+1

ωj
1

k2
0 − q2

j

f(k0)−
Ng∑
j=1

ωj
1

k2
0 − q2

j

f(−k0)

− iπ

2|k0|
(f(k0) + f(−k0)). (7.7)

Since
∑Ng

j=1 ωj
1

k20−q2j
=
∑2Ng

j=Ng+1 ωj
1

k20−q2j
we can combine both sums and factorize

the (f(k0) + f(−k0)) term.

=

2Ng∑
j=1

ωj
f(qj)

k2
0 − q2

j

−

 Ng∑
j=1

ωj
1

k2
0 − q2

j

+
iπ

2|k0|

 (f(k0) + f(−k0)) (7.8)

84



7.3. Appendix - Relation between T-matrix and scattering potential

By mapping again onto a discrete momentum representation

κµ :=


qµ µ = 1, . . . , 2Ng

−k0 µ = 2Ng + 1

k0 µ = 2Ng + 2

(7.9)

and defining

Dµ :=


ωµ

1
k20−q2µ

µ = 1, . . . , 2Ng

−
(∑Ng

j=1 ωj
1

k20−q2j
+ iπ

2|k0|

)
µ = 2Ng + 1, 2Ng + 2

(7.10)

one can write the result in a short form.∫ ∞
−∞

f(k)

k2
0 − k2

dk =

2Ng+2∑
µ=1

Dµf(κµ) (7.11)

7.3 Appendix - Relation between T-matrix and

scattering potential

One can project the Lippmann-Schwinger equation

|ψ〉 = |ψ0〉+ Ĝ0V̂ |ψ〉 , (7.12)

onto an eigenstate |ψ0
k′,S′〉 of the unperturbed system without V̂ , which is character-

ized by the wave vector k′ and the spin product state labeled by S′. This will lead

to an equation for each component of |ψ〉,

〈ψ0
k′,S′ | |ψ〉 = 〈ψ0

k′,S′ | |ψ0
k,S〉+ 〈ψ0

k′,S′ | Ĝ01̂Ĥ0
V̂ |ψ〉 (7.13)

= δk,k′δS,S′ + 〈ψ0
k′,S′ | Ĝ0 |ψ0

k′,S′〉 〈ψ0
k′,S′ | V̂ |ψ〉 (7.14)

where we also inserts the unitary operator 1̂Ĥ0
=
∑

S1

∫
dk1 |ψ0

S1,k1
〉 〈ψ0

S1,k1
|. Notice

Ĝ0 is diagonal in the basis |ψ0
k,S〉. Proceeding in the same manner with the equation

|ψ〉 = |ψ0〉+ Ĝ0T̂ |ψ0〉 (7.15)

leads to

〈ψ0
k′,S′ | |ψ〉 = δk,k′δS,S′ + 〈ψ0

k′,S′ | Ĝ0 |ψ0
k′,S′〉 〈ψ0

k′,S′ | T̂ |ψ0
k,S〉 . (7.16)

The equality of the left hand side of both equations leads to the relation

〈ψ0
k′,S′ | T̂ |ψ0

k,S〉 = 〈ψ0
k′,S′ | V̂ |ψ〉 (7.17)

between the matrix elements of the potential and the T-matrix.
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7.4 Appendix - Wave function with T-matrix

In the following we derive an expression for the spin dependent wave function from

the T-matrix equation

|ψ〉 = |ψ0〉+ Ĝ0T̂ |ψ0〉 . (7.18)

We project into the real and and spin space by multiplying 〈Sf |〈x| to the left. Further,

we make use of the completeness relation 1 =
∑

s

∫
dk|s〉|k〉〈k|〈s| and the diagonality

of the Green’s function 〈Sl|〈kl|Ĝ0|kr〉|Sr〉 = δSl,Sr2m/(~2(k2
E − k2)).

〈Sf |〈x|ψ〉 = 〈Sf |〈x|ψ0〉 (7.19)

+
∑
S1,S2

∫ ∫
dk1dk2〈Sf |〈x|k1〉|S1〉〈S1|〈k1|Ĝ0|k1〉|S1〉〈S1|〈k1|T̂ |k2〉|S2〉〈S2|〈k2|ψ0〉

Since the initial state is given by |ψ0〉 = |kE〉|SE〉, we can simplify the expression to

〈Sf |〈x|ψ〉 = δSf ,SE 〈x|kE〉 (7.20)

+
2m

~2

∫
dk〈x|k〉 1

k2
E − k2

〈Sf |〈k|T̂ |kE〉|SE〉

= δSf ,SE
1√
2π
eikEx

+
2m

~2
√

2π

∫
dk

1

k2
E − k2

eikx〈Sf |〈k|T̂ |kE〉|SE〉.

Now, we can simply identify f(k) = eikx〈Sf |〈k|T̂ |kE〉|SE〉 and make use of the

discretization scheme that is based on Gaussian quadrature. This leads to the

expression

〈Sf |〈x|ψ〉 = δSf ,SE
1√
2π
eikEx (7.21)

+
2m

~2
√

2π

2Ng+2∑
µ=1

Dµe
iκµx〈Sf |〈κµ|T̂ |kE〉|SE〉

for the wave function.

7.5 Appendix - Reflection amplitude

Equivalent to the derivation of the transmission amplitude, we derive the reflection

amplitude from

lim
|x|�∆V

〈Sf , x|ψ〉 = 〈Sf , x|ψ0〉−
im

~2kE
eikE |x|

∑
s′

∫
dx′〈Sf |s′〉e−ikEsign(x)x′〈s′, x′|V̂ |ψ〉,

(7.22)
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with x < 0 such that sign(x) = −1. This leads to

= 〈Sf , x|ψ0〉 −
im
√

2π

~2kE
e−ikEx

∑
s′

∫
dx′〈Sf |s′〉〈−kE |x′〉〈s′, x′|V̂ |ψ〉, (7.23)

where we can use the completeness of the basis and write

= 〈Sf , x|ψ0〉 −
im
√

2π

~2kE
e−ikEx〈Sf |〈−kE |V̂ |ψ〉. (7.24)

The relation 〈ψ′|V̂ |ψ〉 = 〈ψ′|T̂ |ψ0〉 between the scattering potential and the T-matrix

allows to express the scattered wave function in terms of the T-matrix

= 〈Sf , x|ψ0〉 −
im
√

2π

~2kE
e−ikEx〈Sf |〈−kE |T̂ |ψ0〉. (7.25)

We define the initial wave function as |ψ0〉 = |kE〉|SE〉 wich gives in spacial represen-

tation 〈x|ψ0〉 = 1√
2π
eikEx|SE〉. Thus,

= 〈Sf , x|ψ0〉 −
im2π

~2kE
〈Sf |〈kE |T̂ |ψ0〉〈ψ0|x〉|SE〉 (7.26)

allows to identify the reflection amplitude for a wave that has been initialized with

momentum kE and spin SE .

rSf ,Se = − im2π

~2kE
〈Sf |〈−kE |T̂ |kE〉|SE〉 (7.27)

7.6 Appendix - Perturbation expansion for transversal

anisotropy

In the following we derive the eigenstates of Ĥχ up to second-order perturbation

expansion in the transversal anisotropy Eχ/Dχ � 1. For two and four-fold symmetric

systems χ ∈ {2, 4}, the Hamiltonian reads as

Ĥχ = DχĴ
2
z + Eχ

(
Ĵχ+ + Ĵχ−

)
. (7.28)
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The perturbation expansion of the eigenstates up to second order gives

|φ+
0 〉 (7.29)

≈ |J〉

+
E

D

〈J − χ|Ĵχ−|J〉
(J2 − (J − χ)2)

|J − χ〉

+

(
E

D

)2 〈J − 2χ|Ĵχ−|J − χ〉〈J − χ|Ĵχ−|J〉
(J2 − (J − 2χ)2)(J2 − (J − χ)2)

|J − 2χ〉

−1

2

(
E

D

)2 〈J |Ĵχ+|J − χ〉〈J − χ|Ĵχ−|J〉
(J2 − (J − χ)2)2

|J〉

=

[
1− 1

2

(
E

D

)2 |〈J − χ|Ĵχ−|J〉|2
(J2 − (J − χ)2)2

]
|J〉

+
E

D

〈J − χ|Ĵχ−|J〉
(J2 − (J − χ)2)

|J − χ〉

+

(
E

D

)2 〈J − 2χ|Ĵχ−|J − χ〉〈J − χ|Ĵχ−|J〉
(J2 − (J − 2χ)2)(J2 − (J − χ)2)

|J − 2χ〉,

which can be written in a short form

= c+
0 (J, χ)|J〉+ c+

1 (J, χ)|J − χ〉+ c+
2 (J, χ)|J − 2χ〉 (7.30)

by defining

c±0 (J, χ) = 1− 1

2

(
E

D

)2 |〈J − χ|Ĵχ∓|J〉|2
(J2 − (J − χ)2)2

(7.31)

c±1 (J, χ) =
E

D

〈J − χ|Ĵχ∓|J〉
(J2 − (J − χ)2)

(7.32)

c±2 (J, χ) =

(
E

D

)2 〈J − 2χ|Ĵχ∓|J − χ〉〈J − χ|Ĵχ∓|J〉
(J2 − (J − 2χ)2)(J2 − (J − χ)2)

. (7.33)
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Likewise, we can proceed with the other ground state

|φ−0 〉 (7.34)

= | − J〉

+
E

D

〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + χ)2)

| − J + χ〉

+

(
E

D

)2 〈−J + 2χ|Ĵχ+| − J + χ〉〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + 2χ)2)(J2 − (−J + χ)2)

| − J + 2χ〉

−1

2

(
E

D

)2 〈−J |Ĵχ−| − J + χ〉〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + χ)2)2

| − J〉

=

[
1− 1

2

(
E

D

)2 |〈−J + χ|Ĵχ+| − J〉|2
(J2 − (−J + χ)2)2

]
| − J〉

+
E

D

〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + χ)2)

| − J + χ〉

+

(
E

D

)2 〈−J + 2χ|Ĵχ+| − J + χ〉〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + 2χ)2)(J2 − (−J + χ)2)

| − J + 2χ〉

with the short version

= c−0 (−J,−χ)| − J〉+ c−1 (−J,−χ)| − J + χ〉+ c−2 (−J,−χ)| − J + 2χ〉. (7.35)

Thus, for a system with J = 5/2 and χ = 2 we can now, for example calculate

the matrix element

〈φ−0 |Ĵ−|φ+
0 〉 = 〈3

2
|Ĵ−|

5

2
〉c+

0 (5/2, 2)c−2 (−5/2,−2) (7.36)

+〈−1

2
|Ĵ−|

1

2
〉c+

1 (5/2, 2)c−1 (−5/2,−2)

+〈−5

2
|Ĵ−| −

3

2
〉c+

2 (5/2, 2)c−0 (−5/2,−2)

which contains coefficients of the perturbation expansion c+
i c
−
2−i ∝ (E2/D2)2 with

i ∈ {0, 1, 2}, where higher orders in (E2/D2) are omitted.

For the matrix element

〈φ−0 |Ĵ−|φ+
0 〉 = 〈3

2
|Ĵ−|

5

2
〉c+

0 (5/2, 4)c−1 (−5/2,−4) (7.37)

+〈−5

2
|Ĵ−| −

3

2
〉c+

1 (5/2, 4)c−0 (−5/2,−4)

in a system with J = 5/2 and χ = 4, the lowest order in the transversal anisotropy

is given by c+
i c
−
1−i ∝ (E4/D4) with i ∈ {0, 1}.

Same perturbation expansion can be done for a three-fold symmetric system

χ = 3 with the Hamiltonian

Ĥχ = DχĴ
2
z + Eχ

(
Ĵz

(
Ĵχ+ + Ĵχ−

)
+
(
Ĵχ+ + Ĵχ−

)
Ĵz

)
(7.38)

89



7. Appendix

leading to different expansion coefficients. Up to second-order the states are given by

|φ+
0 〉 (7.39)

= |J〉

+
E

D

〈J − χ|Ĵχ−|J〉
(J2 − (J − χ)2)

(J − χ+ J)|J − χ〉

+

(
E

D

)2 〈J − 2χ|Ĵχ−|J − χ〉〈J − χ|Ĵχ−|J〉
(J2 − (J − 2χ)2)(J2 − (J − χ)2)

(J − 2χ+ J − χ)(J − χ+ J)|J − 2χ〉 (7.40)

−1

2

(
E

D

)2 〈J |Ĵχ+|J − χ〉〈J − χ|Ĵχ−|J〉
(J2 − (J − χ)2)2

(J + J − χ)2|J〉

=

[
1− 1

2

(
E

D

)2 |〈J − χ|Ĵχ−|J〉|2
(J2 − (J − χ)2)2

(J + J − χ)2

]
|J〉

+
E

D

〈J − χ|Ĵχ−|J〉
(J2 − (J − χ)2)

(J − χ+ J)|J − χ〉

+

(
E

D

)2 〈J − 2χ|Ĵχ−|J − χ〉〈J − χ|Ĵχ−|J〉
(J2 − (J − 2χ)2)(J2 − (J − χ)2)

(J − 2χ+ J − χ)(J − χ+ J)|J − 2χ〉

and can be written in a short form

= c′+0 (J, χ)|J〉+ c′+1 (J, χ)|J − χ〉+ c′+2 (J, χ)|J − 2χ〉 (7.41)

by definition of

c′±0 (J, χ) = 1− 1

2

(
E

D

)2 |〈J − χ|Ĵχ∓|J〉|2
(J2 − (J − χ)2)2

(J + J − χ)2 (7.42)

c′±1 (J, χ) =
E

D

〈J − χ|Ĵχ∓|J〉
(J2 − (J − χ)2)

(J − χ+ J) (7.43)

c′±2 (J, χ) =

(
E

D

)2 〈J − 2χ|Ĵχ∓|J − χ〉〈J − χ|Ĵχ∓|J〉
(J2 − (J − 2χ)2)(J2 − (J − χ)2)

(J − 2χ+ J − χ)(J − χ+ J). (7.44)
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For the other ground state, the expansion leads to

|φ−0 〉 (7.45)

= | − J〉

+
E

D

〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + χ)2)

(−J + χ− J)| − J + χ〉

+

(
E

D

)2 〈−J + 2χ|Ĵχ+| − J + χ〉〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + 2χ)2)(J2 − (−J + χ)2)

(−J + 2χ− J + χ)(−J + χ− J)| − J + 2χ〉 (7.46)

−1

2

(
E

D

)2 〈−J |Ĵχ−| − J + χ〉〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + χ)2)2

(−J − J + χ)2| − J〉

=

[
1− 1

2

(
E

D

)2 |〈−J + χ|Ĵχ+| − J〉|2
(J2 − (−J + χ)2)2

(−J − J + χ)2

]
| − J〉

+
E

D

〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + χ)2)

(−J + χ− J)| − J + χ〉

+

(
E

D

)2 〈−J + 2χ|Ĵχ+| − J + χ〉〈−J + χ|Ĵχ+| − J〉
(J2 − (−J + 2χ)2)(J2 − (−J + χ)2)

(−J + 2χ− J + χ)(−J + χ− J)| − J + 2χ〉

with the short form

= c′−0 (−J,−χ)| − J〉+ c′−1 (−J,−χ)| − J + χ〉+ c′−2 (−J,−χ)| − J + 2χ〉. (7.47)

Thus, for a system with J = 5/2 and χ = 3 the matrix element

〈φ−0 |Ĵ−|φ+
0 〉 = 〈1

2
|Ĵ−| −

1

2
〉c+

1 (5/2, 3)c−1 (−5/2,−3) (7.48)

contains coefficients c+
1 c
−
1 ∝ (E3/D3)2.

7.7 Appendix - Protection due to time reversal

symmetry

Without a magnetic field the single spin Hamiltonian commutes with the time reversal

operator
[
Ĥχ, T̂

]
= 0, which means one can find a basis in which both operators

posses a diagonal matrix representation. This basis is given by

|ts〉 =
1√
2

(
|φ+

0 〉+ |φ−0 〉
)

(7.49)

|ta〉 =
1√
2

(
|φ+

0 〉 − |φ−0 〉
)

(7.50)
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where ts and ta are the eigenvalues of the time reversal operator T̂ . The states |ts〉
and |ta〉 are also energy eigenstates. A unitary matrix

U :=
1√
2

(
1 1

1 −1

)
(7.51)

transforms the initial two state basis {|φ+
0 〉, |φ−0 〉}. This unitary transformation holds

for an arbitrary value of the transversal anisotropy Eχ since the relation ĴzT̂ = −T̂ Ĵz
must always be true. We can see from

0 = 〈ts|ĴzT̂ |ts〉+ 〈ts|T̂ Ĵz|ts〉 (7.52)

= |ts|2
(
〈φ+

0 |Ĵz|φ+
0 〉+ 〈φ−0 |Ĵz|φ−0 〉

)
(7.53)

that a different choice of the transformation U would violate the anticommutator

relation. The eigenvalues of T̂ can not depend on Eχ since Ĥχ is diagonal in the

{|ts〉, |ta〉} basis. Thus an expansion in Ĵz eigenstates would just allow combinations

of |m〉 and | −m〉 that have the same time reversal symmetry. Thus one can set

Eχ = 0 leading to

|ts〉 =
1√
2

(|J〉+ | − J〉) (7.54)

|ta〉 =
1√
2

(|J〉 − | − J〉) (7.55)

and derive the T̂ eigenvalue with the relation T̂ |m〉 = (−1)m|m〉. In the representation

of {|ts〉, |ta〉} the time reversal operator can be written as a matrix

T = (−1)J

(
1 0

0 −1

)
(7.56)

since T̂ (|J〉 ± | − J〉) = ±(−1)J (|J〉 ± | − J〉). This leads to a matrix representation

T′ = U†TU = (−1)J

(
0 1

1 0

)
(7.57)

in the basis {|φ+
0 〉, |φ−0 〉}. Now we will demonstrate that the condition 〈φ−0 |Ĵ±|φ+

0 〉 =

−〈φ−0 |Ĵ±|φ+
0 〉∗ for an integer spin J is a direct result of the time reversal symmetry

breaking due to a spin exchange, which is related to the general relation Ĵ±T̂+T̂ Ĵ∓ =

0. We look at a matrix element of this relation by applying |φ+
0 〉 to both sides and

use the representation of T̂ in this basis.
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0 = 〈φ+
0 |Ĵ±T̂ |φ+

0 〉+ 〈φ+
0 |T̂ Ĵ∓|φ+

0 〉 (7.58)

= (−1)J〈φ+
0 |Ĵ±|φ−0 〉+

(
(−1)J

)∗ 〈φ−0 |Ĵ∓|φ+
0 〉 (7.59)

= (−1)J〈φ+
0 |Ĵ±|φ−0 〉+

(
(−1)J

)∗ 〈φ+
0 |Ĵ±|φ−0 〉∗. (7.60)

For a integer spin J ∈ {n} the factor (−1)J ∈ R and can only be ±1. This leads

to the afore mentioned condition

0 = (−1)J(〈φ+
0 |Ĵ±|φ−0 〉+ 〈φ+

0 |Ĵ±|φ−0 〉∗) (7.61)

or in other words the real part of the matrix element <(〈φ−0 |Ĵ±|φ+
0 〉) = 0 must vanish.

On the other hand, for a half integer spin J ∈ {(2n + 1)/2} the factor (−1)J ∈ C

and can only have the values ±i, which leads to the condition

0 = (−1)J(〈φ+
0 |Ĵ±|φ−0 〉 − 〈φ+

0 |Ĵ±|φ−0 〉∗) (7.62)

and thus only restricts the imaginary part of the matrix element =(〈φ−0 |Ĵ±|φ+
0 〉) = 0.

7.8 Appendix - Relation between Fokker-Planck and

master equation

In the following, we take the classical limit of the master equation. The classical

equivalent to the master equation is the Fokker-Planck equation. It describes the

time evolution of a probability distribution in terms of statistical mechanics. The

distribution ρ(E, t) evolves in time according to a probability current j. The general

form of a Fokker-Planck equation reads as
dρ

dt
=

d

dE
j(E) (7.63)

dρ

dt
=

d

dE

[(
B(E) +

dA(E)

dE

)
ρ+A(E)

dρ

dE

]
(7.64)

=
d2

dE2
Aρ+

d

dE
Bρ

with some functions A and B that depend on energy E. Within the finite difference

approximation the derivatives can be replaced, such that
dρm
dt

≈ Am−1ρm−1 − 2Amρm +Am+1ρm+1

δ2

+
Bm+1ρm+1 −Bm−1ρm−1

2δ
(7.65)

=

(
Am−1

δ2
− Bm−1

2δ

)
ρm−1 −

2Am
δ2

ρm +

(
Am+1

δ2
+
Bm+1

2δ

)
ρm+1.
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This form is equivalent to the master equation

dρm
dt

= Wm,m−1ρm−1 − (Wm+1,m +Wm−1,m) ρm +Wm,m+1ρm+1 (7.66)

if

Am =
δ2

2
(Wm−1,m +Wm+1,m) (7.67)

Bm = δ (Wm−1,m −Wm+1,m) . (7.68)

and δ denotes the energy difference between adjacent energy eigenstates. For a single

electron reservoir the rates are given by

Wm±1,m = π|v|4ρ↓ρ↑|〈m± 1|J±|m〉|2
−(εm±1 − εm)

1− e(εm±1−εm)/kBT
. (7.69)

Written with energies in units of the total barrier height ∆0 meaning T̃ = kBT/∆0

and δ±m = (εm±1 − εm)/∆0 the rates become

Wm±1,m = π|v|4ρ↓ρ↑∆0T̃ |〈m± 1|J±|m〉|2
− δ±m

T̃

1− e
δ±m
T̃

, (7.70)

or in a short form

Wm±1,m = αΣm+1,mζ(δ±m) (7.71)

with α = π|v|4ρ↓ρ↑, Σm+1,m = |〈m± 1|J±|m〉|2 and ζ(δ±m) = T̃
− δ
±
m
T̃

1−e
δ±m
T̃

.

Further, we can write

Wm+1,m +Wm−1,m (7.72)

= α
[
(S(S + 1)−m(m+ 1))ζ(δ+

m) + (S(S + 1)−m(m− 1))ζ(δ−m)
]

= α
[
(S(S + 1)−m2)(ζ(δ+

m) + ζ(δ−m)) +m(ζ(δ+
m)− ζ(δ−m))

]
and

Wm+1,m −Wm−1,m (7.73)

= α
[
(S(S + 1)−m(m+ 1))ζ(δ+

m)− (S(S + 1)−m(m− 1))ζ(δ−m)
]

= α
[
(S(S + 1)−m2)(ζ(δ+

m)− ζ(δ−m)) +m(ζ(δ+
m) + ζ(δ−m))

]
.

an take the high temperature limit T̃ � δ±m of ζ(δ±m), which gives

(ζ(δ+
m) + ζ(δ−m)) ≈ 2T̃ − 1

2
(δ+
m + δ−m) (7.74)

(ζ(δ+
m)− ζ(δ−m)) ≈ −1

2
(δ+
m − δ−m). (7.75)
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At this point, we specify the spin system as a single spin S that is subject to a

magnetic field B̃. The spin states are equally separated in energy according to the

Zeeman splitting, which defines the expressions

−S ≤ m ≤ S (7.76)

∆0 = 2B̃S (7.77)

δ = |(εm±1 − εm)|/∆0 =
1

2S
(7.78)

δ±m = (εm±1 − εm)/∆0 = ±δ (7.79)

E := εm/∆0 = m/2S. (7.80)

Specific in the chosen system, the high temperatures limit leads to

(ζ(δ+
m) + ζ(δ−m)) = 2T̃ (7.81)

(ζ(δ+
m)− ζ(δ−m)) = −δ. (7.82)

Additionally we take the classical limit by assuming S class−−−→∞ and δ class−−−→ 0 while

keeping ∆0 constant. Within the classical limit, the expressions Am and Bm are

given by

Am (7.83)

=
δ2

2
(Wm+1,m +Wm−1,m)

= α
δ2

2

[
(S(S + 1)−m2)2T̃ +m(−δ)

]
class−−−→ α

δ2

2
(S2 −m2)2T̃

=
α

4
(1− 4E2)T̃

and

Bm (7.84)

= δ(Wm+1,m −Wm−1,m)

= αδ
[
(S(S + 1)−m2)(−δ) +m2T̃

]
class−−−→ α

[
−δ2(S2 −m2) + 2mδT̃

]
= α

[
−1

4
(1− 4E2) + 2ET̃

]
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