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Abstract

An ensemble of regional climate models (RCM) can provide a robust view on the climate

and related uncertainties. In the last decade, large projects, e.g., PRUDENCE, ENSEM-

BLES and CORDEX, have been set up to organise and coordinate multi model ensemble

simulations with respect to the researchers and public needs.

In some of the RCM results, from the projects mentioned before, an overestimation of sum-

mer air temperature in south-eastern Europe had been identified, which coincides with a

strong underestimation of precipitation in this season, the ”summer drying” problem of

climate models.

One application of climate models is to assess future wind climate, which is particularly

relevant for the assessment of energy potential, risk management and engineering. As

observations for wind speed and direction are rare, models can close this gap and pro-

vide homogenous wind fields for further investigations. Several studies investigated RCM

performance over open ocean and in near coastal regions and found a good agreement of

simulated wind speed distribution and wind speed percentiles. Within the PRUDENCE

project the deficiency has been identified, that the models using no gust parameterisation

are not able to simulate wind speeds above 8Bft.

According to the first issue – the ”summer drying” – the hypothesis that the biases are

related to a false representation of soil properties in this region, based on divergences be-

tween the soil maps of Haase et al. (2007) and Stremme (1937) and that of FAO, which is

commonly used in climate models, is investigated in more detail. Therefore, two simula-

tions with the RCM CLM have been carried out using default sandy loam and silt loam

over an area north of the Black Sea. As a consequence of the different soil characteristics,

the results indicate increased soil moisture by up to 60 % in the modified simulation com-

pared to the control simulation. In addition to local changes in near surface parameters

(e.g. temperature decrease by up to 1.5 K), large-scale changes involving temperature,

precipitation and surface pressure are observed.

Regarding wind climate assessment, the second focus of the present study is to investigate

the ability of RCMs to simulate surface wind speed in coastal regions of the North Sea.

The analysis was based on the ENSEMBLES project results, due they give the opportu-

nity to analyse the model performance for the wind characteristics among a large multi

model hindcast ensemble for the time period 1961 – 2000. The observational data for 10 m

wind speed was provided by the German and the Dutch meteorological services, DWD and

KNMI. From most of the contributing RCMs simulation results of two spatial resolutions,

50 km and 25 km, are available.



Several measures and skill scores were applied to analyse the RCMs performance compared

to the driving field and to evaluate accuracy gain by including higher spatial resolution

of the model grid. At inland stations RCMs overestimate the mean wind speed, whereas

maximum wind speed percentiles are captured very well. The higher resolved 25 km are

often closer to the observations than the 50 km. The RCM ensemble mean performs good

and adds value to the driving GCM ERA40. Additionally, a weather regime classification

has been carried out and investigated, together with a second classification provided by

ENSEMBLES, to be able to reflect the North Sea wind climate. Findings from the regime

dependent evaluation of the RCMs wind climate can only be addressed to local effects of

the near environment of the measuring sites.
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There are two commonly known deficiencies in regional climate models. One is the un-

derestimation of higher wind speeds of the models over land. In previous investigations it

was shown that RCMs represent surface wind speeds over the ocean very well. Here it is

shown that especially strong winds over the continent are underestimated. The other is

the overestimation of summer air temperature in Southeastern Europe. This goes together

with a strong underestimation of precipitation in this season. This issue is called ’”summer

drying’” problem of RCMs.

Both issues are investigated for a multi regional climate model ensemble carried out in the

European Union funded Project ENSEMBLES. For validation gridded observation data

and station data was used. It is shown that the model results support the deficiencies

mentioned before. There are two commonly known deficiencies in regional climate mod-

els. One is the underestimation of higher wind speeds of the models over land. In previous

investigations it was shown that RCMs represent surface wind speeds over the ocean very

well. Here it is shown that especially strong winds over the continent are underestimated.

The other is the overestimation of summer air temperature in Southeastern Europe. This

goes together with a strong underestimation of precipitation in this season. This issue is

called ’”summer drying’” problem of RCMs.

Both issues are investigated for a multi regional climate model ensemble carried out in the

European Union funded Project ENSEMBLES. For validation gridded observation data

and station data was used. It is shown that the model results support the deficiencies

mentioned before. One is the underestimation of higher wind speeds of the models over

land. In previous investigations it was shown that RCMs represent surface wind speeds

over the ocean very well. Here it is shown that especially strong winds over the continent

are underestimated. The other is the overestimation of summer air temperature in South-

eastern Europe. This goes together with a strong underestimation of precipitation in this

season. This issue is called ’”summer drying’” problem of RCMs.

Both issues are investigated for a multi regional climate model ensemble carried out in the

European Union funded Project ENSEMBLES. For validation gridded observation data

and station data was used. It is shown that the model results support the deficiencies

mentioned before. This goes together with a strong underestimation of precipitation in

this season. This issue is called ’”summer drying’” problem of RCMs. Both issues are

investigated for a multi regional climate model ensemble carried out in the.



1 Introduction

1.1 Motivation

Regional climate models (RCMs) play an essential role in climate and climate change

assessment for all regions of the world. Forced by General Circulation Models (GCM)

they are used in a range of different applications related to past, present and future cli-

mate. Compared to the coarsely resolved global models, with the higher spatial resolution

and with the more complex physics described in the models, the RCMs can better re-

solve small scale processes and increase the information gain, especially in complex terrain

(Prein et al. (2013), Heikkilä et al. (2011), Prömmel et al. (2010)). Forced by perfect

boundary conditions coming from reanalysis data, e.g. NCEP (Kalnay et al. (1996)) and

ERA40 (Uppala et al. (2005)), the regional climate models can give additional information

in areas, where observational data are rarely available. These RCM hindcast simulations

are very important, as on one hand they help to close observational gaps, on the other

hand it is possible to evaluate the RCMs ability to simulate the present climate. This in-

formation helps to identify deficiencies in the models, which need to be reduced and forces

further model development. Additionally, the knowledge of model uncertainties supports

the understanding and interpretation of future climate simulations.

However, single model output is not sufficient to comply with the demands from impact

researchers and end users. A more robust view on the climate and related uncertainties

can be provided only by an ensemble of RCMs. In the last decade, large projects have

been set up to organise and coordinate multi model ensemble simulations with respect to

the researchers and public needs. These simulations are a strong base to support the reg-

ularly published Intergovernmental Panel on Climate Change (IPCC) Assessment reports

with results from state-of-the-art global and regional climate models. From the numerical

weather forecast, the same as from large climate model projects, it is known, that the

mean from a large ensemble is closer to the real state of the atmosphere than any sin-

gle model run (Tebaldi and Knutti (2007)). The first large European project combining

state-of-the-art regional climate models to a multi model ensemble, was the EU-funded

PRUDENCE project (Christensen and Christensen (2007), Christensen et al. (2007)). The

present study is partly funded by the PRUDENCE-following EU-funded project ENSEM-

BLES (http://ensembles-eu.metoffice.com/) and it is based on the ENSEMBLES project

results. Within this framework RCM runs have been carried out to simulate the climate of

the second half of the last century forced by ERA40 reanalysis data, a hindcast simulation,

as mentioned before. For simulations of the future climate until the end of this century
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the SRES A1B scenario IPCC-SRES (2000) has been applied. In the project a large num-

ber of RCMs combined with different GCMs spanned a matrix of simulations, in order

to cover the spread of uncertainties originating from the individual models. Results from

ENSEMBLES have been used in many climate change and impact studies across Europe

within the last years. The results are still in use, but are actually supplemented by higher

spatially resolved regional climate simulations provided from the CORDEX initiative (e.g.

CORDEX Europe; http://www.euro-cordex.net/).

Within the PRUDENCE project, for some of the RCM simulations an overestimation

of summer air temperature in south-eastern Europe had been identified, which coincides

with a strong underestimation of precipitation in this season (Christensen and Christensen

(2007)). This issue has been called the ”summer drying”-problem and does not only occur

in RCMs, but can also be found in GCM results. In several studies, possible reasons for

this feature have been investigated (Hagemann et al. (2001), Seneviratne et al. (2006b),

Rowell and Jones (2006)). Most of the simulation results from the different models in the

ENSEMBLES - project show the same overestimation of near surface temperature in the

region North and West of the Black Sea Kjellström et al. (2010). Kotlarski et al. (2014)

published recently an evaluation of the CORDEX hindcast simulations for the time period

1989 – 2008 for Europe. Again, 6 out of 9 regional climate model simulations showed the

drying-out already found in earlier simulation results.

One application of climate models is to assess future wind climate, which is particularly

relevant for the assessment of energy potential, risk management and engineering. Obser-

vations for wind speed and direction are rare and often only short time series are available,

which are additionally inhomogenous over time, due to changes in the measurements and

changes in the near environment of the observational site. Thus, again, models can close

this gap and provide homogeneous wind field data. Investigating regional or local wind

climate differs in many aspects. For the energy sector, it is important to identify larger re-

gions where the wind speed has a certain range and main direction in a predefined height

above the ground (Landberg et al. (2003), Kiss and Janosi (2008)). Additionally, the

correct simulation of the daily cycle of the wind speed is the base for European energy

trading. For risk management, high wind speeds and storms are most interesting. For

engineering, the knowledge of very local wind characteristics is essential.

Another deficiency of the regional climate models has been identified in the PRUDENCE

results. Rockel and Woth (2007) focused on near-surface wind speed over Europe and

identified that most of the RCMs have not been able to simulate wind velocities above
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8 Bft over land. Related to the different applications mentioned before, wind speed distri-

bution, and wind speed percentiles from regional climate models have been evaluated by

Winterfeldt and Weisse (2009), Kunne (2012), Barthelmie and Palutikof (1996), Herrmann

et al. (2011), and Winterfeldt et al. (2011). Several studies investigated wind conditions

under a changing climate using RCM simulations (Najac et al. (2009), Leckebusch and

Ulbrich (2004), Pryor and Schoof (2010), Pryor et al. (2012)). Furthermore Suselj et al.

(2010) and Donat et al. (2010) analysed storm activities in relation to weather pattern

and North Atlantic Oscillation (NAO). Cavicchia et al. (2014) investigated storm trends

in the Mediterranean; Krueger et al. (2013) in the North-Atlantic.

1.2 Thesis Objective

The present study is based on simulation results from the ENSEMBLES framework.

The existing overestimation of the south-eastern European summer temperature in the

ENSEMBLES results raised up the question whether there could be a simple way, to at

least reduce the positive temperature bias in summer. In this thesis, the hypothesis is

that the biases could be related to a false representation of soil properties in this region.

This theory is based on divergences between the soil maps of Haase et al. (2007) and

Stremme (1937) and that provided by Food and Agriculture Organization (FAO), which

is commonly used in (regional and global) climate models. Therefore, two simulations are

performed with the regional climate model CLM with the ENSEMBLES model setup, one

using default sandy loam and the other using silt loam over an area north of the Black

Sea. According to this investigation the following research questions are addressed:

• Is there an influence of the underlying soil type distribution on the results from a

regional climate model?

• Can the summer drying in south-eastern Europe be reduced in the models?

• Can the summer drying in Eastern Europe be reduced in the models?

A the second focus of this work is the wind climate. Several studies investigated RCM

performance over open ocean and in near coastal regions and found a good agreement

of simulated wind speed distribution and wind speed percentiles (Winterfeldt and Weisse

(2009), Kunne (2012)). Within the PRUDENCE project the deficiency has been identified

that the models using no gust parameterisation are not able to simulate wind speeds above

8Bft.

The overall aim of the present study is to investigate the ability of RCMs to simulate

surface wind speed. Hereby, coastal regions are in special focus, since the simulation of
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the narrow transition zone between water and land is a challenging task for models. The

difference in surface properties at the coastline leads to a strong disturbance in the gene-

ral flow. The ENSEMBLES project results give the opportunity to analyse the model

performance for the wind characteristics among a large multi model hindcast ensemble

for the time period 1961 – 2000. The investigation is focused on the North Sea coastal

areas of Germany and the Netherlands. The observational data is provided by the german

weather service - Deutscher Wetterdienst (DWD)- and by the meteorological service from

the Netherlands (KNMI). From most of the included RCMs two spatial resolutions, 50 km

and 25 km, are available.

Dealing with these issues brings up the following research questions, which are investigated

in this thesis:

• What is a suitable weather regime classification to describe the wind climate in the

Southern North Sea?

• Are the regional climate models able to reproduce the observed large scale atmo-

spheric pattern?

• Is the RCM ensemble able to represent the temporal and statistical characteristics of

the wind field at different locations over the German and Dutch coast of the North

Sea?

• How do atmospheric patterns relate to the representation of the wind climate in the

climate model simulations?

• What are the benefits and shortcomings of using regional climate models for wind

speed analysis compared to the coarse resolution reanalysis fields?

• Is there an added value of the regional climate models results for wind climate by

increasing the spatial resolution from 50 km to 25 km?

1.3 Thesis Outline

The thesis is structured as follows. An overview of the used data is given in Chapter 2,

starting with the locations of observed wind speed data provided by the DWD and KNMI,

including an objective detection of breaks within the time series to identify suitable, mostly

undisturbed, time slices. Furthermore, two reanalysis data sets are introduced, the same

as the multi regional climate model ensemble, which is later used for wind climate eva-

luation. Related to the topic of the so called ”summer drying”-problem in most of the
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regional climate models, in Chapter 3 the influence of prescribed soil type distribution

on the representation of present climate in the regional climate model CLM is investigated.

According to the investigation of the simulated wind climate in the southern and eastern

part of the North Sea, in Chapter 4 two objective regime classifications have been investi-

gated on being representative for the area of interest. The agreement between RCM-based

and observed regimes is calculated. At the beginning of Chapter 5 an overview of the

mean wind condition in the North Sea coastal area and the role of the North Atlantic

Oscillation (NAO) is given. A variety of statistical tools is described and applied to ana-

lyse the RCMs ability to reproduce the regional wind climate. Further, an added value

assessment is presented using RCMs for surface wind speed simulation compared to the

driving reanalysis data from ERA40. The derived daily weather regimes for the North Sea

are finally applied to analyse the model performance depending on different wind direc-

tions. The thesis is concluded in Chapter 6 by summarising the main results from the

different studies. A brief discussion and outlook on open issues is given suggesting further

investigations.
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2 Description of underlying data sets

2.1 Wind Observation Data and Data Quality

Wind measurements at the German Coast The german meteorological service

DWD provided measurements for 31 stations across the German coastal area. The data

used here is the mean speed (FF) and the mean direction (DD) of the surface wind as a

mean over the preceding hour. Beside these values the daily maximum of the wind speed

(FX) is available. Until the end of the year 1974 the wind direction measured in degree

was transformed into the 32-scale wind classes. From 1975 onwards, the classes have been

changed to 36. For the following analyses of the data for the wind direction, the values

have been transformed back to the mean degree in each class.

Wind measurements across the Netherlands The wind measurements network of

the Royal Netherlands Meteorological Institute (KNMI) contains about 50 stations across

the Netherlands. For these stations hourly values are available for the mean speed (FF)

and the mean direction (DD) of the wind over the last 10 minute period in the preceding

hour, the hourly mean of the wind speed (FH) and the maximum wind speed (FX) in the

preceding hour. Each data set is labeled with a quality flag giving additional information

about the data. The precision of measurements was +/- 0.5 m/s until June 1996. From

July 1996 onwards the wind speeds are measured in integer values of m/s.

The problem of homogeneity of the observation data and the definition of

suitable data sets to compare with Wind measurements are very strongly influenced

by changes in, for example, surface roughness and by shadowing effects from trees and

buildings. Also changes in the instrument, the measuring height or the location are reasons

for inhomogeneities of the data. A homogenisation of wind measurements is critical as the

measurements are influenced by local wind effects. Stations history is often incomplete and

changes in the station surrounding (growing trees, new buildings in the neighbourhood)

are rarely documented.

The wind speed data U has been corrected for differences in the measuring height by using

the documented heights from the station histories and applying the logarithmic wind profile

(cf. equation 2.1). Ur is the measured wind speed at height zr, z is the reference height of

10 m. Without any knowledge about the measuring site and its surrounding per definition

z0 is 0.03 m for all land stations and 0.002 m for stations on water.

U(z) = Ur
ln(z/z0)

ln(zr/z0)
, z = 10m (2.1)
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To find an optimal set of observational data to compare to the simulated wind speeds from

the models all station histories have been analysed. The most important criterion was no

change in the location of the station, the second a small difference in the measuring height

(mainly corrected, see above), the third one no change in the instrumentation.

Additional to this information an algorithm for detecting breaks in the observed time se-

ries based was used on annual, but also monthly mean wind speeds. For detecting breaks

in a time series at least one homogenous reference series is necessary for comparison. In

reality no such time series exists. The first idea is to compare this series with all other

series within the same climatic area by making a series of differences. By definition, the

series were compared to all other observations. These difference series are then tested for

discontinuities by the technique of Caussinus and Lyazrhi (1997). At this stage, it is not

known which individual series is the cause of a shift that is detected in a difference series.

But, if a detected change-point remains constant throughout the set of comparisons of a

candidate station with its neighbours, it can be attributed to this candidate station.
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Figure 2.1: Jumps (black vertical lines) detected in series of annual mean differences (+) in relation to the
surrounding stations of De Kooy (ID235) (left) and Schleswig (ID1438) (right). Red horizontal lines are
the mean over all values between breaks.

Figure 2.1 shows, exemplarily, the breaks in the difference series the from stations De Kooy

(ID 235) (cf. left panel) and Schleswig (ID 1438) (cf. right panel) compared to the closest
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stations around. For comparison, only the neighbouring stations within the same measur-

ing network have been taken into account. The original time series have been corrected

for changes in the measuring height (see above). The location of the station De Kooy has

been changed three times, 25.09.1972, 26.08.1980 and 02.05.1989. The changes in 1972

and 1989 can be identified very well as jumps quite in the time series of the differences.

The change in 1980 can not be identified clearly. The stations location of Schleswig has

not been changed over time, just the measuring height changed on 01.04.1991. No clear

jump can be seen. For the jump detection, several methods have been applied described in

Caussinus and Mestre (2004) and Picard et al. (2005). None of the methods seems to be

appropriate to lead to good results for all stations. This shows that the knowledge about

the stations history is indispensable.

Table 2.1: Wind speed observations from the DWD network and the KNMI network, their location, height
above sea level zasl, measuring height above the ground zag and availability for t1: 1971 - 1983 and t2:
1971 - 2000

.

ID Name lon ◦E lat ◦N zasl (m) zag (m) in t1 in t2

DWD
1529 Soltau 9.8 52.96 76 15.6 x x
1402 List 8.41 55.01 26 12 x x
1468 Bremerhaven 8.58 53.53 6 12 x -
1474 Bremen 8.8 53.05 4 10 x x
1040 Helgoland 7.91 54.19 16 10 x -
1438 Schleswig 9.55 54.53 43 16.6 x x
1444 Hohn 9.54 54.31 17 10 x x
1497 Oldenburg 8.18 53.18 11 9.6 x x
1132 Lingen 7.31 52.52 22 15 x -
9007 Wittmundhafen 7.67 53.55 8 10 x x
1730 Jagel 9.52 54.46 22 10 x x

KNMI
260 De Bilt 5.18 52.1 2 20 x x
270 Leeuwarden 5.75 53.22 1.5 10 x x
280 Eelde 6.59 53.12 3.5 10 x -
370 Eindhoven 5.41 51.45 20.3 10 x -
375 Volkel 5.71 51.66 21.1 10 x x
380 Beek 5.78 50.92 125.6 10 x -
344 Zestienhoven 4.44 51.95 -4.8 10 x -
290 Twenthe 6.9 52.27 34.5 10 x -
350 Gilze-Rijen 4.94 51.57 11.1 10 x x
225 IJmuiden 4.56 52.46 4.4 13.5 x x

Together with the provided station histories two time windows were defined, where as

many as possible of the measurements are less disturbed. For the Netherlands observa-

tion data of 10 stations for the time period 1971-1983 and 5 stations from 1971 to 2000

were chosen. For the German coast it is 11 and 8 stations respectively. In Table 2.1 the

basic information about these stations is listed. Figure 2.2 indicates their locations in a
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geographical map. Within the stated time periods none of the measurements is disturbed

by any changes in the stations location.
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Figure 2.2: Observation data available for the area of investigation (all symbols), covering the time period
1971 to 1983 (coloured solid and open symbols) and the time period 1971 to 2000 (solid symbols only)
from the DWD measuring network (triangles) and the KNMI network (circles).

2.2 Reanalysis Data

ERA40 Reanalysis Data The re-analysis product from European Centre for Medium-

Range Weather Forecasts (ECMWF) ERA40 is a global gridded dataset (Uppala et al.

(2005)), which has a horizontal spectral resolution of T159 (about 1.125°), 60 vertical

hybrid levels and a 6-hourly output covering the time period from 1958 to August 2002.

In this study it is not only used for the lateral and upper boundary driving, but also for

the validation of surface wind speed and of the mid-troposphere circulation patterns.

UKMO Mean Sea Level Pressure This dataset holds gridded Northern Hemisphere

(north of 15◦ N) monthly and daily series of Mean Sea Level Pressure (MSLP) fields. The

horizontal resolution is 5◦ latitude by 10◦ longitude. The monthly series data are available

for the period 1873 to 2005; the daily series data are available for the period 1881 to 2005

(MetOffice (2001)). Based on this data set a weather regime classification for the North

Sea has been carried out (cf. Section 4.3).
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2.3 Multi Regional Climate Model Ensemble

Within the ENSEMBLES project 14 participating European institutions and two Cana-

dian research institutes ran their regional climate models for the same European domain

(cf. Figure 2.3; including the Mediterranean and Island) with the same grid size of 0.44◦

and in a second simulation 0.22◦ . The hindcast simulations use 6-hourly ERA40 reanaly-

sis as forcing data and cover at least the time period from 1961 to 2000. All partners had

to provide output data according to a pre-defined list. With the help of such ensemble

simulations of the period covered by ERA40 it is possible to detect and attribute regional

climate change and to assess regional model performance on inter annual and shorter time

scales over several decades.

Figure 2.3: Orography of the ENSEMBLES model domain (roughly) covered by most of the simulations,
with the horizontal grid resolution 50 km.

From the regional climate models daily mean wind speed, daily maximum wind speed

without gusts and daily mean sea level pressure has been used in this study. From few

models also daily maximum wind speed including gust parameterisation is available. In 3

out of the 16 RCMs the time series for daily wind speed are incomplete or the simulation

area does not cover the area of interest. Therefore, not all models have been taken into

account for further wind climate analysis.
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For the sake of completeness all contributing institutions in the ENSEMBLES project and

the RCMs are introduced shortly:

1. The Community Climate Change Consortium for Ireland (C4I) carried out regional

climate model simulations with the Rossby Centre Regional Climate Model Version 3

(RCA3) developed from the High Resolution Limited Area Model (HIRLAM). The

former model version RCA2 is described in detail by Jones et al. (2004) and Kjell-

ström et al. (2005).

2. The Czech Hydrometeorological Institute (CHMI) used a climate version of the

french model ALADIN-CLIMATE/CZ (Farda et al. (2007)). The model is origi-

nally used operational as forecast model by serveral of European weather services

(e.g., Czech Rebublic and Austria).

3. The Centre National de Recherche Météorologiques (CNRM) in France used their

own climate version of the limited area model ALADIN (Radu et al. (2008)).

4. The Danish Meteorological Institute (DMI) used the HIRHAM regional climate

model. It has been developed by the DMI in cooperation with the Max-Planck

Institute for Meteorology in Hamburg and includes the ECHAM4 physics (Chris-

tensen et al. (1996)).

5. The Eidgenössische Technische Hochschule Zürich (ETHZ) applied the Climate Local

Model (CLM) (now called COSMO-CLM). This is the climate version of the weather

forecast model of the german weather service DWD, (Böhm et al. (2006)).

6. Within the ENSEMBLES Project the GKSS Research Center (GKSS) (now Helmholtz-

Zentrum Geesthacht) also applied the regional climate model CLM like the ETHZ.

The simulations used different fixed fields, like soil and vegetation description, and

GKSS applied the spectral nudging approach described by von Storch et al. (2000).

Although the research center has been renamed by the end of year 2010, in this

study the abbreviation GKSS is used, as it was in the ENSEMLBES project.

7. The HadRM (Jones et al. (2004)) is the Hadley Centre (HC) RCM. It is a limited-

area and high-resolution model based on the HadAM3H the atmospheric component

of the atmosphere-ocean coupled general circulation model (HadCM3) (cf. Collins

et al. (2006)). HadRM3Q0, HadRM3Q3 and HadRM3Q16 are three versions of the

HadRM3 model, differing by the numeric values of some model parameters that sub-

stantially impact the simulated climate response to anthropogenic radiative forcing.
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8. The International Center for Theoretical Physics (ICTP) applied the regional climate

model system RegCM, originally developed at the National Center for Atmospheric

Research (NCAR). Later, it was mainly developed and supported by the ICTP. The

most recent version is RegCM4, published in 2010. The simulations evaluated in

this work refer to the former model version RegCM3 (Giorgi and Mearns (1999)).

9. Like the C4I also the Spanish Instituto Nacional de Meteorologia (INM) applied the

Rossby Centre Regional Climate Model Version 3 (RCA3) (cf. first item in this list).

In their model version no sea ice is included (Jones et al. (2004) and Kjellström et al.

(2005)).

10. The Royal Netherlands Meteorological Institute (KNMI) applied the 2nd version

of the Regional Atmospheric Climate MOdel (RACMO). In this model version the

ECMWF CY 23r4 physics (the same as in the ERA40 reanalysis) is included. The

model version is described in detail by Lenderik et al. (2003).

11. The Norwegian Meteorological Institute (METNO) applied the HIRHAM regional

climate model in this project. The model versions at METNO and the DMI are

similar with some modifications (Haugen and Haakenstad (2006)).

12. The RCM REMO is applied at the Max-Planck-Institute (MPI) for Meteorology in

Hamburg (Jacob (2001)). REMO has two different parameterization schemes - the

original implemented physics from the DWD and, additionally, the physics from the

global climate model ECHAM4.

13. The Swedish Meteorological and Hydrological Institute (SMHI) also run the Rossby

Centre model RCA3 (Kjellström et al. (2005)). Differences in the model simulations

are, for example, a different number of vertical layers and the model internal time

step.

14. The Universidad de Castilla La Mancha (UCLM) applied the Mesoscale Prognosis

model (PROMES) described by Sanchez et al. (2004).

15. The Consortium on Regional Climatology and Adaptation to Climate Change (OURA-

NOS) applied the Canadian Regional Climate Model (CRCM) (Plummer et al.

(2006)), which has been developed at the Université du Québec à Montréal (UQAM).

The equations in CRCM, configured for climate simulations, are described by Caya

and Laprise (1999) and Caya et al. (1995).

16. The RCM used by Environment Canada (EC) is the Global Environment Multiscale -

Limited Area Model (GEM-LAM) This is a one-way nested version of GEM. The core
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of GEM-LAM is identical to the global version of GEM, which is used operationally.

In this project the GEM-LAM is used in climate mode.

For a detailed list of the participating RCM and their main features (grid type, grid size

etc.), see the Appendix A.2.
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3 Analysis of the possible influence of prescribed soil type

distribution on the representation of present climate in

the Regional Climate Model CLM

3.1 Introduction

Previous simulations over Europe carried out with different regional climate models (RCMs)

carried out within the PRUDENCE project show a dry and warm bias during summer

north and east of the Black Sea (Jacob et al. (2007), Hagemann et al. (2004), Moberg and

Jones (2004), Räisänen et al. (2004), Vidale et al. (2003), Noguer et al. (1998), Christensen

et al. (1997)). As the results from RCM climate simulations are not only used by regional

climate modellers, but also by scientists in other disciplines, this so called ”summer drying”

presents a major issue affecting a larger scientific community.

Approaches to explain the phenomena of summer drying have been undertaken by, for

example, Machenhauer et al. (1998) putting forward systematic dynamical errors of the

driving model and the RCM. But also deficiencies in physical parameterization and in land

surface parameter fields could be possible reasons (Hagemann et al. (2001)). Seneviratne

et al. (2006b) investigated the influence of soil moisture-coupling for recent and future cli-

mate conditions in a regional climate model. They showed that the coupling can strongly

affect the temperature variability e.g. in the Mediterranean for the present climate and

Central and Eastern Europe for the future climate. In another study Rowell and Jones

(2006) defined the causes and assessed the uncertainty of the future European summer

drying. Fischer et al. (2007a,b) presented an analysis of the 2003 European summer heat

wave including the associated land-atmosphere interactions involved. They pointed out

that the available soil moisture content during spring is very important for a realistic sim-

ulation of the observed climate during the subsequent summer in this region. The models

sensitivity of initial soil moisture conditions on the European heatwave 2003 has been also

investigated by Ferranti and Viterbo (2006).

Soil moisture plays an important role within the climate system because it has a long

memory that influences the atmospheric processes at the land surface (Seneviratne et al.

(2006a), Pan et al. (2001), Koster and Suarez (2001), Seneviratne et al. (2006a), Wu and

Dickinson (2004)). Varying soil moisture has a direct influence on soil temperature, evap-

oration and surface albedo (Eltahir (1998)). Thereby radiation and humidity conditions

at surface level change. Findell and Eltahir (2003a,b) investigated the interaction between

soil moisture and the boundary layer. They showed that the variability of soil moisture

conditions over large regions has a direct influence on important processes associated with

rainfall in the boundary layer. The positive feedback between soil moisture and precipita-
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tion rate is supported by studies from Schär et al. (1999), Eltahir (1998) and Betts et al.

(1996). Koster and Suarez (2003) pointed out that a significant impact on precipitation

strongly depends on the initial soil moisture and the sensitivity of evaporation on the soil

moisture state. Betts (2004) found the strong evaporation-precipitation feedback over the

continents of the Northern Hemisphere during summer in the ERA40-model. This is sup-

ported by Koster et al. (2004) and Koster et al. (2006) identifying different regions on the

continent with a strong coupling between soil moisture and precipitation. The influence

of changing soil moisture conditions on the surface albedo can be masked by the strong

response of the vegetation to water stress (Teuling and Seneviratne (2008)).

The natural soil moisture field is characterized by small-scale spatial and temporal vari-

ability affected by a complex orography and spatially variable vegetation and soil type

distribution. These components can only be schematically implemented in RCMs. Sev-

eral investigations have been carried out focusing on the sensitivity of RCMs to changes

in vegetation and/or land use (e.g. Sánchez et al. (2007), Marshall et al. (2004), Pielke

(2001), Pielke et al. (1999)). The soil types in RCMs have different fixed definitions for

soil characteristics such as porosity, heat capacity and water conductivity. Such parame-

ters strongly influence the soil moisture conditions and also surface fluxes. Block (2007)

identified the uncertainty for simulated surface variables by varying the values of these soil

characteristics in the CLM within a reasonable range. A strong response was seen in the

Mediterranean and Southeast Europe in latent and sensible heat fluxes but also in the air

temperature. Fennessy and Shukla (1999) identified the impact of initial soil moisture as

mainly local and being largest on the near-surface fields.

The majority of RCMs use a soil type distribution derived from a global dataset provided

by the Food and Agriculture Organization (FAO) (see chapter 3.2). In Southeast Europe

- the region of the summer drying phenomena seen in RCMs - from FAO soil map sandy

loam is derived. However, the International Soil Map of Europe published by Stremme

(1937) identifies silt loam. The occurrence of silt loam in this area is supported by a

dataset recently published by Haase et al. (2007).

In this study the influence of the two different prescribed soil type distributions on a

RCMs representation of present climate have been investigated. Our main focus has been

on changes due to different soil characteristics in Southeast Europe.

3.2 CLM Regional Climate Model and Experimental Model Setup

Model Details

The Climate Local Model (CLM) is the climate version of the weather forecast model

of the German Weather Service (DWD) (Böhm et al. (2006)). It is a non-hydrostatic
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Table 3.1: Selection of hydraulic and thermal parameters of sandy loam (Doms et al. (2002)) and silt loam
(estimated from Driessen (1986), Doms et al. (2002)).

sandy loam silt loam

volume of voids [-] 0.445 0.485
field capacity [-] 0.260 0.360
permanent wilting point [-] 0.100 0.130
heat capacity [106J/(m3K)] 1.350 1.450
heat conductivity [W/(Km)] 1.74 1.25
fraction of sand [%] 65 10
fraction of clay [%] 10 15

RCM, using a regular latitude/longitude grid with a rotated pole and a terrain following

height coordinate. The CLM includes the multilayer soil model TERRA (Schrodin and

Heise (2001)). The evapotranspiration of plants is parameterized based on the Biosphere-

Atmosphere Transfer Scheme (BATS) (Dickinson et al. (1986)). The parameterization of

bare soil evaporation follows Dickinson (1984). In the TERRA soil model ten active layers

for energy transport (up to a depth 15 m) are used. The bottom layer (10th layer from

7.66 m to 15.34 m depth) is the so called climate layer, where the annual mean tempera-

ture is prescribed as a boundary value (Doms et al. (2002)). For the hydrological section

the same layers as in the thermal section are set, but only to a depth of around 4 m (8

layers). At the bottom boundary of the 8th layer only the downward gravitational trans-

port is considered and capillary transport is neglected (Doms et al. (2002)). According

to the soil type distribution the soil moisture is initialised at the beginning of the sim-

ulation by the forcing data and evolves freely without any correction or nudging by the

driving data in the course of the simulation. The model has been used previously for the

simulation of present and/or future climate conditions in the EU funded projects: PRU-

DENCE (http://prudence.dmi.dk/), ENSEMBLES (http://ensembles-eu.org/) and also in

the klimazwei project funded by the German government (http://www.klimazwei.de/ and

http://sga.wdc-climate.de). For this investigation the model version 3.21 is used which is

a pre-version of the CCLM4 (a merged version of COSMO-LM and the climate version

CLM). It was validated in detail by Jaeger et al. (2008).

Gridded geographical distribution of soil type fields

RCMs usually include soil types derived from the FAO global soil map. The FAO developed

an international standardized classification to describe soil characteristics (for details see

Soil Map of the World (FAO/UNESCO (1974))). For climate modelers a gridded version

known as Digital Soil Map of the World (DSMW) (FAO (1996)), with a spatial resolution

of 5’ by 5’ (approx. 9 kmx 9 km) is available. It contains the DSMW map and derived soil
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properties such as soil depth, soil moisture storage capacity and soil drainage class.

For the regional scale the International soil map of Europe published by Stremme (1937)

with a scale of 1:2 500 000 have been selected. This map contains eleven soil texture classes

and two mixed classes and has been digitized and classified for areas of silt loam. These

areas have been added to the FAO soil distribution map and used it as the second soil

type distribution within our experiment (see the following section).

Figure 3.1: Soil type distribution derived from (a) FAO and (b) the same as a) but with silt loam areas
added from the International Soil Map of Europe (1 - ice, 2 - rock, 3 - sand, 4 - sandy loam, 5 - loam, 6 - loamy
clay, 7 - clay, 8 - silt loam, 9 - sea water). Black contour indicates the area of interest (cf. Figures 3.4, 3.5,
3.6, 3.8, and 3.7 and Chapter 3.3).

Experimental Design

The model domain covers Europe with a spatial resolution of 50 km and 32 vertical levels

for the atmosphere. The pole of the rotated model grid is located at (50.75◦ N and 18◦ E)

(cf. Figure 3.1 excludes the sponge zone). The simulations are driven by NCEP/NCAR

re-analysis data (Kalnay et al. (1996)). In addition to the forcing at the lateral boun-

daries (Davies (1976)) a spectral nudging technique as described by Feser and von Storch

(2005) has been applied. The soil type distribution used in RCMs is derived from FAO

soil textures. The original three fractions (coarse, medium and fine) have been mapped

to base porosities used in the model. After interpolation these mixed values have been

assigned to the model used five standard soil types (sand, sandy loam, loam, loamy clay

and clay) according to the individual porosity values in the models look-up table for the

soil characteristics. Further surface properties include the definition of ice, rock and sea

water.

Two 13-year CLM simulations have been performed covering the period 1993-2005. The

simulations were initialized on January 1st, 1989, allowing a four year spin-up time to
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Figure 3.2: Part of the International Soil Map of Europe by Stremme (1937) from Diercke and Dehmel
(1966).

reduce the influence of the initial soil moisture. One simulation has used the soil type

distribution derived from the FAO dataset (hereafter referred to as the control simula-

tion (CTL)). In the second simulation the same soil type distribution as for the control

simulation has been used but with areas of silt loam from the International soil map of

Europe (hereafter referred to as the modified simulation (MOD)). The areas of silt loam

are not included in the FAO soil map, but other sources (e.g. Haase et al. (2007)) support

the occurrence of silt loam. The associated soil parameters are listed in Table 3.1. For

comparison of the modelling results the global high-resolution gridded temperature and

precipitation data set CRU TS2.1 (Mitchell and Jones (2005)) has been used. This data

set with a spatial resolution of 0.5◦x0.5◦ covers the time period 1901-2002 and is based on

in-situ measurements from a large number of stations.

3.3 RCM response on changing soil conditions

Based on the results of using different soil characteristic definitions (cf. Table 3.1), areas

of silt loam in the modified simulation are initialized with a 9 % higher soil moisture in

all active soil layers compared to the control simulation that used sandy loam. After

initialisation soil moisture develops freely without any correction or nudging during the



3 ANALYSIS OF THE POSSIBLE INFLUENCE OF PRESCRIBED SOIL TYPE DISTRIBUTION
ON THE REPRESENTATION OF PRESENT CLIMATE IN THE REGIONAL CLIMATE MODEL
CLM 19

Figure 3.3: Top row: Bias of mean 2m-temperature over time period June-August compared to CRU
data for the a) control simulation and b) modified simulation. c) difference between both simulations
(MOD-CTL), Bottom row: Bias of the mean precipitation over the time period June-August compared to
CRU data for the d) control simulation and e) modified simulation. f) difference between both simulations
(MOD-CTL).

simulation. Figure 3.4-a) shows the mean annual cycles of soil moisture in all layers affected

by the roots. Due to a mean root depth in this area of about 1.5 m, the upper seven soil

layers are taken into account in these plots. The differences between both simulations

can be seen in Figure 3.4-b) as the change MOD-CTL in relation to the amount which

is available in the CTL simulation. The values are spatial averages over the connected

silt loam area north of the Black Sea (3.1-b)) over the time period 1993-2005. During the

whole simulation period using silt loam higher available soil moisture is observed in all

active soil layers in the modified simulation. The upper four layers show a similar pattern

with about 10-15 % more soil moisture during spring, autumn and winter and values up

to 30 % during summer. The lower layers show values even of up to 75 % during spring

time, which coincides with the annual maximum of moisture in all soil layers. In MOD

a strong annual cycle of soil moisture is discernible in the lower soil layers (from the 5th

layer downward). In the CTL simulation there is no annual cycle in the soil moisture for
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the soil layers 7 to 10 (the most bottom). This can be traced back to the fact that due

to small values for the saturation of the soil in this area there is not enough moisture

available in the model to fill the lower soil layers. Figure 3.8 shows the temporal evolution

of the available soil moisture in the root zone as percentage of the saturation. As the soil

in both simulations is not at saturation it shows a constant increase of the values of about

10 % over the whole year in MOD (cf. Table 3.2 for exact values). The Figures 3.9-g) and

-h) show that this effect is limited to the silt loam area.

Figure 3.4: Mean annual cycle of soil moisture for all soil layers affected by the roots a) for CTL simulation
(solid) and MOD simulation (dashed) and b) as the difference between MOD and CTL as the relation
(MOD-CTL)/CTL and as the mean over the connected silt loam area north of the Black Sea (cf. Figure
3.1). The numbers indicate the mean depth of each soil layer, measured from the earth’s surface.

Physical considerations explaining the differences in surface properties are related to in-

creased soil moisture which leads to increased net solar radiation. The latter is due to

a decrease in albedo (not shown) which increases the absorption of radiation at the sur-

face. This effect is accompanied by a decrease of both surface temperature and therefore

terrestrial outgoing radiation because more energy is used for evaporation. This decrease

in the albedo is small with values about 1 to 3 % in April and May and less than 1%

during summer. This can be explained by the generally small values for soil moisture in

these months, so that the increasing soil moisture has not a very big effect on the surface

albedo. Further the decrease of surface albedo due to increasing soil moisture is masked

by the large influence of the vegetation state. Teuling and Seneviratne (2008) investigated

the dynamic of surface albedo and refered to the strong spectral response of vegetation to

water stress. This agrees with results from Zaitchik et al. (2007).
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Figure 3.5: Temporal evolution of latent heat flux (circles) and sensible heat flux (squares) at surface. as
mean annual cycle for connected silt loam area (cf. Figure 3.1). The values for CTL (solid) and MOD
(dashed) integrations are spatially averaged over the connected silt loam area north of the Black Sea (cf.
Figure 3.1).

Figure 3.5 shows the annual cycle of the surface latent heat flux. From May until August

up to 60 % higher values for evaporation occur. Where e.g. in CTL in July an evaporation

rate of -1.28 mm/day can be observed in MOD it is increased by -0.8 mm/day (see also

Table 3.2). The changes in the heat fluxes are spatially limited on the grid points with

the silt loam definition (cf. Figure 3.9-d) and -e) ).

Figure 3.6: Mean annual cycle of soil temperature for all soil layers affected by the roots a) for CTL
simulation (solid) and MOD simulation (dashed) and b) as the difference between MOD and CTL as the
relation MOD-CTL and as the mean over the connected silt loam area north of the Black Sea (cf. Figure
3.1). The numbers indicate the mean depth of each soil layer, measured from the earth’s surface.

The influence of higher soil moisture is also clearly reflected in the soil temperatures. Fig-

ure 3.6-a) shows the mean annual cycle of the soil layers temperatures in the root zone for
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each simulation. Independent from model integrations the thicknesses of the upper layers

is very small and is increased to the soil depth. Hence the amplitude of the temperature

of the upper soil layers is very similar and the annual maximum occurs at about the same

time in late July/beginning of August. The typical behaviour of the lagged heat transfer

from the surface to the deep soil layers can be clearly identified. Due to the in general

higher soil moisture conditions in MOD the amplitude of the soil layers temperature is

reduced by up to 2.5 K compared to the CTL simulation. Hence, a weaker but more re-

alistic annual cycle of soil temperature in the modified simulation results can be found.

In MOD the described lag between the annual maximum temperature at surface and the

lower soil layers is increased (cf. Figure 3.6-a)). This increased lag and as Figure 3.4-b)

shows an increase of available soil moisture with depth an increase of differences in soil

temperature is observed (cf. 3.6-b)). The difference in the 9th layer is smaller with values

up to +/- 1 K and zero for the 10th layer (not shown) where the temperature is prescribed

as a boundary value (cf. Section 3.2). In opposite to the upper soil layers within the lower

levels differences between both simulations also occur during winter period. While the

soil temperature decreases by up to 2.5 in summer (cf. Figure 3.9-f)) during the winter

months the lower amplitude of the annual cycle of temperature leads to weaker cooling of

the lower soil layers by 1.5 K in MOD compared to CTL.

As a result of increasing latent heat flux, the Bowen Ratio (the ratio between energy

available for sensible heating and energy available for latent heating) decreases (e.g. from

1 to 0.5 in July) (see Figure 3.5). This leads to an increase of water vapour concentration

in the boundary layer (Eltahir (1998)) and also to an increase of backscattered terrestrial

radiation in the atmosphere. This, in combination with a decrease of ground and surface

temperature results in an increase of net terrestrial radiation at the surface by up to 6

W/m2 in July and August (see Table 3.2 for exact values).

Between May and August increases of relative air humidity (of about 6%) and of specific

humidity in July from 8.8*10−3 in the control simulation to 9.6*10−3 kg/kg in the mod-

ified simulation are evident. As the mean total cloud cover between May and August is

0.5, the increase of the cloud cover in the MOD simulation by 10 % is small (cf. Figure

3.9-c) ). Hence in this time the changes in net solar radiation are also of low magnitude

of about -2.5 W/m2 (cf. Table 3.2 and Figures 3.9-a) and -b)).

Compared to the CRU data, summer precipitation in the modified simulation is still un-

derestimated. However, an increase of simulated precipitation for both, large scale and

convective precipitation can be seen. Figure 3.3 shows the mean differences in precipita-
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Figure 3.7: Temporal evolution of precipitation (dots), evaporation (squares), and runoff (triangle,cross)
over the connected silt loam area north of the Black Sea (cf. Figure 3.1) in the CTL (solid) and MOD
(dashed) integrations in mm/day.

tion summer (JJA) between the control and the modified simulations compared with CRU

data for the period 1993-2002. In general, significant changes during May-September over

Southeast Europe can be found. In the area of interest the total precipitation in summer

is increased by up to 10 %, in July for example from 1 mm/day in CTL to 1.08 mm/day

in MOD (see Table 3.2 for May and September).

Figure 3.8: Temporal evolution of the a) net input of water in the soil (precipitation-evaporation-runoff)
in mm/day and b) the relative soil moisture content in the root zone in % of saturation. The values for
CTL (solid) and MOD (dashed) integrations are spatially averaged over the connected silt loam area north
of the Black Sea (cf. Figure 3.1).

The mean temporal evolution of precipitation, evaporation and runoff as the spatial mean

over the connected silt loam area north of the Black Sea (cf. Figure 3.1) is presented in

Figure 3.7. From January to March and from September to December the precipitation

rate is higher than the evaporation rate. As the soil layers are not at saturation the

additional water can be stored in the soil. A part of this extra water is stored in snow.
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Table 3.2: Summary of CTL and MOD experiments: mean of the 13 years simulated for the month May,
July and September. The values are spatial averages over the connected silt loam area north of the Black
Sea (cf. Figure 3.1). SW net denotes net shortwave radiation, LW net is the net longwave radiation, NR
net radiation, LH latent heat flux, SH sensible heat flux.

Fields Units May July September
CTL MOD ∆ CTL MOD ∆ CTL MOD ∆

Hydrological cycle
- Precipitation mm/day 1.02 1.10 +0.08 1.00 1.08 +0.08 1.02 1.02 +0.00
- Evaporation mm/day -1.70 -2.19 -0.49 -1.28 -2.08 -0.8 -0.56 -0.65 -0.09
- Runoff mm/day -0.14 -0.05 +0.06 -0.22 -0.12 +0.10 -0.18 -0.06 +0.12
- Soil moisture
→ (upper 10cm) mm 2.05 2.58 +0.53 1.90 2.33 +0.43 1.95 2.23 +0.28

% of sat 46.0 53.3 +7.3 42.8 48.0 +7.2 43.7 46.0 +2.3
→ (root zone) mm 26.59 39.68 +13.09 22.32 32.44 +10.12 21.63 29.60 +7.97

% of sat 31.5 43.1 +11.6 26.4 35.2 +8.8 25.6 32.1 +6.5
→ (total) mm 45.87 72.86 +26.99 41.52 59.84 +18.32 40.83 55.21 +14.37

% of sat 46.0 53.3 +7.3 42.8 48.0 +7.2 43.7 46.0 +2.3

Surface energy budget
- SW net W/m2 179.58 177.32 -2.26 187.24 184.93 -2.31 115.98 117.14 +1.16
- LW net W/m2 -75.30 -71.05 +4.25 -78.19 -71.21 +6.98 -73.67 -72.21 +1.46
- Net Radiation W/m2 104.28 106.27 +1.99 109.05 113.72 +4.67 42.31 44.93 +2.26
- SH W/m2 -43.02 -32.70 +10.37 -61.11 -43.58 17.53 -29.60 -27.49 +2.11
- LH W/m2 -49.28 -63.41 -14.14 -37.09 -60.70 -23.61 -16.18 -18.75 -2.57

An increase of the soil moisture from September until April is observed (cf. Figure 3.8-a).

From April onwards the increase of evaporation is substantial, while the rate is higher in

the MOD simulation compared to CTL, due to the higher water storage especially in the

spring time (cf. Figure 3.8-b). The evaporation increases in both simulations until June

and decreases afterwards, due to the progress of the soil drying.

Figure 3.9-f) presents the changes between MOD simulation and the CTL in summer mean

sea level pressure. In the greater area of interest an increase of surface pressure occurs of

the order of 0-0.5 hPa.

3.4 Summary

In a number of different RCM simulations dry and warm biases over Southeast Europe

have been observed. The hypothesis is tested that the biases are related to a false re-

presentation of soil properties in this region, based on divergences between the soil maps

of Haase et al. (2007) and Stremme (1937) and that of FAO which is commonly used in

(regional and global) climate models. Therefore two simulations with the RCM CLM have

been carried out using default sandy loam and silt loam over an area north of the Black

Sea. Key results of this study are:

Due to its higher porosity, silt loam assimilates more water during rainfalls than sandy

loam. This leads to a 30 % to 75 % increase in soil moisture in the modified simulation

compared to the control simulation. The wet ground leads to a decrease of surface albedo

and thus an increase of net solar radiation. The air temperature decreases by up to 1.5 K
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Figure 3.9: Difference between both simulations (MOD-CTL) over the time period June-August (1993-
2005) for a) net longwave radiation, b) net shortwave radiation, c) total cloud cover, d) sensible heat flux,
e) latent heat flux, f) mean sea level pressure, g) soil moisture in the root zone, h) soil moisture in the
upper 10cm, and i) temperature in the upper soil layer.

because more energy is needed for evaporation. During summer a 60 % higher evaporation

rate with increased humidity in air in the modified simulation compared to the control

simulation have been found. In Southeast Europe the higher concentration of water within

the boundary layer of the modified simulation causes more precipitation in the summer

months. The study shows that heat fluxes and differences in soil moisture are limited
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to the silt loam area, whereas radiation, total cloud cover and changes in mean sea level

pressure also occur in a larger region.

It can be concludes that using a silt loam distribution from the International soil map of

Europe combined with the FAO soil map improves models representation of the observed

climate in the region with modified soil type. Nevertheless this modification fails to remove

most of the model bias in Southeast Europe, because the area where the modification is

performed is only a small part of the region affected by the ”summer drying” bias. It can

be nonetheless postulate based on our results that the specification of soil type is clearly

important for such biases and may be relevant for other regions as well. It is a major

contribution in reducing the phenomena of summer drying in the RCMs. The European

Commission Joint Research Center (JRC) released the ”European Soil Database” (Euro-

peanCommission (2004)). Based on this data Guillod et al. (2013) investigated the impact

on European climate simulations and found similar results as have been presented in the

present work.

The results confirm that improving the simulation of processes within the boundary layer

strongly depends on the improvement of the simulation of soil moisture.

(Note: All results of this chapter have been published in Anders and Rockel (2009))
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4 Main circulation pattern for Europe and the North Sea

4.1 Introduction

As stated in the overall introduction to this work results from regional climate models

(RCMs) are getting more and more important in future wind climate assessment. An aim

of this study is to carry out an evaluation of simulated coastal wind speeds from the re-

gional climate model ensemble introduced in Section 2.3. From the regional climate models

only the daily wind speed is available, but no information on prevailing wind direction of

each day. However a dependence of the evaluation results from the direction of the wind is

expected. To cover this important part of the analysis, weather regime classification is a

helpful tool to investigate models ability of simulating surface wind speed in more detail.

In the last decades weather regimes have been used to describe the synoptic situation per

day and different weather regime classifications have been developed. The most famous

ones from Baur et al. (1943) and Baur (1948) have been extended and revised by Hess

and Brezowsky (1952) and Gerstengarbe et al. (1999). A similar classification by Lamb

(1972) was made for the British Isles and another by Dittmann et al. (1995) for Germany.

An overview on further weather regime classifications is given by Bissolli and Dittmann

(2001).

In previous studies a correlation of large scale circulation and near surface variables, mostly

temperature and/or precipitation has been shown (Buchanan et al. (2002), Fowler and

Kilsby (2002), Post et al. (2002)). Buishand and Brandsma (1997) compared different cir-

culation classification schemes for predicting temperature and precipitation in the Nether-

lands and identified advantages and disadvantages of the schemes. Trigo and DaCamara

(2000) applied the classification by Jenkinson and Collison (1977) to investigate the in-

fluence on the precipitation in Portugal. They found a relation between the decrease in

precipitation in March and a decrease on a wet weather regime in the same month.

Demuzere et al. (2009) used the automatic version the Lamb (Lamb (1972)) weather type

classification method by Jenkinson and Collison (1977) to evaluate ECHAM5 pressure

fields and to study trends in the frequency of occurrence of circulation patterns for the

period 1860-2100.

In this section two objective regime classifications have been investigated to be a sufficient

diagnostic tool to evaluate the present wind climate at the German and Dutch coastal

area of the North Sea (cf. Figure 2.2). One classification was carried out for whole of

Europe within the ENSEMBLES framework and was provided by Sanchez-Gomez et al.

(2009), the other classification was carried out for all models and the forcing and is based

on mean sea level pressure field in the area of the North Sea. For both classifications
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mean occurrence and composites of mean MSLP pattern have been calculated for each

regime and for the time period 1961 to 2000. Afterwards the composites of local wind

observations have been derived depending on the weather regimes. Due to the applied

methods in both classifications ERA40 and the RCMs do not necessarily show the same

regime at each day. The agreement among the model simulations and ERA40 has been

analysed in a last step.

4.2 Large Scale circulation pattern for Europe (provided by Sanchez-

Gomez et al. (2009))

Sanchez-Gomez et al. (2009) used the simulation results from the regional climate model

ensemble (cf. Section 2.3) to investigate the ability of the models to reproduce the large-

scale atmospheric circulation of the driving ERA40 reanalysis data (cf. Section 2.2).

Description of the method

Sanchez-Gomez et al. (2009) carried out a cluster analysis applying the k−mean algorithm

on the first 15 principle components of daily values of the ERA40 geopotential height at

500 hPa pressure level (Z500) for the time period 1961 to 2000. Via a Monte-Carlo-test

the optimal number k of clusters was set to k = 4.

BL ZO (NAO+) AR GA (NAO-)

Figure 4.1: Composites of the weather regimes in winter (DJFM) for ERA40. From left to right: BL
- Blocking, ZO - Zonal (NAO+), AR - Atlantic Ridge and GA - Greenland Anticyclone (NAO-). The
isolines are the Z500 anomaly composites (solid lines: positive values, dashed lines: negative values).
Contour interval is 30 gpm. (Source: Sanchez-Gomez et al. (2009))

The four weather regimes BL -Blocking, ZO - Zonal (NAO+), AR - Atlantic Ridge and

GA - Greenland Anticyclone (NAO-) have been analysed for every day in the summer

months (JJAS - from June to September) and the winter months (DJFM - from December

to March) separately for the period 1961 to 2000. For every day within the given time
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period one of the four weather regimes is set to describe the large-scale circulation. No

“undefined day” exists.

During the Blocking regime a strong blocking cell can be found over Scandinavia. The

higher pressure than normal over North Europe and lower values than normal over the

Mediterranean lead to a strong pressure gradient in central Europe. In the Zonal regime,

the NAO+ phase, the lower pressure than normal in Northern Europe and the higher

pressure than normal over South and Southeast Europe lead to stronger mostly westerly

wind over the northwest Atlantic. In the Atlantic Ridge regime, we can observe a positive

anomaly over the Atlantic. The pressure gradient is in west-east direction. The Greenland

Anticyclone (NAO-) regime presents a strong positive anomaly over west of Greenland and

a negative anomaly over Europe. The pressure gradient is weak and this leads to low wind

speeds over the whole area. (cf. Figure 4.1 )

In order to analyse the large-scale circulation in the RCMs the k − mean algorithm has

not been applied to the RCM output. Sanchez-Gomez et al. (2009) assumed instead that

the structure of weather regimes will not vary between the models and reanalysis data.

They projected the daily Z500 anomalies to the clusters centroids derived from ERA40

and checked the similarity by the use of the euclidean distance. This method has been

applied to the 50km and the 25km spatial resolution RCM experiments. Depending on

data availability simulation results of 13 RCMs have been used.

The complete description of the method can be found in Sanchez-Gomez et al. (2009).
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Figure 4.2: Relative occurrence frequency (%) of the four weather regimes Blocking (BL), Zonal (NAO+),
Atlantic Ridge (AR) and Greenland Anticyclone (NAO-) derived from ERA40 reanalysis data within the
time period 1961 to 2000 for summer (left) and winter (middle) and the difference of both (right).

Figure 4.2 shows the mean occurrence of the weather regimes in summer (left panel) and

winter (middle panel) based on the regime data provided by Sanchez-Gomez et al. (2009)

for the ERA40 reanalysis in 1961-2000. We can observe that the Zonal NAO+ occurs most

in both seasons. The relation in the occurrence of the four regimes are about the same

in the summer and winter months (cf. Figure 4.2, right panel). The Blocking frequency
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matches the results of D’Andrea et al. (1998), who estimated an occurrence of about 23%

for the northern hemisphere and longitudes between 0-30◦E.
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Figure 4.3: Composites of the mean sea level pressure in ERA40 during the four weather regimes in summer
(JJAS) (upper row) and winter (DJFM) (lower row) within the time period 1961-2000.

While Figure 4.1 gives an overview on the mean pattern per regime of the geopotential

height at 500 hPa Figure 4.3 shows the same but of the mean sea level pressure and addi-

tionally, the summer and the winter periods in 1961 to 2000 are separated. The gradients

in winter are much stronger than in summer. Compared to the winter pattern the block-

ing in summer is weak. With focus on the North Sea the pattern for NAO- differs for the

summer and winter months.

Agreement with station data

According to the analysis described in Section 5 it is important that the defined weather

regimes represent the wind conditions in the area of interest, the German and Dutch

coast. To decide whether the regime classification fits the requirements they have been

compared to the local wind observational sites. Figure 4.4 gives examples for the wind

characteristics at four different observations at the German and Dutch coast during the

four weather regimes BL - Blocking, ZO - Zonal (NAO+), AR - Atlantic Ridge (AR) and

GA - Greenland Anticyclone (NAO-) for the summer months (JJAS) and winter months
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(DJFM) for 1971-2000. The wind roses show composites of the hourly observed wind

speed and direction obtained by averaging over all the days for the same weather regime

in the ERA40 data.
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Figure 4.4: Wind characteristics at four stations (IJmuiden, List, DeBilt and Soltau) during the four
weather regimes BL - Blocking, ZO - Zonal (NAO+), AR - Atlantic Ridge and GA - Greenland Anticyclone
(NAO-) for the summer months (JJAS) and winter months (DJFM) within the time period 1971-2000.

In Figure 2.2 it can be seen, that the stations 225 - IJmuiden and 1402 - List are located

near the coastline, whereas the stations 260 - DeBilt and 1529 - Soltau are inner land

stations and located up to 100km far from the coast. This fact results in higher observed

wind speeds at the coastal stations.

Only the wind roses for NAO+ agree at all stations and within the two seasons. They show

clearly a western to southwestern wind direction of higher speeds for the German Bight.

For AR and NAO- the wind conditions at the different stations are similar only within

each season. In summer wind comes from the North and Northwest during AR regime,

while in winter western directions are more dominant. The observations in summer show

wind from the West during NAO- conditions, but there is no clear dominant wind direction

during winter. During the Blocking conditions easterly winds seem to be slightly more

common than from other directions, however this is more visible during the winter months.
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Occurrence of the weather pattern over time and trends

In Figure 4.5 the occurrence of the four weather regimes from December to March in

each year in the time period of 1961-2000 is shown. Additionally the trend has been

calculated (blue line) and analysed for significance applying the parameter free Mann-

Kendall-trend-test (Mann (1945), Kendall (1975)). This trend test does not presume a

normal distribution of the data, but is very sensitive on autocorrelated data. With respect

to a possible autocorrelation, the so called ”Trend-Free-Prewhitening Procedure” after Yue

et al. (2002) has been applied to the data in case of a high ”lag−1” -autocorrelation before

testing for the Mann-Kendall-significance in the trend. The trend is significant if the level

of significance, the p − value, is smaller than 0.05.

fr
eq

ue
nc

y 
[%

]

pval= 0.28

BL

10
40

fr
eq

ue
nc

y 
[%

]

pval= 0.00

NAO+

10
40

70

fr
eq

ue
nc

y 
[%

]

pval= 0.6

AR

0
20

40

year

fr
eq

ue
nc

y 
[%

]

pval= 0.02

NAO−

1960 1965 1970 1975 1980 1985 1990 1995 2000

0
20

40

Figure 4.5: Annual occurrence of each regime in the winter months (December to March) in the time
period of 1961- 2000 (black) and the linear trend (blue dashed line and in case of significance blue solid
line).

While the regimes BL and AR do not show any change of the occurrence during the 40

years, a significant change can be observed in the trend of the NAO+ and NAO- regimes.

These results are consistent with the Index of the North Atlantic Oscillation provided

by the NOAA Climate Prediction Center (CPC (2000)) for the same time visualized in

Appendix C.1. The NAO-index is widely used as a general indicator for the strength of

the westerlies over the eastern North Atlantic and western Europe. In the positive phase

of the NAO-index westerlies are dominant in this area, while in the negative phase the

number of westerlies is reduced.

The correlations of the occurrence of the regimes NAO+ and NAO- and the NAO-index is

0.81 and 0.78. The significant positive and negative trend in the two regimes is caused by

the strong positive phase of the NAO-index starting in the beginning of the 1980s. During
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the summer months (June to September) the NAO-index is weak with high variation and

with no long phases of positive or negative values (cf Appendix C.1). As expected, there

is no significant change in the occurrence of one of the regimes during the summer season

of the year (cf. Appendix E).

Agreement of the weather regimes between ERA40 forcing and RCM data

The agreement between the weather regimes detected in ERA40 and in each of the RCMs

based on the 50km and the 25km spatial resolution simulations in percentages is shown in

Figure 4.6. The agreement Ar in percentage is calculated by

Ar =
NRCM

r ∗ 100%

NERA
r

, (4.1)

where N is the number of days with the regime r in the ERA40 data, ERA, and the

individual regional climate model, RCM . The upper graphs are for the summer period,

the lower for the winter months. It can be clearly observed a higher agreement in winter

for almost all RCMs than in summer. Highest agreement is with the CLM applied at the

ETHZ and the GKSS Research Center, and the RCA3 applied at SMHI. Lowest agreement

occur in the results from the models from CNRM and UCLM.
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Figure 4.6: Agreement in detected weather regimes in the driving model ERA40 and the individual RCMs
in percentages at a spatial resolution of 50km (left panels) and 25km (right panels) for summer (JJAS)
(upper panels) and winter (DJFM) (lower panels) in 1961-2000

.

Compared to the agreement for the individual RCMs shown in Figure 4.6 in summer at

only 47 % of the possible days all models agree in the regime; in winter the agreement is

higher with 63 % (cf. Table 4.1).
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Table 4.1: Total number of days per regime indicated in ERA40 (black) and number of days, where all
RCMs and ERA40 show the same regime (green) for the time period 1961-2000

.

SUMMER WINTER
regime ERA40 identical

50 km
identical
25 km

ERA40 identical
50 km

identical
25 km

BL 444 204 203 499 327 320
NAO+ 424 216 214 478 331 336
AR 367 135 161 282 168 196
NAO- 351 183 169 317 158 147

4.3 Weather regime classification for the North Sea (after Jenkinson

and Collison (1977) and Loewe (2005))

The objective procedure to classify the atmospheric circulation near the surface for the

North Sea applied at the Federal Maritime and Hydrographic Agency (Bundesamt für

Seeschifffahrt und Hydrographie - BSH) goes back to investigations of Jenkinson and Col-

lison (1977). This simple and efficient method is based on the areal pressure distribution

at the mean sea level (MSLP) and the derivation of two representative indices for wind

and vorticity. The definition of the circulation type, but also the identification of storm

events are finally based on empirical relations between the two indices.

Until 2004 the BSH used daily distribution of mean sea level pressure of UK Met Office

(UKMO) provided by the British Atmospheric Data Centre (badc.nerc.ac.uk/data/mslp)

with a spatial resolution of 10◦ by 5◦ (longitude by latitude) at 16 grid points covering the

North Sea and the surrounding (cf. Loewe (2005) and Loewe (2009)). As the MSLP data

set ends in 2005 the BSH changed to NCAR/NCEP reanalysis data to derive the weather

classification for the North Sea (Loewe (2013)).

Due to the fact that in this study the investigated regional climate models are forced

by ERA40 reanalysis data the described method has been tested at the original UKMO

MSLP data set and applied to the reanalysis data of ERA40, and also to the output of

the RCMs. This allows the investigation of the models ability to reproduce the weather

regimes and storm events within the time period 1961-2000. As the detailed description

of the method can be found in Loewe (2005) and the Appendix D; in this chapter, just

the criteria of the weather regime classification and the storm events are summarised.

Description of the method

As already mentioned above the classification basically uses empirical relations between

the wind-index V ∗ and the vorticity-index ζ∗ as listed in Table 4.2 (cf. Appendix D for

calculation of these indices).
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Table 4.2: Relations between wind-index V ∗ and the vorticity-index ζ∗ to derive the weather classes.

condition flow type

| ζ∗ |< V ∗ directional e.g. NW, wind direction

| ζ∗ |> 2V ∗ rotational C (if ζ∗ > 0), cyclonic

A (if ζ∗ < 0), anticyclonic

V ∗ ≤| ζ∗ |≤ 2V ∗ hybrid e.g. CW

V ∗ ≤ 6hPa ≤| ζ∗ | diffuse UNC, unclassified

In this way 27 different weather types can be distinguished: beside the predefined 8 pre-

vailed wind directions and the two possibilities on cyclonic or anticyclonic turbulences, 2x8

hybrid weather types can be defined. Additionally there is an unclassifiable type (UNC),

which mainly occurs in combination with weak pressure gradients.

This method of weather type classification has been applied for different regions (Demuzere

et al. (2009), Akkermans et al. (2012)), where the number and distance of the grid points

used differs from 9 to 32 grid points and 2.5◦ by 5◦ (Akkermans et al. (2012)), 5◦ by 5◦

(Trigo and DaCamara (2000)) up to 10◦ by 5◦ (Linderson (2001), Buishand and Brandsma

(1997)) respectively. Demuzere et al. (2009) tested different versions in grid point numbers

and distance. By the number of unclassified stages they ended up with 16 grid points in

an at least 5◦ by 5◦ grid. This assumption is dependent on the size and location of the

region of interest.

As already mentioned, in Jenkinson and Collison (1977) and also at BSH, the grid was set

up consisting of 16 grid points with a 10◦ resolution in zonal and a 5◦ resolution in merid-

ional direction. As stated before in this study ERA40 mean sea level pressure data is used

for the North Sea instead of the originally daily distribution of mean sea level pressure of

UK Met Office applied at BSH. Sensitivity tests have been carried out to find the best

configuration using ERA40 data compared to the results for weather type classification

derived from UK MetOffice data. As some months in the reference data set are lost in the

BADC database, the results of the sensitivity study for the time period 1961-1998, where

no data is missing, are compared based on the MSLP from UKMO and from ERA40.

Three configurations have been tested, where the number of grid points was fixed to 16,

but the distance of these points was changed. Beside the originally used 10◦ by 5◦ grid,

two other grids with a distance of 5◦ by 5◦ and 10◦ by 10◦ (cf. Figure 4.7 ) have been tested.
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Figure 4.7: Visualization of the grid point locations used in the different sensitivity tests. From the left

to the right: Location of the 16 points in the original data set of Norther Hemisphere PMSL from UKMO
used at BSH in a grid space of 10◦ by 5◦, in ERA40 at about the same locations, and with a distance of
5◦ by 5◦ and of 10◦ by 10◦.

The resulting weather regimes for each day have been compared to the classification from

BSH, which is used as the reference, using the available data from 1961-1998. Figure 4.8

shows the frequency of occurrence of each of the 27 classes within the given time period.

While Demuzere et al. (2009) tried to find the best combination of grid point alignment to

minimize the occurrence of the unclassified days, the overall aim of the sensitivity test in

this study was to identify the grid point alignment where the results of the classification

are closest to the classification derived at BSH. As expected the classification using ERA40

in the 10◦ by 5◦ grid has the highest similarity (cf. Figure 4.8).
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Figure 4.8: Relative occurrence frequency (%) of the 27 weather regimes based on UK Metoffice and ERA40
daily mean sea level pressure fields at the different 16 grid points (cf. Figure 4.7) within the time period
1961 to 1998.

With respect to a robust investigation of wind speed depending on their directional com-

ponent all hybrid types have been grouped to one of the pure directional or the centred

types. The hybrid types are separated from the pure centred or directional type by two

straight lines with a slope of ± 1 and ± 2 respectively (cf. Loewe (2009)). Therefore the

allocation of the hybrid types to the main classes has been defined via a straight line

with a slope of
√

2. In this way the 27 weather types have been reduced to 11 classes (8

directional, 2 dominated by the vorticity and one class for unclassifiable cases) (cf. Figure

4.9.). Their distribution in the summer and the winter half year for the time period 1961

to 1998 is shown in Figure 4.10.
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Figure 4.9: Composites for the 11 weather types (8 directional, 2 dominated by the vorticity and 1 unclas-
sifiable cases) derived from ERA40 daily MSLP fields, averaged over the time period 1961-1998.

Figure 4.11 (left and middle plot) shows the same distribution as Figure 4.10 but only

based on the 10◦ by 5◦ grid ERA40 data and for the whole period of the analysis 1961-

2000. The very right plot in Figure 4.11 indicates the differences between the summer and

winter distribution of the regimes. In winter western and southwestern wind directions
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are more dominant compared to the occurrence in the summer months while wind from

northern directions is reduced. The number of unclassified cases is smaller for the winter

months than for the summer months.
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Figure 4.10: Relative occurrence frequency (%) of the 11 weather regimes based on UK Metoffice and
ERA40 daily mean sea level pressure fields using the different configurations of the 16 grid points (cf.
Figure 4.7) for the time period 1961 to 1998.
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Figure 4.11: Relative occurrence frequency (%) of the 11 weather regimes based on ERA40 daily mean sea
level pressure fields with the 16 grid points on the 10◦ by 5◦ grid (cf. Figure 4.7) for the time period 1961
to 2000 for summer (left) and winter (middle) and the difference of both (right).

Beside the weather types also storm events can be identified and quantified. The storm

index G∗ is calculated from the wind- and vorticity-indices

G∗2 =
√

V ∗2 + ζ∗2/4 (4.2)

The original thresholds to distinguish between the different storm intensities were defined

by Jenkinson and Collison (1977) and applied to UKMO MSLP. Days with a storm index

> 30 are categorized as gale, > 40 as severe gale, and > 50 as very severe gale. Due to a

comparison to the NCEP/NCAR reanalysis Loewe (2013) identified an inhomoginety in

the UKMO MSLP fields. Before 2002 the daily MSLP data is based on one instantaneous

value of time each day. Thereafter the data was calculated as a mean of 4 time steps a day.
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Table 4.3: Reanalysis data set dependent thresholds for storm-index G∗ to define storm categories

G∗ (hPa) < severity type

UKMO NCEP I ERA40

30 28.3 29.0 gale G

40 36.6 37.9 severe gale SG

50 44.6 45.2 very severe gale VSG

With respect to the storm index the smoothing of the fields due to this averaging leads to

an underestimation of the detected storms using the common thresholds described above.

As the NCEP/NCAR reanalysis daily MSLP fields are calculated in the same way via

fitting a Pareto-II-distribution on the storm index, Loewe (2013) derived new thresholds

valid for NCEP/NCAR daily MSLP data. The common thresholds from Jenkinson and

Collison (1977) used for UKMO MSLP and the new calculated thresholds adapted for

NCEP/NCAR MSLP are listed in Table D.2 in the first and second column. In this study

daily mean MSLP fields from ERA40 reanalysis data but also from regional climate models

are used and require a recalculation of valid thresholds as well. Therefore, the same kind

of distribution has been fitted to the gale index derived from ERA40 reanalysis data. The

recalculated thresholds valid for the reanalysis data set from ECMWF are listed in Table

D.2 in the third column and are very close to the values for NCEP/NCAR, as expected.

Agreement with station data

The mean observed wind conditions at the locations described in Section 2.1 have been

analysed depending on the prevailing weather regime. Wind roses for the winter period

in 1971-2000 at 4 locations for the 11 regimes are shown in Figure 4.12. Similar to Figure

4.4 the locations are 225 - IJmuiden and 1402 - List located near the coastline, and the

stations 260 - DeBilt and 1529 - Soltau located inland.

It can be clearly seen that the defined regimes reflect the local wind characteristics (cf.

Figure 4.9). During the regimes A - Anticyclonic and C - Cyclonic wind comes from all

directions and the wind roses from the directional types (N, NE, E, SE, S, SW, W, NW)

show the prevailed wind direction clearly. During the regimes with southern wind direc-

tions the wind is slightly shifted to the right. It can be observed that wind from northern

directions and from the West is deflecting to the right over land after hitting the coast

which is caused by the sudden increased roughness at the surface and the Coriolis force

(cf. Figure 4.12, wind roses for N, NW, W). The results for the summer period look very

similar and can be found in the Appendix E.5.
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Figure 4.12: Mean wind characteristics at four stations (as Figure 4.4) for the 11 weather regimes for the
winter half year (Oct-Mar) in 1971 to 2000.
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Occurrence of the weather pattern over time and trends

Figure 4.13 shows the annual occurrence of the eleven weather regimes from October

to March in the period of 1961 to 2000. The trend (blue line) is tested for significance

applying the Mann-Kendall-trend-test described in the section before (see also Figure 4.5).
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Figure 4.13: Annual occurrence of each regime from October to March in the time period of 1961- 2000
(black) and linear trend (blue dashed line and in case of significance blue solid line).
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While in summer no significant change in the occurrence of one of the regimes can be

detected (cf. Appendix E) in the six months from late autumn to early spring, the number

of days with a main circulation pattern with western wind directions over the North

Sea area increased while the number of days with eastern and southeastern directions

decreased. These trends are dominated by the strong positive phase of the NAO index

especially in the months January to March starting in the beginning of the 1980s (cf.

Appendix C.1), as already stated before in the same section.
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Figure 4.14: Agreement in detected weather regimes in the driving model ERA40 and the individual RCMs
in percentages at a spatial resolution of 50km (left panels) and 25km (right panels) for summer half year
(Apr-Sep) (upper panels) and winter half year (Oct-Mar) (lower panels) for the period of 1961 - 2000.

Agreement of the weather regimes between ERA40 forcing and RCM data

In the next step the classification method described before and in Appendix D has been

applied to the mean sea level pressure fields from all regional climate model simulations
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described in Chapter 2.3. Figure 4.14 summarizes the agreement of the weather pattern

derived from original ERA40 mean sea level pressure field and the weather types calculated

from ERA40 driven regional climate model simulations. The agreement has been derived

by applying the Equation 4.1 where in this case the number of the regimes is 27.

In the 50 km simulations the regional climate model CLM used at GKSS and ETHZ

performs best with agreement of often higher than 95 %, while in the simulations with the

higher spatial resolution of 25 km several models show a high agreement e.g. the HIRLAM

regional climate model applied at C4I, METNO and DMI, the RCA3 developed at SMHI,

the CLM applied at ETHZ or the RCM REMO from the MPI. Very low agreement in

the derived weather regimes compared to those ones derived from the forcing ERA40 with

values down to <70 % can be observed in both resolutions with the ALADIN model applied

at CNRM and especially in the coarser resolution with PROMES from UCLM. In general

the models perform better in winter than in summer.

Table 4.4: Total number of days per regime (27 classes) indicated in ERA40 (black) and number of days,
where all RCMs and ERA40 show the same regime (coloured) in the period of 1971-2000. Red indicates
values, where the number of cases is too small for statistics; Green, where the number of cases is sufficient.

SUMMER WINTER
regime ERA40 identical

50 km
identical
25 km

ERA40 identical
50 km

identical
25 km

N 369 103 91 131 35 30
NE 169 41 29 57 5 8
E 141 43 33 124 38 33
SE 151 38 25 221 116 99
S 232 94 79 386 233 227
SW 375 173 153 635 470 491
W 495 218 187 744 533 537
NW 475 147 120 344 161 152
C 542 92 74 453 146 120
A 1919 307 275 885 421 432
CN 43 15 8 38 19 13
CNE 26 3 4 10 4 3
CE 39 19 12 21 8 7
CSE 37 15 13 43 23 17
CS 76 32 25 86 50 53
CSW 122 58 50 145 107 111
CW 129 61 46 142 94 99
CNW 103 45 40 82 53 50
AN 175 76 78 61 33 36
ANE 102 33 34 31 17 16
AE 50 17 14 51 24 28
ASE 48 16 17 83 52 48
AS 55 31 26 121 91 96
ASW 105 57 67 185 154 161
AW 144 99 99 209 178 180
ANW 136 78 74 122 90 94
UNC 232 0 0 58 0 0
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Beside the total number of days per regime and season indicated in ERA40 (in black)

for the time period of 1971-2000 Table 4.4 shows the number of days per regime, where

all RCMs and ERA40 show the same regime (coloured). Red indicates values, where the

number of cases is too small for statistics. An agreement is given if the RCMs show the

same or, in case of the directional types, a neighbouring regime. In summer we observe

slightly better results with the models at 50km spatial resolution than at 25km, where in

winter the differences in the two resolutions are very small. High agreement up to 88 %

can be seen for the regimes with wind from western directions, while the agreement is low

with values of 8% for northeastern wind directions and the cyclonic type. As the hybrid

eastern types occur in low frequency, the number of days where all models show the same

regime is, from the statistical point of view, too small for further investigations (cf. Table

4.4, red coloured values).

Table 4.5: Total number of days per regime (11 classes) indicated in ERA40 (black) and number of days,
where all RCMs and ERA40 show the same regime (coloured) in the period of 1971-2000. Red indicates
values, where the number of cases is too small for statistics; Green, where the number of cases is sufficient.

SUMMER WINTER
regime ERA40 identical

50 km
identical
25 km

ERA40 identical
50 km

identical
25 km

N 479 51 46 179 24 26
NE 226 16 12 76 3 6
E 180 27 13 158 29 20
SE 180 18 12 277 82 72
S 306 70 64 486 182 191
SW 501 116 118 815 405 432
W 626 164 134 929 424 430
NW 587 84 71 447 113 112
C 842 62 46 739 101 83
A 1331 226 201 1304 355 374
UNC 232 0 0 58 0 0

There are two commonly known deficiencies in regional climate models.

Table 4.5 shows the same as Table 4.4 but here the 27 regimes are reduced to the number

of 11 as described in this Section before. Compared to the analysis of the 27 regimes

using the 11 regimes the number of days where forcing and RCMs show the same regime

is lower with values up to 53 %. The advantage of using only 11 regimes is that the to-

tal number of cases is increased and further statistical evaluation of wind speed is more

robust. To increase the number of days with the same regime the two models with the

lowest performance in reproducing the daily regimes, the PROMES from UCLM and the

model ALADIN developed at the CNRM, have been left out. This results in values of

up to 70 % of the possible days where the ERA40 and all of the RCMs show the same

regime. Again, the same as in the large spread of the 27 regimes, in the 11 regimes also
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the NE regime shows the lowest agreement among the models, whereas the agreement in

the western directions is highest.

Table 4.6: Same as Table 4.5, but without RCMs from UCLM and CNRM: total number of days per regime
(11 classes) indicated in ERA40 (black) and number of days, where all RCMs and ERA40 show the same
regime (coloured). Red indicates values, where the number of cases is too small for statistics, in Green
where the number of cases is sufficient.

SUMMER WINTER
regime ERA40 identical

50 km
identical
25 km

ERA40 identical
50 km

identical
25 km

N 479 104 111 179 60 71
NE 226 33 31 76 9 13
E 180 49 26 158 50 42
SE 180 39 26 277 109 102
S 306 111 98 486 243 241
SW 501 212 193 815 568 544
W 626 292 269 929 647 636
NW 587 206 184 447 233 244
C 842 145 134 739 248 259
A 1331 446 411 1304 595 597
UNC 232 2 1 58 0 0

4.4 Summary

One main aim of this thesis is to evaluate surface wind speed at the German and Dutch

coast simulated by the regional climate model ensemble introduced in Section 2. Due

to the fact that from the models only daily wind speed but no prevailing daily direction

of the wind was available, weather regimes could be a helpful tool to close this gap. In

previous studies it has been shown that there is a correlation between large scale pattern

and near surface variables (e.g. Buishand and Brandsma (1997), Demuzere et al. (2009),

Akkermans et al. (2012)).

Two objective weather regime classifications have been analysed to describe the synoptic

situation per day. The first classification for Europe was provided via the ENSEMBLES

framework by Sanchez-Gomez et al. (2009). The other method is a classification by Lamb

(Jenkinson and Collison (1977)), which is approved at the Federal Maritime and Hydro-

graphic Agency (Bundesamt für Seeschifffahrt und Hydrographie - BSH) and centered over

the North Sea. This method has been adapted to the ERA40 forcing and RCM output.

The classification by Sanchez-Gomez et al. (2009) distinguishes between 4 regimes, the

Blocking regime, the Zonal regime, the Greenland Anticyclone regime and the Atlantic

Ridge regime. The relative occurrence of the regimes in winter and summer is about the

same. Composites of the mean sea level pressure in ERA40 during the regime show in the
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Blocking and the Greenland Anticyclone regime a diverse picture for summer and winter.

With focus on the area of interest, the German and Dutch coast, compositing wind roses

for observations show no clear prevailing wind direction for the regimes. While e.g. during

the AR regime in winter wind comes from the West, in summer the main wind direction

is North to Northeast for the same regime.

The objective classification by Jenkinson and Collison (1977) uses values for mean sea

level pressure at 16 locations centred over the North Sea. Beside the predefined 8 pre-

vailed wind directions and the two possibilities on cyclonic or anticyclonic turbulences,

2x8 hybrid weather types can be defined. In this way 27 different regimes can be distin-

guished including a class of unclassifiable cases. The 27 regimes could be reduced to a

number of 11 by allotting the hybrid types to the directional or the centred types. As the

classification is carried out for the North Sea the different regimes clearly reflect the mean

wind characteristics at the stations.

Comparing the wind roses for the individual observations leads to the assumption that

the regime classification for Europe carried out by Sanchez-Gomez et al. (2009) does not

fit the requirements to carry out the regime dependent evaluation of the models with a

focus to the German and Dutch coast. Instead, the evaluation of the surface wind speed

will be based on the second classification carried out for the North Sea using the method

from Jenkinson and Collison (1977).
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5 Representation of Surface Wind Speed in the Multi Model

Ensemble

5.1 Introduction

The knowledge of the wind climate at specific locations is of vital importance for risk

assessment, engineering, and wind power assessment. In the last decade the energy mar-

ket is in transition from conventional energy (e.g., coal and oil) towards renewable energy

resources (e.g., solar power and wind energy). One goal of the European Comission is to

cover 15.7 % of EU’s electricity needs by wind energy resources by 2020 (Moccia et al.

(2011)). As an installation of an effective network of wind power plant, the estimation of

future changes in wind climate is important. Several studies investigate the wind condi-

tions under a changing climate (Pryor et al. (2005a), Pryor et al. (2005b), Najac et al.

(2009), Leckebusch and Ulbrich (2004), Pryor and Schoof (2010), Pryor et al. (2012)). The

focus shifts to offshore regions, as the potential for wind energy over sea is larger than over

land. Only few observations over sea are available, for example, light ships, oil platforms

or existing wind farms and, obviously, there is a lack of a dense and consistent measuring

network. With the help of meso-scale and micro-scale models this lack can be overcome.

They provide homogenous wind field data, available for further studies and analysis.

Another important application of an appropriate wind climate assessment is storms and

storm related losses. Storm climatology can be derived from observed mean sea level

pressure, from reanalysis data and climate models. Donat et al. (2011) investigated long

term regional trends of wind storm occurrence in Europe using the 20th Century Re-

analysis (20CR). They found decadal-scale variability in the occurrence of wind storms

since 1871, including a period of enhanced storm activity during the early 20th century.

Matulla et al. (2008) used annual and seasonal statistics of local air pressure character-

istics as proxies for storminess across Northern Europe. They state significant changes

throughout the past 130 years in European storm climate with significant variations on a

quasi-decadal timescale. Krueger and Storch (2011) derived daily geostrophic wind speeds

from geographical triangle of surface air pressure from regional climate model data and

investigated the correlation to area-maximum surface wind speeds. Storm activities in

relation to weather pattern and North Atlantic Oscillation (NAO) have been analysed by

Suselj et al. (2010), Donat et al. (2010) and Matulla et al. (2008) and identified a strong

decadal correlation. Cavicchia et al. (2014) investigated storm trends in the Mediter-

ranean; Krueger et al. (2013) in the North-Atlantic.

In the studies mentioned before results from global and regional climate models have been

analysed, hence they are getting more and more important to enlarge the investigation



48

for wind climate from local to regional scale. In several studies regarding wind climate

assessment based on model results, the question has been raised: Can regional models

add value to the global models? Main findings in a study by Feser et al. (2011) are, that

regional models can add value, but only for certain variables and locations with charac-

teristics valid for a larger region. With help of GCM- and RCM-simulations, Leckebusch

and Ulbrich (2004) investigated the relationship between cyclones and extreme windstorm

events over Europe. It is clearly visible that with the higher temporal and spatial res-

olution, especially in near coastal areas the RCM lead to an improvement in simulating

the extreme wind speeds compared to the GCM. For open ocean areas Winterfeldt and

Weisse (2009) show no adding value for RCM modelling compared to reanalysis forcing

in the wind speed frequency distributions, whereas in near coastal regions RCM results

- especially for higher wind speed percentiles - are closer to the observations than the

forcing data. Focussing on near-surface wind speed over Europe Rockel and Woth (2007)

identified that most of the RCMs have not been able to simulate wind velocities higher

than 8Bft.

The overall aim of the present study is to investigate the ability of regional climate

models to simulate surface wind speed. Hereby, coastal regions are in special focus, as

this is for models a challenging small transition zone between water and land. From one

grid point defined as land to the neighbouring water grid point elevation is changing as

the surface roughness length. This coastline causes to a strong disturbance in the general

flow. The RCM ensemble investigated in this section was provided by the partners from

the EU-funded ENSEMBLES-project. The model ensemble was introduced in Section 2.3.

In the following section the mean wind conditions at the German and Dutch coast are

investigated based on observation data at 10 m above ground provided by the DWD and

the KNMI (cf. Section 2.1). Mean annual values and the variability for daily wind speed,

the seasonal cycle, but also main wind directions in each month of the year are analysed.

Statistics on maximum wind speed, percentiles and the number of storm days will give an

overview on the storm activity in this area. The influence of the NAO is demonstrated

by examples. Afterwards, the calculation of the different skill for quality and added value

assessment are listed, followed by the results from the comparison of RCMs and ERA40

to the observations. As the model output for wind speed is only available without any

information on the daily prevailing wind direction, the results of the comparison are in-

vestigated according to the daily leading weather regime derived from the MSLP field

described in Section 4.3.
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5.2 The mean wind conditions in the Southern North Sea and the Ger-

man Bight

The coastal areas are strongly influenced by the maritime effect, the slow reacting ocean.

In opposite to a moderate climate or continental climate the marine climate is mainly indi-

cated by a smaller annual but also daily cycle for temperature and much higher values for

mean wind speeds. During high pressure weather regimes, especially in the warm season,

the areas are controlled by local land-sea-circulation or land-sea-breezes. Anyway there

are big differences between the eastern and the western coasts of the continents.

The Belgish coast, the Netherlands coast and the German west coast are windward coasts,

the main wind direction is West to Southwest. These winds blow onshore or parallel to

the coast. To analyse the mean wind condition in more detail the station data described

in Section 2.1 is used. The data with no breaks are available for the two time periods:

1971 - 1983 and 1971 - 2000.

Mean annual wind speed and variability

The mean annual wind speeds x̄0 at almost all stations vary between 3.8 and 4.8 m/s

with a standard deviation σ0 between 1.7 and 2.3 m/s (cf. Table 5.1). The values at

List and IJmuiden are higher having a mean annual wind speed of 7.0 and 7.3 m/s and

a standard deviation of 2.8 and 3.1 m/s, respectively. These stations are located directly

at the coastline in a very flat terrain. Other exceptions are Soltau and DeBilt. Soltau is

located inland, far from the coast. The value for mean annual wind speed is 2.9 m/s with

a standard deviation of 1.3 m/s. The distance to the coast, when considering the main

wind direction, from the station DeBilt is smaller than for the station Volkel. However

the values for mean annual wind speed and standard deviation are higher in Volkel. The

time series for the surface wind speed at DeBilt is quite homogeneous, but the instrument

is located on the top of a building of the KNMI. So the environment of the measurement

is quite rough. Due to this fact the mean annual wind speed is 3.2 m/s with a standard

deviation of 1.5 m/s (cf. for Volkel it is 3.9 and 1.9 m/s, respectivly).

Beside the described values Table 5.1 summarizes also the values for mean annual wind

speed and standard deviation over the months from October to March (Oct-Mar) and

from April to September (Apr-Sep). The division of the year into two seasons, which is

relevant for the wind analysis, is based on the analysis of the mean annual cycle and the

storm activity in each month (see below). For the period between October and March the

values are slightly higher for both wind speed and standard deviation.
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Table 5.1: Statistical values for the German and Dutch observations for daily mean wind speed [m/s]
covering the time period 1971 to 2000

ID Name x̄0 σ0 x̄Oct−Mar
0

σOct−Mar
0

x̄Apr−Sep
0

σApr−Sep
0

1529 Soltau 2.9 1.3 3.1 1.4 2.7 1.2
1402 List 7.0 2.8 7.2 2.8 6.9 2.7
1474 Bremen 4.3 1.9 4.7 2.1 4.0 1.7
1438 Schleswig 3.8 1.6 4.1 1.8 3.5 1.4
1444 Hohn 4.1 2.1 4.5 2.2 3.7 1.7
1497 Oldenburg 3.7 1.7 4.1 1.8 3.4 1.5
9007 Wittmundhafen 4.7 2.3 5.2 2.5 4.3 1.9
1730 Jagel 4.8 2.3 5.2 2.6 4.4 2.0
260 De Bilt 3.2 1.5 3.6 1.6 2.9 1.2
270 Leeuwarden 4.9 2.2 5.4 2.4 4.5 1.9
375 Volkel 3.9 1.9 4.2 2.0 3.5 1.7
350 Gilze-Rijen 4.0 1.8 4.3 1.9 3.7 1.5
225 IJmuiden 7.3 3.1 7.5 3.2 7.0 3.0

Mean annual cycle

Looking at the mean annual cycle calculated from the mean wind speed in each month

over the measurement period, it is possible to identify a small variability for most of the

observations (cf. Figure 5.1). For the shorter time period from 1971 to 1983, the mean

annual cycles vary in the range of 1.1 m/s up to 2.0 m/s. For the longer period from 1971

to 2000 the range is slightly smaller with values between 1.0 and 1.8 m/s.
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Figure 5.1: Mean annual cycle of wind speed observations from the DWD (upper panel) and from the
KNMI measuring network (lower panel) for the time periods 1971 to 1983 (dashed line) and 1971 to 2000
(solid line).
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One exception for the short time slice is the station at the island Helgoland (ID 1040),

which is located far from the coast and where high wind speeds are observed. Another

exception is the station IJmuiden (ID 225) located directly at the coast line. The range

of the mean annual cycle of the mean wind speed for Helgoland for the shorter period is

3.2 m/s, for IJmuiden it is 2.5 m/s. For the 30-year time period, the value for the variability

of the annual cycle for the station IJmuiden is 1.8 m/s, which is in the range of the others.

Wind direction

For the German and Dutch coast the winds blow most of the year mainly from western

directions. Figure 5.2 shows an example for the distribution of the mean wind directions

in each month of the year for the time period 1971-2000 for the measurements in IJmuiden

(ID225), List (ID1402), DeBilt (ID260) and Soltau (ID1529). Winds from the South play

an important role during winter, where an occurrence of up to 40 % of wind events can be

recognized. In summer their part is only 20 %. The influence of northern winds in winter

is very low, but higher during the spring and summer months. Exceptions are the inner

land stations Hohn (ID1444), Jagel (ID1730) and Schleswig (ID1438), which are located

close together. Here northern and southern winds occur very seldom.

In summer the main wind direction for all stations is from the West. Winds from eastern

directions can be detected over the whole year between 15 % and 30 % in each month.

In springtime northern wind directions are dominant at some stations. In autumn and

winter wind blows mainly from southern and western directions. The analysis of the wind

directions per months supports the separation of the year into the two parts, summer and

winter half year, as the wind climate within each of the seasons is very similar.

Figure 5.2: Frequency of the wind directions in each month of the year as mean over the time period 1971
to 2000 for IJmuiden, List, DeBilt and Soltau (from the left to the right).
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Spatial correlations

Figure 5.3 shows the correlations between the observations within the same measuring

network covering the time from 1971 to 2000 in dependence of the distances. The two

different colors indicate the seasons. As expected the correlations to measurements in

small distances are higher and smaller with increasing distance. Up to a distance of about

100km the correlation is larger than 0.8. This investigation reflects the size of synoptic

phenomena at the mesoscales. The correlations are higher for the months October to

March where wind speed is more often dominated by large scale processes than for the

months April to September where the mean wind speed is smaller and local effects are

more important.
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Figure 5.3: Correlation between all observations in dependence of the distances to each other in the two
measuring networks from the DWD (left) and the KNMI (right) in 1971-2000.

Maximum wind speed and percentiles

The values for daily maximum wind speed and 50th, 90th, 95th and 99th percentiles of

daily mean and daily maximum wind speed for all observations are summarized in Table

5.2 and 5.3. For the period of 1971 to 2000 the values for the 95th percentile of the daily

mean wind speed of most of the observations are between 5.5 and 9.3 m/s. As expected,

due to the exposition directly at the coast line for List and IJmuiden 5 % of the daily mean

wind speeds are higher than 12.1 m/s and 13.1 m/s, respectively. In general the values for

the 95th and the 99th percentile of the hourly observations are 0.5 m/s to 1m/s and 1 m/s

to 2m/s higher as for the derived daily mean wind speeds (not shown).
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Table 5.2: Statistical values for the German and Dutch observations for daily maximum wind speed covering
the period of 1971 to 2000.

ID Name x̄0max σ0max x̄Oct−Mar
0max σOct−Mar

0max x̄Apr−Sep
0max σApr−Sep

0max

1529 Soltau 9.4 3.9 9.9 4.1 9.0 3.5
1402 List 15.0 5.3 15.4 5.6 14.6 5.2
1474 Bremen 11.1 4.5 11.6 4.7 10.6 4.0
1438 Schleswig 11.1 4.4 11.6 4.7 10.6 3.9
1444 Hohn 10.9 4.4 11.4 4.6 10.4 3.8
1497 Oldenburg 10.7 4.5 11.2 4.7 10.2 4.0
9007 Wittmundhafen 12.0 4.9 12.6 5.1 11.4 4.3
1730 Jagel 11.9 5.0 12.4 5.4 11.4 4.4
260 De Bilt 10.1 4.0 10.7 4.2 9.5 3.4
270 Leeuwarden 11.9 4.5 12.4 4.8 11.3 4.0
375 Volkel 10.2 4.0 10.6 4.2 9.6 3.6
350 Gilze-Rijen 10.8 4.2 11.2 4.4 10.3 3.6
225 IJmuiden 13.7 5.1 14.1 5.3 13.0 4.8

Table 5.3: The 50th, 90th, 95th and 99th percentile values for the German and Dutch observations for
daily mean and daily maximum wind speed covering the period of 1971 to 2000.

ID Name x̄p50

0
x̄p90

0
x̄p95

0
x̄p99

0
x̄p50

0max x̄p90

0max x̄p95

0max x̄p99

0max

1529 Soltau 2.7 4.7 5.5 6.9 8.8 14.7 16.7 21.5
1402 List 6.7 10.8 12.1 14.6 14.3 22.5 25.5 31.4
1474 Bremen 4.0 6.9 8.0 10.1 10.4 17.0 19.5 25.0
1438 Schleswig 3.5 6.0 6.9 8.7 10.4 17.0 19.4 24.9
1444 Hohn 3.7 6.9 8.1 10.4 10.3 16.7 19.0 23.8
1497 Oldenburg 3.5 6.1 7.0 8.9 9.9 16.6 19.1 24.4
9007 Wittmundhafen 4.3 8.0 9.2 11.8 11.3 18.5 21.1 26.7
1730 Jagel 4.4 8.0 9.3 12.1 11.3 18.5 21.6 26.8
260 De Bilt 3.0 5.3 6.1 7.7 9.3 15.4 17.5 21.6
270 Leeuwarden 4.6 7.9 9.2 11.5 11.3 18.0 20.6 25.0
375 Volkel 3.5 6.6 7.6 9.6 9.3 15.4 17.5 22.1
350 Gilze-Rijen 3.7 6.5 7.4 9.3 10.3 16.0 18.5 23.1
225 IJmuiden 6.8 11.7 13.1 15.6 12.7 20.9 23.0 28.3

Number of storm days and storm activity

The German Weather Service, DWD, defines a storm day as a day where the daily maxi-

mum 10-minutes-mean wind speed is equal or bigger than 8 Beaufort. The daily maximum

wind speed at the DWD stations has been provided by the DWD. For the KNMI stations

the daily maximum has been derived from the observed maximum hourly wind speed val-

ues.

According to this definition, the mean number of storm days per month at the KNMI sta-

tions and DWD stations in the time period 1971 to 2000 is calculated and shown in Figure

5.4. Due to its location, the highest number of storm days is counted in List (ID1402). At

this station in the summer months June to August between 5.5 and 6 storm days occur

per month in average within the 30 years; in the winter months the values are higher and
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12 to 13 storm days can be observed in months November to January (cf. Figure 5.4 upper

panel). The other German stations count a lower number of storm days during the year.

Schleswig (ID1438) and Hohn (ID1444) as two neighboring stations show similar results.

In the summer months (June, July and August) 0.7 to 1.2 storm days are counted; in

the late autumn and winter months November, December and January 3.5 to 5.8 storm

days occur in average. Although Jagel (ID1730) is located in between these two stations

the number of counted storm days is higher than these from Schleswig and Hohn. Here

1.6 to 1.8 storm days are counted in each of the summer months, in autumn and winter

months 5.7 to 7 storm days occur. A reason for the different numbers of storm days per

month in Jagel compared to Schleswig and Hohn can be differences in the stations near-by

surrounding.
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Figure 5.4: Number of stormdays in observations from DWD (upper panel) and observations from KNMI
measuring network (lower panel) for the time period 1971 to 2000.

The results are similar for the observations at the Dutch coast. As expected highest

values occur at the coastal station IJmuiden (ID225). During the summer months 1.7 to

2.5 storm days per month are counted, during November to January 5.7 to 7.6 storm days

occur. Anyway, the number of counted storm days in each month is smaller in IJmuiden

compared to List. In late autumn and winter months the values at IJmuiden (5.7 to 7.6)

are quite similar to those from Volkel (5.5 to 6.7). The observations at DeBilt (ID260),

with the values 0.2 to 0.4, show the smallest number of storm days during the summer

months. Based on this analysis, the highest storm activity can be defined as the period

October to March. Figure 5.5 shows the number of stormdays in each of the core storm
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months in individual years from 1971 to 2000 for the KNMI observation at Leeuwarden

(ID 270). The right panel is a lowpass filtered result from the original values from the left

panel using a filter of 3-years length. Loewe (2009) defines that the real core storm season

in each year lasts over three months. While until the beginning of 1980s the core period

was present mainly in November/December, its occurence moved towards January and

February by 1983 until at least the year 2000, the end of this analysis. The years between

1983 and 1995 are the time period with an especially high storm activity compared to the

periods before and afterwards. Similar like the NAO index the storm activity underlies

large quasi-cycled variances at an intra decadel base. The month wise 3-years filtered

storm activity (cf. Figure 5.5, right panel) filters out cycles smaller than 3 years and

enhances variability in the range of 6 to 9 year periods.
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Figure 5.5: Total storm frequency at Leeuwarden (ID 270) for the period of 1971 to 2000 from October to
March calculated in number of days. Months Oct, Nov and Dec refer to the previous year. Total number
of storm days per month (left panel) and number of storm days after applying a 3-year time-progressive
low-pass filter (right panel).
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The influence of the North Atlantic Oscillation (NAO) on the wind climate in

the North Sea

As already stated in Section 4 the prevailing western circulation at midlatitudes is impor-

tant for the European climate. It directs oceanic air masses inland over the continent. A

strong western circulation leads to mild and wet weather and strong winds over most of

Europe, especially in winter. In contrast, a weak or blocked western circulation causes

generally cold and dry winters and hot and dry summers. In this context the NAO index

determines the intensity of the western circulation in Europe. NAO is the large-scale fluc-

tuation in atmospheric pressure in the Atlantic ocean between the high-pressure system

near the Azores and the low pressure system near Iceland. The fluctuation in this pattern

leads to variations in the European climate, as already stated in Section 4.
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Figure 5.6: Total number of storm days per seasons at Bremen (ID1474) (dark blue bars) and the mean
NAO index (red and light blue bars for positive and negative values) from 1971 to 2000 for October to
March (ONDJFM) (left panel) and for December to March (DJFM) (right panel). Correlation coefficient
is calculated based on Pearson (1895).

The storm activity over the North Sea can be quantified by the state of the NAO. Figure

5.6 shows the total number of storm days per season at Bremen (ID 1474) and the mean

NAO index from 1971 to 2000 for October to March (ONDJFM) and for December to

March (DJFM). The calculated temporal correlation after Pearson (1895) is 0.54 for the

6-months-season and 0.74 for the shorter season. The higher correlation coefficient results

from the much stronger NAO-signal in this period of the year (cf. Appendix C). Based

on a weather classification derived from vorticity and a wind index for the North Sea,

Loewe (2009) distinguished between storm, heavy storm and very heavy storm. He got

similar results as in this study, but found a slightly higher correlation of about 0.7 for all

storms. In the present study the highest values for temporal correlation can be found for

Oldenburg (ID1497) and Leuwarden (ID270) with a value of 0.7.
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As expected, the storm activity and the NAO-index show a clear tendency to a high storm

frequency in combination with a positive phase of the NAO-index. This agreement can

especially be seen in long positive phases of the NAO 1989 - 1995. On the other hand

winter periods with low storm activity (and very low temperatures) go together with a

negative NAO - phase (1979, 1985-1987, 1996). The linear correlation is not stationary.

The calculation of a rolling correlation shows low correlation coefficients before 1973, a

very high correlation 1974 - 1989 (up to 0.89), and a weaker correlation after 1989 with

values of about 0.7 (Loewe (2009)).

NAO index

w
in

d 
sp

ee
d 

[m
/s

]

5

10

15

20

−2 −1 0 1 2

Counts

1

11

21

31

40

50

60

70

80

Figure 5.7: Hexagonial density of daily maximum wind speed depending on the daily NAO index in winter
season (Oct-Mar) at IJmuiden (ID225) in the time period of 1971 to 2000.

The Figures 5.7 and 5.8 combine the daily maximum wind speed and the daily NAO-index

in a so called hexbin-plot for the observation in IJmuiden (ID225). The plotting area is

devided into hexagonal bins. In each covering hexagon the number of events is counted.

While Figure 5.7 shows the results for the whole storm period October to March, Figure

5.8 shows the same but separated for the late autumn season (Oct to Dec) and late win-

ter/early spring season (Jan to Mar). The Figures support the hypothesis stated before

that high wind speeds occur more often on days with a positive NAO-phase.

Additionally the Figures 5.8 identify a stronger tendency to the positive NAO-phase in

the second half of the winter season (Jan-Mar), while in the first half of this season (Oct-

Dec) high wind speeds occur about the same in positive and negative NAO-phases. From

January to March the NAO-index has a clear positive phase since about 1982, while the

NAO-index for October to December does not show any longer or shorter positive (or

negative) phase (cf. Appendix C).
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Figure 5.8: Hexagonial density of daily maximum wind speed depending on the daily NAO index at
IJmuiden (ID225) in the time period of 1971 to 2000 for October to December (left panel) and January to
March (right panel).

5.3 Methods and Measures

For comparison between the RCM output and observation data, Winterfeldt and Weisse

(2009) interpolated simulated wind speeds from the RCM from the four grid points sur-

rounding the measurements location in a bilinear way. This procedure is common for grid

points over the ocean. In the present study wind speed at the coastline and over land is

analysed. In this case it is not useful to interpolate different grid point values since the

grid points contain a different fraction of land and sea and, according to this, may have

very different values for roughness length which strongly influence the calculated surface

wind speed.

In a first step, the grid cell from the regional climate model, as well as the ERA40 reana-

lysis, covering individual station was used for bias, standard deviation, root mean squared

error (RMSE), and quantiles assessment. To estimate a possible added value of using a

RCM for wind speed simulation than the reanalysis directly two skill scores are introduced.

Additionally these skill scores have been modified in a way to analyse the added value of

the RCM in relation to the ERA40 compared to observation data and the other way round

(see Equations 5.5 and 5.7).

In the second step, not only the covering grid cells, but also 8 surrounding grid cells in the

RCMs are taken into account for analysis and comparison. Due to the coarse resolution

of the ERA40 reanalysis data only the covering grid cells are used. The comparison of the

surrounding grid cells from the RCMs always refer to the data from the covering grid cell

in the reanalysis data.
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The ensemble mean has been calculated on the daily basis referring to the available

RCMs for both spatial resolutions. This results in 10 integrated RCMs for the two spatial

resolutions, 25km and 50km. The results from the ensemble mean are indicated by the

abbreviation ENSmean. The bias and the standard deviation are standard statistical

methods and are not described in further detail.

The other measures used are:

Pearson Correlation Coefficient

The correlation coefficient after Pearson Pearson (1895) is given by

Corr =
1

n − 1

n
∑

i=1

(xi − yi)
2 , (5.1)

where x is the simulated wind speed by a RCM and y the observation timeseries, both of

the same length n.

Root Mean Squared Error

The Root Mean Squared Error is a quite common measure for model skill and expresses re-

lation between the bias and the standard deviation of the differences between two datasets.

The RMSE is given by

RMSE =

√

√

√

√

1

n

n
∑

i=1

(xi − yi)
2 , (5.2)

where x is the simulated wind speed time series from a RCM and y the observation data,

both of the same length n.

Brier - Skill Score

The Brier Skill Score (BSS) is defined, e.g. von Storch and Zwiers (1999), by

BSS = 1 − σ2
F

σ2
R

, (5.3)

where σ2
F and σ2

R represent the error variances of the ”forecast“ F (the time series of

regionally modelled wind speeds) and the reference ”forecast“ R (the time series of ERA40

wind speeds). Since the error variances are computed relative to the same predictand, in

this case the respective time series of observed wind speeds within a certain time period,

the BSS is equivalent to
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BSS = 1 − RMSE2
F

RMSE2
R

, (5.4)

where the RMSE2
F and RMSE2

R are the mean squared errors of the ”forecast“ F and the

reference ”forecast“ R, respectively. By definition the Brier Skill Score can vary between

-∞ and +1. For the value 1 the forecast exactly matches the observations. Negative values

indicate a better performance of the reference, positive values indicate an added value of

the reference forecast in comparison to the reference.

Additionally in the present study, a modified BSS is introduced with a range of -1 to 1.

Values from -1 to 0 indicate an added value for wind speed taken directly from ERA40

compared to wind speed from RCM, values between 0 and 1 indicate an added value for

wind speed from RCM compared to the one from the reanalysis. ”0“ means both models,

the RCM and ERA40 are of about the same quality. None of the models is closer to the

observation than the other.

BSSmod =











1 − RMSE2

RCM

RMSE2

ERA40

forRMSERCM ≤ RMSEERA40

RMSE2

ERA40

RMSE2

RCM

− 1 forRMSEERA40 < RMSERCM ,
(5.5)

Perkins - Skill Score

This score adapted by Perkins et al. (2007) is a very simple measure to estimate the

relative similarity between simulated and observed Probability Density Functions (PDF).

In detail it allows a comparison of the coverage of two histograms (cf. Equation 5.6).

In each predefined bin of the probability distribution of the simulation Zmod and the

observation Zobs the smaller value is taken and accumulated over all bins n. As a result,

a value between 0 and 1 is calculated, where 1 indicates a perfect simulation compared

to the observations, a value close to 0 means that the PDFs from the simulation and the

observation almost do not overlap at all.

S =

n
∑

1

min(Zmod, Zobs) (5.6)

The Perkins Score has been modified similar to the BSSmod by calculating the difference

between the Skill Scores from the RCM SRCM and the ERA40 SERA40 to indicate a

possible added value of the RCMs according to Equation 5.7.
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PSSmod = SRCM − SERA40 (5.7)

The value -1 means a full agreement between the PDFs from ERA40 and the observations

and no similarity between the PDFs from the RCM and that ones from the observations.

The value 1 is the opposite and indicates the gained value when considering the RCM.

5.4 Near surface wind performance of the multi model ensemble

The daily mean wind speed and daily maximum wind speed provided by the regional

climate models and ERA40 (cf. Section 2.3) was compared to observations applying the

different skill scores described in the section before. As already stated the wind speed

from the observation covering grid cell in each RCM in the two spatial resolutions is used

for evaluation, but also the 8 surrounding grid cells in the models have been taken into

account. From ERA40 the provided wind speed only from the covering grid cell is used and

is the same in the plots independently from the two different spatial resolutions available

from the RCMs.

Bias

The mean annual bias in the daily wind speed derived from the model grid boxes and

the observations shows a range of -2.8 m/s to +3m/s with the tendency to more cases

of overestimation can be observed(cf. Figure 5.9). For the observation data at Soltau

(ID1529), Hohn (ID1444), Schleswig (ID1438) and Oldenburg (ID1497) almost every model

overestimates the surface wind speed (-0.5 to 2.5 m/s). At Hohn (cf. Table 5.1, mean:

4.1 m/s, std: 2.1 m/s) the mean annual bias with values of -0.5 to 2 m/s, is within the

observed standard deviation. In comparison for the stations Jagel (ID1730) and Bremen

(ID1474) (mean: 4.8 m/s and 4.3 m/s, std: 2.3 m/s and 1.9 m/s, respectively) the bias of

the RCMs is smaller (between -1.2 and 1 m/s) and within the standard deviation of the

station data. The wind speeds are in general overestimated by the regional climate models

PROMES (UCLM) and HadCM (HC). The bias of the ERA40 data is in the range of -1.5

to 1.5 m/s. The mean annual bias of the RCM ensemble mean is quite small and for the

most of the cases smaller than the bias in the ERA40 data.

The results for the two spatial resolutions are mostly very similar. The RCMs in the higher

resolution often show reduced values for the mean annual bias compared to the coarser
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Figure 5.9: Mean annual bias of simulated wind speed by regional climate models at certain locations in
the DWD network (upper row) and KNMI network (lower row) for the two different spatial resolutions
50km (left column) and 25km (right column) within the time period 1971–2000.

resolution. For example, for List (ID1402) the negative mean annual bias can be reduced

with increased model resolution. While in the coarser resolution the models underestimate

the observed wind speed over the whole year, in the results from the 25 km simulations

the underestimation can be seen only in summer. In contrast in winter the models mainly

overestimate the wind speed at this location.

In both resolutions, 50 km and 25 km, for most of the cases the mean annual bias (0.5 –

2.5 m/s) is within the standard deviation of the observations. Exceptions are from the

RCM perspective the simulations with the Headley Center model (HC-Q0, HC-Q3 and

HC-Q16), and from the observational perspective Soltau (ID1529), where for some RCMs,

the mean annual bias is out of the range of the observed standard deviation.

All results have been tested for statistical significance, which mainly the smaller biases

failed. Plotted are all results with respect to identify certain behavior of individual mod-

els at all locations or an individual observation where most of the RCMs show the same

tendency.

Generally, there is a seasonal cycle in both, in the mean annual cycle the same as in the

counted cases where the bias is within the range of the observed standard deviation. The

bias is lowest in March with an relative error of -30 % to +50 % compared to the observed

monthly wind speed. While in March and April the models slightly underestimate the

observed wind speed, from Mai onwards a slight overestimation can be detected. This

overestimation increases within the following months and is highest from the end of August

until the beginning of November with values of up to +100 %. From November onwards

the bias is getting smaller again.
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Figure 5.10: Mean annual bias of simulated wind speed by regional climate models at certain locations
in the DWD network (upper row) and KNMI network (lower row) for the covering grid box and the
8 surrounding grid boxes for the two different spatial resolutions 50km (left column) and 25km (right
column) within the time period 1971-2000.

The results for the bias calculation of the 8 surrounding grid boxes are shown in Figure

5.10 and support the choice of using the station covering grid cell from the models for

wind speed evaluation. The simulated wind speed in the neighboring grid cells show a

higher bias than this one from the covering grid cell. Additionally, for the coastal stations

and near coastal stations like, for example, List (ID1402) and IJmuiden (ID225) but also

Wittmundhafen (ID9007) and Leeuwarden (ID270) the bias in the neighboring grid cells

clearly reflects the land-see-distribution in each RCM (cf. Figures 5.10 and 5.27). Due

to the higher spatial resolution and the smaller represented area the results for the bias

among the nine grid boxes is more homogeneous in the 25 km than in the 50 km simula-

tions. Although the model CLM applied at the HZG (former GKSS) is using the spectral

nudging approach, the results for the bias are in the same range as for the other regional

climate models.

Annual cycle

The calculated annual cycle of observed and simulated monthly mean wind speeds (cf.

Figure 5.11) reflect the results for the bias analysed in the section before. The models are

able to reproduce the observed annual cycle. Some models even show the slight increase

of mean wind speed in March compare to February. Only at List (ID1402) especially the

RCMs in the higher resolution overestimate the magnitude of the annual cycle.
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Figure 5.11: Mean annual cycle of the observed (red line) and simulated wind speeds by ERA40 (blue
line), the individual regional climate models in 50km (solid grey lines) and 25km (dashed grey lines) spatial
resolution and the corresponding ensemble means (black solid and dashed lines) at IJmuiden (ID225), List
(ID1402), De Bilt (ID260) and Soltau (ID1529) within the time period 1971-2000.

Standard deviation

Figure 5.12 shows the values for the normalized standard deviation of the simulated wind

speed at certain locations.The model data is normalized to the observed standard devia-

tion (STD).The differences in the STD are small and in most of the cases the STD of the

observations is represented by the models. At some locations like e.g. Soltau (ID1529)

and DeBilt (ID260) the STDs is overestimated by about 50%, at IJmuiden (ID225) an

underestimation of the variability by the models of about 50% can be observed. There is

a small annual cycle in the normalised STD (not shown). In the winter months there is

almost no difference between the observed and the simulated STD, in the summer months

the differences are slightly bigger. This fact can be addressed to the generally small vari-

ability in surface wind speed and, compared to the winter months, the more important

local effects during the summer months. In summer months the STD is underestimated

by the ensemble mean by 50%.

dummy dummy dummy dummy white bunny dummy dummy dummy dummy white bunny
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Figure 5.12: Normalized standard deviation of the simulated wind speed by the regional climate models at
certain locations in the DWD network (upper row) and KNMI network (lower row) for the two different
spatial resolutions 50km (left column) and 25km (right column) within the time period 1971-2000.

Temporal correlation

The calculated correlation for the time period 1971-2000 between the simulated and ob-

served wind speeds is in general low with values between 0 and < 0.9 (cf. Figure 5.13).

The model results for the months December and January are with values of 0.7 - 0.95

higher correlated with the observations than for June until August, where in most cases

the correlation is smaller than 0.5.
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Figure 5.13: Correlation between simulated wind speed by the different regional climate models and ob-
served wind speed at a certain location in the DWD network (upper row) and KNMI network (lower row)
for the two different spatial resolutions 50km (left column) and 25km (right column) within the time period
1971-2000.

One exception is the regional climate model CLM applied by the HZG (former GKSS).

As already stated, the model uses the spectral nudging approach described by von Storch
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et al. (2000). Although the nudging is relatively weak and only applied to the large waves

in the middle and higher atmosphere it positively effects the simulation of surface wind

speed. The values for correlation are most of the time higher than 0.8 and reach 0.95.

Compared to the other RCMs, for this model simulation the annual cycle in the correlation

is very small (not shown).

In contrast, the values for the correlation for the regional climate models UCLM, CNRM

and the HC runs are very low for the whole year. The RCM ensemble mean is higher

correlated with the observations than each individual model (except the HZG (GKSS)

model). Especially during the winter months the values are quite high and in the range of

0.8 to 0.9. The wind speed provided by ERA40 is highly correlated with the observations

over the whole year with values between 0.75 and 0.95. It should be taken into account

that data of several observations have been assimilated into the reanalysis simulation,

but not very regularly, with large deviations in the assimilation frequency. However, the

correlation in ERA40 is also high, e.g., for Schleswig (ID1438) and IJmuiden (ID225),

although these observations have not been used for assimilation.

Root Mean Squared Error

The root mean squared error combines the results from bias and correlation (cf. Equation

5.2) and should therefore reflect the results shown before.

50 km 25 km m\s

st
at

io
ns

 n
um

be
r

C
4I

C
H

M
I

G
K

S
S

K
N

M
I

U
C

LM

C
N

R
M E
C

H
C

−
Q

0

H
C

−
Q

3

H
C

−
Q

16

M
E

T
N

O

D
M

I

M
P

I

E
T

H
Z

S
M

H
I

E
N

S
m

ea
n

E
R

A
40

1529
1402
1474
1438
1444
1497
9007
1730

st
at

io
ns

 n
um

be
r

C
4I

C
H

M
I

G
K

S
S

K
N

M
I

U
C

LM

C
N

R
M E
C

H
C

−
Q

0

H
C

−
Q

3

H
C

−
Q

16

M
E

T
N

O

D
M

I

M
P

I

E
T

H
Z

S
M

H
I

E
N

S
m

ea
n

E
R

A
40

1529
1402
1474
1438
1444
1497
9007
1730

1

1.5

2

2.5

3

3.5

st
at

io
ns

 n
um

be
r

C
4I

C
H

M
I

G
K

S
S

K
N

M
I

U
C

LM

C
N

R
M E
C

H
C

−
Q

0

H
C

−
Q

3

H
C

−
Q

16

M
E

T
N

O

D
M

I

M
P

I

E
T

H
Z

S
M

H
I

E
N

S
m

ea
n

E
R

A
40

260
270
375
350
225

st
at

io
ns

 n
um

be
r

C
4I

C
H

M
I

G
K

S
S

K
N

M
I

U
C

LM

C
N

R
M E
C

H
C

−
Q

0

H
C

−
Q

3

H
C

−
Q

16

M
E

T
N

O

D
M

I

M
P

I

E
T

H
Z

S
M

H
I

E
N

S
m

ea
n

E
R

A
40

260
270
375
350
225

Figure 5.14: RMSE of simulated wind speed by the regional climate models at a certain location in the
DWD network (upper row) and KNMI network (lower row) for the two different spatial resolutions 50km
(left column) and 25km (right column) within the time period 1971-2000.

As shown in Figure 5.14 the range of values for the RMSE is between 0 m/s and > 3.5 m/s,

thereby for most of the RCMs it is between 1.5 m/s and 2.5 m/s. The largest RMSE

is reached by CNRM model ALADIN, where low values for the correlation have been
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observed. According to the higher values for biases at List (ID1402) and IJmuiden (ID225)

also the RMSE is high for all RCMs (cf. Figure 5.14). As it has been seen in the results

for the correlation again the GKSS model CLM, the ensemble mean and the ERA40 have

lower values for the RMSE (<2 m/s and in some cases even <1 m/s, excepting IJmuiden).

In the annual cycle of the RMSE, smaller values for the summer compared to the winter

months can be identified (not shown).

Brier Skill Score (modified)

Figure 5.15 shows the modified Brier Skill Score with specifications of the BSS (cf. Equa-

tions 5.4 and 5.5) within the time period 1971-2000. Analysis of BSSmod as the combi-

nation of each RCM’s RMSE and this one from ERA40 show no clear added value for

the regional climate models. For the locations Hohn (ID1444), Schleswig (ID1438) and

IJmuiden (ID225) an added value for the regional climate models applied by the C4I,

CHMI, KNMI, METNO, DMI, MPI, ETHZ, SMHI but also the ensemble mean can be

observed.
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Figure 5.15: Modified Brier Skill Score at certain locations in the DWD network (upper row) and KNMI
network (lower row) for the two different spatial resolutions 50km (left column) and 25km (right column)
within the time period 1971-2000. (cf. Equation 5.5)

Although Hohn and Schleswig are located very close to Jagel (ID1730) (cf. Figure 2.2) the

results are very different. The observed wind speed at Jagel is well represented in ERA40

as well as in the RCMs. No added value for any of the RCMs can be observed. Unlike in

the case of Jagel, the observed wind data from Schleswig is not assimilated and the bias in

ERA40 is higher than for the RCMs. At this station most of the RCMs show a very robust

sign for an added value. Additionally, for the coastal station IJmuiden (ID225) an added

value can be seen for some models, but not for List (ID1402). Whether an observation
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is close to the coastline or not gives not a clear answer about the behavior according to

the BSS. The fact of using spectral nudging approach or not is remarkable and is again

dominant in the results. The CLM applied by GKSS including a spectral nudging is able

to give an added value compared to ERA40 for most of the locations. This added value

is dominated by the good model performance from late summer months until the end of

spring (not shown).

Percentiles

Figure 5.16 shows the differences in percentiles calculated as the bias between the per-

centiles derived from the simulated and the observed wind speed at four selected locations.

Positive values indicate an overestimation of wind speed percentiles by the models, nega-

tive values indicate an underestimation. Note that the very low and very high percentiles

(1%, 2%, 5% and 95%, 98%, 99%) are of special interest, due to their relation to extremes,

and have been therefore added to the plots. The larger the distance between the inland

stations and the coastline, the larger is the overestimation of the modeled wind speed

percentiles compared to the observations (cf. Soltau in Figure 5.16).
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Figure 5.16: Bias in percentiles as the difference of percentiles derived from simulated wind speeds by
ERA40 (blue), the individual RCMs (grey) and the RCM ensemble mean (black) for the two spatial
resolutions 50km (filled circle) and 25km (open circle) at IJmuiden (ID225), List (ID1402), De Bilt (ID260)
and Soltau (ID1529) within the time period 1971-2000.
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At IJmuiden all models for both spatial resolutions underestimate all percentile values by

0 to 7 m/s. The observed percentiles at List (ID1402), the second station located very

close to the coastline are partly underestimated by the models. While the lower per-

centiles are underestimated by the models in both spatial resolutions, the medium and

higher percentiles are mainly overestimated by the models in the 25km resolution and

underestimated in the coarser resolution of 50km. Only the RCMs from C4I and SMHI

are underestimating all percentile values at List in the 25km resolution. While ERA40 is

underestimating all percentile values at this station, the RCM ensemble mean at 25 km

spatial resolution almost perfectly fits the observed wind speed percentiles for List.

It can be stated that at 6 out of the 13 locations the RCM ensemble mean at 25 km resolu-

tion is often closer to the observed percentiles than ERA40. Two of these stations are List

and IJmuiden. Hence in the case of percentiles there is a clear added value for the higher

resolved ensemble mean compared to ERA40. But also among the model resolutions, the

higher resolution leads at most of the locations to better results in percentiles performance.

At 10 locations out of the 13 the RCM ensemble mean at 25 km is performing better than

the coarser resolved ensemble mean. At the other three locations the results for both

resolutions are very similar.
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Figure 5.17: Modified Perkins Skill Score at certain locations in the DWD network (upper row) and KNMI
network (lower row) for the two different spatial resolutions 50 km (left column) and 25 km (right column)
within the time period 1971-2000. (cf. Equation 5.7)

Perkins Skill Score and Probability Distribution

By comparison of the similarity of the observed and the simulated wind speed distributions

the Perkins Skill Score is another measure to investigate a possible added value of the
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use of regional climate models compared to the forcing reanalysis data from ERA40 (cf.

Equations 5.6 and 5.7). The results of the 50km simulation do not show a clear pattern for

a certain station or a certain RCM (cf. Figure 5.17). Compared to the analysis of the Brier

Skill Score the results for the Perkins Skill Score show more cases for an added value of the

regional climate models. In general the Perkins Skill Score of the RCMs is compared to

the one from ERA40 smaller for the inland observations far from the coast like e.g. Soltau

(ID1529). For the distribution, the use of spectral nudging does not seem to be important.

The results for the CLM simulation performed by the GKSS are not different from other

RCM simulations. In the 25 km simulations the distributions in almost all RCMs are much

closer to the observation at Hohn (ID1444), Schleswig (ID1438) and Jagel (ID1730) than

the ERA40 data, especially in winter (not shown). In summer the simulated wind speeds

from the RCMs are closer to the observations at List (ID1402) and IJumiden (ID225).
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Figure 5.18: Histograms indicating the distribution of daily observed and simulated wind speed at IJmuiden
(ID225), List (ID1402), De Bilt (ID260) and Soltau (ID1529) within the time period 1971-2000.

Figure 5.18 gives four examples for the observed and simulated distributions of surface

wind speed at IJmuiden (ID225), List (ID1402), DeBilt (ID260) and Soltau (ID1529) for

the time period 1971-2000. Among the RCMs, the variability of the daily wind speed
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distribution is high. DeBilt and Soltau, both inland stations, show very similar results.

At these stations, all models, ERA40 the same as the RCMs, underestimate the occurrence

of wind events of low wind speeds and overestimate the number of high wind speed events.

ERA40 underestimates the wind speed in the medium range of 3 to 4 m/s, while some

of the RCMs and especially the ensemble means can reach this peak in the wind speed

distribution, although, with a small shift to higher wind speed values.

The distributions of measured wind speeds at IJmuiden and List are very similar and

cover a wide range of wind speed values. While the results for the inland stations for

the simulated wind speed are quite similar, at this two coastal stations the results from

the RCMs and ERA40 differ. At IJmuiden, none of the models, ERA40 the same as the

regional climate models, is able to reproduce the observed distribution. In contrast to the

results for the inland stations the models overestimate the occurrence of low wind speed

events and underestimate the high wind speed events. Anyway the RCMs are closer to the

measured distribution than ERA40. At List the results are slightly different. Most of the

RCMs at 50km underestimate the high wind speed events, but most of the results at the

25km resolution overestimate the measured number of events. A clear difference is visible

among the results from the 50 km and 25 km simulations. This finding covers the results

in the subsection before, where percentile values at different locations are analysed.

Taylor diagramms

While the Figures 5.12, 5.13 and 5.14 show the results for normalized standard deviation,

correlation and root mean squared error as an overview of all observations compared

to model results, the Taylor diagrams (Taylor (2001)) in Figure 5.19 combine the three

parameters for selected locations. In this way it is possible to identify an added value

either using regional climate models instead of direct use of model results from reanalysis

data or simulating wind speed in coarse or higher spatial resolution (50 km vs. 25 km)

depending on certain location.

Figure 5.19 gives four examples for analysed wind speed time series inTaylor diagrams. Due

to the highest values for correlation the regional climate model CLM applied at GKSS and

ERA40 data perform best at all stations. The ensemble mean can also reach correlations

around 0.8 at all sites, where the results for the individual RCMs show lower values for

correlation. An added value of the higher spatially resolved data of 25 km compared

to 50 km can be identified for the MPI regional climate model REMO at all measuring

sites. An increased correlation in the 25 km simulations can also be seen, but with smaller

extend in the results from regional climate models from the DMI, CHMI and UCLM. For

the models from KNMI and CNRM the values for correlation are constantly smaller for
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the 25km simulation compared to 50km. In these cases no added value can be identified.

The results from the HC are very similar, independent from the spatial resolution but also

in the sensitivity factor (Q0, Q3 and Q16).
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Figure 5.19: Taylor diagram for daily mean wind speeds at IJmuiden (ID225), List (ID1402), De Bilt
(ID260) and Soltau (ID1529) within the time period 1971-2000 for the two different spatial resolutions
50km (filled circle) and 25km (open circle).

Daily maximum wind speed

Regional climate models are able to calculate the maximum wind speed for a predefined

time period. Differences in the results can be seen if the models apply a wind gust pa-

rameterisation. For all models daily maximum wind speed is available, but for 5 out of

the 15 models also daily maximum wind speed including gust is offered. A comparison to

ERA40 is not possible, as this parameter is not available from the reanalysis.
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Figure 5.20: Histograms indicating the distribution of daily observed and simulated maximum wind speed
(incl. gusts) at IJmuiden (ID225), List (ID1402), De Bilt (ID260) and Soltau (ID1529) within the time
period 1971-2000.

The observed mean annual maximum wind speed distributions at all stations cover a wide

range of values. The models are able to reproduce the observed maximum wind speed

distribution, in dependence of the stations location and whether the gust parameterisa-

tion was included or not. The results from simulated maximum wind speed without gusts

have been compared to the observations according to mean values, probability distribu-

tion and percentiles. The models are not able to capture the range nor distribution of the

observations and are not further investigated, only the model results including wind gust

parameterisation fit the observations well and are investigated in the following.

Figure 5.20 shows the results of the daily maximum wind speeds observed and simulated

by the models including gusts. At IJmuiden and List all models overestimate the mean

annual maximum wind speed probability in lower wind speed conditions (< 12m/s) and

underestimate the higher values. The simulation results being closest to the distribution

of the observations are the ones from REMO (MPI) and RCA3 (C4I). In general, both

models simulate slightly higher values for maximum wind speeds as the other models. In

consequence both models overestimate the mean annual maximum wind speed at the land
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stations like DeBilt and Soltau (cf. Figure 5.20, lower panels). This fact can also be seen

in the results for the bias in percentile values shown in Figure 5.21. The models underes-

timate the percentile values up to -5 and -8 m/s compared to the observed values for the

coastal stations. The bias is smaller at inland locations due to the generally lower values

for maximum wind speed. At these locations the models capture the observed values very

well. REMO and RCA3 perform best for the coastal stations, while CLM (ETHZ) per-

forms best for inland stations showing constant small biases over all percentiles.
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Figure 5.21: Bias in percentiles as the difference of percentiles derived from simulated daily maximum wind
speed (incl. gusts) by the RCMs for the two different spatial resolutions 50km (filled circle) and 25km
(open circle) at IJmuiden (ID225), List (ID1402), De Bilt (ID260) and Soltau (ID1529) within the time
period 1971-2000.

The correlation between observations and the simulated daily maximum wind speeds is

represented in the range of 0.6 and 0.8. The standard deviation indicating the temporal

variability of daily maximum wind speeds is well captured by the regional climate models.

REMO and RCA3 (from C4I) have a smaller variability than observed, whereas KNMI’S

model RACMO overestimates the variability constantly. For the REMO simulations at

25km spatial resolution for all stations the values for correlation are constantly higher

compared to the results from the 50km simulation (not shown).



5 REPRESENTATION OF SURFACE WIND SPEED IN THE MULTI MODEL ENSEMBLE 75

5.5 Regime-dependent validation of simulated surface wind speeds

From the regional climate models introduced in Section 2.3 only wind speed data is avail-

able but no information on the prevailing direction of the wind per day. With respect to

this deficit, weather regime classifications carried out for Europe and the North Sea have

been tested in Chapter 4 to close this gap and provide a directional component to the

given daily wind speed information. The classification after Jenkinson and Collison (1977)

carried out in the present work with special focus on the North Sea fits the requirements

in describing best the synoptic situation per day (cf. Section 4.3).

The investigations from the previous Section 5.4 are repeated, but dependending on the

direction of the wind. It should be tested, whether the models are able to reproduce the

wind climate dependent on the daily leading weather regime. The analysis in this section

is based on those days, where for all RCMs and ERA40 the same regime is set (cf. Table

4.5). The whole analysis has been made for all simulations on both spatial resolutions,

50 km and 25 km. Shown are only the results for the 25 km simulations.

In a last step, the simulations from the model CLM are selected, as these runs performed

best in both spatial resolutions and to increase the robustness of the results by using a

higher number of agreed days per regime.

Bias

While Figure 5.9 shows the mean bias per RCM and for ERA40 compared to different

observation data for the 30-year time period 1971 – 2000, Figure 5.22 shows the same

but for the 25 km simulations only and dependending on the leading weather regime for

summer and winter at four locations. With respect to the robustness and to avoid miss-

interpretation, the results for the regimes SE, E, NE and UNC in summer and N, NE, E

and UNC in winter are blanked out, as the number of days within the individual season,

where all models show the same regime, is below the statistically critical number of 30 (cf.

Table 4.5).

Basically, the results for bias reflect the findings in the previous section. The aim of

the regime dependent validation is to identify regimes, where most of the RCMs show a

different result compared to other regimes. Looking at all panels in Figure 5.22, none of

the regimes stands out from the crowd at all locations the same. Only for the German

locations the RCMs and partly ERA40 show a slightly more positive bias for wind speeds

from south-western (SW) wind direction. For the observations in the Netherlands none

regime occurs to be special in the bias results. Additionally, at the individual locations,

there are regimes at which most of the RCMs behave the same but differently from other

regime conditions. At e.g. List (ID1402) in the 25 km simulations, the regime W and SW
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in both seasons, summer and winter, show higher overestimation as other regimes. The

wind speed is more overestimated for the regimes C and SW at the stations Schleswig

(ID1438), Hohn (ID1444) and Oldenburg (ID1497). At Volkel (ID375) and at De Bilt

(ID260) the RCMs and ERA40 show an overestimation of up to 60% for the regime NW

in both seasons.
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Figure 5.22: Mean seasonal bias per weather regime between simulated wind speed by the regional climate
models at 25 km spatial resolution and the observations at the locations IJmuiden (ID225), List (ID1402),
De Bilt (ID260) and Soltau (ID1529) within the time period 1971–2000.

Standard deviation

Figure 5.23 shows the differences in the standard deviations (normalized to the observa-

tions) between the regional climate model results and the observations at the four locations

IJmuiden (ID225), List (ID1402), De Bilt (ID260) and Soltau (ID1529). The RCMs, the

same as ERA40, over- and underestimate the observed values by approximately +/- 80 %.

Similar to the results for the bias, one regime shows the highest overestimation for all

locations the same. While in the bias the wind speed from south-western direction (SW)

and during cyclonale (C) conditions was highest, in the standard deviation only the regime
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C points out. For the Dutch locations, the regime C does not play a special role. Instead,

at De Bilt and Volkel all models overestimate the standard deviation by 25 % to 80 % for

the regime NW, while the standard deviation during all other leading regimes is smaller

and between +/- 30 %. At IJmuiden during summer and SW the standard deviation is

slighlty higher underestimated compared to other regimes.
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Figure 5.23: Differences in the normalized standard deviation per weather regime between simulated wind
speed by the regional climate models at 25 km spatial resolution and the observations at the locations
IJmuiden (ID225), List (ID1402), De Bilt (ID260) and Soltau (ID1529) within the time period 1971–2000.

Perkins skill score

The added value concerning the RCMs ability to reproduce the observed wind speed

distribution in comparison to ERA40 is shown for different locations in Figure 5.24. The

Perkins skill score defined by the Equations 5.6 is modified (cf. Equation 5.7) in the way,

that positive values indicate the RCMs added value, negative numbers demonstrate the

better agreement of ERA40 with the observed distribution per regime. In Figure 5.17
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the Perkins Skill score was already presented for all RCMs at the different locations, but

independent from prevailing wind direction. There, the location Ijmuiden (ID225) stands

out from the other locations in the way, that most of the RCMs covered the observed wind

speed distributions better than ERA40. In Figure 5.24, the RCMs show an added value

for the regimes A, C, NW and S in summer and for S and SE in winter, at this location.
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Figure 5.24: Perkins skill score per weather regime between simulated wind speed by the regional climate
models at 25 km spatial resolution and the observations at the locations IJmuiden (ID225), List (ID1402),
De Bilt (ID260) and Soltau (ID1529) within the time period 1971–2000.

At most of the locations, the RCMs show an added value for the regime A, where the

wind direction is diverse. In contrast, for the regimes NW, W and SW for most of the

locations ERA40 covers the observed distribution better than the RCMs and the Perkins

Skill score is negative. At the locations Schleswig (ID1438), Hohn (ID1444) and Jagel

(ID1730) the RCMs show for most of the regimes a positive Perkins score in both seasons

(not shown). The RCMs can not add value for most of the leading wind directions at

the locations Soltau (ID1529), De Bilt (ID260), Wittmundhafen (ID9007) and Oldenburg

(ID1497) (not shown).
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Increase of robustness of the previous results

In the previous investigation some of the regimes have been identified, in which the RCMs

behave in the same way but differently compared to other regimes and independent from

the location. Anyway, there is no information for the blanked out regimes due to too few

cases per season. To increase the number of analysable days per regime and include in this

way the missing regimes, from the results from Section 5.4 the most promising simulations

have been chosen. With respect to institutional interest it has been reduced to the CLM

simulations. For these three simulations, two for the 50 km spatial resolution and one

for 25 km, the total number of days, where these simulations and ERA40 show the same

regime in the period 1971 – 2000, have been identified and are listed for different seasons

in Table 5.4. The number of agreeing days is very different among the regimes and within

a season. In this way, a number below the accepted 30 cases was found only for the very

short 3-month-seasons October to December (OND) and January to March (JFM) and

both for NE. The seasons have been defined according to the mean wind conditions in

the North Sea (cf. Section 5.2) and the analysis of the NAO and NAO index in Section

5.2 and Appendix C. The following investigations have been carried out for all different

seasons and periods.

Table 5.4: Total number of days per regime (11 classes) indicated in ERA40 (black) and number of days,
where GKSS-CLM and ETHZ-CLM in both resolutions and ERA40 show the same regime (coloured) in
the period of 1971-2000. Red indicates values, where the number of cases is too small for statistics; Green,
where the number of cases is sufficient.

regime ERA40 ident ERA40 ident ERA40 ident ERA40 ident ERA40 ident
ONDJFM ONDJFM AMJJAS AMJJAS OND OND JFM JFM DJFM DJFM

N 479 283 179 126 122 63 95 63 166 82
NE 226 107 76 42 46 16 34 26 82 31
E 180 128 158 112 93 30 53 82 186 94
SE 180 122 277 204 178 100 136 104 274 131
S 306 222 486 365 322 183 242 182 410 237
SW 501 385 815 688 555 367 430 321 640 446
W 626 468 929 789 602 401 481 388 770 542
NW 587 401 447 328 303 170 237 158 421 229
C 842 515 739 496 550 277 393 219 632 312
A 1331 987 1304 1006 870 500 630 506 1214 686
UNC 232 33 58 5 39 3 29 2 55 2

In a first step the bias and the standard deviation have been calculated according to the

method in the previous section, but reduced to the three RCM simulations and using of

more days per regime, as described before. Five locations have been selected, indicat-

ing very interesting results with diverse values per regime. Figure 5.25 shows the mean
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bias between the simulated wind speed from the RCMs and ERA40 and the observation

data at Heligoland (ID1040), Bremerhaven (ID1468), Jagel (ID1730), Leeuwarden (ID270)

and De Bilt (ID260) for the season December to March within the time period 1971 – 1983.
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Figure 5.25: Mean seasonal bias [m/s] per weather regime of simulated wind speed by the regional climate
models at the locations Heligoland (ID1040), Bremerhaven (ID1468), Jagel (ID1730), Leeuwarden (ID270)
and De Bilt (ID260) during December to March within the time period 1971–1983.

Heligoland (ID1040)

Heligoland consists of two islands about 46 km off the German coast, with sizes of 1 km2

and 0.7 km2. The main island consists of the ”Upper Land” and the ”Lower Land”. Most

of the houses and the harbour are located in the Lower Land. The Upper Land is a

plateau with a height of 61 m above the sea level at its highest point. The wind speed

observation is located in the Lower Land. Lindenberg et al. (2012) focused in their study

on Heligoland and investigated the influence of the changes in the measuring location, as

the site was moved at the end of 1989 from the Lower Land to a mole further away from

the influencing island. The change of the location is the reason, why this observation data

is only used for the short time period 1971 – 1983.

The covering grid cell in the RCMs define this location as water, with an elevation of 0 m,

and a surface roughness defined for open ocean. The results for the regime dependent

wind speed evaluation in Figure 5.25 show differences depending on the wind direction.

The RCMs show a general overestimation of the wind speed, which results from the low
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roughness length and the fact, that the island does not exist in the models. ERA40 un-

derestimates the observed wind speed, which should not be analysed here. Additionally,

the RCMs show a larger overestimation for the wind speed from the Northwestern, North-

ern and Northeastern direction. This can easily be associated with the location of the

Upper Land and the second smaller island in relation to the observation site. The Upper

Land has a shadowing effect on the observation site for wind speed from the NW direc-

tions, the Lower Land from the North and the smaller island from the Northeast directions.

Bremerhaven (ID1468)

The results for the mean bias in Bremerhaven (cf. Figure 5.25) can also been traced back

to the station’s surrounding. The measuring site is located in the harbour at the eastern

side of the river Weser, west of the city in an urban area. Hence, the wind speed measure-

ment is disturbed by urban areas from almost all sides, except from the Northwestern and

Western wind direction, where the wind only comes from the water. The higher observed

wind speed from the Northwestern direction can not be captured by the models, as there

is no differentiation of these structures around the station in the models.

Jagel (ID1730)

The location of the station in Jagel is a very flat area on the site of a big military airport.

There are two in an acute angle crossing runways. The main runway is in the direction

SW-NE, the second runway in about WSW-NNE direction. The RCMs fit the observed

wind speed values very well with a bias between -1.2 m/s and 1.3 m/s. Similar to the results

for Bremerhaven some regimes stand out by collective overestimation or underestimation

of the observed wind speed. The analysis for the wind roses at this station in relation to

the leading weather regime showed the documented slight turn to the south. In this way

the main wind direction at the measuring site is West-South-West for the regime ”W” and

for the regime ”NW” the wind comes from West-North-West. The models underestimate

the observed mainly undisturbed wind speed from western and south-western directions.

Leeuwarden (ID270)

Similar to Jagel the measuring site in Leeuwarden is located on the site of an airport

North-East of the city. The RCMs capture the observed wind speed in the direction of the

runway, which is SW-NE. Due to continuous structures in the North and Northwest of the

airport area the wind speed at the measuring site is reduced and therefore overestimated

by the regional climate models.
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De Bilt (ID260)

The RCMs overestimate the observed wind speeds at De Bilt. The station is located within

a very urban area on the roof top of a building at a hight of 20 m above the ground. For

this investigation the wind speed has been interpolated to the constant height of 10 m, as

described in Section 2.1. Anyway the measurement is slightly disturbed by a radar tower

and turbulences due to the building and high trees, nearby. As for the other examples

given before, the RCMs do not capture the very specific characteristics of the environment

of the station.

General remarks

The results for the regime depending standard deviation and Perkins-Skill-Score analysis

show the same reflection of the station’s surrounding as the findings in the bias, and are,

therefore, not shown.

5.6 Discussion and summary

In this study the performance of regional climate models in describing the surface wind

speed at the German and Dutch coastal area in comparison to observations is evaluated.

These observations have been provided by the German weather service (DWD) and the me-

teorological Service from the Netherlands (KNMI). The observed data is available hourly

for mean wind speed and hourly or daily for maximum wind speed. The data was taken

in different measuring heights and corrected to a reference height of 10 m above ground by

applying a logarithmic approach. The investigated regional climate model ensemble was

developed in the ENSEMBLES framework. Daily surface wind speed, daily maximum

wind speed without gusts and, from a reduced number of models, also daily maximum

wind speed including gusts is available for the time period of 1961 – 2000. (cf. Chapter 2)

The mean wind conditions in the coastal area of the southern North Sea and the German

Bight have been investigated based on the observation data. Mean annual values and the

variability for daily wind speed, the seasonal cycle, but also the main wind directions in

each month of the year and the influence of the NAO have been analysed.

Several measures and skill scores were applied to analyse the RCMs performance compared

to the driving field and to evaluate accuracy gain by including higher spatial resolution of

the models. Figure 5.26 summarises the findings for the RCM ensemble mean. The inves-

tigations show the ensemble mean being closer to the observed values than the individual

RCMs. The results are categorised in three qualities – ”good”, ”fair” and ”poor” – based on

the definitions made by the author presented in Table 5.5. The presentation of the results
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Table 5.5: From results for different skill scores to qualities.

QUALITIES

SKILL SCORES ”good” ”fair” ”poor”

bias [%] < | ±10 | ≥| ±10 | – ≤| ±25 | > | ±25 |

standard deviation[-] 0.75 – 1.25 0.5 – 0.75; 1.25 – 2 < 0.5; >2

correlation [-] >0.8 0.7 – 0.8 <0.7

Brier skill score [-] >0.25 -0.25 – 0.25 < -0.25

Perkins skill score [-] >0 -0.1 – 0 < -0.1

percentiles (mean) [m/s] < | ±1 | ≥| ±1 | – ≤| ±2.5 | >| ±2.5 |

in one map should help to identify regions with similar results. It can be stated that the

ensemble mean performs well concerning bias, standard deviation and correlation. Only

for the station De Bilt (ID260) the bias is too large, which is related to the very urban

area around the station, which is not included in the RCMs.

Figure 5.26: Qualitative assessment of the RCM ensemble mean performance (ENSmean) in the spatial
resolution of 25 km for simulating daily mean wind speed concerning different skill scores at the 5 Dutch
and 8 German locations analysed within the time period 1971 – 2000 (cf. Table 5.5). (black dots: all
measuring sites of the individual network)
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Station covering grid cell in RCMs vs neighbouring grid cell and interpolation

The wind speed from the observation covering grid cell in each RCM in the two spatial

resolutions is used for evaluation, but also the 8 surrounding grid cells in the models

have been taken into account. Winterfeldt and Weisse (2009) interpolated simulated wind

speeds from the RCM from the four grid points surrounding the measurement location

in a bilinear way. In this study no interpolation has been carried out. Especially for the

stations List (ID1402) and IJmuiden (ID225), located close to the coastline, the covering

and surrounding grid cells in the model often show different land-sea fraction (cf. Figure

5.27) and thus very different results for, e.g., bias assessment, shown in Figure 5.10. For

List the covering grid cell for most of the models with 50 km is defined as land, while in

the increased spatial resolution in all models the covering grid cell is defined as water.

While in the coarse resolution the models underestimate the observed wind speed, the

bias is very small and close to zero in the 25 km resolution. In general it can be stated,

that the covering grid cell gives the best results compared to the observation. An interpo-

lation would mix up wind speed values referring to very different surface roughness lengths.
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Figure 5.27: Land-Sea distribution at the covering and the 8 surrounding grid cells in each RCM according
to the location of the observations in the DWD network (upper row) and KNMI network (lower row) for
the two different spatial resolutions 50km (left column) and 25km (right column). blue: land-sea fraction
<0.5, green: land-sea-fraction≥0

Added value: RCM performance vs ERA40 forcing

As already stated before, wind speed assessment has been carried out for both, the RCM

ensemble and the ERA40 forcing. An aim of this study is to investigate the value added

by the RCM simulation instead of using wind speed information directly from ERA40.

Therefore, all results for bias, standard deviation, correlation and percentiles have been
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compared. The modified Brier skill score and the modified Perkins skill score indicate

the added value directly (cf. Equations 5.3, 5.4, 5.5, 5.6, 5.7). All findings have been

summarised in Figure 5.28. At the locations IJmuiden (ID225), List (ID1402), Schleswig

(ID1438) and Hohn (ID1444) the RCM ensemble mean shows a clear added value for most

of the skill scores compared to ERA40. Reasons could be:

• low frequency or no assimilation of observation data in the reanalysis ERA40, and

• higher spatial resolution of the RCMs and therefore a better representation of land-

sea distribution and surface roughness.

The observed data at the locations Schleswig and IJmuiden have not been, or with very

low temporal frequency, assimilated in the ERA40 simulation. Other observations, which

is true for most of the German stations used in this study, have been assimilated not from

the beginning of the analysed time period of 1971 – 2000, but constantly later in time.

Figure 5.28: Qualitative assessment of the existence of value added by the RCM ensemble mean (ENSmean)
in the spatial resolution of 25 km compared to the reanalysis ERA40 for daily mean wind speed concerning
different skill scores at the 5 Dutch and 8 German locations analysed within the time period 1971 – 2000.
(black dots: all measuring sites of the individual network)

Due to the high quality undisturbed data, the observation data of Jagel (ID1730) was

assimilated with high temporal frequency.Therefore, ERA40 performs very well at this

location and can hardly be beaten by the RCMs. Instead for Schleswig and IJmuiden the

RCMs show a clear added value concerning most of the skill scores.



86

Additionally, at List and IJmuiden the RCMs add value due to the higher spatial reso-

lution compared to the ERA40. The station covering grid cell in ERA40 has a spatial

resolution of about 125 km by 125 km and is defined as water in both cases, but using a

tile approach for describing the covered area. The higher resolution of the RCMs of 25 km

can resolve the coastline much better and, therefore, add value for most of the analysed

skill scores.

Added value: coarse vs high spatial resolution in the RCMs

From most of the RCMs results in two spatial resolutions are available. Although, often not

the same model versions or underlying forcing data has been used, a clear advantage of the

usage of the higher resolution can be observed in the wind speed analysis. The added value

can be detected over all skill scores across the different locations. As stated before, for the

comparison between ERA40 and the RCMs, the better resolved surface characteristic in

the 25 km simulation is the reason for the better representation of the surface wind climate.

Added value: maximum wind speed

From the regional climate models daily wind speed and daily maximum wind speed without

gusts are provided. Few models applied gust parameterisation and, additionally, include

maximum wind speed including gusts. The simulated daily maximum wind speed with

and without gusts have been compared to daily maximum wind speed from the obser-

vation. The distribution and percentiles derived from the RCMs daily maximum wind

speed without gusts are not able to capture the values from the observations. Only the

maximum wind speeds including gusts provided by the models applied at the institutions

C4I, KNMI, MPI, ETHZ and the SMHI perform very well. Especially the percentiles at

inland stations can be reproduced by the models and show very small differences up to

the highest percentiles.

Regime dependent validation and local features

From the regional climate model ensemble and from ERA40 no daily prevailing wind di-

rection was available. The directional component of the wind is given by a weather regime

classification carried out for the North Sea (cf. Section 4.3). In a first step, bias, differ-

ences in the standard deviation and the Perkins skill score have been calculated for the

simulated daily wind speed from the RCMs as well as from ERA40 in comparison to the

observations and, additionally, depending on the leading regime. Some wind directions

had to be blanked out from the analysis, as the number of days with certain regime has

been too small for statistics. The results per location have been very diverse. For the
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German stations southern and south-western wind directions seem to be overestimated by

the models. Due to the size of the grid cells of minimum 25 km by 25 km, the orography

is smooth and miss local differences in elevation. This can lead to a reduced roughness

length. Furthermore, the wind from southern direction blows undisturbed over a long dis-

tance over land. This together with a smooth orography could be a reason for the higher

wind speeds than observed. Although some models use tile approach for describing the

grid cells surface, the models overestimate mostly the wind from the described directions.

Concerning the standard deviation, a quite constant overestimation can be detected for

the regime ”C”, the cyclonic type centered over the North Sea. During this regime the

wind speed comes from different directions at the stations. In contrast, during the anticy-

clonic regime, with same location and same characteristics related to the wind speed, no

outstanding features can be found in the results for this regime.

To increase the number of regime days available for further analysis and to include the

blanked out regimes, three most promising simulations have been taken out of the regional

climate model ensemble. The investigated skill scores have been calculated again for the

reduced number of models. The results show certain regimes standing out from the others,

but this had to be addressed to local effects of the station’s environment.

Local features like land-sea circulation, ”crash barrier effect”, tunneling effect and inho-

mogenous surface lead to very individual wind conditions at the different locations, which

can not be captured by the comparable coarsely resolved models.
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6 Conclusion and Outlook

6.1 Conclusion

Based on results from the regional climate model simulations carried out in the ENSEM-

BLES framework, the present study aimed on two topics. One is the overestimation of

summer air temperature in South-Eastern Europe, which goes together with a strong un-

derestimation of precipitation in this season. This known issue is called ”summer drying”

problem of climate models. The other issue is the underestimation of higher wind speeds

of the models over land. In previous investigations, it was shown that RCMs represent

surface wind speeds over the ocean very well, but underestimate strong winds over the

continent.

According to the research questions defined in Section 1.2 the major finding can be sum-

marised as follows:

Is there an influence of the underlying soil type distribution on the results from a

regional climate model?

Based on soil maps from Haase et al. (2007) and Stremme (1937), two simulations with the

regional climate model CLM have been carried out, using either default sandy loam or silt

loam over an area north of the Black Sea. Due to its higher porosity, silt loam assimilates

more water during rainfalls than sandy loam. This leads to a 30 % to 75 % increase in soil

moisture in the modified simulation (with silt loam) compared to the control simulation

(with sandy loam). Changes in the soil moisture lead to changes in surface albedo and

thus in net solar radiation. During summer the wetness of soil results in an increase of

evaporation up to 60 %. This provides more humidity in the air and higher precipitation

amounts during the summer months can be observed. As the energy is needed for the

evaporation, the air temperature is reduced by up to 1.5 K.

Can the summer drying in Southeast Europe be reduced in the models?

In the present study the hypothesis has been investigated, that a positive bias in summer in

Southeast Europe is related to a false representation of soil properties in this region. This

theory is based on divergences between soil maps from Haase et al. (2007) and Stremme

(1937) and the FAO soil data set, which is commonly used in the RCMs. Using silt loam

distribution from the International soil map of Europe in combination with the FAO soil

map leads to a reduction of the detected bias by up to 1.5 K and a better representation

of the observed climate in a larger area around the region of interest. Nevertheless, the

changes only affect a part of the region of the ”summer drying”, so it can not be removed
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completely. Anyway, the study showed that the improvement of soil moisture has strong

positive influence on the simulation of processes in the boundary layer.

What is a suitable weather regime classification to describe the wind climate in the

North Sea?

Within the ENSEMBLES framework a weather regime classification based on a principle

component analysis of daily 500 hPa geopotential height from ERA40 has been carried out

by Sanchez-Gomez et al. (2009) for whole Europe. Four main regimes (BL, NAO+, AR,

NAO-) have been transformed to each of the regional climate models within the RCM

ensemble for two seasons in 1961 – 2000. In this study another classification has been car-

ried out for all RCMs in the ensemble, based on MSLP following the method by Jenkinson

and Collison (1977). This regime classification is centered over the North Sea and defines

27 regime classes, which have been reduced to a number of 11. For both classifications

the mean occurrence and MSLP composites have been derived for each regime. Depend-

ing on the weather regime, composites of local wind observations have been calculated.

With focus on the southern and eastern coastal area of the North Sea, composite wind

roses for observations show no clear prevailing wind direction for the regimes provided by

Sanchez-Gomez et al. (2009). In contrast, comparing the composite wind roses for the

second weather classification, the regimes clearly reflect the local wind characteristics. In

conclusion, the weather regime classification after Jenkinson and Collison (1977) centered

over the North Sea, describes the local wind climate best and is used for further regime

dependent evaluation of the regional climate model ensemble.

Are the regional climate models able to reproduce the observed large scale atmo-

spheric pattern?

As already summarised in the answer of the previous question, two objective regime clas-

sifications have been investigated to be a sufficient diagnostic tool for present wind climate

validation at the German and Dutch coastal area of the North Sea. One classification was

carried out for Europe within the ENSEMBLES framework (Sanchez-Gomez et al. (2009)),

the other was carried out for all RCMs and the ERA40 forcing with focus on the North

Sea following the method from Jenkinson and Collison (1977). For both classifications the

agreement between the regimes detected in the RCMs and the regimes defined in ERA40

as reference has been calculated. Independent from the regime classification method, the

models are able to reproduce the observed large scale weather regime in different quality.

While most of the regional climate models perform very well across the different weather

regimes with a coverage between 80 % and 99 %, some models are not able to capture
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more than 55 to 75 % of the observed regime days. Generally, it can be stated, that the

agreement in winter is higher than in summer for almost all RCMs.

Is the RCM ensemble able to represent the temporal and statistical characteristics of

the wind field at different locations over the German and Dutch coast of the North

Sea?

The daily mean and daily maximum wind speed simulated by the regional climate model

ensemble and, in case of mean wind speed, by ERA40 have been compared to observa-

tional data, provided by DWD and KNMI, in the coastal area of southern North Sea

and the German Bight. Several skill scores have been applied to investigate the model’s

ability to simulate the present wind climate in the focused region. The analysis refer to

two time periods, 1971 - 1983 and 1971 – 2000, predefined by the availability of obser-

vations, undisturbed by any changes during the measuring. The models show good or

moderate results for bias and standard deviation. Remarkable is a strong negative bias

at IJmuiden with values up to -50 %, which is, related to the high mean wind speed at

this measuring site, within the range of the other stations (-50 up to +80 %). The models

seem to overestimate the mean wind speed at inland stations. The differences between

the simulated and observed standard deviations are small and in most of the cases the

observed values can be reproduced by the models. For correlation assessment the results

for the models are very diverse. Most of the RCMs are highly correlated with observations

(0.6 – 0.9), but some models show a very low agreement of 0.3-0.4. Due to data assimi-

lation the correlation for ERA40 and the observed values is between 0.75 and 0.95. Best

performance for correlation, close to that one from ERA40, is given by a CLM simulation

in 50 km spatial resolution applying spectral nudging, beside the common forcing at the

lateral boundaries. The Brier skill score shows an added value for the RCMs compared

to ERA40 only at Hohn, Schleswig and IJmuiden and for the CLM simulation mentioned

before. The Perkins skill score, comparing similarity of observed and simulated wind speed

distributions, identifies much more cases of RCMs added value as in the Brier skill score

analysis. Again Hohn, Schleswig and IJmuiden stand out here. Wind speed percentiles,

especially for higher values, are often underestimated by the model at coastal stations and

overestimated at inland stations. A large spread of the percentile values can be observed

among the models.

The simulated daily maximum wind speed distributions only agree with observations if

models include a gust parameterisation. Here the models overestimate small and under-

estimate high percentile values at the near coastal stations e.g. List and IJmuiden, and

almost perfectly fit the distribution for inland stations e.g. Soltau. This is supported by

the percentiles analysis. In all skill scores seasonal cycles can be detected.
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How do atmospheric patterns relate to the representation of the wind climate in the

climate model simulations?

From the regional climate models as well as from ERA40 only daily wind speed but no

daily prevailing wind direction has been available. With help of the directional component

of the wind given by the weather regime classification, mentioned before, the wind per-

formance of the models has been investigated. Bias, differences in standard deviation and

the Perkins skill score have been calculated for each model, at the individual locations and

depending on the leading regime. Only those days have been taken into account where all

RCMs and ERA40 showed the same regime. For German stations the wind speed from

southern and south-western wind directions seems to be overestimated by the models.

The coarse resolution with 25 km minimum, the smoothed orography and thus reduced

roughness length and the fact that the wind from southern directions blows undisturbed

over long distances, could lead all together to the detected overestimation. Concerning

the standard deviation, an overestimation can be detected for the regime ”C”, where the

wind comes from all directions.

In a second step, some most promising simulations have been selected to increase the num-

ber of analysed days and thus increase the robustness of the results. The results showed

regimes standing out from the others, but had to be addressed to local effects of the near

environment of the measuring sites. The individual wind conditions with respect to the

wind directions at the different locations can not be captured by the regional climate mod-

els.

What are the benefits and shortcomings of using regional climate models for wind

speed analysis compared to the coarse resolution reanalysis fields?

The analysis is based on both, the wind speed from RCMs the same as from ERA40 forc-

ing. An aim was to identify value added by the RCMs to the forcing global model. All skill

scores like bias, standard deviation, correlation and percentiles, derived from the RCMs

have been compared to the results from ERA40. Other skill scores like the Brier skill score

and the Perkins skill score give by modification a direct information on an added value.

For locations like IJmuiden, List, Schleswig and Hohn, the RCM ensemble mean shows

an added value for most of the skill. The assimilation in general and the assimilation

frequency of several observations in the ERA40 and the higher spatial resolution of the

RCMs, and thus better resolved orography, seems to be important for the added value

assessment. ERA40 performs very well at Jagel, high quality observation data assimilated

in the reanalysis with high temporal frequency, whereas the RCMs show a clear added

value for most of the skill at Schleswig and IJmuiden, which have been rarely or not at all

assimilated.
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Is there an added value of the regional climate model results for wind climate by

increasing the spatial resolution from 50 km to 25 km?

From most participating institutions within the ENSEMBLES project the hindcast was

provided in two spatial resolutions, 50 km and 25 km. For the present study, this gave

the opportunity to investigate a possible added value in wind climate assessment from a

coarse to higher spatial resolution. Although, the pairs of the RCM simulations have often

not been carried out using the same model version or basic setup, a clear added value of

the higher resolutions compared to the simulations with 50 km grid space can be observed.

This added value can be detected over all investigated skill across the different locations.

6.2 Outlook

In the present study it could be shown, that the underlying soil type distribution is influ-

encing the results from the RCMs. Despite a better representation of soil characteristics,

the ”summer drying” - problem can not be eliminated completely. However, the resulting

positive temperature bias can at least be reduced and the precipitation amount can be

increased. In the results from the recently published RCM hindcast simulations for Europe

provided by the EURO-CORDEX initiative, the ”summer drying” is still visible in six out

of nine models (Kotlarski et al. (2014)). The same as in the ENSEMBLES simulations,

most of the models use the soil type distribution from FAO. The European Commission

Joint Research Center (JRC) released the ”European Soil Database” (EuropeanCommis-

sion (2004)). Based on this data Guillod et al. (2013) investigated the impact on European

climate simulations and found similar results as have been presented in this study. Espe-

cially with increasing spatial resolutions, the impact of soil characteristics is getting more

and more important in RCMs, and thus should be implemented in more detail.

With focus on the area of the North Sea a weather regime classification has been carried

out based on MSLP fields from the RCMs and ERA40. The models are able to reproduce

the regimes well. The analysis could be repeated with the latest simulations from the

CORDEX initiative, mentioned before. Similar to the ENSEMBLES-project two spatial

resolutions are available, 50 km and 12 km. The question could be investigated, whether

the representation of the regimes in the RCMs increased due to - compared to ENSEM-

BLES - latest model developments implemented and the higher resolution of the models.

In this study only the past development of the regimes has been analysed. With respect

to future climate change, possible regime shifts could be identified, based on future mean

sea level fields from ENSEMBLES- and CORDEX-simulations.
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From the ENSEMBLES simulations the mean wind speed has only been available on a

daily basis and without the knowledge of the prevailing direction of the wind per day. The

use of higher temporally resolved data, like hourly data, would allow an analysis of the

daily cycle of the wind and the development of local circulations like, for example, the

land-sea-breeze or the ”crash-barrier” effect. Therefore also the spatial resolution should

be increased. To investigate the added value due to higher spatial resolution of the models

a set of simulations can be set up with systematically increased spatial resolution.

Atmospheric stability has a strong impact on local wind conditions (Kara et al. (2008),

Chelton and Freilich (2005)). Therefore, in further evaluation of simulated wind climate,

stable, unstable and neutral stability of the atmosphere should be considered.

The spatial resolution of RCMs is a limitation of the models to represent local wind climate

depending on the wind direction. Even in very highly resolved regional climate simulation

of up to 1km, local effects identified in Section 5.5 will not be captured by the meso-scale

models. For the simulation of local wind characteristics due to observation’s environment

micro-scale models or statistical downscaling methods need to be applied. Another possi-

bility would be to correct the wind observations for the near by obstacles before comparing

to RCM results.

The investigations in this study refer to the time periods of 1971–1983 and 1971–2000.

The shorter period covers a phase of low NAO activity, between a longer negative and

following positive NAO stage. The 30-year time period covers both the phase change with

low and diverse NAO activity and a long positive phase until the end of the investigated

period (cf. Appendix C). It would be of interest, how the wind speed evaluation results

change in the period of 1950 or earlier until today concentrating on short time periods but

explicitly strong positive or strong negative NAO phases. As the time periods would be

shorter than 30 years, the analysis reflects decadal variability.

Long time series from wind speed observations, which are less disturbed and largely ho-

mogenous over time are generally very rare. Additionally, the number of observations to

be integrated in the analysis was limited by the availability of the model data. Due to the

ERA40 forcing the simulation only covered the time period of 1961–2000. The hindcast

simulations provided by the CORDEX initiative for Europe are available for the period of

1989–2009 as they are forced by the reanalysis data from ERAinterim (Dee et al. (2011)).

For this period a more dense network of wind speed observations is available and a next

investigation concerning wind speed evaluation in a multi model ensemble would face to

more robust results.

With the integration of a higher number of measuring sites, a regionalisation based on the

observation’s characteristics is recommended, to be able to make assumptions for larger
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areas. Thereby it should be noted, that only general features can be taken into account,

as far as possible independent from local influences, e.g., mean wind speeds and prevailing

wind direction. This regionalisation should be tested for validity over time and in different

seasons.
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List of Abbreviation

ALADIN RCM developed at CNRM and CHMI

AR ”Atlantic Ridge” - weather regime

BATS Biosphere-Atmosphere Transfer Scheme

BL ”Blocking”-weather regime

BSH Bundesamt für Seeschifffahrt und Hydrographie

C4I Met Eireann, Community Climate Change Consortium for Ireland

CHMI Czech Hydrometeorological Institute

CLM Climate Local Model (now called COSMO-CLM)

CNRM Centre National de Recherche Meteorologiques

CORDEX COordinated Regional climate Downscaling Experiment

CRCM Canadian Regional Climate Model

CRU Climate Research Unit

CTL control simulation using sandy loam

DMI Danish Meteorological Institute

DSMW Digital Soil Map of the World

DWD Deutscher Wetterdienst

EC Environment Canada

ECHAM General Circulation Model developed at MPI Hamburg

ECMWF European Centre for Medium-Range Weather Forecasts

ENSEMBLESEU-funded project within the FP6-framework

ERA ECMWF Re-Analysis

ERAinterim A continously updated ERA starting from 1979

ERA40 A 45-year ERA from September 1957 to August 2002

EU European Union

ETHZ Eidgenössische Technische Hochschule Zürich

FAO Food and Agriculture Organization

GCM General Circulation Models

GEM-LAM Global Environment Multiscale - Limited Area Model

GKSS GKSS Reseach Center (now HZG)

HC UK Met Office, Hadley Centre for Climate Prediction and Research

HZG Helmholtz-Zentrum Geesthacht

7 List of Abbreviation

There are two commonly known deficiencies in regional climate models. One is the un-

derestimation of higher wind speeds of the models over land. In previous investigations it
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ICTP The Abdus Salam International Centre for Theoretical Physics

JRC European Commission Joint Research Center

HadRM HadleyCenter Regional Model

HIRLAM High Resolution Limited Area Model

INM Instituto Nacional de Meteorologia

IPCC Intergovernmental Panel on Climate Change

KNMI The Royal Netherlands Meteorological Institute

METNO The Norwegian Meteorological Institute

MOD modified simulation using silt loam

MPI Max Planck Institute for Meteorology

MSLP Mean Sea Level Pattern

NAO North Atlantic Oscillation

NAO+ ”Zonal” - weather regime

NAO- ”Greenland Anticyclone” - weather regime

NCAR National Center for Atmospheric Research

NCEP National Centers for Environmental Prediction

OURANOS Consortium on Regional Climatology and Adaptation to Climate Change

PROMES Mesoscale Prognosis model

PRUDENCE EU-funded project

REMO RCM from MPI and climate Service Center 2.0

RCA Rossby Centre Regional Climate Model Version

RCM Regional Climate Model

RMSE Root mean squared error

SMHI Swedish Meteorological and Hydrological Institute

STD standard deviation

UCLM Universidad de Castilla La Mancha

UKMO UK MetOffice

UQAM Université du Québec à Montreal

was shown that RCMs represent surface wind speeds over the ocean very well. Here it is

shown that especially strong winds over the continent are underestimated. The other is

the overestimation of summer air temperature in Southeastern Europe. This goes together

with a strong underestimation of precipitation in this season. This issue is called ’”summer

drying’” problem of RCMs.

Both issues are investigated for a multi regional climate model ensemble carried out in the

European Union funded Project ENSEMBLES. For validation gridded observation data

and station data was
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Matulla C, Schöner W, Alexandersson H, Storch H, Wang X (2008) European storminess:

Late nineteenth century to present. Climate Dynamics 31:125–130, DOI 10.1007/s00382-

007-0333-y

MetOffice (2001) Met Office Northern Hemisphere Mean Sea

Level Pressure (MSLP) fields (1873-2005) Data. (01.03.2015).

http://catalogue.ceda.ac.uk/uuid/a2ce888a0a8a8238b1621447e65d5a88

Mitchell TD, Jones PD (2005) An improved method of constructing a database of monthly

climate observations and associated high-resolution grids. Int J Climatol 25(6):693–712,

DOI 10.1002/joc.1181

Moberg A, Jones PD (2004) Regional climate model simulations of daily maximum and

minimum near-surface temperatures across Europe compared with observed station data

1961-1990. Clim Dyn 23(7-8):695–715

Moccia J, Arapogianni A, Wilkes J, Kjaer C, Gruet R (2011) Pure power – wind energy

targets for 2020 and 2030. European wind energy association report, EWEA

Najac J, Boe J, Terray L (2009) A multi-model ensemble approach for assessment of

climate change impact on surface winds in France. Climate Dynamics 32(5):615–634,

DOI 10.1007/s00382-008-0440-4

Noguer M, Jones R, Murphy J (1998) Sources of systematic errors in the climatology of a

regional climate model over Europe. Clim Dyn 14(10):691–712



106

Pan ZT, Arritt RW, Gutowski WJ, Takle ES (2001) Soil moisture in a regional climate

model: simulation and projection. Geophys Res Lett 28(15):2947–2950

Pearson K (1895) Notes on regression and inheritance in the case of two parents. Proceed-

ings of the Royal Society of London 58:240–242

Perkins SE, Pitman AJ, Holbrook NJ, McAneney J (2007) Evaluation of the AR4 climate

models’ simulated daily maximum temperature, minimum temperature, and precipita-

tion over Australia using probability density functions. Journal of Climate 20(17):4356–

4376, DOI 10.1175/JCLI4253.1

Picard F, Robin S, Lavielle M, Vaisse C, Daudin JJ (2005) A statistical approach for array

CGH data analysis. Bmc Bioinformatics 6, DOI 10.1186/1471-2105-6-27

Pielke RA (2001) Influence of the spatial distribution of vegetation and soils on the pre-

diction of cumulus convective rainfall. Rev Geophys 39(2):151–177

Pielke RA, Walko RL, Steyaert LT, Vidale PL, Liston GE, Lyons WA, Chase TN (1999)

The influence of anthropogenic landscape changes on weather in south Florida. Mon

Weather Rev 127(7):1663–1673

Plummer DA, Caya D, Frigon A, Cote H, Giguere M, Paquin D, Biner S, Harvey R,

De Elia R (2006) Climate and climate change over North America as simulated by the

Canadian RCM. Journal of Climate 19(13):3112–3132

Post P, Truija V, Tuulik J (2002) Circulation weather types and their influence on tem-

perature and precipitation in Estonia. Boreal Environment Research 7(3):281–289

Prein AF, Gobiet A, Suklitsch M, Truhetz H, Awan NK, Keuler K, Georgievski G (2013)

Added value of convection permitting seasonal simulations. Climate Dynamics 41(9-

10):2655–2677, DOI 10.1007/s00382-013-1744-6
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Räisänen J, Hansson U, Ullerstig A, Doscher R, Graham LP, Jones C, Meier HEM,

Samuelsson P, Willen U (2004) European climate in the late twenty-first century: re-

gional simulations with two driving global models and two forcing scenarios. Clim Dyn

22(1):13–31

Rockel B, Woth K (2007) Extremes of near-surface wind speed over Europe and their future

changes as estimated from an ensemble of RCM simulations. Clim Change 81:267–280

Rowell DP, Jones RG (2006) Causes and uncertainty of future summer drying over Europe.

Clim Dyn 27(2-3):281–299

Sanchez E, Gallardo C, Gaertner MA, Arribas A, Castro M (2004) Future climate extreme

events in the Mediterranean simulated by a regional climate model: a first approach.

Global and Planetary Change 44(1-4):163–180

Sánchez E, Gaertner MA, Gallardo C, Padorno E, Arribas A, Castro M (2007) Impacts

of a change in vegetation description on simulated European summer present-day and

future climates. Clim Dyn 29(2-3):319–332

Sanchez-Gomez E, Somot S, Deque M (2009) Ability of an ensemble of regional climate

models to reproduce weather regimes over Europe-Atlantic during the period 1961-2000.

Climate Dynamics 33(5):723–736, DOI 10.1007/s00382-008-0502-7

Schär C, Lüthi D, Beyerle U, Heise E (1999) The soil-precipitation feedback: Area process

study with a regional climate model. J Clim 12(3):722–741

Schrodin R, Heise E (2001) The Multi-Layer Version of the DWD Soil Model TERRA-LM.

COSMO Technical Report 2, Deutscher Wetterdienst

Seneviratne SI, Koster R, Guo Z, Dirmeyer A, Kowalcyk E, Lawrence D, Liu P, Lu CH,

Mocko D, Oleson K, Verseghy D (2006a) Soil moisture memory in AGCM simulations:



108

Analysis of Global Land-Atmosphere Coupling Experiment (GLACE) data. Journal of

Hydrometeorology 7:1090–1112
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110A RCMs in the Multi Model Ensemble

Model RCA3 Aladin Aladin-
RM4.5

HIRHAM CLM CLM HadRM RegCM3

Institution C4I CHMI CNRM DMI ETHZ GKSS HC ICTP
Country Irland Czech Rep. France Danmark Switzerland Germany Great Britain Italy

Grid rot lc lc rot rot rot rot
grid dimensions
- 50 km – 84x95 93x101 90x95 91x97 85x95 118x115 86x98
- 25 km 190x190 167x189 213x213 174x190 193x201 – 220x214 174x200
number of atm. layers 31 27 31 32 32 19 34
sftls tile appr. yes no no no no no yes -

Table A.1: Part 1: Summary of grid configurations for all RCMs.

There are two commonly known deficiencies in regional climate models. One is the underestimation of higher wind speeds of the models over

land. In previous investigations it was shown that RCMs represent surface wind speeds over the ocean very well. Here it is shown that especially

strong winds over the continent are underestimated. The other is the

Model RCA3 RACMO2 HIRHAM REMO RCA3 PROMES CRCM
Institution INM KNMI METNO MPI SMHI UCLM EC
Country Spain Netherlands Norway Germany Sweden Spain Canada

Grid rot rot rot rot rot rot rot
grid dimensions
- 50 km 198x100 85x95 85x95 85x95 91x91 85x95 104x94
- 25 km 230x141 170x190 170x190 170x190 170x190 170x190 221x209
number of atm. layers 31 40 31 27 24 28 29
sftls tile appr. yes yes no – yes yes –

Table A.2: Part 2: Summary of grid configurations for all RCMs.
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B Statistical values for the German and Dutch observations

ID Name x̄0 σ0 x̄Oct−Mar
0

σOct−Mar
0

x̄Apr−Sep
0

σApr−Sep
0

1529 Soltau 2.94 1.35 3.12 1.4 2.76 1.24
1402 List 6.97 2.81 7.03 2.8 6.89 2.77
1468 Bremerhaven 5.18 2.38 5.32 2.4 5.03 2.27
1474 Bremen 4.33 1.96 4.64 2.04 4.02 1.78
1040 Helgoland 6.71 2.88 6.87 2.84 6.55 2.86
1438 Schleswig 3.88 1.67 4.11 1.81 3.66 1.45
1444 Hohn 4.19 2.14 4.55 2.3 3.82 1.84
1497 Oldenburg 3.77 1.71 4.09 1.8 3.45 1.51
1132 Lingen 3.16 1.31 3.36 1.37 2.95 1.18
9007 Wittmundhafen 4.94 2.41 5.39 2.59 4.48 2.09
1730 Jagel 4.83 2.31 5.15 2.49 4.5 2.03
260 De Bilt 3.21 1.5 3.54 1.61 2.88 1.28
270 Leeuwarden 5.22 2.25 5.63 2.4 4.82 1.98
280 Eelde 4.58 2.16 4.9 2.28 4.24 1.9
370 Eindhoven 4.53 1.99 4.86 2.09 4.19 1.81
375 Volkel 4.18 2.01 4.57 2.06 3.78 1.86
380 Beek 4.29 1.96 4.61 2.03 3.95 1.79
344 Zestienhoven 5 2.39 5.33 2.46 4.64 2.21
290 Twenthe 3.5 1.55 3.73 1.63 3.26 1.41
350 Gilze-Rijen 4.3 1.9 4.61 2.03 3.97 1.67
225 IJmuiden 7.29 3.05 7.44 3.08 7.09 3.02

Table B.1: Statistical values for the German and Dutch observations for daily mean wind speed covering
the time period t1: 1971 to 1983.

ID Name x̄0max σ0max x̄Oct−Mar
0max σOct−Mar

0max x̄Apr−Sep
0max σApr−Sep

0max

1529 Soltau 8.95 3.84 9.24 4.07 8.65 3.66
1402 List 15.1 5.22 15.34 5.66 14.87 5.49
1468 Bremerhaven 12.08 4.56 12.34 4.87 11.79 4.49
1474 Bremen 10.9 4.34 11.23 4.6 10.54 4.16
1040 Helgoland 13.84 4.5 14.11 4.91 13.53 4.97
1438 Schleswig 10.88 4.33 11.21 4.65 10.53 4.09
1444 Hohn 10.56 3.99 10.91 4.28 10.2 3.7
1497 Oldenburg 10.5 4.45 10.93 4.76 10.06 4.13
1132 Lingen 9.48 3.87 9.79 4.13 9.15 3.68
9007 Wittmundhafen 11.9 4.59 12.41 4.99 11.38 4.39
1730 Jagel 11.73 4.85 11.99 5.27 11.44 4.52
260 De Bilt 9.92 3.93 10.49 4.19 9.34 3.58
270 Leeuwarden 11.7 4.32 12.15 4.67 11.23 4.08
280 Eelde 11.3 4.15 11.66 4.53 10.92 3.95
370 Eindhoven 11.12 3.92 11.47 4.14 10.77 3.68
375 Volkel 10.1 3.81 10.52 4.03 9.67 3.63
380 Beek 10.27 4.07 10.72 4.38 9.8 3.97
344 Zestienhoven 11.6 4.27 12.05 4.58 11.12 4.1
290 Twenthe 9.86 3.59 10.2 3.84 9.49 3.32
350 Gilze-Rijen 10.89 4.01 11.24 4.24 10.53 3.73
225 IJmuiden 13.86 5.12 14.09 5.44 13.56 5.05

Table B.2: Statistical values for the German and Dutch observations for daily maximum wind speed
covering the time period t1: 1971 to 1983.
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C The North Atlantic Oscillation (NAO) and the NAO-

index

The atmospheres and oceans variability in the North Atlantic and Europe is strongly

dominated by the North Atlantic Oscillation (NAO). In the 18th century, where instru-

mental observation was limited, the scientific discussion on the NAO as the climate see-saw

started. Later in the 19th and 20th century the NAO was linked to surface pressure fields

and extensive statistical analysis have been carried out to understand the underlying pro-

cesses (Hurrell (1995), Hurrell and van Loon (1997), Wanner et al. (2001)).

The NAO describes the variability in the difference of atmospheric pressure at sea level

between the Icelandic Low and the Azores High. During the positive phase of the NAO

the pressure gradient between the two locations is stronger than normal. This enhances

westerly winds across the North Atlantic. In consequence this leads to northerly tracks of

cyclones, which results in wind to a warm and moist air transport to Central and North

Europe. In contrast South Europe is left out from cyclone tracks and thus leads to drier

conditions than normal. The negative NAO phase the pressure difference the Icelandic

Low and the Azores High is weaker compared to the mean state, followed by also weaker

westerly winds. Cyclone tracks pass more in the South, which causes wet conditions in

the Mediterranean region and wet and dry conditions in the north of Europe.

The NAO is most pronounced in winter. The temporal variations is indicated by an in-

dex. There are different methods to derive the NAO-index. The station-based index of

the NAO is based on the difference of normalized sea level pressure (SLP) between Lisbon,

Portugal and Stykkisholmur/Reykjavik, Iceland since 1864. As the Icelandic Low and the

Azores High are not stationary, another method to calculate the NAO-state is a principal

component (PC)-based approach. The PC-based indices of the NAO are the time series

of the leading Empirical Orthogonal Function (EOF) of SLP anomalies over the Atlantic

sector, 20◦N-80◦N, 90◦W-40◦E. Advantages of this method are more optimal representa-

tions of the full spatial patterns of the NAO.

In the present study the PC-based NAO-index was used CPC (2000). Figure C.1 shows

mean annual NAO-index per year for different seasons. There are two commonly known

deficiencies in regional climate models. One is the underestimation of higher wind speeds

of the models over land. In previous investigations it was shown that RCMs represent

surface wind speeds over the ocean very well. Here

There are two commonly known deficiencies in regional climate models. One is the un-

derestimation of higher wind speeds of the models over land. In previous investigations
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Figure C.1: Annual mean NAO-Index for different seasons in the time period of 1961 to 2000.

D Weather regime classification

The objective method to classify the circulation weather types at surface has been de-

veloped by Jenkinson and Collison (1977). The distribution of the mean sea level air
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pressure is used to derive indices for wind and vorticity. Via empirical relations between

these indices a circulation type but also storm events can be identified.

Wind

The horizontal equation of motion is reduced by a geostrophic approximation to a diag-

nostic equilibrium between the Coriolis acceleration and the pressure gradient:

−fu = −2Ωsinϕu = ρ−1 δp

δy
= ρ−1 δp

Rδϕ
≈ ρ−1 ∆ϕp

R∆ϕ

fv = 2Ωsinϕv = ρ−1 δp

δx
= ρ−1 δp

Rcosϕδλ
≈ ρ−1 ∆1p

Rcosϕ∆λ

(D.1)

where x and y are the arc length across the parallel ϕ and the meridian λ within the

spherical coordinate system with R as the Earths radius. The orientation of the axes is

Eastward and Northward and vertical positive in the upward direction. In this case u > 0

and v = 0 (u=0, v>0) represent a pure wind from the West (from the South).

Furthermore ρ and p are air density and air pressure at the mean sea level, Ω(= 2π/24h)

the angular velocity of the Earths rotation and f(= 2Ωsinϕ) the Coriolis parameter de-

pendent on the latitude. The Coriolis acceleration leads to a deflection to the right of

the wind along the strongest pressure gradients. In the geostrophical balance is the wind

direction tangential to the isobars and wind speed is proportional to the pressure gradient.

The following constant values

ρ = 1.225 kg/m3

Ω = 2π/86400s = 0.7272 ∗ 10−4(radiant)s−1

f(55◦N) = 1.1914 ∗ 10−4(radiant)s−1 (D.2)

R = Re = 6366 707m

∆λ = ∆ϕ = 10◦ = 0.17453283 (radiant)

R∆ϕ = 600 ′ ∗ 1852m = 600 sm

have been used for the definition of the proportionality

cw =
100

ρfR∆ϕ
= 0.62m2s/kg (D.3)
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and the simplification of the Equations D.1

u(m/s) = cw∆ϕp = 0.62 u∗

v(m/s) =
cw∆λp

cosϕ
= 0.62 v∗.

(D.4)

Figure D.1: Positions for weather regime classification.

Finally, the approximation of the wind (and vorticity) is based on the pattern of mean sea

level pressure. The method is a combination from discrete differentiation and weighted

(binomial) mean from pressure values at the 16 locations signed in Figure D.1 and results

in speed indices given in hPa:

u∗ (hPa) = −{p(λ0, ϕ0 + ∆ϕ/2) − p(λ0, ϕ0 − ∆ϕ/2)}

=
1

2
(p12 + p13) −

1

2
(p4 + p5) (D.5)

v∗ (hPa) =
1

cos ϕ0

{p(λ0 + ∆λ/2, ϕ0) − p(λ0 − ∆λ/2, ϕ0)}

=
1

cos 55◦
{1

4
(p5 + 2p9 + p13) −

1

4
(p4 + 2p8 + p12)} (D.6)
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The locations taken into account are centered over the North Sea at (λ0, ϕ0)=(5◦ E, 55◦ N),

and are representative for the area 0◦ – 10◦ E and 50◦–60◦ N.

The resulting wind vector V ∗ and the wind direction ϑ is calculated by

V ∗ =
√

u∗2 + v∗2 (D.7)

and

ϑ =
180◦

π
atan(v∗/u∗) (D.8)

Vorticity

The relative vorticity is defined as the vertical component of the rotation the wind field

and, under geostrophic conditions, proportional to the divergence of the pressure gradient

ζ =
δv

δx
− δu

δy
≈ 1

ρ f

{

δ2p

δx2
+

δ2p

δy2

}

, (D.9)

if the first derivative of the Coriolis parameter f is suppressed. The same as before

Rcosϕδλ and R∆ϕ are described as dx and dy. Due to ∆ϕ = ∆λ, the proportional value

cζ =
cw

R∆ϕ
= 0.55 x 10−6ms/kg (D.10)

is introduced and the speed shear in Equation D.9 is transformed in the discrete form:

ζ(s−1) = cζ

{

∆λv∗

2cosϕ
− ∆ϕkfu

∗

}

= cζ {ζ∗v + ζ∗u} = 0.55 x 10−6ζ∗ (D.11)

The western and southern shear vorticity index is calculated by a linear combination of

air pressure (hPa).
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ζ∗u =

{

sinϕ0

sin(ϕ0 + ∆ϕ/2
u∗(λ0, ϕ1 + ∆ϕ/2) − sinϕ0

sin(ϕ0 + ∆ϕ/2
u∗(λ0, ϕ1 + ∆ϕ/2)

}

=
sin 55◦

sin 50◦

{

1

2
[(p15 + p16) − (p8 + p9)]

}

(D.12)

−sin 55◦

sin 60◦

{

1

2
[(p8 + p9) − (p1 + p2)]

}

ζ∗v =
1

2cosϕ0

{v∗(λ0 + ∆λ,ϕ0) − v∗(λ0 + ∆λ,ϕ0)} (D.13)

=
1

2cos255◦

{

1

4
[(p6 + 2p10 + p14) − (p5 + 2p9 + p13)] −

1

4
[(p4 + 2p8 + p12) − (p3 + 2p7 + p11)]

}

Criteria for weather classification

(In Section 4.3 the method of the classification from wind- and vorticity-index has been

already described, but for the sake of completeness, listed again at this point.)

The classification basically uses empirical relations between the wind-index V ∗ and the

vorticity-index ζ∗ as listed in Table D.1.

Table D.1: Relations between wind-index V ∗ and the vorticity-index ζ∗ to derive the weather classes

condition flow type

| ζ∗ |< V ∗ directional e.g. NW, wind direction

| ζ∗ |> 2V ∗ rotational C (if ζ∗ > 0), cyclonic

A (if ζ∗ < 0), anticyclonic

V ∗ ≤| ζ∗ |≤ 2V ∗ hybrid e.g. CW

V ∗ ≤ 6hPa ≤| ζ∗ | diffuse UNC, unclassified

In this way 27 different weather types can be distinguished: beside the predefined 8 pre-

vailed wind directions and the two possibilities on cyclonic or anticyclonic turbulences, 2x8

hybrid weather types can be defined. Additionally there is an unclassifiable type (UNC),

which mainly occurs in combination with weak pressure gradients.

Beside the weather types also storm events can be identified and quantified. The storm



118

index G∗ is calculated from the wind- and vorticity-indices.

G∗2 =
√

V ∗2 + ζ∗2/4 (D.14)

Table D.2: Reanalysis data set dependent thresholds for storm-index G∗ to define storm categories

G∗ (hPa) < severity type

UKMO NCEP I ERA40

30 28.3 29.0 gale G

40 36.6 37.9 severe gale SG

50 44.6 45.2 very severe gale VSG
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Figure E.1: Annual occurrence of each regime from April to September in the time period of 1961- 2000
(black) and linear trend (blue dashed line and in case of significance blue solid line).
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Figure E.2: Annual occurrence of each regime from October to December in the time period of 1961- 2000
(black) and linear trend (blue dashed line and in case of significance blue solid line).
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Figure E.3: Annual occurrence of each regime from January to March in the time period of 1961- 2000
(black) and linear trend (blue dashed line and in case of significance blue solid line).
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Figure E.4: Annual occurrence of each regime from December to March in the time period of 1961- 2000
(black) and linear trend (blue dashed line and in case of significance blue solid line).
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Figure E.5: Wind characteristics at four stations during the 11 weather regimes for the summer half year
(Mai-Sep) in 1971 to 2000.
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