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FUR MEINEN OpA.






Formation and Evolution of Magnetised and Turbulent Molecular

Clouds
Varying Initial Conditions and the Role of Stellar Feedback

ABSTRACT

I present results from high resolution numerical simulations studying the formation and subse-
quent evolution of molecular clouds driven by the convergence of warm neutral medium flows.
The results highlight the importance of magnetic fields in the diffuse interstellar medium as well
as the initial conditions of the formation process. I show that magnetic field strengths consis-
tent with recent observational results do not lead to gravitationally collapsing clumps within the
clouds. Non-ideal magnetohydrodynamic effects, which increase the diffusion of the magnetic
field show only minor difference compared to ideal magnetohydrodynamics. I conclude that the
issue of how stars form in highly magnetised environments still persists.

In a second step, I study the evolution of star forming molecular clouds subject to supernova
feedback from high—mass stars. I show that this feedback process is too inefficient to disrupt the
parental molecular cloud. The long—term energy and momentum input are not sufficient to dis-
perse the gas. On spatial scales of ~ 10 — 20 pc, however, supernova feedback is seen to be much
more efficient than corresponding other feedback mechanisms prior to the supernova. The im-
pact on the star formation rate and efficiency is rather limited. Both quantities are reduced by a
minimum factor of ~ 2, but do not come to a halt.

ZUSAMMENFASSUNG

Mittels hochaufgelster numerischer Simulationen untersuche ich die Entstehung und Ent-
wicklung von Molekiilwolken, welche durch die Kollision zweier Gasstrome im interstellaren
Medium hervorgerufen wird. In einer ersten Studie untersuche ich den Einfluss des interstellaren
Magnetfeldes auf den resultierenden Entstehungsprozess, sowie den weiteren zeitlichen Verlauf.
Ich zeige, dass starke Magnetfelder — wie sie derzeit beobachtet werden — zu einer Unterdriick-
ung des Gravitationskollaps und damit der Sternentstehung fithren. AufBasis von nicht—idealer
Magnetohydrodynamik fiihre ich weitere Studien durch. Die Ergebnisse zeigen jedoch keine sig-
nifikante Anderung, was letztendlich zu der Frage fithrt, wie Sterne in kalten, stark magnetisierten
Wolken entstehen.

Weiterhin gehe ich die Frage an, welchen Effekt Supernova—Explosionen massereicher Sterne auf
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die elterliche Molekiilwolke haben. Ich zeige, dass das Lebensende eines massereichen Sterns
nur einen sehr lokal begrenzten Effekt aufweist. Die globale Stabilitit der Wolke wird dabei nur
kurzweilig durch die Supernova dominiert. Auf Skalen von ~ 10 — 20 pc jedoch erweisen sich
Supernova—Explosionen als duflerst effizient im Vergleich zu anderen Riickkopplungsmecha-
nismen. Hinsichtlich der Sternentstehungsrate und —effizienz kann eine Verringerung um einen
Faktor 2 vermerkt werden. Ein vollstindiges Ende der Sternentstehung wird jedoch nicht
beobachtet.

viii



LI1ST OF PUBLICATIONS

Data presented in this work has been partially used for the following publications.

1. Kortgen, B. & Banerjee, R., Impact of magnetic fields on molecular cloud formation and
evolution, 2015, MNRAS, 451, 3340

2. Stanchev, O.; Veltchev, T. V;; Kauffmann, J.; Donkov, S.; Shetty, R.; Kortgen, B.; Klessen,
R.S., Tracing the general structure of Galactic molecular clouds using Planck data - I. The
Perseus region as a test case, 2015, MNRAS, 451, 1056

ix






Contents

INTRODUCTION I
OVERVIEW 5
2.1 Thelnterstellar Medium . . . . . . ... ... ... 6
201 Compositionand Phases . . . . ... ... ... ... . 0. 7
212 EnergyDensities . . . .. ... ... ... ... .. ... 9
203 MagneticFields . . . ... Lo oo oo 10
2..4 Turbulence . . .. ... .. ... ... 16
2.5  HeatingandCooling . . . . ... ... ... ... ... . . .. 22
20.6  TheGalacticCycle . . ... ... ... ... ... ... .. . ... 23
2.2 MolecularClouds . . . . ... . ... .. ... 25
221 Properties of Molecular Clouds . . . . .. ... ............ 25
2.2.2  Formation of Molecular Clouds . . . . . .. ... ... ........ 26
2.2.3  Scaling Relations of Molecular Clouds . . . . ... ... ....... 31
2.2.4 Molecular Cloud Lifetimes . . . . ... ... ... .......... 32
2.2.5  Star Formation Rate and Efficiency . . . . . ... ... ... ... .. 34
2.3  FormationofStars . . . . . . . . ... 36
231 JeansAnalysis . . . ... Lo 36
232  Free-Fall Timescale . . . . . .. ... ... ... .. ... ...... 37
2.3.3  Magnetic Fields and Star Formation . . . . . ... .. ... ... .. 38
2.3.4  Collapse of Individual Cloud Cores . . . . . ... ... ... ..... 40
2.3.5  Star Formationin Filaments . . . . ... ... ... ... ...... 45
2.3.6  Gravoturbulent Star Formation . . . . . . ... ... ... ...... 46
2.3.7 FormationofaProtostar . . . . . ... ... ... .. .. ...... 47
2.3.8  Models of High—-Mass Star Formation . . . .. ... ... ... ... 48
2.4 Stellar Initial Mass Function . . . . . . .. .. ... ... ... ... .... 50
2.5 Protostellar and Stellar Feedback . . . . . .. ... ... ... ... ..... 52
2,51 ProtostellarJets . . . . . . ... 52
2,52  StellarWinds . . . . . ... 53
253 HIIRegions . ... ... ... ... .. ............... 56
2.5.4  SUPEINOVAE . . . . . . . . v v it 59

xi



THEORY AND NUMERICAL METHOD

3.1 Magnetohydrodynamics . . . . . ... Lo Lo Lo oo
3.1 The Vlasov—-Maxwell-Poisson-System . . . . . .. ... ... ....
3.2 The Magnetohydrodynamic (MHD) Equations . . . . . .. .. ...
3..3  Validityof the MHD Approach . . . . .. . ... ... ... ... ..
3..4  Heating and Cooling Source Terms . . . . . ... ... ... ... ..
3.5 TheMaxwell Equations . . . . . ... ... ... ...........
3.6 ThePoisson Equation. . . . . ... .. ... .. .. .. .. .....
307 Non-IdealEffects . . . . . . .. ... ... ... .. ... .....
3.8  WaveModesinMHD . . . . .. ... ... ... .. .........
3.9 MHDSummary ... ... ... ... ... . . ..

32 TheFLASHCode . . . . . . . . . . . . . .
320 Basics ... .. e e
3.2.2  SinkParticles . . . ... ...
3.2.3 GridRefinement . . . . . ... ... ...

3.3 Initial Conditions . . . . . . . . . . . ...

3.4 TheSupernova-Model . . . . .. ... ... oo o oo

3.5 ChapterSummary . . . .. ... L L o

ImracT OF MAGNETIC FIELDS ON THE FORMATION AND EVOLUTION OF MOLEC-

ULAR CLOUDS

41 Introduction. . . . . . . .. e

4.2 Molecular Cloud Formation by Head-On Colliding Flows . . . . . . ... ..
4.2.1  Varying the Turbulent Velocity . . . ... ... ... .. .. .....
4.2.2  Dependence on the Magnetic Field Strength . . . . . . ... ... ..

43 Indined WNMflows . ... ... .. ... .. ... . . ... ... ... .
431 TheSetup . . . . .. ... .
4.3.2  Magnetic Flux Reduction and Star Formation . . . . . ... ... ..
4.3.3  Comparing Cloud Dynamics in Magnetically Differing Environments .
4.3.4 Dynamicsof DenseCores . . . . . . ... ... .. ..........
4.3.5  Analysisof the Densest Cores . . . . ... ... ............

4.4 Chapter Summary & Discussion . . . . ... ... ... ... .. ..
4.4.1  Discussion: Influence of Ambipolar Diffusion . . . . ... ... ...
442 Summary ...

THE INFLUENCE OF SUPERNOVA FEEDBACK ON THE EVOLUTION AND LIFETIME

OF MoLECULAR CLOUDS

s Introduction . . . . . .. L e

5.2 Evolutionof Cloud Masses . . . . . ... ... ... ... .. ... ....
5.2 Evolution of the Densest Parts . . . . . ... ... ..........

5.3 CloudDynamics. . . .. .. ... ... ... ..

xii



531  Thermal StateoftheCloud . . . . . . . ... ... ... ... .... 127

s.3.2  Long—Term Dynamical Evolution of the Dense Gas . . . . . . . . .. 130

5s.3.3  Evolution of Energy Ratios of the Dense Gas . . . . . ... ... ... 131

5.4 StarFormation . . . .. .. .. ... ... e 132
5.40  Numberand Massof Sinks . . . . . . ... ... ... ........ 132

s.4.2  Star Formation Efficiency & Rate . . . . ... ... ... ... .. .. 133

5.5 The One-Dimensional Velocity Dispersion . . . . . ... ... ... ..... 134

5.6 Lifetimes of Individual Regions within the Clouds . . . . . . ... ... ... 135

5.7 Chapter Summary and Discussion . . . . ... ... ... ... ........ 136
s.7.1 Discussion: Missing Physics . . . . . ... ... 0000000 136

s72  Summary ... 138

6 SUMMARY AND OUTLOOK 141
6.1  Summary: Magnetic Fieldsinthe ISM . . . . ... ... ... ... ... 141

6.2 Summary: Supernova Feedback in Molecular Clouds . . . . . ... ... ... 142

6.3 Outlook: Magnetic Fieldsinthe ISM . . . .. . ... .. ... . ... ... 143

6.4 Outlook: Supernova Feedback in Molecular Clouds . . . . . . ... ... ... 144
APPENDIX A APPENDIX 145
A1 The Magnetised ISM: Estimate of the Effective Magnetic Diffusion . . . . . . . 145
A2 SN Feedback: ResolutionStudy . . . . .. ... ... ... ... ... .. 146
A3 NotesontheSupernovaRate . . . . ... ... ... ... ... ... ... 147
BIBLIOGRAPHY 151

xiii






Introduction

Stars are crucial for our understanding of the interstellar medium. Through their mechanical
and radiative energy input they control the remote dynamics of the gas between the stars. The
injection process drives random motions in the gas, accelerates energetic particles and indirectly
amplifies ambient magnetic fields. The hot bubbles surrounding high—mass stars yield the escape
of material from the Galactic disc and provide the source for Galactic winds or fountain flows.
Low-mass stars, in contrast, only act upon their immediate surrounding. However, the com-
bined effects of all stars provide a significant source of energy for the dynamical processes in the
interstellar medium.

Stars are important for our understanding of molecular clouds. Beside their impact on the large
scales, the stars couple to their parental cloud also via feedback processes. Already in the phase of
stellar birth, the feedback is accomplished via stellar jets and outflows. During the star’s time on
the main-sequence it drives powerful winds, which shape the surrounding material. High—-mass
stars with M 2 8 Mg, also ionise the surrounding gas by the release of energetic photons. In
the end of the stellar life, the low—mass stars interact with the surrounding material by ejecting

their outer shells. The high—mass stars, in contrast, end their short lives in a powerful supernova,



thereby injecting a large amount of energy in a very short period of time. All these stellar feed-
back processes shape the morphological and dynamical picture of their birthplaces. The amount
of energy and momentum, which is transferred to the molecular cloud, is crucial for the cloud’s
further evolution and whether it is dispersed or not.

Stars are vital for our understanding of planet formation. Through their continuous fusion pro-
cesses, high—mass stars generate elements heavier than Lithium. When these stars end their lives
in a supernova, they enrich the surrounding interstellar medium with those heavy elements. The
new chemical elements provide the seeds for the formation of dust particles, which themselves
serve as the origin of large sized objects in the dense discs surrounding young stars.
State—of—the—art observational techniques are able to disentangle the complex interplay of stars,
molecular clouds, and the interstellar medium. Observations have revealed that the interstellar
gas is pervaded by strong magnetic fields, which influence the formation and evolution of molec-
ular clouds and the formation of stars. The observations also provide us with unprecedented
data of the sites of contemporary star formation. The role of interstellar filaments is being re—
emphasised since the first results from the Herschel space telescope. It is acknowledged that su-
personic turbulence shapes these filaments. The role of magnetic fields, in contrast, is still subject
to discussion.

The latest observational studies also provide a wealth of high-resolution data on the distribu-
tion, morphology, and dynamics of regions of stellar feedback. From these data, the coupling of
the star to the surrounding cloud can be estimated and compared to theoretical predictions. The
theoretical predictions are based to a large extent on the results from numerical simulations. The
complex interplay of magnetic fields, radiation, hydrodynamics, etc. cannot be described ana-
lytically. However, even numerical simulations concentrate on different aspects of the galactic
lifecycle and provide small pieces for the large puzzle of star formation.

In this work I will contribute to the following questions:

What is the influence of the magnetic field on the formation and evolution of molecular

clouds?

How does feedback from high—mass stars influence the evolution and lifetime of molecular

clouds?

To accomplish these tasks, chapter 2 describes the basics of the interstellar medium, thereby em-
phasising the role of magnetic fields and interstellar turbulence. Molecular clouds and their pro-

perties will also be discussed. A description of the formation of stars as well as their mass distribu-



tion and feedback closes this chapter. This study makes extensively use of a simulation code. This
numerical tool and its underlying equations are introduced in chapter 3. The following chapters
4 and s discuss the results of this study. Concluding remarks and a brief outlook are given in

chapter 6.






Overview

The following chapter is dedicated to the establishment of a profound overview of the physics
which are the subject of this thesis. I will describe the interstellar medium with its different con-
stituents, thereby also focussing on magnetic fields as well as on turbulence.

Molecular clouds condense out of the cold neutral medium, a phase of the interstellar medium,
and probably proceed to collapse to form a star or stellar cluster. A selection of different mecha-
nisms, which are thought to form molecular clouds is discussed. Once a molecular cloud core is
unstable and collapses, the formation of stars is initiated. The different processes at work during
the collapse are highlighted and a brief discussion of the distribution of stellar masses is given. All
stars inject mass, energy, and momentum into their surrounding medium or their parental core.

To which extent is discussed in the last section of this chapter.



Figure 2.1: Three-colour composite image of the Galactic disc from the 2MASS survey. Shown is the emission at 1.2 um,
1.65 pm, and the 2.2 1, respectively. Note the emission from the Small and Large Magellanic Clouds in the lower right. Image
takenfromhttp://www.ipac.caltech.edu/2mass/gallery/showcase/allsky_stars/index.html. Image
Credit: 2MASS/J.Carpenter, T.H. Jarrett, and R.Hurt.

2.1 The Interstellar Medium

By definition the interstellar medinm (henceforth ISM) is the medium between the stars. The
dynamics and structure of the ISM control the formation of molecular clouds, stars, and the evo-
lution of galaxies.

Figure 2.1 shows a composite image of the infrared emission of the disc of the Milky Way at wave-
lengths of A = 1.2 pm, A = 1.65 um, and A = 2.2 im taken from the 2MASS survey (Klein-
mann et al., 1994a,b). The Galactic centre (GC) is located in the middle of this map. The GC
reveals a bulge-like shape and one can infer the presence of a Galactic halo of diffuse emission.
With increasing distance from the centre, the distribution of matter flattens. Draine (2011) give
disc heights of A ~ 500 pc at a radial distance of 7 ~ 8.5kpc, i.e. the solar distance. Hence, a
major part of the dynamical interactions in the ISM is restricted to a thin disc. The diffuse emis-
sion above and below the disc are due to both accretion onto the Galaxy from the intergalactic
medium (IGM) and gas expulsion out of the disc due to the feedback from high—mass stars (e.g.
Walch et al., 2015). Stellar feedback reveals its presence in Haw emission, that is, the emission re-
sulting from the downward transition of the electron of the H atom from level n = 3 — 2 with

awave length A\3_,5 = 6563 A. This is shown in figure 2.2.
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Figure 2.2: Ha: map from Finkbeiner (2003). The map reveals shells, bubbles, filaments which are associated with regions where
high-mass stellar feedback is present. Image credit: http://www.galaxymap.org

2.1.1  Composition and Phases

The Hov emission mentioned above gives some hint about the composition of the ISM. It is
indeed hydrogen, which provides the major part of the gas. About 60 % of hydrogen is in the
neutral, atomic form (HI), 23 % in the ionised state (H II), and 17 % in the form of molecular
hydrogen (H2) (see e.g. Draine, 2011). When the total gas mass within the Galaxy is considered,
hydrogen (HLH II,Hz) provides ~ 70 % of the mass. About 28 % of mass is in the form of he-
lium (He). The left 2 % are in dust and so called merals (elements heavier than He) (e.g. Ticlens,
2005).

Dust and metals are most likely to exist deeply embedded in dense regions with column densi-
ties log N ~ 20, which provide a significant (self-)shielding against the interstellar radiation.
In general, the ISM is organised in different phases, which co—exist in near pressure equilibrium
(McKee and Ostriker, 1977) .

Hot Ionised Medium

The hot ionised medium (HIM) originates from the energy injection of high—mass stars. Fol-
lowing McKee and Ostriker (1977) the temperature and density of this phase can be stated to be
T ~5x10°Kandn ~ 0.003cm ™3, respectively. This phase is maintained by e.g. supernova

explosions. Though, not known precisely, the volume filling factor is fy ~ 0.4 (Smith, 2004).


http://www.galaxymap.org

Warm Ionised Medium

The warm ionised medium (WIM) consists primarily of H II gas with number densities of n ~
0.1 cm ™3 and temperatures around 7' ~ 8000 K (Tielens, 2005). To some extent, the hot gas
within HII regions around high—mass stars can be attributed to the WIM, although the gas in
these regions might also have higher densities. The volume filling factor fyy ~ 0.1 — 0.25 and
the mass fraction of fyr ~ 0.16 are still subject to discussion (Tielens, 200s; Draine, 2011). This
component of the ISM is best observed by radio continuum surveys, accounting for the enhanced

free—free emission (e.g. Peters et al., 2010; Draine, 2011).

Warm Neutral Medium

Another part of the ISM is the warm neutral medium (WNM). The typical densities range from
n ~ 0.5cm™> ton ~ 2cm™? (Stahler and Palla, 2005). However, these values can change
dramatically with galactocentric radius (Tielens, 2005). The temperatures of this gas phase range
from T ~ 3500—8000 K, and fy ~ 0.3—0.4. The mass fraction of this phaseis fy;r ~ 0.4—0.5
(Tielens, 2005). Since atomic hydrogen constitutes the major part of the WNM, this phase is best

observed in 21 cm emission corresponding to the hyperfine—structure line of the hydrogen atom.

Cold Neutral Medium

Diffuse clouds of HI gas with temperatures of ' ~ 80 — 100K define the cold neutral
medium (CNM). Due to the near pressure equilibrium conditions, densities are far higher
compared to the WIM and WNM, namely around n ~ 30 — 50 cm ™ (Tielens, 200s). The
volume filling fraction of the CNM is rather low, fy ~ 0.01. In contrast, the mass fraction
is fu ~ 0.36 (Tielens, 2005). If molecular clouds are taken into account, most of the mass
of the ISM is contained in regions with n 2 50 cm ™3, that is fmenmime ~ 0.6. Following
Draine (2011), the CNM is primarily observed via 21 cm line emission as well as in absorption of
optical and UV lines. Notice that the mentioned diffuse H I clouds are pressure—confined enti-

ties, rather than being gravitationally bound (e.g. Heiles and Troland, 2005; Crutcher et al., 2009).

The above discussed phases are the basis for the three—phase model of the ISM by McKee and

Ostriker (1977). As already pointed out for the HIM, this model relies on the major contribu-
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tion from high—mass stars. Supernova explosions inject energy and momentum into the ambi-
ent medium, which increases the temperatures and pressures. For appropriate supernova rates,
sufficiently stable cavities of very hot and teneous gas appear in which the gas is primarily ionised.
The WNM then appears through gas cooling of the HIM. The WNM itself is highly thermally
unstable. Small perturbations induce runaway cooling of the gas, which results in the formation
of the CNM, which is the third phase. This is in contrast to the original rwo—phase model pro-
posed by Field etal. (1969b,a) in which the CNM coexists with a second warmer phase, the WNM
and WIM. However, both models constitute the emergence of thermally unstable regimes near
n~1—=5cm2and7T ~ 1000 — 5000 K, where a decrease in temperature initiates further
cooling of the gas (see also Tielens, 2005).

An illustrative overview of the different regimes is given in figure 2.3. Notice that additional
regimes are shown that have not been discussed above, but do occur during the lifecycle of stars
and the ISM. However, the three—phase model is not appropriate anymore since it assumes the
multiple phases to be static and in pressure equilibrium (McKee and Ostriker, 1977). In contrast,
the ISM is highly dynamic and not static. Turbulence mixes the different phases and leads to

regimes which are not in pressure equilibrium (e.g. Seifried et al., 2011, and references therein).

2.1.2 Energy Densities

Table 2.1 gives a summary of the energy densities in the ISM. Here, typical values for the number
density, temperature and magnetic field strength in the solar vicinity are used (see e.g. Vizquez-
Semadeni et al., 2007; Crutcher et al., 2009). It is obvious that the different energies are in near
equipartition. The equipartition of thermal and turbulent kinetic energy is due to presence of
trans— to mildly supersonic motions in the WNM, which originate e.g. from supernova explo-
sions of high—mass stars (see e.g. reviews of Mac Low and Klessen, 2004; Elmegreen and Scalo,
2004; Scalo and Elmegreen, 2004). The equal amounts of energy in the turbulent fluid and the
magnetic field is due to collisional coupling of charged particles and neutrals in regions where the
jonisation fraction is rather low (e.g. Haverkorn, 2015). In regions of high ionisation fraction,
the magnetic field is perfectly frozen—in to the gas, which naturally leads to equipartition. Other
possibilities, which lead to equipartition are amplification of the magnetic field by dynamo pro-
cesses, i.e. the small-scale dynamo (Brandenburg and Subramanian, 2005s) or the af2-dynamo
due to differential rotation (e.g. Hubbard and Brandenburg, 2012). The cosmic ray energy den-

sity is twice as high as the other energy forms, but still of the same order as the aforementioned
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Figure 2.3: Schematic showing the different physical phases of the ISM. Notice the additional phases for illustrative purposes,
which have not been mentioned in the text. As indicated, the WNM and cold molecular clouds are in rough pressure equi-
librium. Although very teneous, supernova remnants (SNR) and stellar coronae provide regions, which are significantly over-
pressurised. Adapted from Padmanabhan (2001, figure 9.1.) and slightly modified.

energy densities. The reason is that the magnetic field limits the escape fraction of cosmic rays

from the Galaxy, resulting in continuous heating of the gas in the ISM (Draine, 2011).

2.1.3 Magnetic Fields

It has early been recognised that the ISM is pervaded by magnetic fields (Hiltner, 1949; Mestel and
Spitzer, 1956). This has lead to the question, how the magnetic field influences the dynamics of
clouds, clumps and cores. A first attempt was the estimate of the magnetic critical mass M,i;, g by
Mestel and Spitzer (1956, see also section 2.3.3). The critical mass arises from the energy balance of
magnetic fields and gravity and is proportional to B 3 /n?, where B is the magnetic field strength
and n is the number density. Hence, stronger magnetic fields increase the critical mass and sta-
bilise the system, while increasing densities will usually imply small masses up to which the system
is stable. Since the critical mass is of the order of 10* M, for magnetic field strengths of 1 4G and
densities of 1 e~ (see Mestel and Spitzer, 1956), the influence of the magnetic field was thought

to explain the observed low star formation efficiencies (e.g. Mouschovias and Spitzer, 1976; Shu,

I0



Table 2.1: Typical energy densities in the ISM.

Energy Symbol Value Comment

(1072 erg/cm ™3]
Thermal Cint = %nkBT 1.04 n=1cm>T = 5000 K
Turbulent  eqyp = %Quz 1.06 n=1lcm3u=10km/s
Magnetic e = ?—; 0.99 B =5uG
Cosmic Ray ecr 2.23 From Draine (2011)*

“Note that Draine (2011) give the energy densities in eV / cm ™. The value of 1.39 €V /em ™ in this
source is estimated from a hypothetical spectrum which matches the observed high—energy proton flux.
See figure 13.5 in Draine (2011).

1977; Mouschovias and Paleologou, 1980).

In addition to the stability of clumps and cores, the magnetic field can efficiently remove an-
gular momentum from rotating systems by Alfvén waves (Mouschovias and Paleologou, 1980).
On scales of accretion discs this has lead to the invention of the magnetic braking catastrophy
where the build—up of Keplerian discs is suppressed by the magnetic field (Mouschovias, 1979;
Mouschovias and Paleologou, 1980; Basu and Mouschovias, 1994). There since have been many
approaches to circumvent this problem, e.g. by non-ideal MHD (Krasnopolsky et al., 2010, 2011)
or turbulence (Seifried et al., 2012, 2013).

The magnetic critical mass can also be expressed in terms of the mass—to-magnetic flux ratio

] Pherit, Where pt = Mgas/® and

M as

ferit = (—g) =0.13/VG (2.1)
® crit

according to Mouschovias and Spitzer (1976), where the critical value results from the equiparti-

tion of gravitational and mangetic energy densities

GMo B* _

EraVE—__: mag -
& R 8T &

(2.2)

® is the magnetic flux. A modified version of the critical value was obtained by Nakano and

Nakamura (1978) as

Uerit = (%) = 0.16/\/5. (2.3)
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Here X is the column density and B the magnetic field strength along the line of sight. If © >
Herit> collapse of a region is initiated. In the contrary case, the magnetic field dominates over
gravity and perturbed systems will only undergo small oscillations. In the former case, objects
are termed supercritical, while in the latter they are subcritical. For nearly isolated (M ~ 0)
systems, the conservation of magnetic flux tended to be a critical issue as in such cases the mass—
to—magnetic flux ratio is conserved (Mestel and Spitzer, 1956). But, as the authors pointed out, the
relative drift of neutrals and charged particles allows for the slow diffusion of magnetic flux out of
the overdense region. With time, this ambipolar drift leads to supercritical regions that eventually
collapse. This idea was modified to include turbulence by Heitsch et al. (2004). Turbulence
is indeed able to speed up the slow process of ambipolar drift, but still fails to explain the fast
onset of star formation (Heitsch and Hartmann, 2014). The large timescale of ambipolar drift
was also thought to explain the low star formation efficiency of molecular clouds (Mouschovias
and Spitzer, 1976). Another possibility suggested already by Mestel and Spitzer (1956) and later
putforward by Hartmann etal. (2001, see also Heitsch and Hartmann (2014)) is the accumulation
of gas by coherent WNM streams parallel to the magnetic field lines until a certain region becomes
supercritical.

To assess the influence of the magnetic field, observations are inevitable, especially with the aim of
deriving reliable estimates of the field strength and criticality in the ISM and molecular clouds. To
date, there is ongoing discussion about its dynamical importance, which is primarily maintained
by these observations (Li et al., 2009; Crutcher et al., 2009; Crutcher, 2012; Li et al., 2014). Thus,
in the following, I will briefly discuss methods to observe magnetic fields in the ISM and their

basic results.

Dust and Starlight Polarisation

A common technique is measuring polarisation of either starlight by background stars (in the
optical) or dust thermal emission (in the far-IR) (see e.g. review by Crutcher, 2012). The polari-
sation is the result of light being scattered at or re—emitted by elongated, aligned dust grains. The
alignment with the local magnetic field is most probably due to radiative torques (Lazarian, 2007;
Hoang and Lazarian, 2008). The obtained polarisation vector can then be used to infer the mor-
phology of the magnetic field. In this sense, extinction measurements towards background stars
in the optical reveal the morphology of the field in the outer, low—Ay; regions, where Ay denotes

the visual extinction. The dust emission results are used to infer the field direction in the high—Ay
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Figure 2.4: Polarisation vectors and 13C0 emission map from the Taurus molecular cloud complex. Red vectors denote near-
IR data, blue vectors those from optical polarisation. It is evident from the measurements that the magnetic field is primarily
perpendicular to the filaments’ major axes. However, there are also regions observed, where the field is aligned. In total, the
field is able to stabilise the Taurus cloud against gravitational contraction and is interpreted to dominate over turbulence at
least on a 2 pc scale. From Chapman et al. (2011).

regions, thatis, in the cloud interior (Crutcher, 2012; Li et al., 2014). Figure 2.4 shows polarisation
vectors (rotated by 90° to represent the magnetic field direction) in the optical and near-IR over-
layed on a '*CO emission map from Chapman et al. (2011). The data reveal an ordered magnetic
field, which is only distorted in some small regions. The field direction is primarily perpendicular
to the major axis of the individual filaments. This is consistent with important magnetic fields
and gravitational contraction along the field lines (Li et al., 20064, 2009; Hennebelle, 2013). How-
ever, there are also some filaments observed, where the magnetic field morphology is essentially
along the main filament axis or disordered (Planck Collaboration et al., 2014a,b, 2015).

Using dust emission data at 350 pzm towards molecular cores in the Orion complex, Lietal. (2009)
showed that the magnetic field morphology in the dense cores is preserved with respect to the
cloud environment, again strongly indicating dominant magnetic fields. The authors concluded

that super—Alfvénic clouds cannot explain this morphology, in contrast to what was found by

3



Padoan et al. (2004).

The strength of the magnetic field cannot be inferred directly from continuum polarisation data.
For this reason, the Chandrasekhar—Fermi (CF) method is often applied (Chandrasekhar and
Fermi, 1953). The CF method assumes a displacement of a magnetic field line due to turbulent
fluctuations by some angle o (the polarisation angle). The original idea proposed sinusoidal per-

turbations and determined the magnetic field strength in the plane of sky (POS) as

4 Y2y
BPOS = <§7TQ) a (2,.4)

Here v is the velocity dispersion and o the ambient gas density. Estimates with the CF method
in the Taurus complex reveal Bpog ~ 10 — 40 G with the lower value corresponding to lower
denstiy regimes (Chapman et al., 2011). However, there is some significant uncertainty in the CF

method in inferring the correct reason for tilting and twisting of field lines (Crutcher, 2012).

Zeeman Measurements

A second widely used method is the measurement of the Zeeman effect from which the line of
sight (LOS) magnetic field component is achieved (e.g Crutcher et al., 1993). Commonly used
interstellar species for this kind of measurements are HI, OH, and CN (Crutcher, 2012). In the
normal Zeeman effect, a spectral line is split into three components due to coupling of the mag-
netic moment of the atom with the ambient magnetic field. The measurements then contain
information about all three magnetic field components. However, as Crutcher (2012) state, the
strength of the signal is proportional to (Av/év) x Byog and to (Au/él/)2 X Bpos. Here Av
is the frequency shift due to the Zeeman effect and ¢v is the width of the spectral line. Since in
most observations Av < dv, information about Bpog is lost due to too weak signals.

A compendium of Zeeman measurements towards different sources is given in figure 2.s. Shown
is the LOS magnetic field as function of column density. The data points contain diffuse HI
clouds, molecular clouds as well as dense cores (Heiles and Troland, 2005; Heiles and Crutcher,
200s; Crutcher, 2012). Atlow column densities, the LOS magnetic field is almost constant. Since
it is the HI clouds which reside there, this constancy agrees well with accumulation of gas along
the field lines (Heiles and Troland, 200s; Heiles and Crutcher, 2005). At higher column densi-

ties, the magnetic field increases. The dashed line marks the transition from sub- to supercriti-
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Figure 2.5: Overview of the results from Zeeman measurements. Shown is the LOS magnetic field as function of column density.
The dashed line denotes the condition of magnetic criticality, t = [icrit. Almost all measurements of molecular clouds reveal
supercriticality. Figure taken from Crutcher (2012).

cal clouds. As Crutcher (2012) highlight, almost all measurements indicate supercritical clouds.
However, these observed stages are not consistent with models of ambipolar diffusion mediated
star formation (Crutcher et al,, 2009). Studies of the LOS field strength as function of number
density reveal a scaling B oc n¢ with ¢ ~ 0.65 (see also next paragraph). The exponent is more
consistent with isotropic contraction, where the magnetic field is not capable of balancing gravity.
In contrast, ambipolar diffusion dominated scenarios show exponents ¢ ~ 0.5 (Mouschovias

and Ciolek, 1999).

Magnetic Field Strengths and Magnetic Criticality

The field strength estimated from Zeeman measurements indicate Brog ~ 5 — 6 G in the
low column density regime, log(N [cm™2]) < 21, giving rise to larger values for the rotal field

strength. This column density regime is analogous to volume densitiesn << 10* cm™®. From this
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density threshold on, the magnetic field scales as (Crutcher et al., 2009; Draine, 2011)

n 0.65
B 491G (o) (25)

indicating typical field strengths in molecular clouds of the order of B ~ 30 —50 uG (Heiles and
Troland, 200s; Crutcher et al., 2009). The supercritical objects with much weaker field strength
in figure 2.5 are most likely to have a stronger POS component (Crutcher, 2012). The values for
B os athigher densities do also agree with the results from polarisation studies (e.g. Lietal., 2009,
2010). However, while Li et al. (20064, see also Li et al. (2014)) claim the dynamical importance
of the magnetic field and its ability to stabilise clouds, the results from Heiles and Troland (2005)
and Crutcher et al. (2009) indicate less significant influence. On the one hand, the latter authors
report that the mass—to—magnetic flux ratio is supercritical by factors ~ 2 — 3 (though with some
uncertainty of 50 %). On the other hand, they find M ~ 1.5 — 2 (Heiles and Troland, 200s;
Heiles and Crutcher, 2005; Crutcher et al., 2009). Although, only slightly super-Alfvénic the tur-
bulent energy dominates over magnetic energy, consistent with studies by Padoan et al. (2004).
The magnetic field lines should thus be twisted by the turbulent motions, which contradicts the
results from Li et al. (2006a) as well as Chapman et al. (2011), who find coherent magnetic fields
in molecular clouds as well as in the inter—cloud medium.

The question about the exact dynamical importance of magnetic fields still remains to be evalu-
ated. In addition, it is not fully solved to date how molecular clouds achieve the transition from
sub- to super—critical states (see e.g. discussion in Banerjee and Kortgen, 2015). Since AD was
proven to be inefficient, also in combination with turbulence (Heitsch and Hartmann, 2014),
possible solutions are converging flows along field lines (Mestel and Spitzer, 1956; Heitsch and
Hartmann, 2014, see also section 2.2.2) or reconnection of magnetic field lines (Lazarian and Vish-

niac, 1999; Santos-Lima et al., 2011).

2.1.4 Turbulence

The ISM is highly dynamical and turbulent. In the following I will introduce the basic concepts
of (magneto—)hydrodynamical, incompressible and compressible turbulence and discuss the his-

torical development of turbulence in the ISM.
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Kolmogorov Turbulence

In general, turbulence in a fluid arises when the advection term u - Vu dominates over the viscous
term vAu, with u (see section 3.1.2) being the velocity and v being the kinematic viscosity. Due
to its non-linearity, the advective term will exponentially amplify small perturbations in the fluid
flow (Landau and Lifshitz, 1959). Whether a flow is turbulent or laminar can be estimated by the

Reynolds number
ul

Re ~ —. (2.6)

v
Onceafluidis turbulent (i.e. Re > 1), vortical motions keep on mixing different regions. Energy,
being injected on large scales, cascades down to the small scales in a scale-free process (termed
the Richardson cascade). On the smallest scales, the injected energy is finally dissipated into heat.
Simple dimensional arguments yield a relation between the spectral energy and the wavenumber,

k according to
E(k) oc 23k75/3, (2.7)

This law holds for incompressible and isotropic turbulence (Kolmogorov, 1941). E(k)dk is the
energy in a wavenumber interval [k, k 4+ dk]. Using the relation for the kinetic energy per unit

mass

v2 ~ E(k)dk ~ E(k)k ~ k=2/3, (2.8)

it follows that the velocity at a certain spatial scale, [, obeys
v o< 13, (2.9)

The highest velocities are observed on the largest scales.

Burgers Turbulence

Once perturbations in the flow travel at velocities exceeding the local speed of sound, shocks
occur. Assuming infinitesimally thin shock fronts, each discontinuity can be represented by a
step function (see e.g. Klessen and Glover, 2014). Switching into spectral space by means of a

Fourier transform, the energy at a given wavenumber is given by
E(k) o< k2. (2.10)
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This form of the spectral energy is the most likely for supersonic turbulence, although the slope
of -2 differs only slighty from that of classical Kolmogorov turbulence (Bec et al., 2001; Bec and

Khanin, 2007; Klessen and Glover, 2014).

Compressible Turbulence

The above mentioned turbulence models refer to incompressible turbulence. However, the ISM
is highly compressible (Mac Low and Klessen, 2004; Klessen and Glover, 2014). Hence, there
will be modifications in the derivation of the characteristic features of turbulence (e.g. Federrath,
2013). In compressible turbulence, the energy dissipation rate is modified by taking into account
the density of the fluid; hence

Ci[_f ~ QTUQ ~ QTU?) = const. (2.11)
The original dependence of velocity on spatial scale from Kolmogorov turbulence is nolonger ap-
plicable. Furthermore, the original picture only allows for solenoidal modes in the turbulence. In
compressible turbulence, the compressive modes (with V x u, = 0) complicate the behaviour,
especially when the fluctuations are supersonic. Near shocks there is a strong coupling between
the two modes, revealing itself in transfer of energy from one mode to the other (e.g. Elmegreen
and Scalo, 2004). As the ISM is naturally subject to gravitational attraction, strongly compressed
regions are able to become gravitationally bound (Mac Low and Klessen, 2004). The compres-
sive modes occuring in the theory of compressible turbulence allow for this coupling of turbu-
lence with gravity. A consistent theory of ISM turbulence has to provide this relationship. This
coupling can also be inferred from scaling arguments of the momentum equation. As Vizquez-
Semadeni (2015) argue, the advective and pressure gradient terms can equally induce the forma-
tion of density variations in an isothermal gas. Hence, using typical scales of the system

U—QNALCgé%NMS. (2.12)

ol Y

The density jump A g/ o scales as the square of the Mach number. For subsonic flows, the gas be-
haves nearly incompressible. For supersonic flows, strong shocks significantly compress the gas.
For typical Mach numbers in the ISM, the density jump can be as high as a factor of 100 (Klessen

and Glover, 2014).
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The density enhancements are also reflected in the density probability distribution function
(henceforth density PDF). As was shown by Vizquez-Semadeni and Garcia (e.g. 2001) the den-
sity PDF is lognormal, that is log (o) follows a Gaussian distribution with its variance depending
on the Mach number of the gas as (see also review by Hennebelle and Falgarone, 2012; Federrath

and Klessen, 2012)

02 =1In (1 + b2M2%> : (2.13)

Here s = In(p/0) with ¢ being the average density, b being the forcing parameter, [ being
the ratio of thermal to magnetic pressure and M being the RMS Mach number, respectively.
The forcing parameter is b = 1/3 for solenoidal forcing and b = 1 for compressive forcing.
As the Mach number of the turbulence increases, the width of the density PDF is broadened.
This provides larger density jumps. The lognormal distribution is explained by the central limit
theorem (Hennebelle and Falgarone, 2012). Each shock in the gas will increase the density by
a certain factor o1 ~ M?3po. If another shock passes the fluid parcel, its density increases by
02 ~ M3o1 ~ M3M3py. For N shocks passing by, the density enhancement is roughly
on ~ M3 ... M3o,. Taking the logarithm, the right hand-side becomes a sum, which is,
by definition, normally distributed. However, Federrath et al. (2008) caution that the lognor-
mal shape only appears if the compressive modes dominate over the solenoidal modes, thereby

complicating the interpretation of density PDFs in compressible turbulence.

Magnetohydrodynamical Turbulence

When a magnetic field is introduced to the dynamics, the picture of turbulence changes and so
does the resulting scaling of the energy. In the hydrodynamic case, energy is transferred from
the largest down to the smallest vortices within the flow. In the MHD case, this energy trans-
fer is guided by the background magnetic field, which is thought to be the field in the largest
vortices (e.g. Biskamp, 2003). The turbulence is then rather travelling and interacting Alfvén
waves. This introduces a new timescale related to the Alfvén speed vs = |B| /+/4mp. The dy-
namical timescale for the dissipation of kinetic energy is then N 74 with /N being the number of
interactions (in this case collisions between Alfvén waves). Following Biskamp (2003) the hydro-
dynamic dissipation timescale 7 is replaced by a larger timescale 73 /7. The dissipated energy is

then modified to ) .
U TA U

X —
2 9
Y AUA

€ X (2.14)
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compared to £ o u?/\ in the hydrodynamic case. The appearance of the Alfvén velocity intro-
duces the complication that the dissipation rate cannot be inferred from dimensional arguments

as in the Kolmogorov approach. However, the spectral energy is
E (k) = (cvp)/? k732 (2.15)

As stated in Biskamp (2003, see also the original work by Iroshnikov (1964)), this ansatz for the
description of MHD turbulence assumes the turbulence to be isotropic. The anisotropy intro-
duced by the magnetic field was taken into account in later studies by Sridhar and Goldreich (e.g.
1994) as well as Goldreich and Sridhar (1995, see also Galtier et al. (2000)) and yields a Kolmogoro-
vian spectrum perpendicular to the field lines and a spectrum with positive scaling exponent for

the parallel component.

Turbulence in the Interstellar Medium

Studies of turbulent motions in the ISM go back to von Weizsicker (1951a,b) who suggested that
turbulent motions contribute to the build—up of density enhancements. In the same year, Chan-
drasekhar (1951) discussed the role of microturbulence in a more formal way. In this case, the sys-
tem scales are much larger than the outer scales of the turbulence (see also Mac Low and Klessen,
2004). The derivation leads to an effective sound speed, which can be used in the hydrodynamic

equations

1
cieﬁ« — 2+ 502 (2.16)

where o is the root—-mean-square (rms) velocity. However, the turbulent fluctuations were as-
sumed to be only s#bsonic (Chandrasekhar, 1951).

The idea of turbulent motions entering the momentum and energy budget was supported by
Zuckerman and Evans (1974) due to observation of non-thermal broadening of CO lines. Later
studies suggested the rms velocity to depend on the wavenumber, k, of the turbulence in order to
explain observations of low—mass unstable cores (Bonazzola et al., 1987). However, as was shown
by Ossenkopf and Mac Low (2002), the integral scale of the turbulent motions is comparable to
the size of the system (here a molecular cloud) or even larger. Hence, the concept of microturbu-
lence was proven to be inappropriate.

It was in the early 1980’s when observations finally revealed the presence of turbulent motions in

the ISM (Larson, 1981). The author primarily used observations of **CO in order to extract the

20



T T T T T [ T T T T T T

I -
w
-]
[
H o
- U
]
e
- o #‘_.ﬂ.a-'ﬂ ~
g & N, €75 ; O
[hm./s} -t E
f D g™ Py
°r L ° %" i
I..l.:-""r sl L |
a-""-!
-
-
e T -
T

Ty = |

L L i | TR | i i i i | i 1 i i 1

-1 0 log Lipel ! 2

Figure 2.6: Size-linewidthrelationfrom Larson (1981). Actually shown is the three-dimensional velocity dispersion as function
of spatial scale for different objects. The dashed line is a fit to the data. Note that Larson stated in his work that the fit was
achieved by eye. oy is the thermal velocity dispersion. From Larson (1981),Turbulence and star formation in molecular clouds.
MNRAS, 194:809-826, figure 1.

apparent scale of the objects as well as to calculate reliable molecular linewidths, dv, from which
the three—dimensional velocity dispersion was finally obtained. The resulting data is shown in
figure 2.6. The deduced scaling exponent, v ~ 0.38, is remarkably close to the one of incom-
pressible (Kolmogorov/hydrodynamic) turbulence, ¥ = 1/3. This finding was in almost perfect
agreement with previous discussions by Zuckerman and Evans (1974). However, the exact nu-
merical values of the power—law exponent have been questioned by later studies (Solomon et al.,
1987; Heyer and Brunt, 2004). Solomon et al. (1987) find v = 0.5 &= 0.05 and Heyer and Brunt
(2004) stated that v = 0.59 &£ 0.07, both values being higher than the original value found by
Larson (1981). It is thus more likely that observed linewidths are a combination of thermal and
turbulent motions, rotation as well as MHD waves. Despite these differences, all three studies
agree that the rms velocity ~ 1 km /s when L = 1 pc, giving rise to a scale Liperm, at which the
turbulent motions become subsonic.

The ISM is also strongly magnetised. Comparison of turbulent to the Alfvén velocity then
yields further information on the characterstics of interstellar turbulence. As discussed above,
there is no consens on the magnitude of the magnetic field (Beck, 2001; Crutcher et al., 2009).
Using values for the magnetic field from Zeeman observations and the HI velocity dispersion
o ~ 10km/s from Tamburro et al. (2009) then reveals that the turbulence in the ISM is t7ans-
alfvenic with My ~ 1 (see also Padoan et al., 1999; Padoan and Nordlund, 1999; Padoan et al.,

2011, 2014). Recent studies by Padoan et al. (2015) argue that supernova driven turbulence in the
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ISM implies super—alfvénic fluctuations when using observational constraints on the magnetic
field strength. Asa result, molecular clouds will be super—alfvénic, too, due to continuous energy
injection from the supernovae. In contrast, magnetic field measurements reviewed in Beck (2001)
and Beck (2015) denote slightly larger values of the magnetic field strength (B ~ 10 — 15 uG)
and hence the ISM would be subalfvénic. This is in agreement with studies by Li et al. (2009) and

consistent with the preserved morphology of the field lines.

2.1.5 Heating and Cooling

The individual phases of the ISM reside at different temperatures and densities, which are subject

to heating and cooling processes.

Heating

Figure 2.7 shows the radiative heating rate, I' (n, ') as function of number density of the gas
from Wolfire et al. (1995). The major heating process over a wide range of densities is the pho-
toelectric effect due to absorption of FUV/EUV photons from the interstellar radiation field by
polycyclic aromatic hydrocarbons (PAHs) and by dust grains (see also Tielens, 2005). During the
heating process, an electron is released from the dust surface. The kinetic energy of this electron
is then converted to thermal energy of the gas via collisions. As the densities decrease and temper-
atures increase the dust content diminishes. However, it is still the interaction with photons that
efhiciently heat the gas. In the WNM, heating by cosmic rays and X-rays also plays an important
role. The sum of heating by cosmic rays, X-rays and the photoelectric effect approaches a nearly

constant rate as function of density.

Cooling

Figure 2.7 also shows the different cooling rates, nA (x, n, 7). Cooling is due to radiative decay
of collisionally excited atoms. In the WNM, emission of Ly photons in the optical as well as
cooling due to recombination of electrons are the main coolants. In contrast, in the CNM cooling
is dominated by metal line cooling, primarily the [CI] and [O 1] lines as well as [C IT]. The latter
line isindeed the major coolant atlarger densities. Cosmic rays as well as photoelectrons can excite

the fine—structure levels of atoms and yield the resultant cooling (e.g. Tielens, 2005; Draine, 2011).

22



log T, nA (ergs s ' H)

% T e
-2 =1 ] 1
log n (em™) )

Figure 2.7: Left: Heating (dashed) and cooling (solid) processes in the ISM as function of number density, n. The dominant
processes are heating by the photoelectric effect as well as line cooling of ctat high densities and Ly« cooling at low densities.
Right: Cooling function as function of temperature. The labels denote different ionisation fractions. Note that cooling is most
efficient in a regime corresponding to temperatures at shock fronts. Taken from Wolfire et al. (1995, left),ApJ, 443:152-168
(©AAS. Reproduced with permission.) and Dalgarno and McCray (1972, right).

2.1.6  The Galactic Cycle

The different (thermo-)dynamical and radiative processes operating in the ISM lead to a matter
cycle. This life cycle of the ISM is depicted in figure 2.8. Commencing on the left, gas and dust ac-
cumulate in the disc midplane by gravitational settling mediated by the ambient magnetic field,
turbulence and heating and cooling. Small perturbations lead to the formation of condensates,
which can be observed as diffuse H I or dense molecular clouds. For sufficiently high ionisation
fractions, the magnetic field will be dragged along with the condensations. Internal turbulence
and external pressure fluctuations as well as an inhomogeneous gravitational field induce the frag-
mentation of the clouds. If the fragments become gravitationally unstable, they will undergo col-
lapse and eventually form stellar clusters or individual stars. High—mass stars will evacuate their
parental core/clump by their feedback processes and finally disrupr the entire molecular cloud due
to a supernova explosion, thereby producing heavier elements due to the prior nucleosyntheses.
The stellar material is injected into the ISM during this explosion. A supernova remnant is left
over until it merges with the ISM after along time. When the enhanced pressure and momentum

from the high—mass star’s feedback have vanished, the cycle begins again with accumulation of

gas.
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Figure 2.8: Schematically shownis the Galactic matter cycle. Startingin the lower left corner, matter is being accumulated on large scales due to global gravitational attraction,
compression by spiral density waves, etc. Once, sufficiently stable potential wells have emerged, the gas condenses into the CNM phase and becomes even cooler when
forming molecular clouds. These clouds then fragment to form even smaller objects. If the mass of those objects exceeds their Jeans mass, collapse initiates the formation
of stars. Some of them only influence their natal regions in a non significant manner, that is, they are low-mass stars. The high-mass stars are able to disperse their parental
clumps/clouds and finally end their lives as a supernova, leaving behind a neutron star. When the hot bubble has cooled to temperatures of the WNM, the cycle starts again.



2.2 Molecular Clouds

Molecular clouds are the nurseries of stars and stellar clusters. The formation of stars is certainly
linked to the dynamics of the dense and cold gas as well as to the cloud’s chemical composition.
Turbulence within the clouds is primarily linked to the star formation rate and efficiency of the
clouds since it actually is the stellar component, which shapes the structure and dynamics of the
ISM in the cloud’s environment.

In this chapter I will focus on molecular clouds, their basic properties, what is known from ob-

servations, and how they possibly form and disperse.

2.2.1  Properties of Molecular Clouds

In general, molecular clouds are the coldest and densest parts of the ISM. At the same time, they
occupy only a small volume in space (e.g. Blitz, 1993; Dobbs et al., 2014). The size spectrum of
molecular clouds ranges from 10 pc to ~ 100 pc (Stahler and Palla, 2005). Their densities range
from ~ 100 cm ™ to ~ 10* e~ depending on the size, with an average density of ~ 400 cm ™
(Solomon et al., 1987, see also table 2.2). Regions of enhanced density usually will arrange in a fil-
amentary network (e.g. Banerjee et al,, 2009; André et al,, 2014b). The high densities are most
probably the result of self—shielding processes of e.g. Hy and CO (Dobbs et al., 2014). This
shielding will generate regions of cold gas due to the lack of heating sources as well as the presence
of efficient coolants like CO, HCN, NH3, CS, and C* (e.g Glover and Clark, 20125 Glover et al.,
2015). With increasing distance to the densest and coldest parts, the material of the cloud heats up
and becomes more teneous. Hence, the cloud is surrounded by a halo of diffuse HI gas (Hen-
nebelle and Falgarone, 2012). Their masses lie between a few ten solar masses for small clouds
and ~ 10° M, for giant molecular clouds (GMCs). However, the total mass of gas in clouds
throughout the Milky Way is ~ 10° M, (e.g. Stahler and Palla, 2005; Draine, 2011). The large
spread in masses is often attributed to either their star formation rate (SFR) or their formation
process (Stahler and Palla, 2005; Hennebelle and Falgarone, 2012). Observations reveal a similar
spread in the clouds’ surface densities. These range from 10 M, /pc? for diffuse HI clouds to
150 M, /pc? for GMCs (e.g. McKee and Ostriker, 2007; Roman-Duval et al., 2010).

Table 2.2 also lists the linewidth of CO. At typical cloud densities, CO is usually being traced
by observing its isotopologue *C'®O since it is optically thin in this regime (e.g. Carlhoff et al.,
2013). Notice, however, that at even higher densities n > 10° cm ™3 this molecular tracer also be-

comes optically thick or freezes out on dust grains, which leads to a CO depletion (Bodenheimer,
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Table 2.2: List of typical cloud properties. Taken from Blitz (1993), Stahler and Palla (2005), and Bodenheimer (2011).

Type Average Density Mean Radius Mass  Temperature Linewidth®
e~ o] M) [K] ks~ ]

Giant Molecular Cloud 100 20—50 10° 15 7
Molecular Cloud 300 5—I0 10? 10 4
Diffuse Cloud® 500 3 50 50 2—4
Dark Cloud 10° 2 30 10 e
Dense Core 10-10° 0.1 10 10 0.3

@As traced by CO.

bStahler and Palla (2005) define a diffuse cloud according to their low extinction Ay < 1 and not by
their density.

2011; Carlhoft et al., 2013). The linewidth of the thermally broadened line is given by (Stahler and
Palla, 2005, p = 1.27)

8111(2)]{?BT

AUFWHM,therm =
pmy

T\ M2

~ 019 x | — km/s. 2.1

<1K) / (2.17)
Comparison with the values from table 2.2 reveal that the observed linewidths greatly exceed the
thermal linewidth. This indicates that molecular clouds are turbulent and that the broadening
is to a major extent due to non—thermal processes. Blitz (1993) name turbulent motions as one
reason, but also MHD waves can induce the broadening (Stahler and Palla, 2005). The only
outlier in this comparison is the linewidth for dense cores with velocities of less than 1 km s
but this can be explained by the transition to subsonic motions at ~ 0.1 pc (Larson, 1981; André

et al., 2014a,b, see also section 2.1.4 on turbulence).

2.2.2  Formation of Molecular Clouds

As stated before, the mass spectrum of molecular clouds covers a rather wide range of masses. In
addtion to intrinsic effects like turbulence (which may disperse the gas), the range of masses is a
natural consequence of the different formation mechanisms. Some clouds do form by processes,
which act on Galactic scales. Other clouds may form due to more localised events. Below, I will
introduce possible formation mechanisms, which seem to form molecular clouds on a frequent

level and which are intrinsically coupled to the dynamics of the ISM.
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Parker Instability

Horizontally aligned magnetic field lines, if slightly perturbed, can undergo buoyant oscillations,
thereby building magnetic ridges and valleys (Parker, 1966). A gaseous disc in initial magneto—
hydrostatic equilibrium with a vertically oriented gravitational field will always be unstable to this
kind of instability (Shu, 1992). Gas settles in the disc midplane due to the influence of the verti-
cally oriented gravitational field (here due to stars). The gas will then move along the magnetic
field lines, preferentially towards magnetic valleys, that is, towards the lowest point of a field line.
The accumulation of gas in such valleys will in turn drag the field along towards the central parts
of the disc, which amplifies the buoyancy of the field. As Dobbs et al. (2014) point out, the most
unstable mode of this instability is proportional to 27 H, where H is the scale height and the
growth rate is ~ v5 / H (McKee and Ostriker, 2007). However, perturbations with longer wave-
lengths will grow slower, but the collapse of the gas along the field lines will be nearly at free—fall
(see Shu, 1992). Since H ~ 100 — 200 pc, it is in general possible to accumulate enough mass
within the valleys such that clouds with masses Mciguq ~ 10° — 10° M, form. This is indeed
confirmed by numerical simulations with an external stellar potential only (see e.g. Mouschovias
et al., 2009). In addition, the authors report cloud separations of dC' ~ 500 pc and magnetic
field strengths in the midplane of B ~ 4.3 uG with a slightly larger rms component, but in
agreement with observations.

Figure 2.9 shows the resulting Parker instability from simulations by Mouschovias et al. (2009).
The left subfigure indicates the stage of linear growth, whereas the other subfigures depict the
phase where the instability grows non-linearly. The authors point out that it takes roughly
18 Myr to reach the non-linear stage. Simulations including effects like turbulent fluctuations
or Galactic rotation observe only a slight increase in gas density at the midplane of the disc (Kim
et al.,, 1998, 2001, 2002). It was concluded that the Parker instability might be too inefficient to
form GMCs but may trigger or amplify other instabilities (McKee and Ostriker, 2007). On the
other hand, more recent simulations by Lee and Hong (2011) suggest that the Parker instability
may indeed form GMCs, but only in combination with the Jeans instability due to self-gravity,
because the latter is able to suppress the convective instability, which naturally arises from the

buoyancy of the field lines in the classical Parker instability.
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Figure 2.9: Numerical simulation of the Parker instability. Colour coded is the density. Black solid lines denote the magnetic
field lines. The field lines first become only slightly perturbed during the linear growth stage, but then greatly deform at later
stages. From Mouschovias et al. (2009),Formation of interstellar clouds: Parker instability with phase transitions. MNRAS,
397:14-23, figure 3.

Cloud-Cloud Collisions

Frequent observations of diffuse HI clouds in the ISM have lead to the suggestion that (giant)
molecular clouds form due to collisions of two or more low-mass clouds (Field and Saslaw,
19655 Kwan, 1979). However, the latter authors found the time to build up clouds with masses
> 10° Mg, is 2 10* Myr (see also Blitz and Shu, 1980; Elmegreen, 1990) and it was hence con-
cluded to be a negligible formation process. But, as clouds are formed within spiral-arms or in
the interarm regions they can undergo frequent collisions during one spiral arm revolution (e.g.
Tasker and Tan, 2009; Tan et al,, 2013; Dobbs et al., 2015). Values range from one collision every
1/4 orbit (Tasker and Tan, 2009) to a collision every 1/40th of an orbit (Fujimoto et al., 2014, see
also Dobbs et al. (2015)). The latter authors included more sophisticated physics compared to the
former. However, both studies highlight a revival of cloud-cloud collisions as a possible mecha-
nism to form high—mass clouds.

The collisions of clouds naturally lead to either the formation of more massive clouds or to the
disruption of the projectile clouds (e.g. Tasker and Tan, 2009; Tasker, 20115 Dobbs et al., 2014).
This depends to a large fraction on the Mach numbers of the colliders (McLeod et al., 20155 Wu
et al., 2015) as well as the impact parameter between the clouds (Wu et al., 2015). The possible

success of this model is its ability to account for the observed cloud—mass spectrum since a large
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variety of projectile masses as the basis can form either lower—mass clouds due to destruction
or subsequently fill up the high—mass tail of the spectrum (Dobbs et al., 2014). In addition, as
stated in Dobbs et al. (2014), the observed quasi—perdiodic spacing of GMCs can be explained by
Galactic scale simulations and the influence of the epicyclic frequency (see also Dobbs et al., 2011).
Once, the collision was successful in the respect of forming a GMC, formation of high—mass stars

might be triggered due to the large reservoir of gas (Wu et al., 2015; Balfour et al., 2015).

Colliding Warm Neutral Medium Streams

Ballesteros-Paredes et al. (1999) suggested that molecular clouds can form in the collision plane
of two converging streams of warm H I. Their intention was to bring up a solution to the small
spread in stellar ages of only 1—3 Myr observed in the Taurus—Auriga complex.

In this scenario, to oppositely directed WNM streams form a shock—compressed layer in between
(see figure 3.3 for a schematic). The density and temperature are increased, which is sufficient
to induce runaway cooling due to thermal instability (e.g. Field, 1965; Vizquez-Semadeni et al.,
2007). In addition, the WNM streams are turbulent. The turbulent fluctuations yield regions
within the shocked slab between the flows where the thermal pressure of the slab is not opposite
to the external ram—pressure of the flows. Instead, the thermal pressure gradient within the slab
will induce motions perpendicular to the flows, thereby increasing the pressure supportin nearby
regions. As a result, other regions in the slab will break up due to the lack of support and be-
come unstable. Beside this non-linear thin—shell instability (NTSI, Vishniac, 1994; Heitsch et al.,
2007) the slab is prone to Kelvin-Helmholtz instabilities because of the strong shearing motions
(see Heitsch et al., 2008b,a). The combined action of turbulence and thermal and dynamical in-
stabilities then leads to the formation of a filamentary network. These filaments are cold density
enhancements that are immersed in a warm, diffuse medium (Hennebelle et al., 2008; Banerjee
et al., 2009; Vizquez-Semadeni et al., 2011; André et al., 2014a,b).

The ISM is also magnetised (Beck, 2001; Crutcher etal., 2009). Hence, the flows might be aligned
with the ambient background magnetic field. In the contrary case of motion perpendicular to the
magnetic field, magnetic pressure and magnetic tension are able to either delay or completely sup-
press the formation of molecular clouds (Heitsch et al.,, 2009). Inoue and Inutsuka (2009) argue
that an inclination between the flow velocity and the magnetic field, which is too large, will only
result in H I clouds without any further evolution towards molecular states. This has also been

inferred from one-dimensional simulations of Hennebelle and Pérault (1999).
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The advantage of this kind of formation model is its ability to explain e.g. the observed sheet—
like morphologies of nearby clouds (Dobbs et al., 2014) as well as the small stellar age—spread
(Ballesteros-Paredes et al., 1999). The former is due to gas motion along magnetic field lines and
the confinement of the resulting cloud by the external ram pressure (e.g. Vdzquez-Semadeni et al.,
2009). The latter can be explained by the following:

Gravitational energy has to exceed (in absolute values) the opposing thermal (and magnetic) en-
ergy. The lower limit is then given by an equilibrium of energies. The necessary column density

for the gas to afford gravitational collapse is then (Franco and Cox, 1986; Hartmann et al., 2001)

T\ 1/2
Ngray ~ 1.07 x 10% (H)_K) <1 CZF?’) cm ™2, (2.18)

If a magnetic field is taken into account, the above equation is modified by including a term
x +/BIna magnetised fluid, the gas also has to be supercritical. From p1 = fii¢ follows (e.g.

Hartmann et al., 2001; Vazquez-Semadeni et al., 2011)

B
Ncrit ~ 2.92 % 1020 <m> CHliQ, (2.19)
where the critical mass—to—magnetic flux ratio fie;iy = 0.16/ v/G from Nakano and Nakamura

(1978) was utilised. Furthermore, the gas becomes molecular at
Niot ~ (1 —2) x 10** cm ™2, (2.20)

as was shown by Franco and Cox (1986) and van Dishoeck and Black (1988). Hence, the gas in
the ISM becomes gravitationally unstable, magnetically supercritical, and molecular at the same
time, which then implies rapid onset of star formation in a globally collapsing molecular cloud
(Ballesteros-Paredes et al., 1999; Elmegreen, 2007; Vizquez-Semadeni et al., 2o11).

It should be noted that converging streams do not have a unique origin. In fact, large scale gravi-
tational instabilities or the above mentioned Parker instability induce converging gas motions
(Hennebelle and Falgarone, 2012). On the other hand, expanding supernova shells may collide
and form a molecular cloud (Inoue and Inutsuka, 2008, 2009, 2012; Ntormousi et al., 2011, 2014).
The latter was actually observed most recently by Dawson et al. (2015). In addition, as Hennebelle
and Falgarone (2012) point out, converging gas motions are also observed at the junctions of fila-

ments within molecular clouds (see also Hacar and Tafalla, 2011).
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One constraint of this approach, however, is the inability to form GMCs with masses Manc >
10° Mg, (Dobbs et al., 2014). The typical masses of clouds formed by converging WNM flows
are of the order of 10* M, (e.g. Vdzquez-Semadeni et al., 2007; Banerjee et al., 2009; Vzquez-
Semadeni et al., 2011; Hennebelle and Falgarone, 2012; K6rtgen and Banerjee, 2015). This mass
limit is linked to the spatial extent of the WNM streams. Thus, the larger the coherent flows
the greater the final mass of the cloud. However, the coherence of the flows might be destroyed
by turbulence in the ISM (Carroll-Nellenback et al., 2014). Furthermore, accumulation of gas
in the ISM is primarily guided by the magnetic field. As McKee and Ostriker (2007) point out
this implies a form of accretion that is very inefficient since it is along one dimension only. But,
as stated in Vizquez-Semadeni et al. (2011) the accretion becomes three dimensional and much

more efficient as soon as the gas has become dense, cold and gravitationally unstable.

2.2.3  Scaling Relations of Molecular Clouds

Observations provide a wealth of data about molecular clouds. Similar to the distribution of
stellar masses (e.g. Salpeter, 1955; Kroupa, 2001), molecular cloud masses follow a power-law dis-
tribution dN oc M ~%dM as well with an exponent 0 < 2 (Dobbs et al., 2014, and references
therein). The value of § indicates that a major part of the mass is in the most massive clouds since
N(M) oc M=%, Observations of molecular clouds in the Milky Way found § € [1.5,1.8]
(Solomon et al., 1987; Heyer et al., 2001; Roman-Duval et al., 2010). For comparison, in other
galaxies the range for ¢ is a slightly larger (from 1.6 to 2.3, Fukui et al., 2008; Rosolowsky and
Blitz, 2005; Gratier et al., 2012). However, all authors caution that the large spread may be a re-
sult from greatly biased CO-to—Hj conversion factors.

In addition to the mass of the clouds and the surface densities mentioned above, certain dynami-
cal properties of molecular clouds can be inferred. The pioneering work by Larson (1981) revealed

the following scaling relations
o (km/s) oc M (Mg)*?
o (km/s) o< L (pe)** (2.21)
n(Hs) (em™?) oc L (pe) !
Here 0, n, L, and M are the velocity dispersion, number density of Hs, cloud size and cloud

mass, respectively. The first relation shows a rather weak scaling of internal cloud velocity dis-

persion and cloud mass. The second one has been attributed to the presence of turbulence since
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it is remarkably close to the power—law index of 1/3 found in incompressible hydrodynamic tur-
bulence. Although the exact values of the exponents have been discussed in recent years, they
nevertheless indicate an intimate connection of the clouds and the surrounding ISM (Solomon
et al., 1987; Heyer et al,, 2009; Ballesteros-Paredes et al., 2011a). Recent observations by Heyer

et al. (2009), however, suggest an extended scaling of velocity dispersion according to

Sevc 1/2 L\ /2
km/s) = 0.7 [ ———c — ) . .
7 (ko) (100 Mg pc?) <1pc> (222)

Here Yqic is the cloud’s surface density and the clouds are assumed to be virialised with cvyi, ~
1. The observational data is shown in figure 2.10. This more generalised scaling relation has been
confirmed by follow—up observations also of extra—galactic clouds (see e.g. Roman-Duval et al.,
2010). The presence of scaling with surface density urges the question whether turbulence is as
important in generating this relation as is gravity (Heyer et al,, 2009; Ballesteros-Paredes et al.,
20113,b).

Another relation found by Larson (1981) is the mean—density scaling relation, which follows di-
rectly from dimensional constraints of the involved variables and may change when the exponent
of one of the other scaling relations is changed. However, recent analysis by Stanchev et al. (2015,
see figure 2.10, right) of the Perseus molecular cloud revealed a power—law exponent very close to
the original one from Larson (1981). The analysis was also dedicated to the study of regions of dif-
fuse gas surrounding the Perseus cloud. Here, the exponent was found to be shallower, more con-
sistent with a regime dominated by supersonic turbulence. In contrast to previous studies (Heyer
et al., 2009; Roman-Duval et al., 2010), the authors used the definition of effective sizes/abstract
scales determined from the width of lognormal distributions fitted to different parts of the col-
umn density PDF, rather than determining the apparent size in the plane of the sky. In this
respect, every lognormal distribution of a given regime of the column density PDF refers to a cer-
tain spatial scale of the molecular cloud. The findings are consistent with turbulence dominated

ISM dynamics (see also Kritsuk et al., 2007, 2013).

2.2.4 Molecular Cloud Lifetimes

The lifetime of a molecular cloud is linked to its dynamics and the rate at which it forms stars
(Tan, 2000, 2005, and references therein). The dynamical timescale is defined as 74y, = R/0

with R being the cloud size and o being the internal velocity dispersion. From the virial theorem
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Figure 2.10: Left: Velocity dispersion weighted by \/E as function of cloud surface density from Heyer et al. (2009). The ori-
gin of this scaling relation is still subject to debate, that is, whether it arises by turbulent fluctuations shaping the cloud or by
gravitational contraction inducing these fluctuations. Provision of this figure by Clare Dobbs is greatly acknowledged. Right:
Mean density scaling relation from Stanchev et al. (2015) showing great agreement with the original Larson relation. The rele-
vant exponent is v in the subfigures. For the Perseus MC the slope is steeper, indicating gravity as the relevant source. In the
diffuse rings surrounding the cloud the exponent is between the one from Larson (1981) and Solomon et al. (1987). The diffuse
zones outside Perseus (denoted as d1,d2,d3) show a rather good scaling with turbulence in the ISM. Right figure from Stanchev
et al. (2015), Tracing the general structure of Galactic molecular clouds using Planck data - |. The Perseus region as a test case.
MNRAS, 451:1056-1069,figure 5.

2Ekin,turb + Egrav =0 (2-23)

and the assumption of a spherical cloud follows the relation between cloud mass and 1D velocity

_|GM  [4nGo
7= \/ R _\/ 5 (2:24)

Using this expression, the dynamical timescale reads

dispersion

Tdyn = 27¢. (2.25)

R 15
o 47Go
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Here, 74 = \/m is the free—fall timescale (see section 2.3.2). For typical densities
of molecular clouds of n ~ 100 cm ™ the free~fall and dynamical timescale are 4 Myr and
8 Myr, respectively. Estimates of cloud lifetimes by Koda et al. (2009) in contrast give values of
Teloud ~ 100 Myt, which is up to two orders of magnitude longer. However, the estimates were
based on the lifetime of an Hy molecule passing a spiral-arm region. As stated in Dobbs et al.
(2014) this formalism does not apply for Hy poor galaxies. A recent study by Kawamura et al.
(2009) arranged observed molecular clouds into three distinct classes based on their star forma-
tion activity. Determining the ages of stellar clusters within the different classes allowed them to
give timescales ~ 25 Myr for the lifetime of a cloud. Further studies by Elmegreen (2000) and
Ballesteros-Paredes and Hartmann (2007) analysed lifetimes based on the observed star’s posi-
tion in the Hertzsprung—Russell diagram. Their conclusion was that 7¢jouq ~ 10 My, far lower
than those from Koda et al. (2009) and more consistent with recent numerical simulations (Colin
et al., 2013).

Other approaches define the lifetime of the cloud by their ability to form stars and thus its deple-

tion due to stellar feedback; hence

Mcloud
M

Tcloud ™~ (2.26)
where M is the star formation rate. As Krumholz et al. (2014) point out, the depletion timescale
is Teloud ~ (1 — 3) 7. This also indicates that the internal velocity dispersion is linked to the
feedback from stars. Depending on the star formation activity, this timescale is comparable to

observed values.

2.2.5  Star Formation Rate and Efficiency

The lifetime of a molecular cloud is strongy correlated with its ability to convert dense gas into
stars. This ability is quantified by the star formation rate (SFR, in M, /yr) and star formation
efficiency (SFE). The instantaneous SFE evaluates, which fraction of gasis in stars at a certain time

(e.g. Vazquez-Semadeni et al., 2011; Dobbs et al., 2014, and references therein)

M. (t)

SFE() = 300+ M)

(2.27)
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with M, being the mass in stars and Mg, being the mass of the cloud. The spread in the SFE is
large, ranging from SFE~ 0.03 in large complexes to SFE~ 0.5 in individual star forming clouds
(Evansetal.,2009). On average, however, the SFE is only a few percent (Evans et al., 2009; Dobbs
etal., 2014) and hence the conversion of gas to stars is very ineflicient. The instantaneous SFE can
also decrease due to accretion of the cloud. Krumholz and McKee (2005, see also Krumholz and

Tan (2007)) thus suggested to use the star formation efficiency per free—fall time

M
Mgas/’/—ff .

SFEg = (2.28)
Estimates yield SFEg ~ 0.01 — 0.06 regardless of the mass in cloud gas (which is biased by the
threshold density from which on the mass is estimated) (e.g. Dobbs et al., 2014).

Discussions on the SFR go back to Zuckerman and Palmer (1974). The authors argue that the
SFR should be as high as 200 Mg, /yr if all gas within the Milky Way were at free—fall. However,
observations yield SFR ~ 3 — 4 Mg /yr (see e.g. Dichl et al., 2006). Robitaille and Whitney
(2010) find even lower values of SFR ~ 0.7 — 1.5 Mg /yr. These values are consistent with
low values of the SFE and are interpreted to be a result of magnetic fields, turbulence and stellar

feedback preventing gas from being converted into stars too quickly.
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2.3 Formation of Stars

Most stars form in stellar clusters (Lada and Lada, 2003). However, a molecular clump or cloud
core needs to break up into multiple fragments in order to form a cluster of stars. In the follow-
ing I will explain the basic concepts for the formation of low—mass stars from such collapsing
fragments. The formation of high—mass stars essentially follows the same rules, but approaches

some issues when dealing with the competition of accretion and evaporation by stellar radiation.

2.3.1 Jeans Analysis

Collapse of an overdense region is being initiated when

Eg > Er + Ex + Eg + ER, (2.29)
where
o GM?
Gravitational Energy Eq = C, I (2.30)
3
Thermal Energy Er = 5 / PdV (2.31)
1
Turbulent Energy Fx = 3 / oo2dV (2.32)
1
Magnetic Energy Ep = 3 B*dV (233)
T
1
Rotational Energy Er = §/QQZT2dV. (2.34)

Here C is a geometrical constant. Now assuming zero rotation (Eg = 0) and all other quantities

to be constant throughout the volume, the minimum mass for gravitational collapse to occur is

3 2 2 2\3/2
My =, /—SZWC’SGSQ (30S + v + at) , (2.35)

which is the Jeans mass of a system. The numerical constants appearing in the paranthesis in front
of the different velocities as well as the constants in the leading prefactor depend on the way this

mass is being derived. Using perturbation analysis of the (magneto—)hydrodynamic equations,
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the correct expression of the Jeans mass reads

5/2 1
Y

3/2
6 W (CS + U: + 0-‘52) . (236)

Although the derivation from equipartition of energies is quite informal, the result reveals the
correct relations between the Jeans mass and the variables describing the system. For a non-
magnetised and non-turbulent fluid (v, = oy = 0), the thermal Jeans mass shows M; o o 1/?
and M; o T3/2. The denser/colder the system, the smaller its critical mass for gravitational
collapse. In contrast, internal thermal energy injection will raise the Jeans mass.

Writing equation 2.36 in terms of a length scale, one obtains the Jeans length which obeys the

following:

mTc2 T\ 2 n -1/2
A= |25 123 (= ( ) . .
! Go (1 K) lem=3 be (2:37)

Once the wave length of a perturbation exceeds A; or the mass exceeds My, the perturbations

enforce instability of the whole system and it will collapse.

2.3.2  Free—Fall Timescale

In an unstable system, where the Jeans mass is effectively My = 0, gravitational collapse

is assumed to be in pressureless free—fall. In this sense, the same argument is stated to be

Msystem /My — 00. The freefall timescale

tg = 4/ 5 (2.38)
32GQO

is the time for a shell of a sphere to reach the centre. This time depends solely on the ambient

density. Its relation to the Jeans length is given by

)‘J ~ Cstﬂr (239)

under homogeneous and isothermal conditions. That is, pressure disturbances travel roughly
one Jeans length within a free—fall time. Table 2.3 summarises the different timescales for entities
in the ISM of different densities.
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Table 2.3: Overview of the free-fall timescale, Jeans length and mass of different objects in the ISM assuming a mean molecular

weight 1t = 1.27.

Object Density | Free—Fall Timescale | Jeanslength | Jeans mass | Comment
(cm™?) (Myr) (pc) (Mo)

WNM 1 45.7 870.0 1.1 x 107 | T=s000K

Molecular Cloud 100 4.5 4.76 177.76 T=15K

Molecular Clump 104 0.45 0.39 9.68 T=10K

2.3.3 Magnetic Fields and Star Formation

It has early been recognised by Mestel and Spitzer (1956) that magnetic fields provide an additional
pressure, which counteracts gravity. For an equilibrium situation with vanishing thermal energy

they found a minimum mass

B \* n -2
- 4
M =~ 2.31x 10 (MG) <1cnr?>> Mo, (2.40)

up to which a system is stable. Sometimes, it is more convenient to write the energy balance in

terms of the mass—to—magnetic flux ratio |1 (see also section 2.1.3). By definition, the magnetic flux

o= / B-nds (240

is a conserved quantity in a comoving fluid element in the limit of ideal MHD (for an extensive
description of MHD, see chapter 3.1). Here, S is the surface through which the magnetic flux
is evaluated and n is the surface normal vector. As a reminder, this conservation emphasises the
problem that isolated systems with negligible mass accretion have a fixed value of j¢/ piyir. It
follows that subcritical regions stay subcritical for all time. Hence, there must be some way to
overcome magnetic pressure.

As suggested by Mestel and Spitzer (1956, and phenomenologically discussed in section 2.1.3),
the process of ambipolar diffusion (AD) allows for the formation of stars even in the presence of
strong magnetic fields. This idea was put forward by Mouschovias and Spitzer (1976) as well as
Shu (1983) and Shu et al. (1987) and will be introduced below.
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Ambipolar Diffusion

The magnetic field is only coupled to the charged particles in the gas. Molecular clouds, however,
are only slightly ionised (ionisation fraction of f; ~ 10~8 — 1076, Mouschovias and Spitzer,
1976, see also figure 2.11). The magnetic field is hence only passively felt by the neutral species due
to collisional coupling with the charged particles. These collisions give rise to a drift motion of
the neutrals past the ions and electrons, which can also be understood as a loss of magnetic flux.

In a static situation the forces exerted on the ions — which are dominated by the Lorentz force

and the drag/collisional term — have to outweigh each other. That s

1
Yoion (U — u,) = g (V x B) x B. (2.42)

Here, the different densities of ions and neutrals occur as well as the collisional coupling constant,
7, in units of cm®g~'s ™. The contribution from the electrons has been neglected since it is the
ion species, which carries the major part of the momentum (Shu, 1992).

Now assuming the magnetic field as well as the relative drift velocity, |v,| = |4 — w,|, to vary
over a typical spatial scale L, the ambipolar diffusion timescale can be estimated according to

L 477y 0500 L2
=—7m (2.43)

|lu; — w,|

where V is approximated by 1/L (Shu, 1992). Using the common relation between the neutral
and charged particle densities, o; = C erl/ 2, (Shu, 1992, see also Elmegreen (1979)) the ambipolar

diffusion timescale can be rewritten as

n \3%2/ B \?/ L\?
~ .122( ) =) My .
Tap ~ 0 o3 <1MG) <1pc) yr (2.44)

Notice that the ionisation fraction f; = n;/n,, enters equation 2.44 when the relation from Shu

(1992, see also Elmegreen (1979)) is 7ot being used. In figure 2.11 the ambipolar diffusion timescale
Tap is compared with the free—fall timescale. For the calculation of Top (1), the empirical relation
B(n) =49 uG x (n/10% Cn1_3)0'65 from Crutcher et al. (2010, see also Crutcher (2012)) as well
as L = 1.23 (n/10* cm=3)""*' from the Larson relations (see e.g. Draine, 2011) have been used.
Above a density of n ~ 2 x 10 cm 3, ambipolar diffusion proceeds faster than gravitational

free—fall, indicating that cores are formed at first via diffusive processes.
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Figure 2.11: Left: Comparsion of the free-fall timescale (black solid) with the ambipolar diffusion timescale (red solid) as func-
tion of number density. The vertical dashed line marks the density where both timescales are equal (n &= 2.6 x 10% cm—3).
Right: lonisation fraction as function of neutral gas density following the prescription in Fiedler and Mouschovias (1993). For
further information, please see text.

The principal behind the idea of ambipolar diffusion is depicted in figure 2.12. In a static system,

the neutral species slowly drift at a speed with amplitude |v

rol| towards the gravitational poten-

tial well past the ions and electrons. On the other hand, the magnetic field lines are frozen—in to
the outward drifting charged particle species and hence diffuse out of the core region (when the
neutral gas is thought to be at rest). The result is a loss of magnetic flux.

Asindicated above, the direction of the drift speed is equal to that of the Lorentz—force. Particles
can move along the curved magnetic field lines towards the valley created by gravitational attrac-
tion. In the very centre of this valley, the particles then undergo the drift motion perpendicular

to the field lines.

2.3.4 Collapse of Individual Cloud Cores

At some point a supercritical core has formed and the magnetic field is expected to be not im-
portant for the further evolution. The core is subject to collapse with thermal pressure being the
primary agent counterbalancing gravitational attraction. Initially, the core is in hydrostatic equi-
librium, but can easily be rendered unstable due to e.g. gas cooling or increase of external pressure

(Bodenheimer, 2011). Under isothermal conditions — which is a fairly good assumption because
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Figure 2.12: Schematic of the ambipolar diffusion process. This process can be viewed in two ways. 1) The magnetic field lines
(solid black arrows), which thread a certain region diffuse out of that region at a speed vy¢] (vertically oriented black arrows).
2) Neutral particles (exemplarily H, Ho, C'O shown as red dots) drift towards the centre of the gravitational potential well at
a speed Uy (red arrows) and the magnetic field lines are assumed to be static.

the collapsing gas is optically thin for the infrared radiation from heated dust grains — the solu-

tion to the hydrostatic equation gives the isorhermal Lane—Emden equation (e.g. Chandrasekhar,

1967)
1d <2d\1/

Gde " d¢

which is a non-linear ordinary differential equation for the dimensionless variable ¥ = ®/¢? as

) =exp (—V¥), (2.45)

function of (dimensionless) length

Knowledge of ¥ and ( then fully characterises the isothermal sphere. Figure 2.13 shows the den-
sity contrast (ratio of central to envelope density) as function of dimensionless radius from Shu
(1977). The density profiles reveal a flat inner part and a power—law behaviour for increasing
radii. The different curves correspond to different initial core—to—envelope density ratios, repre-

senting the self—similar behaviour of the solutions to the Lane~Emden equation. Some solutions
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Figure 2.13: Profile of the normalised density as function of non-dimensional radius for the isothermal sphere. The different
curves indicate different ratios of the core density to the envelope density. This ratio determines the external pressure that
acts onto the sphere as well as the mass embedded within it. The labels stable, critical, unstable correspond to whether the mass
included in the sphere is smaller, equal to, or larger than the critical mass. For large radii and infinite core density the density
profile approaches that of a singular isothermal sphere. From Shu (1977).

observe stability, that s, the isothermal spheres re—expand to the initial state if being compressed.
The unstable profiles result in a collapse of the sphere as soon as a small perturbation disturbs the
system. The critical regime corresponds to the case, where the mass within the sphere is equal
to the threshold mass for gravitational collapse, which is the Bonnor-Ebert mass (Ebert, 195s;

Bonnor, 1956)

C4

MBE = mP1/2—SG3/2 (246)

Calculations provide m = 1.18 (Stahler and Palla, 200s). It is interesting to observe that the

density profile shows a power-law tail at large radii, corresponding to o(r) oc 2. The exact
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Figure 2.14: Shown is the extinction profile of Barnard 68 taken from Alves et al. (2001). The value of the measured extinction
falls off with radial distance and can be fitted by a Bonnor-Ebert density profile with the non-dimensional maximum radius
Cmax = 6.9 = 0.2. This radius is slightly higher than the critical radius for collapse, (it = 6.5.

functional form of the gas density is

C2

o(r) = QWCS;TT (2.47)

This is the result of the fact that the density ratio converges to a constant value for large radii.
However, the corresponding potential ¥ does not satisty the boundary conditions of the Lane-
Emden equation at ¢ = 0 (which is the boundary condition at 7 = 0) and the above men-
tioned density profile refers to a singular isothermal sphere (Shu, 1977, 1992). Figure 2.14 shows
observational evidence for Bonnor—Ebert spheres from Alves et al. (2001), namely the extinction
profile of the isolated cloud Barnard 68. The profile can be fitted with a maximum radius of
Cmax = 6.9 £ 0.2, which is only marginally higher than the critical radius for collapse of such a
sphere, Cerit = 6.5. The authors conclude that Barnard 68 is in the critical range of stability and

might be on its way into gravitational collapse.
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Indications for a Paradigm Shift

Although there is observational evidence for the theoretical description of isothermal spheres in
hydrostatic equilibrium, there is also much argumentation that such a description cannot be a
generalised theory of (low—mass) star formation (e.g. Andre et al., 2000; Mac Low and Klessen,
2004; Crutcher et al., 2009, 2010).

As Shu (1977) already pointed out, the model lacks a magnetic field during the collapse of the
sphere as it is assumed to be negligible during these stages. The cores start out as subcritical ob-
jects, which become supercritical with time due to ambipolar diffusion. But, this would indicate
an increasing mass—to—magnetic flux ratio with decreasing distance to the centre of the core, but,
as was shown by Crutcher et al. (2009) using Zeeman measurements, this is not the case. The
authors measured the magnetic field strength and mass of the core and envelope and estimated
the ratio of the core mass—to—flux ratio to the envelope mass—to—flux ratio, R. The ratio was
R < 1 for all measurements, which is not consistent with the theoretical predictions of ambipo-
lar diffusion mediated star formation.

Detailled inspection of figure 2.11 reveals that the free—fall timescale at typical core densities is at
least a factor of ten smaller than the AD timescale. Cores of such high densities thus must have
formed by other processes than ambipolar drift. Furthermore, studies by Ballesteros-Paredes et al.
(1999),Elmegreen (2000), and Hartmann et al. (2001) reveal that the observed stellar age spread is
remarkably small. This again points at 74 < Tap.

The accretion rate predicted by the model of Shu (1977) is

. C3 C. 3
M~BE2~36x10°( ———) Myyr?, 48
6(1 (0.251{1115_1) oyt (248)

with 3 being a constant, which depends on the initial mass of the system (e.g. Shu, 1977; Girichidis
etal,,201m). The intriguing fact is that the predicted accretion rate is constant, and it takes around
1 Myr to accrete 1 M. In contrast, Andre et al. (2000) argue that observed accretion rates are
highly variable by factors of s-10, in strong contradiction to M = const. The authors also
mention that the high fraction of binaries/multiples cannot be understood in terms of the this

model (see also Lada, 2006, and references therein).
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2.3.5 Star Formation in Filaments

Latest results from the Herschel space observatory have re—emphasised the importance of fila-
ments in star formation theory (e.g. André et al,, 2010, 2014b). These interstellar filaments are
identified independent of the parental cloud’s location or its interaction with stellar clusters or
the turbulent ISM (e.g. Hatchell et al., 2005; McClure-Griffiths et al., 2006; Stanchev et al., 2015).
A filamentis defined to be an elongated, overdense structure with an estimated aspect ratio greater
s—10 (André et al.,, 2014b). It is found that filaments show a rather universal radial density profile

consistent with a Plummer—type profile (Arzoumanian et al., 2011)

— QC .
{1+ (r/R)*}"

(r) (2.49)
Here o, is the density in the central parts of the filament, R is the radius of the inner region
where the density profile is flat, and p is some power—law exponent for large radii with p ~ 2
(Arzoumanian et al., 2011). Figure 2.15 shows results of a Herschel survey towards the IC 5146
molecular cloud. The main filament density profile is well fitted by a Plummer—type function.
Also shown are the derived widths as function of column density for the filaments in IC 5146,
Aquila and Polaris (Arzoumanian et al., 2011). Itis seen that the filament widths scatter around
an average value of o.1pc. The width is defined to be the diameter of the flat inner part of the
density profile. The authors find a similar width for all their observed targets and they claim this
width to be universal. The magnetic field in these filaments is to a major extent perpendicular
to the major axis (Chapman et al., 20115 Li et al,, 2014). The compression of the gas is due to
supersonic motions in the ISM and mainly along the field lines (Hennebelle, 2013; André et al.,
2014b). The width may then be explained by shocks in which the turbulent energy is dissipated
and transformed into compressive work on the gas (Padoan et al., 2001). This is supported by the
fact that turbulence makes a transition from super- to subsonic at scales of ~ 0.1 pc (Goodman
et al,, 1998; Falgarone et al,, 2009). Another possibility suggests dissipation of MHD waves in
regions of primarily neutral gas where they cannot propagate (see discussion in Hennebelle, 2013).
However, as stated by André et al. (2014b) the mechanism for producing this width is still not
tully understood and there is at least numerical evidence for filaments having smaller width (e.g.
Seifried and Walch, 2015, and references therein).

Star formation proceeds in the densest parts of those filaments where individual regions collapse

to dense cores (André et al., 2014b). The collapse process may also be enhanced in bub filaments,
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Figure 2.15: Left: Density profile for the main filament in the IC 5146 molecular cloud. The radial density profile is clearly fitted
by a Plummer-like function with a power-law exponent of p ~ 2. The yellow shading indicates the dispersion along the
filament. Right: Overview of filament widths as function of column density. All filaments tend to have widths around 0.1 pc.
From Arzoumanian et al. (2011).

that is, in filaments possessing radially outward directed lower column density filaments with

slightly converging motions directed towards the hub filament (Myers, 2009).

2.3.6  Gravoturbulent Star Formation

Irrespective of the size, morphology or mass of molecular clouds, filaments and cores, their life-
times are intimately linked to the process of star formation. As discussed above, there are mod-
els which suggest short lifetimes of molecular clouds due to the fast onset of star formation
(Elmegreen, 2000; Ballesteros-Paredes et al., 201b). Ambipolar diffusion regulated star forma-
tion proceeds too slow, but there emerged a theory of star formation controlled by supersonic tur-
bulence (Mac Low and Klessen, 2004; Elmegreen and Scalo, 2004; Scalo and Elmegreen, 2004).
Energy is injected on large scales, comparable to or even larger than the sizes of molecular clouds
(Ossenkopf and Mac Low, 2002). The turbulence is mildly subsonic to transsonic with respect
to the WNM, but highly supersonic in the CNM. This leads to the formation of strong shocks
in which the turbulent energy can be dissipated (Padoan et al., 2001). The shock—compressed
layers then can undergo thermal instability to form clouds, filaments, and cores. The beauty
of this model is that it explains support of molecular clouds against gravity on global scales and
the observation of hierarchichal fragmentation on smaller scales (Mac Low and Klessen, 2004;
Vizquez-Semadeni et al., 2007). The model also assumes weak magnetic fields, that is, magnetic
energy is at most comparable to the turbulent energy (Klessen et al., 2000). Observations reveal

that clouds and cores might be slightly super—alfvénic with M, ~ 1.5 (Crutcher et al., 2009;
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Crutcher, 2012). Super—alfvénic motions are thought to be the natural outcome in a supernova
driven ISM (e.g. Padoan et al., 2015). Supernovae as the driving source provide the necessary long
wavelength modes at which turbulence is typically injected as well as strong enough compression
of the gas. The latter will then induce a sufhciently small collapse time compared to the dynamical

time of shocks passing by since 7 o< 1/,/0.

2.3.7 Formation of a Protostar

Once collapse of an unstable core commences, the gas falls towards the centre of the gravitational
potential well. Larson (1969) and Penston (1969) reported on the first numerical calculations of
this type of collapse. The release of gravitational energy is used up as thermal energy. Since the
gas is optically thin to the far-IR emission from heated dust grains, thermal energy is efficiently
radiated away and the gas stays nearly isothermal at 7" ~ 10 K. Further evolution leads to opti-
cally thick conditions under which the radiation will heat up the collapsing gas. The increasing
thermal pressure will counterbalance gravitational contraction and a hydrostatic object forms.
The infalling material will further heat this core due to dissipative processes at the shock front.
Once, the temperature within the core reaches T" ~ 2000 K, Hy will be dissociated. The dissoci-
ation is endothermic and hence thermal energy is used for this process. As a result, the core loses
its thermal pressure support and a second phase of collapse begins with the final object being the
protostar (e.g. Larson, 1969).

The further evolution of the protostar is governed by the interplay of gravitational contraction
and radiation. The change of gravitational potential energy over time is the origin of the prestellar

object’s luminosity
dEe; GM?*dR
” ~ PR (2.50)

The resulting Kelvin—Helmholtz timescale

GM? MN\*/ R\ '/ L \!
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describes the time for a prestellar object to contract to its final main-sequence values of L, R,

and M, when it starts burning hydrogen. However, high—mass stars reveal very short Kelvin—
Helmholtz timescales that can be even shorter than the typical timescales of the accretion of ma-
terial from the surrounding core (Beuther et al., 2007). Hence, high—mass stars are more likely

to start burning hydrogen while still accreting material. In contrast, low—mass stars have already
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gathered their final mass when entering the main-sequence.

2.3.8  Models of High—Mass Star Formation

The above discussion was dedicated to the formation of low—mass stellar objects. Although there
is evidence that the formation of high—mass stars is very similar, there still occur some issues, some
of which are related to the strong activity of the protostellar objects (see e.g. review in Beuther
et al.,, 2007). On the other hand, high—-mass star formation is difficult to observe (Tan et al.,
2014). The Kelvin—-Helmholtz timescale is about txy = 10% yr (Kahn, 1974; Tan et al., 2014).
Hence, this timescale can be much shorter than the typical timescale for accretion. In this case, the
high—mass stars still accrete gas while already being on the main—sequence. Most of the models

introduced below do agree to some degree with what is known from observations.

Stellar Collisions

The radiation feedback of high—mass protostellar objects leads to a strong decrease in the gas
reservoir that can be accreted onto the prestellar object. This, in turn, will limit the maximum
mass of the future star. A first attempt to circumvent this problem was introduced by Bonnell
etal. (1998). This model assumes frequent collisions of high—mass protostellar objects. The high
optical depth of these regions ensures that radiation pressure is not important. The advantage
of this model is that it makes use of the fact that most stars form in stellar clusters (Lada and
Lada, 2003). In this sense it is comparable with observations. However, as Moeckel and Clarke
(2011) point out, the stellar density has to be enormously high (> 10® pc™?) for this model to
work. But, such densities are not observed (see also Tan et al., 2014). In addition, mutual stellar
collisions would form only a few high—mass stars, rather than forming a wealth of intermediate
to high—mass stars in accordance with observed stellar mass distributions (Moeckel and Clarke,

201).

Competetive Accretion

In another model, Bonnell et al. (2001) proposed the formation of high—mass stars via compete-
tive accretion (CA). In a CA scenario the location of a protostar within the parental core is one
of the major agents. Two cases can be considered: Case 1) A protostellar object is located in the
centre of the core. The very central location is then analogous to the location of the centre of the

a

potential well (for typical mass density profiles o o< =%, a > 0). This allows for channeled mass
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accretion along filamentary structures as the gas within the core will naturally settle down to the
centre. Hence, high—mass stars will be observed in the central regions of a stellar cluster. Case 2)
A protostellar object is located near the core boundaries. In this case, the protostellar object will
evolve to a low—mass star since the accretion onto the stellar object will be less efficient. On the
one hand, the location near the boundaries implies a low—density environment. On the other
hand, the gas near this location is also subject to tidal interactions with the more central parts of
the core.

The second major point for CA is the fact that high—mass protostellar objects will have higher ac-
cretion rates due to their increased mass and vice versa. In combination with a location near the
centre of the gravitational potential this will be the most favourable case for high—mass stars. As
was already pointed out by Bonnell et al. (2001) this mechanism leads to a more consistent stellar
mass spectrum. However, this model was put into question by Krumholz et al. (2005) due to the
relatively unrealistic initial conditions. Bonnell et al. (2001) started from avyiy = By / Egrav <
1, but observations reveal i, =~ 1 as argued by Krumbholz et al. (2005). But, since turbulent
fluctuations increase with spatial scale, even less bound or unbound initial conditions will lead to
high—mass star formation (Bonnell and Bate, 2005). The turbulence on the small scales and the
weak correllation with larger spatial scales will not affect the accretion of the high—mass objects

in the core centre (see also Zinnecker and Yorke, 2007).

The Core Accretion or Monolithic Collapse Model

The core accretion model was proposed and later refined by McKee and Tan (2002, 2003, see also
Yorke and Sonnhalter (2002) for earlier numerical studies.). The basis for this model is a clump
containing a few thousand solar masses. The clump is assumed to be in virial equilibrium with
turbulence being the major support against gravity. These turbulent fluctuations rarefy the gas
on the one hand. On the other hand, they provide the seeds for gravitationally bound regions due
to compression (Klessen et al., 20005 Heitsch et al., 2001). The bound cores will then collapse as
soon as they become Jeans unstable. They can be assumed as isolated systems, i.e. interactions
with other cores are not frequent enough or the timescale of their interaction is larger than the
dynamical timescale of the collapse.

A key feature of this approach is the direct correllation with the stellar mass spectrum. The final
mass of the star is primarily controlled by the mass of the collapsing core and Mmgpar ~ €Meore

with a conversion factor € ~ 0.5 accounting for protostellar feedback (Matzner and McKee,
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2000). Once, feedback by protostars has begun, the accreting core material should be dispersed
by the build up of large HII regions. However, the core accretion model takes care of this fact
by starting from nearly isolated, high—mass cores. Firstly, there is a large enough supply of gas
that can be accreted onto the stellar object. Secondly, accretion discs are optically thick to the
radiation, because they are naturally of the order of 30 % of the stellar mass (Tan et al., 2014).
Hence, when the protostar commences dispersing the gas, accretion will still be able from the
disc. Furthermore, the optically thick disc will funnel the hot and ionised gas in such way that

collimated outflows are created rather than spherical ones.

Fragmentation-Induced Starvation

Once, high—mass stars generate large H I regions, the surrounding gas should be dispersed rather
than accreted. However, some portions of the surrounding gas survive the impact of the stellar
radiation (either due to self-shielding or due to mixing via shell instabilities). This gas reservoir
can be accreted. On the other hand, the permeating stellar radiation will lead to fragmentation
of the collapsing, dense gas. These fragments are then seen to collapse themselves and form indi-
vidual low—mass objects. This process is hence called fragmentation-induced starvation (Peters
et al., 2010). The final mass of the star is reduced due to its own feedback processes. In contrast
to this negative impact, the heat exerted onto the gas will increase the local thermal Jeans mass
of the fragments. Thus a larger mass has to be accumulated in order to render these fragments
unstable. A natural outcome is the formation of further high—mass stars in case of collapse (see

also Girichidis et al., 2012).

2.4  Stellar Initial Mass Function

Once stars have formed they represent a certain mass spectrum, also known as the initial mass
function (IMF). The question, whether the IMF is universal or not is subject to ongoing discus-
sion (see e.g. review by Offner et al., 2014). First attempts to describe the distribution of stars go
back to studies of Salpeter (1955). From such studies it is evident that high—mass stars represent a
minority in number counts.

Salpeter (1955) stated that the number of stars in a given mass interval follows
N(m) xm™ a = 2.35. (2.52)
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Figure 2.16: Left: Salpeter and Kroupa IMF for a total clump mass of Mcjump = 1500 M. The vertical dashed line repre-
sents the peak of the Kroupa IMF at 0.08 M. Right: Minimum clump mass to form one high-mass star of the given mass.

This IMF is shown in figure 2.16, where it is also compared to the Kroupa-IMF (Kroupa, 2001, see
below). However, the observational data lacked the detection of low—mass objects and follow—
up studies have shown that the IMF peaks at around Mo ~ 0.08 M, and falls off towards
smaller masses (e.g. Alves etal., 2007). A different model for the IMF, assuming a broken power—

law was suggested by Kroupa (2001, , see also figure 2.16). This form of the IMF reads

a=0.3, 0.01 M, <m < 0.08 Mg
N(m)xm ™ < a=1.3, 0.08 <m < 0.5Mg (2.53)
o= 2.3, 0.5Mg <m

and is more consistent with observational star counts. Another commonly used representation

of the IMF is given by a log—normal distribution for the masses below 1 M, (Miller and Scalo,

1979)

N(m) < exp | —log (mﬁ) /202 (2.54)

C

with m¢ ~ 0.2 Mg and 0 = 0.55 (e.g. Chabrier, 2005).
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2.5 Protostellar and Stellar Feedback

Oncea (proto—)star has been formed it injects mass, energy and momentum into the parental core
surrounding it. These injection events are primarily due to bipolar jets and outflows in the early
phases, when the protostellar object is still accreting material from the accretion disc surround-
ing it. In the later stages, the stars feedback onto the surrounding medium by ejecting stellar
winds. These winds are to a major part thermally driven, but high—mass stars can also produce
line—driven winds due to their large UV-photon emission. The latter wind produces a strong
radiation pressure, which is exerted onto the environment. Beside those winds, high—mass stars
create large regions of heavily ionised material, known as HII regions — an effect that is not seen
for low—mass stars. In the end, the high—mass stars end their short lives in a powerful supernova
explosion, ejecting most of their mass into the ambient medium and leaving behind a neutron
star or black hole.

These different feedback mechanisms are going to be discussed briefly on the following pages.

2.5.1  Protostellar Jets

The first feedback process to discuss is stellar jets. This feedback mechanism arises during the
protostellar or class 0 stages of stellar birth (Stahler and Palla, 2005).

The presence of jets has been recognised for the first time by Herbig (1950) and Haro (1952) due
to observations of regions of enhanced emission in Ha near NGCr999. G. Haro ruled out faint
stellar objects since there has been no emission measured in the infrared. H]II regions were also
excluded since the observed spectra revealed singly ionised as well as neutral species, which is in
contradiction to highly ionised gas around high—mass stars. Follow—up observations, also reveal-
ing regions of faint emission, traced these objects back to a single source, which was then evident
to be a (proto-)star (see Reipurth and Bally, 2001, and references therein). The spectra of those
Herbig-Haro objects(HH objects) were observed to also reveal strong emission in [S I1] at 6717 A
and 6731 A. The ratio of the Ho intensity to this in the [S IT] lines then yields information about
the strength of shocks in those regions. However, since the estimated shock propagation speeds
were far lower than the proper motion of the observed HH objects, many models have been sug-
gested for their formation and origin (see e.g. review of Reipurth and Bally, 2001), two of which
are named below.

The firstis related to the common process of emanating winds. In this model, the nearly spherical

wind is being collimated into jet-like streams due to enhanced ram pressure of the environment
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and the accreting material. The external ram pressure then acts similar to a nozzle and the ma-
terial is also accelerated, giving rise to fast outflows (e.g Frank and Mellema, 1996; Mellema and
Frank, 1997; Konigl, 1999). This process of hydrodynamic collimation has been put into question
since the ram pressure of the stellar wind should blow away the infalling envelope and hence the
collimating agent (Reipurth and Bally, 200r1).

The second model incorporates the magnetic fields of either the star or the accretion disc (e.g.
Blandford and Payne, 19825 Shu et al., 1995). The presence of the field naturally leads to weaker
ram pressure from the external medium. In general, the field is parallel to the rotation axis of
the stellar object, but is being twisted due to it being frozen—in to the gas. Gas motion along the
magnetic field lines then allows for outflows from the poles of the system. The rotation results in
the generation of toroidal field components which collimate the outflow in a self—consistent way
(Pelletier and Pudritz, 1992). How the magnetic field is being generated in these models as well
as in reality is subject to discussion (see e.g. Bodenheimer, 2011). However, numerical analyses
indicate mass loss rates due to the outflows comparable to observational results. The latter reveal
M o 107" Mg yr—. For younger objects the emission becomes more intense in the infrared in
the [O 1] line. Here observations reveal M x 1076 M yr~! (Stahler and Palla, 2005). Figure2.r7
shows the momentum~—transfer rate, M, as function of bolometric luminosity, Lye1, from Wu
et al. (2004). These observations reveal a trend towards increasing outflow rates with increasing
luminosity. In turn, this indicates that the mass outflow rate decreases with increasing age (e.g.
Reipurth and Bally, 2001). That is, because the luminosity for the objects in figure 2.17 is due to

accretion of infalling material and is given by

Locer TM (2.55)

In addition, the figure reveals the outflow rate due to radiation F' = Ly, /c. This rateisup to two
orders of magnitude lower than the measurements. Wu et al. (2004) interpret this as radiation

not being capable of driving such jets alone.

2.5.2  Stellar Winds

As already mentioned earlier, stars act onto their environment by expelling matter. The conti-
nuous driving of such flows is referred to as stellar winds. The driving mechanism of these winds
depends on the star’s mass as well as on its internal dynamics. Some driving mechanisms are

discussed in the following.
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Figure 2.17: Shown is the rate of transfer of momentum (Mv) as function of bolometric luminosity of the driving source. Open
symbols denote high-mass objects, filled symbols low-mass sources. The solid line is a least square fit to the observational
data, the dashed line denotes the momentum transfer delivered from radiation. From Wu et al. (2004).

Thermally Driven Winds

The newly formed star can drive powerful winds thatinject energy, momentum and mass into the
ambient medium. One mechanism to drive such winds is due to the thermal pressure from the
star’s outer atmosphere, the corona. The large pressure gradient between the stellar surface and
the ambient medium originates in the temperature of the star itself. The resulting wind velocities
range from 300 km/s for slow winds to a few x 10 km/s for fast winds (e.g Stahler and Palla,
2005). However, thermal pressure gradients can only drive slow winds. A solution for thermally
driven stellar winds was firstly proposed by Parker (1958). In the isothermal and stationary limit

the governing equation for the wind velocity, vy, reads
d?}w 2P GMstar
02 -@) G = (20 - S). (256)

Depending on the speed of sound (or equivalently the temperature of the star) and the mass,
there is a unique and physically valid solution for the above differential equation. As Stahler and

Palla (2005) point out, the wind velocity has to equal the sound speed at the critical distance

GMstar Mstar T -
R. = 2—03 =TRs ( M, ) (106K) ) (2.57)

54



which is hence often referred to as the sonic point. From this distance on the wind travels super-
sonically. However, the initial velocities of escaping material are in most cases lower than the star’s
escape velocity. Hence, the matter travels slowly away from the stellar surface into the corona.
This increases the pressure gradient with respect to regions in the inside. These regions will then
tend to expand due to the occuring pressure gradient and a steady wind is formed, which emanates
from the stellar surface and coronal base. The question, how the wind is powered internally, that
is, how thermal energy is provided to the outer layers is not fully understood to date. Stahler
and Palla (2005, and references therein) review that the best candidates are turbulence as well as
energy injection from Alfvén waves. As the authors also argue, the latter is indeed able to provide
the necessary energy. However, the Aflvén waves need to be damped since their energy input is

far too efficient.

Magneto—Centrifugally—Driven Winds

If the stars possess a magnetic field, this gives rise to another form of winds. These winds are
a combination of magnetic interactions and rotation, where the latter implies centrifugal forces
acting on the emanating gas (e.g. Mestel, 1968). This type of stellar wind is also present when ther-
mally driven winds are absent due to too low temperatures. As Mestel (1968) argue, the magnetic
winds depend on the ratio of magnetic and (wind-)kinetic energy. If magnetic energy domi-
nates, the escaping material will follow the rotating field lines, while slowly moving outward. In
the contrary case, the emanating gas will drag the field lines away from the star. The gas will then
gain translational energy from the magnetic field over the course of its expansion and is hence
accelerated very efficiently (Lamers and Cassinelli, 1999). Note that this concept is very similar
to the disc—wind theory developed by Blandford and Payne (1982, see also Pudritz and Norman
(1983) and Pudritz and Norman (1986)), where rotating magnetic field lines, which are anchored
to the protostellar disc, fling material out of the plane. The material can then be collimated into

a jet by strong toroidal magnetic field components (see also paragraph on jets).

Line—Driven Winds

High—mass stars with M., > 8 Mg, reveal wind velocities far greater than these for low—mass
stars. The reason is an additional force, which arises due to the high photon fluxin the UV-range.
Following Draine (2011) the emitted photons impart momentum to the surrounding gas by being

absorbed and thus inducing the transition of an electron towards another energy level. The mo-
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mentum gained by the gas particle is then shared with further gas particles by mutual two-body
collisions. The excited atoms will emit a photon themselves when they get deexcited. The emit-
ted photon may then interact with another atom in the gas. Effectively, the whole process can
be thought of being a scattering process (Stahler and Palla, 2005). Due to the discrete transitions
of the electrons, only certain spectral lines are able to sufficiently excite the emanating particles.
The outflowing material is thought to be line—driven. The energy flux per unit frequency can be

assumed to exponentially decrease
F,(r) = Fo(r)exp [-1,(r)] . (2.58)

Here, 7, is the optical depth at frequency v and Fj is the unattenuated energy flux. Since the
emerging particles may interact with photons of different frequencies (or energies), the total force

per unit mass is

1 )
rad — l/Fl/ d s 2.
foa = [ R (259

C

where c is the speed of light and &, is the line opacity. The quantity f,.q can be added to the

momentum equation in order to represent the acceleration of the wind by radiation.

2.5.3 HII Regions

The photon flux of high—mass stars contains far-UV radiation with energies 6 < hv < 13.6¢eV.
The major part, however, consists of Lyman continuum photons with Eyyc > 13.6eV. This
energy is enough to either ionise H I or to dissociate Hy molecules.

In a stationary state, the ionisation by the stellar radiation must equal the recombination of free
electrons and protons in the surrounding medium. With the assumption of neutrality, the volu-

metric recombination rate is

R = ee (T) nfy, (2.60)

where ny is the hydrogen number density and e, is the temperature dependent recombination

coefficient in units of cm®s~!. Fora spherical voume the required equality yields

47

T e (T) MRS = @, = Rs = (

1/3
3< ) (2.61)
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Table 2.4: Tabulated radii of the Stromgren-sphere for high-mass stars of different spectral type. The density of hydrogen is
assumed tobe nyy = 103 cm ™3 and tyee (T =10% K) = 2.6 x 10713 cm3s~ L. Values for Qipec, 1 as well as the
masses and emission rates are taken from Stahler and Palla (2005).

Spectral Type ~ Mass log Q Strémgren radius
Mg 1/s (pc)

O4 70 49.9 .35

Os 60 49.4 0.92

06 40 48.8 0.58

O7 30 485 0.46

Bo 18 47.1 0.16

Br 13 45.4 0.04

B2 10 44.8 0.03

The quantity Ry is called the Stromgren—-radius (see also Stromgren, 1939) and Q is the photon
emission rate. Radii of the Stromgren—sphere for typical high—mass stars are listed in table 2.4.

Usually, obtaining a region with a radius equal to Rg takes along time since the ionised hydrogen
atoms keep on recombining with free electrons on the one hand and are scattered through the
volume on the other hand. As Draine (2011) point out, temperatures within the Strémgren—
sphere are of the order of T" > 10 K, much hotter than the cold, molecular environment with
T ~ 10 — 100 K. The HII regions are thus over—pressurised cavities in the vicinity of the
high—mass star and hence induce the emergence of a shock front, which travels supersonically
into the ambient cold medium. The shock front is followed by the so called ionisation front. The
latter arises due to the fact that there are still photons that do neither ionise nor dissociate the gas
surrounding the star. Instead, they reach and ionise the gas surrounding the Strémgren—sphere.
Usually, the dense gas around the star is not able to react to the ionising photons in a sufficiently
short period of time. This gives rise to regions of further ionised gas. With time the region thus

expands according to Spitzer (1978, see also Dale (2015)) as

7ent\ Y7
c ) , (2.62)

R(t) = Rg |14+ ——
Q S( " 1R

with cyr being the sound speed within the HII gas.

Observations of HII regions are primarily in the (far) infrared due to emission of heated dust

grains as well as radio continuum observations of free—free emission (Peters et al., 2010). An-

other possibility is observation of recombination lines in Hev (Stahler and Palla, 2005s). Irrespec-
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Figure 2.18: Synthetic observations in the radio regime at wavelength A\ = 2 cm resulting from free-free emission showing
the different H Il region morphologies. Taken from Peters et al. (2010).

tive of the observational technique, HII regions can be classified according to their (observed)
morphology (see figure 2.18). The classification is mostly based on the size and regularity of these

regions:
* Shell-like regions: Observations indicate a dense shell of compressed, emitting material.

* Core-halo morphology: Observations reveal an emission peak surrounded by a lower in-

tensity halo.

* Cometary: Inhomogeneities in the surrounding gas produce a dense shell on one side of

the region, whereas the other side indicates tail like features.
* Irregular: No evident structure is observed.
* Spherical: The HII region is observed to expand spherically symmetric.

* Bipolar: Surrounding material forces the hot gas to expand anisotropically.
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2.5.4 Supernovae

At the end of their short lives, high—mass stars inject a huge amount of energy (and momentum)
into the ambient medium in one single event, called a supernova. During a supernova, the lumi-
nosity of the star can be as high as 10'° L, comparable to that of the entire host—galaxy (Weigert

etal., 2009).

TprS of supernovac

Supernovae are grouped into distinct categories depending on their (observed) spectrum. An
illustrative picture is shown in figure 2.19. If the spectrum reveals strong hydrogen lines, the su-
pernova is referred to as being of type II, that is, a core—collapse supernova. High—mass stars fall
into this category. If, in contrast, the spectrum shows no hydrogen lines, it is obvious that it must
be an evolved star. These cases are called type I (Weigert et al., 2009). However, it is not obvious,
what kind of star exploded and hence a further, more detailled, classification is required. This
is usually achieved by the proof of silicon lines in the spectra. If those lines are present, it is a
type la supernova. In this category, a white dwarf has passed the Chandrasekhar—mass limit by
accretion, which ultimately leads to a supernova. In the contrary case of either very weak or com-
pletely missing silicon lines, the supernova is called type Ib/Ic, where the latter differentiation is
according to the presence/absence of helium lines in the spectrum. The latter two types indicate
again that a high—mass star exploded. In these cases, contrary to type II SN, the high—mass stars
have undergone a Wolf-Rayet phase of enhanced mass—loss, during which the outer (hydrogen)

shells have been expelled (LeBlanc, 2010).

Mechanism of a core—collapse supernova

Type Ia supernovae are due to runaway thermonuclear fusion processes, because the white dwarf
crossed the Chandrasekhar mass. Type II, Ib, and Ic supernovae, respectively, are due to the col-
lapse of a high—mass star’s core. The velocity at which the stellar material is ejected can reach

vej = 10 km/s. The processes leading to such high velocities will briefly be presented below.

During the main-sequence lifetime, the hydrogen burning creates a helium core. However, since
high—mass stars are also very hot, the helium core will burn and produce a carbon-oxygen core
(LeBlanc, 2010). At this stage, the high—mass star has already left the main—sequence and entered

the red supergiant phase. The carbon in the carbon—oxygen core will continue to burn and a
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Figure 2.19: The different types of supernovae refer to the presence or absence of hydrogen lines in the spectra. Further, more
detailled, classification is achieved by looking at silicon and helium lines. In most casesit is a high-mass star that went supernova
(type Il, Ib, Ic). To a lesser extent, white dwarfs accreted enough material to pass the critical threshold mass which makes them
explode.

oxygen—neon core evolves. The burning of this latter phase creates a shell of silicon, which then
produces an iron—core since the temperatures of 7' ~ 10° K are high enough for this reaction.
From this stage on no further burning is achieved since reactions leading to heavier elements than
iron are endothermic (LeBlanc, 2010).

The high temperatures in the innermost iron—core lead to photodisintegration, a process during
which heavy nuclei are destroyed by interactions with photons. The photodisintegration will lead
to free protons and electrons, which then react to form a neutron. With ongoing neutron for-
mation, the additional pressure due to electron degeneracy vanishes. As a result, the inner core
collapses. The outer shells are nearly unaffected, because the disturbance travels at the sound
speed. The collapse of the inner core compresses the inner regions to densities at which the mate-
rial is also opaque to neutrinos. At the same time, the core becomes stiff and the infalling material
is being reflected. Since the latter is nearly at free—fall at this time, the reflection velocities can be
as high as 10* km/s, hence being supersonic and thus creating an outward moving shock—front.
The region downstream the shock is heated and the enormous pressure drives the material further
outwards. In the end, the shock reaches the outer shells and pushes them out into the ambient
medium. The temperatures are high enough to ensure that cooling is negligible and the material

is in a state of free expansion.
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The evolutionary stages of a supernova remnant

A supernovainjects Fsy = 10°! erg into the ambient medium. The subsequent evolution of the
supernova remnant (henceforth SNR) can be divided into four distinct stages (Shu, 1992; Draine,

2011):

The free—expansion phase
During the first time after the supernova, the ejected material moves outwards on ballistic
trajectories. The temperatures are high enough and the densities low enough that radiative

cooling is not relevant. The evolution of the remnant obeys

Rgnr = vsnrt.

Since a great volume surrounding the high—mass star has been evacuated by the star’s ion-

ising radiation, the SNR can travel almost unaffected for several hundred years.

The energy—conserving or Sedov—Taylor phase

Albeit the density of the surrounding medium is very low, the propagating shock front
will sweep up enough material over time, so that the mass of this swept—up shell becomes
comparable to the total mass of the ejecta. This induces the formation of a reverse shock,
which propagates towards the centre of the SNR. As a result the interior to the outward
moving shock gets thermalised. Up to this point, the evolution of the SNR was subject
to adiabatic cooling. This stage is energy—conserving. The injected energy constitutes of
35 % kinetic energy and 65 % thermal energy. A detailled description of this stage was given
by Sedov (1959) by assuming the explosion of a point—mass source. The variations in the
density surrounding the expanding SNR can be neglected (due to the influence of the radi-
ation) and the pressure is small compared to the pressure within the SNR. The evolution

follows from dimensional arguments and is given by

Etz 1/5
RSedov = C (_) ;
0

where ( is a constant of order unity, as well as

o dRSedov 2 RSedov

USedov = =
Sed dt 5t
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The pressure—driven snowplow phase
When the cooling timescale becomes comparable to the dynamical timescale of the rem-
nant, thermal energy is lost primarily due to metal line cooling. This cooling is especially
important at the outer radius of the SNR. The material cools so efficient that the region
thickens and a dense shell forms. From this stage on the SNR evolution is momentum-
conserving and driven by the greatly increased pressure in the interior (see e.g. Cox, 1972).
The governing equation is

d

E (MuSedov> = 47TR2Pint- (2'-63)

Assuming the SNR to be spherical and R(t) = Dt" one finds

o (1050 BN
pdsp — 47TQO

2R ds
Updsp = ?%

(2.64)

Here Ein o, o, 0o are the internal energy, radius and density at the time when cooling

becomes important.

The momentum—driven snowplow phase
Once the interior of the SNR has sufficiently cooled, the internal pressure is not able to
drive the evolution anymore. At this time, the SNR is driven by the momentum of the
gas. The evolution of the SNR radius as function of time can again be constructed via
dimensional arguments. Let

R = xp* o1, (2.65)

with p being the momentum and X a constant. By comparing dimensions, this yields
L' = xMYLT~*MP L3577, (2.66)
Here M, L, T are mass, length and time dimensions. Further analysis gives an algebraic
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system

0= a+p
1= a-3p (2.67)
0= —a+y

from whicha = 1/4, 8 = —1/4,and v = 1/4 follows. The resulting radius and velocity

in the momentum-driven snowplow phase are

1/4
pt
Rmdsp =X (_>
0

1 Rmdsp

U = .
mdsp 4 1

(2.68)

The evolution of a SNR from the initial phase right after the supernova to the moment when it

fades away into the ISM can be summarised as follows

Free expansion phase R(t) oc t
Sedov-Taylor phase  R(t) oc t*/°
Pressure-driven Snowplow phase  R(t) oc t2/7 (269)
Momentum-driven Snowplow phase  R(t) o t'/4
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Theory and Numerical Method

3.1 Magnetohydrodynamics

The ISM is usually modelled as a fluid, either using pure hydrodynamics or with magnetic fields
included. The inclusion of the magnetic field depends on the specific energy budget and the re-
sulting importance of the field for the overall dynamics. Since the ISM is strongly magnetised, the
basic equations are these of the magnetohydrodynamic theory. In the following, the evolution
equations for the macroscopic quantities will be derived. A basic result will be the appearance
of a closure problem, which states that each evolution equation depends on a quantity (the re-
spective flux) that needs to be evolved in time as well. However, the closure problem is solved
by introducing an equation of state. In addition, I will briefly discuss the limits of the MHD

approach.

3..1  The Vlasov—Maxwell-Poisson-System

In general, a gas consists of individual particles, which can be represented by an ensemble av-

eraged phase space density f; (z,v,t) in order to circumvent the problem of determining the
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evolution of each individual particle. Here, the index s denotes the particle species s. This func-
tion describes the macroscopic variables of the gas and assumes that the particles are statistically
correlated in space, velocity and time. The problem reduces from N equations for the indivi-
dual particle trajectories to one equation for the evolution of the ensemble averaged distribution

function (Baumjohann and Treumann, 1996). The temporal change can be written as

)

_ Ok, 0fde  0fdy _

d
_fs (g,y,t) ot 8& dt ay dt - Y%

T (3.1)

where the gas is assumed to be collisionless and the phase space density to be conserved. This

equation is referred to as Viasov-equation’. The second term in equation 3.1 can be rewritten as

5fs+8fsd_£+8fs@ _ 0k
ot Ordt  ovdt Ot

F
+Q'vzfs+i'vvfs = 0. (3-2')

Here, a gradient with respect to the location occurs as well as with respect to the velocity. The
equation reveals that the evolution is governed by the forces acting on the particles. In the ISM
these forces are primarily due to (self-)gravity as well as the Lorentz force. The Vlasov—equation
is a first order partial differential equation in all three variables. Although the equation itself is
linear, the coupling to the Maxwell-equations makes it highly non-linear, since the occuring
electromagnetic fields depend on quantities, which are derived from the distribution function.

The macroscopic variables describing the gas only depend on space and time. So one can integrate

the distribution function over velocity—space to create its moments. The first three moments are

defined as

ng = /fs (L v, t) dsv (3'3)
Ups = ni / ufs (z,u,t) v (3.4)

Py= ms/ (v—1vps) @ (v—wpg) fs (z v, ) dPv (3.5)

Here, ng is the number density, vy , is the bulk flow velocity, and P s is the pressure tensor, res-
pectively. The latter is thus defined as the contributions from the fluctuations of the velocities

with respect to the average velocity, vy, ;. The symbol ® denotes the dyadic product. For isotropic

"In the literature it is also termed collisionless Boltzmann-equation, since it is derived from the Boltzmann—
equation of statistical physics.
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systems, the pressure tensor is diagonal and one can define the scalar pressure

Mg

P =3 / (v —vy)" fi (2,0, 1) v, (3.6)

The evolution equations for number density, fluid velocity, and pressure (or analogous energy)
are then generated by creating the moments of the Vlasov—equation 3.2. The zeroth moment is

the continuity equation.

The Continuity Equation

Integration of equation 3.2 over velocity space yields

0
ans +V- (nsyb’s) =0 (3.7)

The continuity equation is the governing equation for the time evolution of the fluid density. In
the above form it states that the density* within any given volume only changes due to a mass—
/particle—flux through the surface of the volume. The density is a conserved quantity. In the case
of e.g. chemical reactions, the right hand side is not zero. Instead there are source terms for which
further equations are needed.

Equation 3.7 contains the flux term, which is proportional to the bulk flow velocity, vy, ;. This
is the first—order moment of the phase space density f; (z,v,t). Hence, a second equation is

needed in order to find the evolution equation for the flux.

The Momentum Equation

The bulk flow velocity is the first—order moment of the phase space density. By multiplying equa-
tion 3.2 dyadically by v and integrating over velocity space one obtains (following the explanation

given in Baumjohann and Treumann, 1996)

F
/y@ (3fs +v-Vofs+ =" vas) d*v = const. (3.8)
ot m

*The current notation is for the number density. However, if the particle mass is constant it is analogous for the
mass density after multiplication by mass.
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The particle velocity v and the velocity space volume element are independent variables. Thus,
in the first term the differentiation with respect to time can be taken out of the integrand. The

result is the time evolution of the flux density, nsv, . The second term reads

/w@m)fs (2,0, 1) do = Vx~/(y®y)fs (2 0,t) d.

Rearrangement of the dyadic product yields

1
Vm/(ﬂ(g)y) fs (@,Q,t) d31) = _v£s+v (nsyb@ ®Qbys) .

m

The third term contains all occuring forces (gravity, electromagnetic forces, viscous forces). Inte-

gration over Velocity space then gives

F s 1
m My c

where only the electromagnetic and gravitational forces have been included. Rewriting the inte-

grated first—order moment equation then yields

2 (nsyb,s) +V- (nsyb,s ®Qb,s) — _iv E i eng

1
T . . (E t by X ﬁ) —nsV® (3.9)

which is the conservation equation for the fluid momentum. Note that the index x of the V-

operator has been dropped because all variables only depend on the spatial coordinates.

The Energy Equation

The momentum equation contains the pressure tensor . Thus, an additional conservation
equation is needed. For isotropic pressures, one can determine a scalar equation for the scalar
pressure p = %tr (B ) , where tr (E ) is the trace of P . Multiplying the Vlasov—-equation by the

2 . . . . . .
energy 3 |up,|” and integrating over velocity space yields the resulting equation

0 (3 1 3 1
(—ps + ~ngmy be,8!2> +V- { (—ps + —ngms |yb,s\2) Vps + P v+ g}

ot \2"° " 2 2% 9 (3.10)

= ensk - Ups — nsms Ve - Uy s
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The energy equation is the conservation equation for the total energy. The flux term addition-
ally contains the heat flux vector qas well as the external pressure P, which includes the work
done on the volume element by the surrounding medium. The right hand side of equation 3.10
contains source terms. The first one is the electromagnetic term, the second one incorporates the

generation of (internal) energy due to gravitational forces.

3..2 The Magnetohydrodynamic (MHD) Equations

In the previous sections the basic equations for the evolution of the macroscopic quantities of a
gas from the Vlasov—equation were derived. A gas, however, consists of different particle species.
In the simplest case, the particles are negatively charged electrons as well as singly—charged ions.
Since the above derived equations are valid for each individual particle species at the same time,
they have to be valid for the total guantities as well. Therefore, the following macroscopic vari-
ables, which describe the whole fluid at once are introduced (with the indices i and e representing

ions and electrons, respectively)

m = m; -+ Me (3.11)

min; + men 1
_ T e’’e =— E s s t)d .
n m /f (LQ» ) v (3 12)

mi + Me s=i,e

Nilp; + Nelp e

u=—" :% > / fs (z,v,t) d* (3.13)

M - Me s=i,e
mg 2 3
p=pi+pe =) 3 / (v—wy.)" fi(z o, t)dPv (314)

With these definitions, the basic MHD equations become (Stahler and Palla, 2005)

%9 +V-(ou) =0 (3.15)
0 1.
5% (ou) +V - (ou®u) = —=Vp+ I xB—0oV® (3.16)
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(9 3 1 2 3 1 2
é%<f+QMM)+W7{<f+QMM)u+gz% (47

=j-E—oV®-u

where I have used the facts that the gas is quasi—neutral (i.e. ), n; & ne) and thatm; > me. In
the momentum and energy equations new terms j X B and j - E occur, with the current density,
Js definedas j = en (ylm1 — ybﬁ). From the Maxwell equations, the current density can be
related to the magnetic field according to Ampére’s law, 47“ J = V X B. Hence, the Lorentz

term in the momentum equation becomes

1 1 , 1
i xB=—(VxB)xB=—-—V|B —(B-V)B
jxB= - (VxB)xB=-_VIB'+ L (B-V)B
with the first term in the rightmost equation being magnetic pressure and the second one being
magnetic tension.

In the energy equation, respectively, the product J-LEis observed. This is usually called Joxle
heating term as it represents the generation of internal energy from the electric field and current
density. Instead of replacing the current density, it is convenient to transform the electric field.
This can be achieved by using the generalised Obm’s law (Baumjohann and Treumann, 1996)

1 1 me O .

uxB =mnj+—jxB-—Vp+

E —_ .
2+ ne= ne ne? 3t‘l

ol

(3.18)

Equation 3.18 represents the most general form of Ohm’s law in a conducting fluid. On the left
hand side, there is the convective electric field % u X B. The right hand side consists of the Ohmic
term 77, the Hall-term o J X B, the pressure gradient term as well as the temporal variation of
the current density. The latter can be thought of electron inertia (Baumjohann and Treumann,
1996). Note that in the absence of a magnetic field all terms except the gradient term vanish.
This term can account for charge separation and may generate magnetic fields (also known as
Biermann battery). In the simplest form of ideal MHD the above relation turns into the well-
known frozen—in or flux—freezing condition

E=-

1
—u x B. (3.19)
C
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The magnetic field is frozen—in to the (electron) fluid. The Joule heating term in the energy

equation then becomes

1-E=1-<—3gx§) _ %u-(JXE),

thereby indicating that magnetic pressure and magnetic tension also provide a source of energy.

3..3  Validity of the MHD Approach

The (magneto-)fluid—dynamical description can be applied to the ISM, if the following two con-

ditions are fulfilled by the system of interest:

a) The typical scale of the system, Lgys, has to be large compared to the ion gyroradius. That

-1
M;CU | _12 v B
Lyys > 101 = =3.36 x 10 — — ) .

s~ Te, eB x (km/s) (MG) pe (3:20)

is

b) The timescales that determine the dynamics of the system have to be long compared to the

ion gyration time

2mm;c

Tsys = Teji =

B —1
B - 2.07 x 1071 (M_G) Myr. (3.21)

Here, c is the speed of light, m; the mass of a singly—charged ion. e is the elementary charge, B
the magnetic field strength and v is the velocity perpendicular to the magnetic field lines. Since
the typical sizes of molecular clouds are of the order of a few to a few tens of pc and the timescale
for the formation of clouds and stars is of the order of Kyr to Myr, both conditions are fulfilled
and the fluid approach is justified.

A counterexample is the interaction of Saturn’s largest moon, Titan, with the plasma in Saturn’s
magnetosphere. The gyroradius of ambient O" and N ions is comparable to, or even larger,
than the moon itself (e.g. Simon et al., 2007). The cycloidal arcs defining the motion of the ions
in the electromagnetic field then induce a significant asymmetry in the plasma flow past the moon

which is not seen in simulations treating all species as a single fluid (Miiller et al., 2010).
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3..4 Heating and Cooling Source Terms

The ISM is subject to various heating and cooling processes. In this sense, the energy equation
3.10 needs to include two source terms for heating and cooling of the gas. However, the Vlasov—
Maxwell-Poisson system assumes a collisionless gas and thus heating and cooling by collisions is

neglected. Including these processes then yields

o (3 1 ., 31,
a<§p+§plu\)+V-{<§p+§glul)g+£-u}

(3.22)

where the source terms are highlighted. Because heating is primarily due to cosmic rays, there
is a linear dependence on density. Cooling involves two—body interactions (cooling of species 1
due to collision with species 2 and vice versa) and is thus proportional to n®. The variable y in
the cooling and heating functions denotes the electron fraction of the gas (see e.g., Dalgarno and

McCray, 1972, for the effects of varying x).

3.5 The Maxwell Equations

Since electromagnetic fields occur in the MHD equations, the Maxwell equations have to be

taken into account in order to evolve those fields in time. These are:

The induction equation

0
B = —VxE, (323)
which relates the temporal evolution of the magnetic field to the curl of the ambient electric
field. Time-varying magnetic fields induce vortical electric fields. With the notion of the
convective electric field from above, the induction equations becomes
0
—B =V x(uxB). (3.24)
ot
Using this description of the induction equation shows that it has become a transport

equation for magnetic flux.
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Ampére’s law

47 10
—j+-=F. .
c I+ cot— (3:25)

Time—varying electric fields as well as electric currents induce magnetic fields. The tempo-

VxB =

ral variations of the electric field are small compared to the speed of light and Ampére’s law

can be modified to A
VxB=—j (3.26)
c L

which has already been used for the derivation of the magnetic pressure and the magnetic

tension.

The solenoidal constraints

V-E=470=0
V.-B=0.

(3-27)

There are no magnetic and electric sources and sinks.Hence, the electric and magnetic field
lines in an ionised gas are always closed. However, small deviations from quasi—neutrality

will lead to electric sources and sinks, which are given by the charges.

3..6  The Poisson Equation

The momentum and energy equation include the gravitational potential, ®. Therefore, the
whole system of equations needs to be extended to include an equation for the gravitational po-

tential. This equation is known as the Poisson equation
V2@ (z) = 4nGo(z). (3:28)

This equation relates the gravitational potential to the mass—density of the gas, indicating that
the gas itself is the source of gravitational attraction. In general, equation 3.28 only accounts for
the self—gravity of the gas. Here, G is Newton’s gravitational constant. Further contributions to
the fotal gravitational potential, i.e. due to the gravitational potential of stars themselves, may
directly be included in the Poisson equation since it is linear in @ and in ¢ (x) (see e.g. Walch

et al., 2014, and references therein).

73



3.1.7  Non-Ideal Effects

If the gas gets denser due to gravitational contraction or external compression, it may be subject
to collisions between individual particles. One essential assumption of the ideal MHD limit is
infinite conductivity. This assumption is violated if collisions become frequent. Then, the con-
ductivity will be finite and is usually treated as a second-rank tensor, 0;; < oo fori, j € {1, 3}.
The matrix notation of ¢ takes into account anisotropic conductivities (parallel to and perpen-

dicular to the magnetic field).

Ohmic Diffusion

A finite conductivity implies non-vanishing magnetic resistivity, 7). As a result, there will be a

resistive term in the induction equation

0
aQ:VX(@xg)—vX(gng) (3.20)
withn = 2 5 =1, For isotropic and spatially constant conductivity/resistivity, the induction
s AT = p p y y Y:

equation will become a diffusion equation

0
5B = Vx(uxB)- nV°B. (3:30)

Hence, in case of zero fluid motion, the magnetic field evolution is controlled by the diffusion of

field lines.

Ambipolar Diffusion

Ambipolar diffusion has already been discussed in section 2.3.3 on a rather phenomenological

basis. In a static system the momentum equation reads

0=jxB-¢u—uv,, (331)

where gravitational and pressure gradient terms have been neglected. The constant § contains the
collisional coupling constant as well as the densities of the interacting species. The apparent scat-

tering process results in a drift perpendicular to the magnetic field lines. Solving for the velocity
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of the charged particles yields

1
u = E‘Z X B+uv,. (3.32)

The collisional coupling between the charged and neutral particles results in a momentum trans-
fer between both species, but also influences the induction equation. The modified induction

equation 5

aﬁ:vX(gnx§)+Vxl(éix§>x§} (3.33)

contains a coupling term to the neutral species as well as a term proportional to the Lorentz force.
If the latter was zero, i.e. &

3
and no diffusion of the field would occur at all (Shu, 1992). In contrast, if % # 0, the second

= 0, the magnetic field would be frozen—in to the neutral particles
term in the above equation can be rewritten as follows:

v |(rx ) x 2] = v laien) - (v ngF—\ﬁFViED
3.34

Here § = 4my.0n0i = const. The induction equation now contains additional terms, which
are of diffusive nature. A numerical realisation has been studied by Duffin and Pudritz (2008)
and Vidzquez-Semadeni et al. (2011). Note that the above discussed derivation is a strong—coupling
approach. A multi—fluid approach in the limit of ideal MHD has been discussed by Pinto et al.
(2008). The latter essentially makes use of the different conductivities arising through collisional

coupling.

3.1.8  Wave Modes in MHD

Perturbations of the fluid flow generate waves that transport the information to other locations
in the volume. In classical hydrodynamics, only one wave mode exists, namely the ordinary sound

wave

s  OP  kgT

;= — = . .
= 90 = Tum (3.35)
In MHD, the ambient magnetic field introduces three additional waves, which are the
Alfvén wave
B
vl = (3:36)
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as well as the fast and slow magnerosonic waves

|QA‘2+C§ 1 2 ) 2 9 2
‘QLS‘ = Tﬂ: Z(wAl +CS)+|QA| c2 cos? (0). (3.37)

The angle 0 is the angle between the wave vector and the magnetic field. As the Alfvén wave trav-
els only along the magnetic field lines with perpendicular perturbations, it is a transversal wave.
Due to these facts, the emergence of Alfvén waves is purely anisotropic and energy can be trans-
ported over large distances without being dissipated significantly (Baumjohann and Treumann,
1996). This reflects in the wave’s property of not being dispersive (i.e. dw/0k = const).
The magnetosonic waves, in contrast, can travel perpendicular to the magnetic field. Due to
their additional dependence on the sound speed, these waves are thought of being compressive

waves. However, if the medium is shocked, it is the fast magnetosonic wave, which is responsible.

3..9 MHD Summary

A gas consists of individual particles, which interact with each other or with some fields. Follow-
ing their temporal evolution is too complicated. Rather than looking at each individual parti-
cle within the gas, one can represent them by a distribution function, which gives the number
of particles (or the particle density) in six—dimensional phase space. The evolutionary path of
the distribution function is described by the Viasov-equation if collisions between particles are
neglected. The Vlasov—equation is thus a conservation equation for the distribution function.
Taking the moments of the distribution function at each time ¢ yields the macroscopic quantities
which describe the fluid. The moments of the conservation equation then give the conservation
equations for the individual moments. Together with Maxwell’s equations and an equation of
state, the MHD equations provide a closed system of equations, which can be used to describe

the average macroscopic quantities of the fluid.
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Listed below are the basic equations of (ideal) MHD in an isotropic system.

0
—0+V-(ou) =0

ot
0
agg—l—v'(gy@u):—Vp—i-ixﬁ—QV@
05,1 ul* ) +
ot \ 2P T 20
1
V-{(gp+§@\ul2)u+Pu}=nF(x,T)—n2A(x,T)+u-(ixﬁ)—é’w"ﬂ
%E+VX(§XQ>=O
V. -B=
E=-tuxp
C
Vx§:4—7r
e
V20 = 47Go
=(y—1)oe

(3.38)
The heat flux vector ¢ was neglected due to its negligible influence on the systems of interest.
The equation of state relates the pressure and internal energy density, with 7y being the ratio of
specific heats, ¥ = ¢;,/c,. During the course of this study, v = 5/3 for monatomic gases. Non-
ideal MHD effects like Ohmic or ambipolar diffusion introduce further terms in the momentum,

energy and induction equation.

3.2 The FLASH Code

The evolution of molecular clouds can usually not be analysed by analytical approaches, because
the physics is highly non-linear and too involved. In this case, numerical tools are the best way
and are used extensively in order to study the temporal evolution of such complex systems.

In the following chapter the FLASH? code will be introduced and some characteristic attributes

are described. A major review can be found in Fryxell et al. (2000) as well asin Dubey et al. (2008).

3Shttp://www.flash.uchicago.edu/site/flashcode/
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Figure 3.1: Shown is a schematic of a numerical grid in one dimension. The individual grid points are denoted by 7,4 — 1, and
1+ 1, respectively. At each grid point, the solution variable A; has a certain value, indicated by the height of the vertical arrow.
The dashed lines are the cell interfaces. The grid points are separated by /\;, the cell interface from the cell centre by Ai/Q.

3.2.1  Basics

The FLASH code is a multi-purpose adaptive mesh refinement (AMR, see below), Eulerian
(fixed spatial coordinates) grid code (Berger and Colella, 1989). Itis able to handle different phys-
ical problems by solving the respective equations (e.g. HD/MHD, relativistic HD/MHD,etc.).
Since the ISM dynamics are described by the ideal MHD equations, the problem at hand is thus
solving these equations in time on a numerical grid. The basic method is a finite volume approach,

that is, a solution variable A (z, y, 2) is defined on the grid as

Ajjpdrdy;dz,. (3.39)

1 Zk+Ak/2 yj+Aj/2 x¢+A¢/2
A(xiaijzk> = Aijr = /

Vige Jar—nnyz Jy—n,2 Jai—ai2

Here A, j 1, is the distance to the neighbouring data points and half the grid spacing denotes the
location of the cell interfaces. Figure 3.1 depicts the numerical grid and notation for a problem
in one dimension. The individual values A; in adjacent cells represent discontinuities, where the
discontinuity is located at the cell interfaces (see e.g. Toro, 2009). Thus, one can solve a Riemann
problem where the solution is the flux across the cell boundaries. Here, the flux is the divergence

term of a general conservation equation for some property A.
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Numerical Solvers

The FLASH code is able to solve the Riemann—problem at the cell-interfaces with different
methods. For the underlying studies, a robust multi-wave solver is used (Bouchut et al., 2007).
This robust solver ensures positive values of density and internal energy by definition and has
been implemented into FLASH by Waagan et al. (2011). The inclusion of self-gravity highlights
the need for an efficient and fast Poisson—solver. FLASH provides a multigrid solver as the stan-
dard tool, but there is also a faster tree—solver implemented by R-Wiinsch*, based on a Barnes—

Hut tree.

3.2.2 Sink Particles

The momentum equation 3.9 includes the gravitational potential, ®, which accounts for the self-
gravity of the gas. If individual parcels within the simulation volume are in a state of gravitational
collapse, the density continuously increases. In this case, the computation of the gravitational po-
tential becomes very time-consuming, since the dominant physical timescale is then the free—fall
timescale, ¢¢. Resolving every single collapsing region is not possible. In addition, the numerical
timestep is restricted by the Courant-Friedrichs—Levy (CFL) criterion with At oc Az. The
smaller the grid spacing (e.g. due to refinement) the smaller the timestep.

To pass this critical issue, Bate et al. (1995) incorporated sink particles into their smoothed par-
ticle hydrodynamics (SPH) code to follow the collapse of individual regions for a few free—fall
times without any restrictions on the timestep. In FLASH, the sink particles are modelled as La-
grangian particles, which are evolved using a Leapfrog—scheme, which is second—order accurate
in time. The basic criteria which a volume of gas has to fulfill in order to be replaced by a sink

particle, are as follows (a detailled description can be found in Federrath et al. (2010)):
a) The cells within the control volume (CV) are on the highest level of refinement.

b) The gas flow within the CV is converging (i.e. V - u < 0). Here it is also taken care of
converging motions along the three principal axes, since — as Federrath et al. (2010) caution

— multiple shocks can generate V - u < 0.
¢) The CV consists of a gravitational potential minimum.

d) The total mass of the CV should be larger than its Jeans mass.

#Sadly, there is no publication on this tree—solver.
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e¢) The gas within the CV should be bound.

f) The CV is not within the accretion radius of a nearby sink particle.

Sink Particles and Magnetic Flux

Inideal MHD, magnetic flux is a conserved quantity. However, as gas collapses, the magnetic field
strength should increase and should stabilise that region again. Numerical simulations are subject
to artificial diffusion, since they are only approximations to the exact differential equation. This
numerical diffusion implies a diffusion of the magnetic field, which reduces the magnetic flux or
keeps it constant at the highest level of refinement. Thus, the gas can converge to sufficiently high

densities without dragging the magnetic field along.

3.2.3 Grid Refinement

The numerical grid is not being refined arbitrarily. Instead, the FLASH code uses a refinement
criterion, which is based on the second spatial derivative of a variable. The second derivative is

then normalised to its numerical representation, that is

f | (AfF\?
(5]

If € is smaller/larger than a given numerical value — which is chosen by the user — the grid at the

~
~

(3.40)

given position is derefined/refined. This provides a good numerical resolution on the one hand
and on the other hand this estimate is able to sufficiently capture discontinuities in the variables.
Since it is dimensionless, any physical variable used by the code can be chosen as the refinement—
quantity.

If a certain region is marked for refinement/derefinement, the whole cubic block of 83 cells is
refined — in contrast to refinement of individual cells. Figure 3.2 illustrates the basic concept of
the AMR technique.

The Truelove Criterion

Besides the usual refinement criteria implemented in FLASH, there is one criterion being more
related to the collapse of dense cores — the Truelove—criterion (Truelove et al., 1997). The local

Jeans length of a gas volume has to be resolved with at least four grid cells, Ly = 4A, in order to
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Figure 3.2: Schematic of the AMR technique. The initial grid contains two regions that are marked for refinement and derefine-
ment. A cell is split into two smaller ones during refinement and two cells are merged when being derefined.

prevent artificial fragmentation of the gas. The latter is a result of growing numerical errors that

behave like physical perturbations at insufficient numerical resolution.

3.3 Initial Conditions

This study makes extensively use of the colliding flow approach (Ballesteros-Paredes et al., 19995
Vizquez-Semadeni et al., 2007; Banerjee et al., 2009). The numerical realisation of this ansatz
and the chosen physical parameters are discussed in the following.

3 and

The simulation volume is initially filled with WNM gas of uniform density n = 1cm™
temperature 7' = 5000 K. This is the corresponding thermal equilibrium temperature and the
density is in the thermally unstable range (e.g. Vizquez-Semadeni et al., 2007). Since the ISM is
magnetised, a homogeneous magnetic field is added, with By = 3 uG along the x—axis. Note
that also higher values of the background field are taken into account. However, By = 3 G
represents the fiducial value.

The cloud forms in between two converging WNM streams, which have a cylindrical form with
length | = 112 pc and radius 7 = 64 pc and are either aligned in a parallel or anti—parallel way
to the initial magnetic field. The flows have — in most simulations — a bulk velocity of vy =
11.4km/s that corresponds to an isothermal Mach number M; = 2. Additionally, turbulent
fluctuations are overlayed with an energy spectrum E (k) o< k2 representing shock—dominated

turbulence (Elmegreen and Scalo, 2004; Mac Low and Klessen, 2004). The initial conditions are

shown schematically in figure 3.3 and summarised in table 3.1.
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Table 3.1: Summary of the parameters for the performed simulations of head-on colliding flows. When a range is given, the

values denote the minimum and maximum values, but do not necessarily correspond to the minimum/maximum of other pa-

rameters.
Variable Name Abbreviation | Unit | Value(-range)
Number Density n cm ™3 I
Mean Molecular Weigth ol - 1.27
Temperature T K 5000
Isothermal Sound Speed Cs km/s 5.7
Adiabatic Sound Speed Csa km/s 7.4
Magnetic Field Strength By uG 3—5
Flow Length l pc 112
Flow Radius r pc 64
Flow Mass® Maow Mg 45213
Isothermal Flow Mach Number M - 2—5
Isothermal RMS Mach Number M — 0.4-L5§
Alfvén Mach Number My - 0.39-2
Plasma-Beta B = Pr/Pg - 0.69-1.93
Normalised Mass—To—Magnetic Flux Ratio NN 14/ Herit, NN - 0.47-0.79
Normalised Mass—To—Magnetic Flux Ratio MS¢ 14/ Herie,MS - 0.58-0.97

Remarks:

“This mass refers to a single flow. The total mass of the flows is thus twice this value.

"Normalised to the critical value calculated by Nakano and Nakamura (1978).
“Normalised to the critical value estimated by Mestel and Spitzer (1956).
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Figure 3.3: Schematic of the initial conditions for the performed colliding flow simulations. The red plane depicts the plane
where the flows collide. The projection is shown as the red dashed line. For further explanation, see text.

3.4 The Supernova—Model

Feedback from high—mass stars is an essential ingredient of the lifecycle of molecular clouds, the
ISM and the Galaxy as a whole. It is thus necessary to perform studies investigating the role
of the different feedback mechanisms for the evolution of molecular clouds. Here, the focus is
on the impact of supernova explosions and their relevance for the evolution and dynamics of
molecuar clouds. To get a better understanding of the feedback, the recipe how it is implemented
is being discussed.

The feedback model is coupled to the sink particles. As shown in Kértgen et al. (2015, submitted

to MNRAS, see also appendix A.2), the rotal mass in sink particles is independent of the numeri-
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cal resolution. This enables a description that includes all particles formed during the runtime of
the simulation. By using a Kroupa (2001)-IMF the number of high—mass stars in a certain mass
interval can be estimated. The mass interval is somewhat arbitrary, but it is chosen in such a way
that the supernova goes off in a reasonable short period of time after the sink particle has formed.
Otherwise, the large scale dynamics are biased by the lack of feedback mechanisms prior to the
supernova. With a minimum mass My, = 0.01 Mg and a maximum mass My, = 100 Mg,
the evaluation of the IMF reveals a total mass within the cluster or cloud of M. = 160 Mg, in
order to form at least one high—mass star with Massive € [10, 30] Mg (see also section 2.4 on
the IMF). From the mass—luminosity relation a stellar lifetime can be estimated, which yields
t30 ~ 2 Myr for a star with M = 30 Mg, (see e.g. Weigert et al., 2009). The procedure can be

summarised as follows:

* Check every timestep, whether the total sink particle mass exceeds M,
* In case of Mot sinks > M. find the most massive sink particle.

* Ensure that the most massive sink particle fulfills:
a) Mgnk > 30 Mg and

b) tsink Z 2 MyI‘.

* If the above criteria are matched, then inject Fgy = 10°! erg of energy with 65 % as ther-

mal and 35 % as kinetic energy in the control volume.

* Deactivate the sink particle, that is, stop accretion and further feedback (in case the particle
still has Msink 2 30 M@)

A brief note on numerical issues with radiative cooling

The gas is still subject to radiative cooling. Thus, the choice of the of the control volume, wherein
energy is injected is not arbitrary or the size should at least be chosen carefully. If, however, the
sound crossing time within the volume is larger than the cooling time, one can switch off the

cooling (e.g. Colin et al.,, 2010). This ensures that the shock wave can travel unimpeded within
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the control volume. For the course of this study, radiative cooling is never turned off since the
cooling time is Teoo1 = 67gyn and the overall timestep right after the supernova is small enough

(a few tens of years) to ensure a sufficient temporal resolution.

3.5 Chapter Summary

The finite volume, AMR code FLASH is used for numerical simulation of the evolution of
molecular clouds by convergence of two streams of the WNM. The flows are moderately super-
sonic, magnetically sub— to supercritical as well as mildly or moderately turbulent. The turbulent
fluctuations are injected according to a Burgers type energy spectrum. The initial magnetic field
strength is varied in order to represent different ISM conditions. The forming sink particles are
free to accrete gas from the molecular cloud. Once a sink particle is massive enough it can go off

as a supernova. Supernova feedback is implemented according to a Sedov—Taylor solution.
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Impact of Magnetic Fields on the Formation

and Evolution of Molecular Clouds

Magnetic fields are an important ingredient in the ISM. Their importance for the formation of
clouds and stars is still strongly debatted (e.g. Padoan et al., 1999; Mac Low and Klessen, 2004; Li
etal.,2014). In the following chapter, I will discuss the impact of different magnetic field strengths
in the ISM on the formation of molecular clouds by the convergence of two WNM streams. The
results and critical discussion presented in this chapter were published in parts in Kértgen and
Banerjee (2015),MNRAS, 451, 3340.

My Contribution

The publication is a multi—authored work. I will give a brief statement on my contribution to
this work. I'am the first author. Thave performed all simulations and generated the setup for the
inclined WNM flows. I did the post—processing analysis of the data as well as their interpreta-

tion. I wrote the text for the publication. However, discussions with and new thoughts by my
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co—author have increased the quality of the paper and lead to new figures in the paper, which

supported the interpretation very well.

4.1 Introduction

Stars and stellar systems form within the densest regions of molecular clouds, in gravitationally
unstable cores which reside at the junctions of filaments (e.g. André et al., 2014a,b, but see also
section 2.3.5). Prior to gravitational collapse the build—up of filaments and the respective sub-
structures is primarily controlled by magnetic fields and supersonic turbulence (e.g., Shu et al.,
1987; Mac Low and Klessen, 2004; Crutcher et al.,, 2010). But, the importance of magnetic fields
for star formation is still debated (see e.g., Li et al., 2014; Padoan et al., 2014, see e.g section 2.1.3).
On the one hand, the idea of supersonic turbulence controlling the star formation process as-
sumes less important magnetic fields and thus primarily supercritical states. In such a scenario,
the magnetic field lines are dragged along with the flow and density enhancements will collapse
as soon as they become Jeans unstable. Furthermore, the turbulence is then not only supersonic
but also superalfvénic (e.g., Padoan et al., 1999; Padoan and Nordlund, 1999). This leads to highly
twisted field lines and the resulting molecular clouds and clumps will not be coherent entities.
The morphology instead will be influenced by the statistics/nature of the turbulence.

To remind the reader, Mestel and Spitzer (1956) first quantified the influence of magnetic fields on
star formation by introducing the mass—to—-magnetic flux ratio t = M /®. Usually, this quan-
tity is normalised to its critical value . ~ 0.13/ VG (or f1. ~ 0.16 / V/G for more sheet-like
clouds(Nakano and Nakamura, 1978)). If the magnetic field is strong enough, accretion onto the
cloud complex is mediated by the Lorentz force and mainly parallel to the field lines (e.g. Kudoh
et al., 2007; Inoue and Inutsuka, 2008; Kudoh and Basu, 2011; Hennebelle, 2013). In the cloud
interior, strong fields stabilise the filaments and clumps against gravity. This also results in a re-
duced fragmentation efficiency.

Observationally, it has been shown in recent years that the magnetic field is indeed crucial for the
star formation process (e.g., Beck, 2001; Crutcher et al., 20105 Li et al., 20105 Crutcher, 2012; Li
etal., 20145 Pillai et al., 2015, but see also discussion in section 2.1.3). Li et al. (2010) used sub—mm
polarisation measurements to retrieve the morphology of the magnetic field in molecular clouds
and Galactic spiral arms. The authors have shown that the overall morphology of the field does
not change significantly from the large scales down to the inner parts of molecular clouds. Nearby

molecular clouds and cloud cores can be separated into two regimes according to their column
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density and magnetic field strength. The low column density regime coincides with magnetically
subcritical HI clouds. As was pointed out by Crutcher (2012, and references therein), these data
are primarily diffuse HI clouds that are not self-gravitating, but are rather in pressure equilibrium
with their surroundings.

Athigher column densities the field strength increases close to linear with increasing column den-
sity. At this stage, almost all measurements indicate (super-)criticality by a factor of ~ 2 — 3 (e.g.
Crutcher, 2012).

Numerically, the issue of magnetic fields and their relevance for molecular cloud formation has
been investigated by many authors (e.g., Inoue and Inutsuka, 2008; Price and Bate, 2008, 2009;
Kudoh and Basu, 2011; Vizquez-Semadeni et al., 2011; Inoue and Inutsuka, 2012; Chen and Os-
triker, 2014). Most of them concentrated on the initial stages of the formation process. Already
at this early temporal stage, the magnetic field was shown to be crucial. Price and Bate (2008)
conducted smoothed particle hydrodynamics simulations of a 5o Mg molecular cloud of radius
R = 0.375 pcincluding magnetic fields of different strength (parameterised by critical mass—to—
flux ratios of 00, 20, 10, 5, and 3). They found that strong fields tend to suppress fragmentation
on the one hand and the formation of stars on the other hand. However, as they point out, strong
fields generate voids within the molecular cloud, which are magnetically supported with plasma-—
B > 1. In addition, on very small scales, magnetic tension is able to prevent multiple fragments
from merging, thus promoting fragmentation.

More consistent with the results presented in this chapter is the work by Heitsch et al. (2009).
They have used MHD simulations of converging flows to analyse the impact of magnetic field
strength and orientation on the formation of (molecular) clouds. Specifically, they looked at
the extreme cases of the magnetic field being either aligned with or perpendicular to the flow di-
rection. The flows were driven continuously due to the choice of inflow boundary conditions.
Hence, the mass—to—flux ratio in their study would approach infinity in the limit of infinite
timescales. Note that the authors have notincluded self—gravity in their simulations. Thus, every
overdense substructure is pressure confined. However, they identify filaments and clumps that
form due to turbulent compression, with clouds becoming more filamentary if magnetic fields
are included. But, it is the alignment of the magnetic and (initial) velocity field that controls the
formation of dense structures. As the authors point out, clouds are able to condense out of the
WNM, if the fields are aligned. In case the magnetic field is perpendicular to the inflows, mag-
netic pressure suppresses the formation of dense structures, which could be termed molecular.

However, there exist regions, which merge to form a filamentary network of diffuse gas.
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Inoue and Inutsuka (2009) studied the evolution of the shocked slab between two converging
flows in the ISM by means of two—fluid MHD simulations in a 30 pc x 10 pc box. The authors
varied the angle between the mean magnetic field and and the flows. From analytical estimates
they found a critical velocity, which depends on the magnetic field strength and the mentioned
angle. If the flow velocity is larger than the critical velocity only HI clouds are able to form be-
cause of dominating magnetic pressure. If it is less than the critical velocity, dense molecular
clouds condense out of the WNM within the shocked slab. As the authors also point out, the
dependence on the angle is crucial for the evolution of the gas within the slab, since the critical
velocity goes to zero for angles approaching 90°.

Most recently, Chen and Ostriker (2014) studied the formation of prestellar cores due to the con-
vergence of gas flows within molecular clouds. In detail, their simulation box was about 1 pc,
representing a collapsing molecular clump. In order to analyse the core formation process, they
used ideal MHD as well as non-ideal MHD via ambipolar diffusion (AD). In all of their models
core formation was initiated by the collision of gas streams along the background magnetic field.
With AD only the later stages were seen to differ from the ideal MHD muodels, since the density
regimes where AD is becoming efficient are build up via accumulation of gas by colliding flows.
The mass—to—flux ratio of the cores formed in their simulations is in the range f1/ 1. ~ 0.5—7.5
with a median value of 11/ /1. =~ 3. Thus, most of the cores are supercritical’.

However, it is important to conduct large scale simulations in order to take into account the
whole evolutionary track of the gas from the diffuse ISM to the dense cores. This was achieved
by Vizquez-Semadeni et al. (2011), who analysed molecular cloud formation subject to magnetic
fields of different initial strength. It has been shown that stronger fields tend to delay the onset of
star formation. As indicated in section 2.2.2 (see also Hartmann et al.,, 20015 Vizquez-Semadeni
et al., 2006, 2007) the diffuse gas becomes molecular, self-gravitating and magnetically super-
critical at the same time. This can explain the subcriticality of the diffuse HI clouds shown in
Crutcher et al. (2010); Crutcher (2012). Heitsch and Hartmann (2014) mention that the super-
critical state can be reached via gas accretion along the magnetic field lines. But as was stated by

Hartmann et al. (2001), the accumulation length to become magnetically supercritical is

BO n -1
L.~ 4 ( ) . .
70 (5 MG) lem—3 pe (41)

"Note that the authors use inflow boundary conditions for the two converging flows. Hence, the mass—to—flux
ratio of the simulation domain will grow with time and so it will for the cores as they accrete mass from an practically
infinite mass reservoir.
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Vizquez-Semadeni et al. (2011) argue that, since the magnetic field lines in the Galactic plane de-
scribe closed circles, this length scale is easily overcome. This also indicates that the mass—to—flux
ratios are lower limits and the data points shown in Crutcher etal. (2010) are only a temporal stage
of subcriticality. But, as Carroll-Nellenback et al. (2014) point out, flow lengths of L > 500 pcare
too large in order to sustain a large scale coherent flow. Bulk motions of this order of magnitude
should rather fragment due to supersonic turbulence and thus diminish. Hence, the build-up of
supercritical clouds would be delayed or even suppressed completely. The process, how molecu-
lar clouds achieve the transition from sub- to supercritical states is thus still an open question.

In this chapter we tie in with the work of Vizquez-Semadeni et al. (2011) by determining molec-
ular cloud formation under different initial conditions. The numerical model and the initial
conditions have already been introduced in section 3.3. Section 4.2 deals with the formation and
evolution of clouds formed by head—on converging WNM streams under varying initial condi-
tions. The following section 4.3 then introduces the tilt of one flow with respect to the magnetic
field and discusses in detail the evolution of the clouds and their subsequent star formation ac-
tivity. This chapter is closed with a brief summary in section 4.4, where we also discuss the role

of ambipolar diffusion.

4.2 Molecular Cloud Formation by Head-On Colliding Flows

Colliding streams of gas are ubiquitous in the ISM (e.g. due colliding supernovae shells, Inoue
and Inutsuka, 2008) as well as in the interior of molecular clouds (e.g. in filaments or the junc-
tions of filaments, Hennebelle et al., 2008; Chen and Ostriker, 2014). Therefore the dynamics
and the structure can vary significantly, depending on the galactic or local environment or the re-
spective driving mechanism (e.g. Inoue and Inutsuka, 2008, 2012). In this section we summarise
the evolution of molecular clouds, which are being formed by head—on colliding flows. For more
thorough analyses, we refer the reader to section 2.2.2 and to the studies of e.g. Banerjee et al.
(2009); Vizquez-Semadeni et al. (2006); Vézquez-Semadeni et al. (2011); Hennebelle and Pérault
(1999); Hennebelle et al. (2008); Heitsch et al. (2008a). An overview of the main initial physical

parameters of the respective simulations is given in table 4.1.

4.2.1  Varying the Turbulent Velocity

The dynamics of molecular clouds which formed in the compression zone of two colliding

streams strongly depend on the initial kinematics of the individual flows. On the one hand, the
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Figure 4.1: Left: Evolution of cloud (solid) and sink particle (dashed) masses for three turbulent velocity fields. The onset of
star formation is clearly seen to be delayed due to the action of turbulent motions that keep dissolving dense structures. The
horizontal dash-dotted, black lines denote the masses of observed molecular clouds, like the Perseus MC (PMC, Lombardiet al.,
2010), the Taurus MC (TMC, Lombardi et al., 2010), and the Corona Australis complex (CA, Alves et al., 2014). Middle: Star
formation efficiency for B3M ... 1. .. runs (see table 4.1). Right: Corresponding root mean square velocity of the dense gas.
The RMS-velocities converge after turbulence has decayed and global collapse of the cloud has begun. Before this point, the
amplitude of the resulting turbulent velocities is determined by the initial conditions.

flows are supersonic with respect to the WNM and thus generate strong shocks and compressions
(Vizquez-Semadeni et al.,, 2007; Banerjee et al., 2009). On the other hand, large scale instabili-
ties as well as stellar feedback inject energy into the ambient ISM. This energy, if not already in
the form of kinetic energy, can be converted to kinetic energy and thus a turbulent regime is pro-
duced, where the turbulence cascades down until it is dissipated on atomic/molecular scales. This
turbulence is primarily supersonic (e.g., Mac Low and Klessen, 2004). These random motions
generate a certain level of anisotropy within the bulk flows and the respective contribution to the
process of molecular cloud formation is two—folded. Firstly, turbulence contributes an effective
ram pressure, which can help to stronger compress fluid elements. Secondly, the inhomogeneous
velocity field distorts the overall bulk flow and reduces the mass flux, which then directly trans-
lates to the build up of less massive clouds (see figure 4.1).

If the collision of the WNM streams is along the magnetic field lines, the early stages (¢ < 3 Myr)
of cloud formation can be understood as being nearly independent of the magnetic field. The first
phases during the collision are thus controlled by the bulk and turbulent velocity (see table 4.1).
Figure 4.1 shows the evolution of the dense gas (n > 100 cm™?) for different initial turbulent
Mach numbers. The compression by the flows induces the formation of a molecular cloud by
the combined action of dynamical and thermal instability (e.g., Vizquez-Semadeni et al., 2007;
Heitsch et al., 2008a; Banerjee et al., 2009). Due to the onset of runaway cooling of thermally

unstable gas, the cloud becomes more massive with time. At the same time it assembles mass by
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Figure 4.2: Top: Column density along the direction of the background magnetic field (x-direction) at a time ¢ ~ 10 Myr.
In this case, the flows have collided head-on. Bottom: Column density in the plane perpendicular to the background magnetic
field. Left to right: Runs B3M0.410, B3M0.810, and B5M0.510. The effect of turbulence in shaping the molecular cloud is evident.
Stronger magnetic fields tend to smoothen the density field and clearly defined filaments are hardly seen.

accretion of gas along the field lines. Independent of the degree of turbulence, the onset of dense
gas formation starts at the same time indicating the dominance of the ram pressure by the bulk
flows. Only at slightly later times around ¢ ~ 2 — 3 Myr the effects of different turbulent Mach
numbers are seen. Flows of higher turbulent Mach numbers reduce the mass flux and hence re-
duce the final mass of the cloud. This is seen in figure 4.2. The stronger the turbulence, the
less compact is the resulting cloud. The mass concentrates in pressure confined filaments, which
are further immersed in a diffuse, warm medium, with a steep density and temperature gradient
between the WNM and CNM that can be interpreted as a phase—transition front rather than
a contact discontinuity due to the ambient mass flux across the transition layer (Banerjee et al.,
2009).

At later stages, the initial turbulence has decayed and the presence of turbulent motions is due
to self—gravity (see e.g. Ballesteros-Paredes et al., 2007). Once self-gravity dominates, certain re-
gions then proceed to collapse to form a star. The onset of star formation is clearly delayed by the

presence of stronger initial turbulence (see figure 4.1).
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4.2.2  Dependence on the Magnetic Field Strength

In the previous section we have neglected the possible influence of the magnetic field. However,
the magnetic field affects the overall evolution of molecular clouds in the ISM as well as their pre-
ceding condensation out of the latter (e.g., Hennebelle and Pérault, 1999; Hennebelle, 2013). Asa
reminder, as was shown by Crutcher et al. (2010) using Zeeman measurements, the line—of—sight
component of the interstellar magnetic field can be approximated by an interval of nearly con-
stant magnitude followed by a regime that consists of a linear increase of the field strength as func-
tion of (column-)density. Since Zeeman splitting provides information of one component only,
the total magnetic field strength will be larger. It is thus reasonable to investigate the influence of
varying magnetic field strength on the molecular cloud formation process. This has recently been
done by Vizquez-Semadeni et al. (2011) for initial magnetic field strengths of | B| = {2, 3,4} uG
(corresponding to 1 = {1.18,0.79,0.59}*) and the action of ambipolar diffusion. Our study
covers the upper range of their values, namely the range of |B| = {3,4,5} uG. The choice
of these field strengths gives thermally dominated (|B| = 3 pG) environments, regimes with
an equipartition of thermal and magnetic energies (| B| = 4 1G), and completely magnetically
dominated regions (| B| = 5 uG). The evolution of the cloud and sink particle mass for differ-
ent initial field strengths is shown in figure 4.3. Here, the final cloud masses do not differ too
much from each other, showing that the initial turbulent motions are more efficient in control-
ling the early phases of gas accumulation. But differences are seen in the early mass accretion.
The cloud, which is embedded in a strong magnetic field is seen to be build up at a slightly earlier
time after the start of the simulation. Furthermore the accretion of matter from the diffuse halo
surrounding the cloud at early times differs for the strongest initial magnetic field. This fact can
be explained by momentum and energy conservation. Since the flows collide head—on, the gas is
compressed in the collision layer. The external ram pressure by the flows forces the gas to move
perpendicular to the magnetic field lines in order to ensure conservation of linear momentum. At
the same time gas compression enhances the magnetic field strength. Magnetic tension then acts
as a restoring force and since the plasma-/3 is less than unity, the dominant magnetic field is too
stiff to be bend efficiently. This results in a less efficient gas motion perpendicular to the original
bulk flow motion and an earlier compression of the gas. Thus, efficient accretion happens only

along the field lines. The rightmost plot in figure 4.2 shows the column density after ¢ ~ 10 Myr

*Note, the values for the mass—to—flux ratio in Vazquez-Semadeni et al. (2011) refer to the box length of 256 pc,
instead of the flow length of 112 pc, which we here take care of.
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Figure 4.3: Evolution of cloud (solid) and sink particle (dashed) masses for three magnetic field strengths. The clouds assemble
similar final masses, but some slight differences in the accretion phase are seen. More prominent is the lack/delay of star for-
mation for simulations with | B| > 3 ;G. The horizontal dash-dotted, black lines denote the masses of observed molecular
clouds, like the Perseus MC (PMC, Lombardi et al., 2010), the Taurus MC (TMC, Lombardi et al., 2010), and the Corona Australis
complex (CA, Alves et al., 2014).

for a strong magnetic field. The density gradients are smoother in comparison to the weaker field
and the cloud is more compact, i.e. no clearly defined filaments condense out. At the same time
the column density (in the face—on view) does not reach sufficiently large values.

The critical column density to become magnetically supercritical can be written as (see section

2.2.2, but also Vizquez-Semadeni et al., 2011)

B
Nerie & 2.92 x 10% (17@) cm ™2 (4.2)

Although all different clouds assemble mass by accretion from the surrounding diffuse gas, the
most striking difference is the complete lack of star formation for the higher magnetised clouds.

In order to quantify the gas dynamics at a specific evolutionary stage, figure 4.4 shows the
probability distribution function of the column density (left, hereafter N-PDF) and the mass—
to—flux ratio (right, from now on ;i-PDF). As shown by Vazquez-Semadeni and Passot (2000),
the statistics of a gas can be analysed by using a density PDF. For isothermal turbulence, this PDF
develops a lognormal distribution with its variance depending on the Mach number of the gas.
More recently it has been demonstrated that the width of the distribution also depends on the

plasma—(3 as well as on the turbulent forcing parameter, i.e. if the driving of turbulence is purely
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Figure 4.4: Left: Column density PDF for different initial magnetisations at 20 Myr. The weaker magnetic field allows for the
development of a power-law tail, which indicates gravitational collapse. The vertical lines denote the respective threshold
column densities for magnetic criticality after equation 4.2. Right: Corresponding (.-PDF. Here, the vertical line indicates the

critical ratio.

solenoidal or compressive (see e.g., Federrath and Klessen, 2012, 2013). The same is also valid for
the N-PDF, which is used in observational studies since the volume density is not accessible (e.g.,
Kainulainen et al., 2011; Schneider et al., 2013, 2015). The shape of the N-PDFs in figure 4.4 is not

lognormal. The reason is the multi-phase nature of the ISM.

However, in the weaker magnetised case, a power-law tail at high column densities evolves,
which is always seen in self-gravitating systems (Federrath and Klessen, 2013; Schneider et al.,
2013), indicating the presence of gravitationally unstable regions. The vertical lines denote the
threshold column densities according to equation 4.2. The thermally dominated case shows a
transition to supercritical states, whereas the maximum column density in the magnetically dom-
inated gas is approximately a factor of five lower. At this time the WNM flows vanished. Increases

in column density are only due to mass accretion from the environment.

Since the column density and the mass—to—flux ratio are coupled via

)y

R 43
| BLos| (+3)

L

where X is the column density in g/ cm? (Nakano and Nakamura, 1978), the overall shape of the
1-PDF should be very similar to the one of the N-PDF. This is indeed the case, as can be seen

from figure 4.4, right. The modifications are due to the additional dependence on the magnetic
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field. Here, again, the mass—to—flux ratio shows a similar distribution, but for the weaker field
it is shifted towards higher values. Furthermore, the transition from subcritical to trans—critical
regions is smoother, because of the lack of stiffness of the magnetic field. The dependence on
column density then also implies the outcome of a power—law tail in the distribution, which
continues up to values of log(p//t.) =~ 1, showing the presence of highly unstable, dynami-
cally dominated regions. The mass—to—flux ratio for runs B4Mo.4lo and BsMo.sIo is similar
distributed. This indicates that initial dynamical processes should be more energetic than ob-
served in the simulations, since dynamic compressions always result in increasing magnetic en-
ergy, which at some stage starts to dominate over thermal and gravitational energy. This yields a
re-expansion of compressed regions and a simultaneous stabilisation of these.

The results from simulations with higher magnetisation now raise the question, how stars can

form in such highly magnetised media.

4.3 Inclined WNM flows

Here we probe the influence of inclined colliding flows. Inclined collisions are easily justified by
assuming the emergence of a supernova shock wave and its propagation through a Galactic spiral
arm or by non—uniform large scale gravitational forces. The motion of the flow at an inclination
with respect to the magnetic field results in an enhanced diffusivity of the latter and this process
thus can be thought of as a non-ideal MHD process (e.g. Heitsch etal., 2005; Inoue and Inutsuka,

2008; Heitsch et al., 2009, see also appendix A.1).

4.3.1  The Setup

The initial geometry can be seen in figure 4.5. The basics are the same as for the head—on case,
but now one flow is inclined at an angle ¢ with respect to the x—axis. The initial background
magnetic field is kept constant and aligned with the x—axis. The figure may imply that there
might be a region where quiescent gas resides, but this is not the fact. The two flows still collide
in the centre of the simulation box and since the magnetic field is still uniform, the collision will

induce a normal shock. Table 4.1 lists the initial parameters for this study.
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Figure 4.5: Setup of the initial conditions with inclined flow. The box and physical parameters are the same as in figure 3.3,
but now one flow is inclined at an angle ¢ with respect to the background magnetic field. The inclined axis is shown as the red
dashed line. Note, the collision still occurs at the centre of the simulation domain, in contrast to what is schematically shown
here.
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Table 4.1: Overview of the conducted simulations with varying flow and magnetic field parameters. ¢ is the inclination of one
of the flows and M is the isothermal Mach number of the converging WNM streams. M Rgug denotes the Mach number of
the turbulent fluctuations, M 4 is the turbulent Alfvén Mach number, (3 is the ratio of thermal to magnetic pressure and K *
indicates the ratio of turbulent to numerical diffusion with the turbulent diffusion coefficient calculated according to Lazarian
et al. (2012) (their equations (3) and (4)). Numerical diffusion is evaluated as Kpum = AT X VA4, where v is the velocity
at grid scale A . x denotes the effective ratio of magnetic to numerical diffusion (see appendix A.1). #//lcrit is the normalised
mass-to-magnetic flux ratio.

Run Name ¢ B M; MpyusMa & x B p/ull, Min
AxP)

(°)  (kG) (pc)

BsMo.4lo o} 3 2 0.4 0.39 2.53 0.00 L93 0.79 0.03
BsMo.8lo o 3 2 o038 0.79 21.04 0.00 L93 0.79 0.03
BsMi.zlo o 3 2 L2 1.18 42.67 0.00 193 0.79 0.03
B4Mo.4Io o 4 2 0.4 0.29 104 0.00 LO8 0.59 0.03
B4Mislo o} 4 2 LS L.I0  42.67 0.00 108 0.59 0.03
BsMo.slo o} 5 2 05 0.29 1.04 0.00 0.69 0.47 0.0075
BsMo.sIz0 30 3 2 05§ 0.49 5.02 6.91 L93 0.79 0.0075
BsMo.sIso 50 3 2 045 0.49 §5.02 16.22 193 0.79 0.0075
BsMo.sIs0a 509 3 2 05 0.49 5.02 1622 193 0.79 0.0075
BsMo.sl6o 6o 3 2 05 0.49 5.02 20.73 193 0.79 0.0075
BsMo.8160 60 3 2 0.8 0.49 5.02 20.73 L93 0.79 0.0075
B4Mo.sIz0 30 4 2 045 036 1.99 922 108 0.59 0.0075
B4Mo.sl6o 60 4 2 05§ 036 199 27.63 .08 0.59 0.0075
BsMo.sIz0 30 5 2 05 029 1L04 152 0.69 0.47 0.0075
BsMo.8130 30 5 2 0.8 0.47 4.43 1L52 0.69 0.47 0.0075
BsMo.sl40 40 5 2 05 0.29 1.04 19.03 0.69 0.47 0.0075
BsMo.slso 50 5 2 05 0.29 104 27.03 0.69 0.47 0.0075
BsMo.sl6o 60 5 2 05 0.29 104 34.55 0.69 0.47 0.0075
BsMo.8160 60 5 2 0.8 0.47 4.43 3455 0.69 0.47 0.0075
BsMo.sl6oMf4 60 5 4 05 0.29 1.04 34.55 0.69 0.47 0.0075
B5Mo.5IGoADd) 60 5 2 05 0.29 104 34.55 0.69 0.47 0.0075

Remarks:

) According to the prescription by Nakano and Nakamura (1978) (i.e. ferig = 0.16/VG).
b) Maximum allowed resolution in the simulations.

¢) Simulation with a different initial turbulent seed field.

d) Run with ambipolar diffusion. Simulation was stopped at t /= 12 Myr.
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Figure 4.6: Temporal evolution of mass for runs BSMO0.5I. . . . The horizontal black,dash-dotted lines have the usual meaning.

4.3.2  Magnetic Flux Reduction and Star Formation

We commence with the thermally dominated case, i.e. |B,| = 3 uG. The diffusivity increases
with increasing inclination of the flow (see table 4.1 and appendix A.1). Figure 4.1 has already
shown the evolution of the cloud mass as function of time. The mass crucially depends on the
strength of the initial turbulent velocity fluctuations. In addition, if one applies an inclined flow,
shearing motions and magnetic effects have to be taken into account. The magnetic field is able
to slow down the inclined flow so that the collision will end soon and no gas is driven into the
thermally unstable regime. But the final masses of the formed clouds are very similar, only vary-
ing by a factor of a few (sce figure4.6). This indicates that at later times, the information of the
initial conditions is completely lost.

More interesting is the way how the cloud evolves. For small inclinations (¢ < 30°), no signif-
icant distortions occur and the mass accumulation and the final mass are comparable to cloud
masses formed by purely head—on collisions (within factors of 2-3). The inclined flow is aligned
with the magnetic field very fast. For highly inclined streams the condensation from the WNM
to the CNM sets in later due to the above mentioned processes. At the same time, mass growth
is stopped and a short phase of mass loss is evident as a direct consequence of strong shearing mo-
tions (see figure 4.6). But as soon as the strongest unstable fronts have vanished, the cloud turns

back to a stabilised state with continuous accretion of matter. Figure 4.7 shows the resulting
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Figure 4.7: Column density map for run B3M0.5150. The total integration length is 60 pc. The resulting global cloud structure
is due to the initial compression by the flows.

molecular cloud structure for run BsMo.sIso (i.e. By = 3 uG,Mns = 0.5, & = 50°). Shown
is the column density along the z—axis, that is, perpendicular to the background magnetic field.
The black dot resembles a sink particle. The global morphology of the cloud is mainly influenced
by the geometry of the colliding WNM streams with additional impact by the misalignment of
the flow. It resembles a sheet-like shape with trailing arms with the one at the near side of the
tilted flow being more elongated. This elongation is due to the later collision of the flows when
the bulk of the mass has already been compressed. The resultant motion of the cloud yields that
the still streaming gas interacts with the outer edges of the compressed gas by ’pushing’ it away
from the actual molecular cloud complex, thereby forming this observed elongated structure. At
this time the flow is already too slow to significantly compress the gas, implying that the gas in the
trailing arm is not able to sufficiently cool down by thermal instability. It is therefore not able to
become gravitationally unstable. These shear flows and the resulting occurence of trailing arms
are possibly seen in observations of e.g. the Taurus molecular cloud, i.e. the non-star forming
low column density arm (Alves et al., 2014).

In contrast to the evolution of the total mass of the molecular cloud, the evolution of the stellar
(sink particle) mass is greatly influenced by inclining one flow. The most obvious indication is
the delay of star formation with increasing misalignment (see figure 4.8). Due to the misalign-
ment, magnetic pressure and magnetic tension act as opposing agent against gravity. In addition,

the shear flows disrupt density enhancements and thus the transition from the WNM to dense,
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Figure 4.8: Evolution of individual sink particle masses for three inclinations of runs B3M. . . . . .. The higher the inclination,
the later star formation begins. In addition, the star formation rate and efficiency are strongly influenced (see also figure 4.1).

cold structures is hampered. Once, the turbulence has fully vanished, the cloud is still subject
to its fast bulk motion. Clumps within the complex can only grow by accretion of matter from
the immediate environment, because of the lack of turbulent compression, which could provide
the seeds for gravitational unstable cores. The shear due to the misalignment also yields a less
compact cloud. The material is not fully compressed by the two flows. Instead, a great amount
is at first compressed and enters a phase of oscillating motions and dispersion due to shearing
motions. The accumulation of enough Jeans masses to render the gas gravitationally unstable is
delayed and also very inefficient, since the denser regions are greatly scattered and do not possess
enough mass.

As can be seen from figure 4.7, there is at least one sink particle, indicating ongoing star forma-

tion. We stopped the simulation here, because star formation proceeds from there on (as can be

seen e.g. from run BsMo.4lo).

4.3.3 Comparing Cloud Dynamics in Magnetically Differing Environments

Figure 4.9 shows the column density in the direction perpendicular to the background magnetic
field for three initial magnetic field strengths (|B| = 3 pG,|B| = 4pG,and |B| = 5uG)
with an initial dlt of ¢ = 60°. The weakest field case shows a strong distortion of magnetic
field lines as well as the onset of star formation. In comparison, the stronger fields show a more
ordered magnetic field, which shows no clear deviation from its initial uniform alignment. For
|B| = 4 G one can infer some large scale modulation of the field due to global dynamics as a

resulting imprint of the large inclination. The morphology of all three molecular clouds is very
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similar, although some local differences occur. The main cloud (having a sheet-like shape) is
more compact for weaker fields, whereas the difference between the two strong magnetisations
is negligible. This attribute results from the thermally dominated gas. The magnetic field
does not control the gas dynamics and thus is forced to follow the motion of the fluid. Once,
local density enhancements condense out, the magnetic field is dragged inwards together with
accreting material. In the cases of more realistic fields, it is the magnetic field that dominates the
fluid motion and that keeps the cloud coherent (see e.g., Hennebelle, 2013). At the same time the
trailing arms now occur to be slightly denser. These arms are magnetically supported and thus
more stable against shear flows and mixing by large scale fluid instabilities.

In contrast to a 3 uG-field, there is no star formation for the cases of 4 G and s uG, yet,
although figure 4.3 indicates that these highly magnetised clouds are also more massive. The
greater total masses and the lack of star formation combine to a picture of a fragmented cloud
(see figure 4.13). Any intrinsically driven turbulence is subalfvénic and the magnetic field thus
stays coherent. Such a field configuration has also been observed via polarised emission from CO
(e.g. Lietal., 2010, 2014). So, what is the basic impact of the magnetic field on the star formation
process? As long as accretion happens along the magnetic field, the influence of the latter can
be safely ignored. Once, the gas begins to fragment, subcritical regions are produced, as long
as the parental fragment was only slightly supercritical. Thus, accretion along field lines has to
continue in order to generate supercritical fragments. Otherwise, magnetic pressure will drive
the gas out of the potential well and the fragments stay subcritical and star formation stops.
The temporal evolution of the line—of-sight component of the magnetic field as function of
column density is shown in figure 4.10. Different colours denote different evolutionary stages.
The slanted straight lines indicate different criticality conditions according to various studies
and using different approaches for deriving this condition (McKee et al., 1993; Shu et al., 1999;
Crutcher et al., 20105 Li et al.,, 2014). The horizontal black line denotes the initial value of the
magnetic field. From left to right the initial magnetic field becomes stronger and from top to
bottom the inclination increases in steps of 30°, starting at ¢ = 0°. All cases have in common
that the column density gradually increases at constant magnetic field magnitude, indicating gas
accumulation along the field lines (see also Crutcher et al., 2010).

The thermally dominated case shows signs of early fragmentation and field compression, giving
rise to an increase of the magnitude at relatively low column densities. These effects render
the whole cloud magnetically subcritical. The clouds then undergo different dynamical phases

with varying contribution of the magnetic field, i.e. times of pure accretion along the field lines,
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Figure 4.9: Column density map with overlayed magnetic field lines for B = 3 uG (top left), B = 4 uG (topright),and B =
5 4G (bottom) from left to right. Initial inclination is & = 60°.
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Figure 4.10: Evolutionary pathof the cloudin N — By og space. Inthiscase, Br,0g = Bx. Fromlefttoright: B = 3uG,B =
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density, IV, and line-of-sight magnetic field Br,0s.
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twisting of the field by collapse and compression, and finally amplification of the field by large
scale collapse and increasing column density. In between there exist stages, where the cloud
shows signs of supercriticality. We here point out that the ordinate only shows the average
line—of-sight component, i.e. there exist indeed supercritical regions that are not significant
in terms of mass or volume fraction (see 2D histogram). Comparison with the weakest field
shows that star formation is immediately initiated, when the gas becomes supercritical. The
collapse proceeds and more material is dragged into the potential well. The resulting magnetic
field amplification is still too low and finally it diffuses out of the central region. After the sink
particle has formed, some of the field lines relax, thereby decreasing the density in some regions.
As time proceeds the cloud becomes more compressed due to its global gravitational collapse.
For better visualisation, the columns for B = 5 uG and B = 4 uG are shown in the column
density range 19.5 < log N < 2l and 1 uG < |Bl g < 25 uG, since there occurs no
significant amplification of the magnetic field during the evolution of the molecular cloud. This
is indeed very intriguing, because observed magnetic fields are far larger in magnitude. We only
see motion along the field lines, as has already been mentioned before, but we do also see 7o sign
of gravitational contraction. Only some small modulations are seen, especially in the case of the
cloud formed by head—on collision and B = 4 uG, but this amplification is less than a factor
of two and thus not significant. At low column densities instead one can infer a slight ’global’
amplification of a view percent. This can be accounted for accretion of mass from the diffuse
halo surrounding the dense cloud. These data already indicate that the uniform component
of the magnetic field is the leading component and no clear tangling of the field is observed.
Furthermore, every process of gas accumulation perpendicular to the field lines is instantaneously
balanced by magnetic forces (see figure 4.11). The flow cannot become dynamically important in
order to bend the field lines and to render the magnetic field supercritical.

Even in the case of high diffusivity or large inclination, there is no amplification and/or tangling
seen, indicating that diffusion processes might play only a minor role in rendering the field
supercritical. If one takes a look at figure 4.12, it is obvious that the gas is highly subcritical.
Shown are mass histograms as function of the normalised mass—to—flux ratio for the three
magnetic fields at three late evolutionary stages. It is only for the weakest magnetic field that
the gas shows some sign of evolution. One can clearly identify the power—law tail (which can
be accounted for the N-PDF) and its growth as more mass enters the supercritical regime. In
contrast, the higher magnetisation cases show roughly no evolution. Once a given distribution

of the gas has developed it is seen to be globally stationary. The difference between the 4 G and
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Figure 4.11: Temporal evolution of the ratio of turbulent ram pressure to magnetic pressure for three different runs. On average
the magnetic field dominates and the ram pressure is not sufficient to induce motions perpendicular to the field lines.

5 G cases are small, i.e. the 4 G case develops some larger mass—to—flux ratios. However, both

regimes are far from being even critical.

4.3.4 Dynamics of Dense Cores

Due to turbulence, overdensities occur which become gravitationally bound. Figure 4.13 shows
the evolution of the densest regions within the formed molecular clouds, i.e. of these with mini-
mum density of n = 1000 cm 3. The left image shows the evolution of mass, the right panel
the evolution of thermal and magnetic Jeans numbers. The temporal evolution is shown for the
whole simulation, thus earlier ending graphs indicate the complete lack of gas with the respective
minimum density from this time on.

For all runs with zero inclination, the compression by the two converging streams induces a tran-
sition to dense material with a few thousand solar masses. But as soon as the ram pressure of the
confining flows becomes weaker these dense regions re—expand, showing that the regions were
only pressure confined entities. For run B3Mo.4Io a phase of increasing mass follows, which is
mainly due to accretion of matter along the magnetic field lines. In the end the densest regions

of the molecular cloud reach a total mass of a few hundred solar masses. Comparison with run
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Figure 4.13: Temporal evolution of the gas with minimum density of n = 1000 cm™3, resembling the densest parts deeply

embedded in the cloud.Left: Temporal evolution of mass. Note that for runs B4M0.410 and B5M0.5160 there are stages where
no dense material exists [indicated by the linear increasing (B4M0.410) and the non-varying stages (B5M0.5160). The former is
just the line connecting two data points!] between 10 and 20 Myr. Right: Evolution of the number of thermal and magnetic
jeans masses. Colours correspond to the left figure.

BsMo.sI6o shows a difference of only a factor of a few in the end of the simulation.

The most striking difference is the first evolutionary phase, where the cores of run BsMo.sI6o un-
dergo strong variations, because of the additional shearing motions, after they have firstly formed
at far later times.

Run B4Mo.slo already shows the influence of the stronger magnetic field. The decrease in ex-
ternal ram pressure by the converging flows also induces a re—expansion of the dense material
within the cloud complex. But now the magnetic field is already strong enough to ensure a less
efficient mass accretion. At around t = 10 Myr no dense material exists. This stage lasts until
t ~ 20 Myr, where the global collapse of the molecular cloud yielded strong enough compres-
sion to form dense material again®. Strong internal variations of the cloud then lead to a highly
varying mass evolution. In the end, masses similar to run B3Mo.4lo are reached, and stars start
to form. Interestingly it takes roughly 20 Myr for stars to form after the reoccurence of dense
cores. This already indicates that for shearing flows the onset of star formation with magnetic
and thermal energies in equipartition is further delayed to far later times. But during such a long
evolution, the clouds would then be subject to large scale Galactic processes and our setup would
not be appropriate.

Further increase of the initial magnetic field strength shows even more dramatic changes in the

overall evolution of the densest regions within the molecular clouds. In run BsMo.slo the exis-

*Note the linear increasing interval is simply the connecting line of two data points at 10 and 20 Myr.
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tence of dense cores ends after t ~ 12 Myr, showing the complete lack of unstable cores after
the compression by the bulk flows. Although a molecular cloud forms, it does not possess any
region, which could possibly undergo gravitational contraction to form stars. However, the first
evolutionary stages during the compression of the flows shows that the strong fields lead to higher
masses of the dense gas due to the influence of the field. Inclining one WNM stream now shows
striking difference. At first, the build up of dense cores starts out at later times as in the case of
run B3Mo.sI6o. But the diffusive nature of this formation mechanism leads to the build—up of
denser regions up to the end of the simulation, although there are stages where no dense cores
exist. The evolutionary track of the dense gas is mainly influenced by the cloud motion and the
magnetic forces. The whole dense material is thermally and magnetically highly stable, with the
latter being the dominant aspect. Thus, although far more diffusive, the magnetic field is still
able to suppress the formation of unstable cores and the subsequent star formation.

The stability of the dense regions is also indicated by the mass—to—flux ratio (see figure 4.14).
Only if the magnetic field is sufficiently weak, gravitational energy dominates over magnetic en-
ergy and the inner regions of the molecular clouds are rendered magnetically supercritical. In case
of a 4G field a great spread of mass—to—flux ratios is observed with all being subcritical at the
stages shown. During the further evolution of the cloud, magnetically supercritical cores form.
Additionally, by inclining one stream, low—mass cores are generated, which have approximately
the same mass—to—flux ratio as in the case of head—on colliding streams, indicating that the mag-

netic field diffuses out of the regions.

4.3.5  Analysis of the Densest Cores

Now we analyse the three densest cores in more detail. For simplicity, we have assumed that the
cores are spherical entities. Figure 4.15 shows the normalised mass—to—flux ratio, the turbulent
sonic and the turbulent Alfvén Mach number as function of radial distance from the centre of
mass.

For run BsMo.slo the mass—to—flux ratio is subcritical and constant throughout the whole core.
This has two implications: 1) Magnetic support is sufficient to keep the core stable and 2) there is
no evidence for accretion of matter along the field lines (which would increase the ratio locally).
Besides being higher, the mass—to—flux ratio for run BsMo.4Io shows some variation as function
of radial distance for all three cores. The centre of the densest core (solid line) is seen to make a

transition to a supercritical state surrounded by a subcritical halo. Although the other two cores
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Figure 4.14: Normalised mass-to-flux ratio as function of core mass for runs B3M0.410 (circles), B8MO0.5160 (triangles),
B4MO0.410 (squares), and B4MO0.4160 (diamonds) at different evolutionary stages. Note that a comparison of equal temporal
stages is not possible due to the lack of cores with densities of n > 1000 cm™3. For runs B5M. . . I. . . no such cores were
found! The mass-to-flux ratio is normalised to 1. = 0.16/\/5 (Nakano and Nakamura, 1978).

are subcritical as a whole, they show the same signature. The cores in run B4Mo.4Io show a state
between these of runs B3Mo.4Io and BsMo.slo. As expected, the mass—to—flux ratio of the dens-
est core decreases with increasing radius. The two other cores show only a roughly constant ratio.
The mass—to—flux ratio of the first core is still subcritical, but the transition to a supercritical state
is achieved at slightly later times. Note that the location of the maximum mass—to—flux ratio in
this core does not coincide with the centre of mass.

The dynamics of the cores can be analysed by looking at the turbulent Mach numbers (see mid-
dle and right panel). The cores are subsonic and subalfvénic, hence showing that 1) no strong
compressions within the dense material occur and 2) the magnetic field prevents the gas from
accumulating into denser unstable fragments. This is true for all clouds and can be interpreted
as an imprint of the initial conditions. Only for the densest core in run B3Mo.4]o, the outskirts
are seen to be slighty supersonic and superalfvénic, indicating turbulent accretion onto the core.
The difference between the two Mach numbers is less for the weakest field, since it is not able to
tully prevent collapse. If the field strength is higher, magnetic tension will accelerate the gas, while
relaxing the field lines. This is why the sonic Mach number is slightly higher, but nevertheless the

motions only reach subsonic or at most transsonic states. At these densities (n & 10% cm ™), the
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Figure 4.15: Radially averaged profiles of the three (indicated by different line styles) densest cores within the molecular clouds
for runs B. .. M. .. 10. Left: Mass-to-flux ratio. Middle: Turbulent isothermal Mach number. Right: Turbulent Alfvén Mach
number. The radial distance is evaluated with respect to the centre of mass. For runs B3M0.410 and B4MO0.410, respectively,
the data is shown shortly before the first star appears. The values for the turbulent Mach numbers mimic the initial conditions,
i.e. that the turbulence is still subsonic and subalfvénic. Note, the masses of these cores range from ~ 4 M, (third massive in
run B5M0.510) to & 250 M, (most massive in run B3M0.410).

flow seems to be mediated by the magnetic field lines, which in every case tends to suppress the

build up of turbulent vortices.

4.4  Chapter Summary & Discussion

In the following, we discuss the role of ambipolar diffusion and show that the strong—coupling
approximation is valid in case of our simulations. The discussion is followed by a summary of

the main results.

4.4.1  Discussion: Influence of Ambipolar Diffusion

We have conducted one simulation including the non-ideal MHD effect of ambipolar diffu-
sion. The AD module was implemented in FLASH and extensively tested by Duffin and Pudritz
(2008). It uses the strong coupling approximation (like Chen and Ostriker (2012, see also Chen
and Ostriker (2014))), which was shown to be valid in the physical regime we are analysing (see
appendix in Vizquez-Semadeni et al., 2011). However, since we are using a slightly different den-
sity threshold than in Vizquez-Semadeni et al. (2011) and different turbulent Mach numbers, the
validity has to be proven again:

Taking a typical length scale of [ = 0.0625 pc (which corresponds to the accretion/softening

radius of the sink particles in our simulation with 11 levels of refinement) and a typical velocity at
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these scales of 0.5 km/s (taken from figure 4.1) the ratio
M3 /Rap(l) =~ 1.5 x 1078, (4-4)

Here M}y is the Alfvén Mach number and Rap(!) is the AD Reynolds number at scale /.
Hence, according to Li et al. (2006b, see also Vizquez-Semadeni et al. (2011)) the strong coupling
approximation is satisfied very well in our simulations.

The fluxes are computed using a central differencing scheme and the numerical timestep is
primarily controlled by AD. Note that the implementation by Chen and Ostriker (2012) uses
super—timestepping to speed up the simulation (see also Choi et al., 2009).

A comparison of the influence of AD on molecular cloud evolution from Vizquez-Semadeni
et al. (2o011) is shown in figure 4.16. AD tends to smoothen filamentary structures within the
cloud complex. The cloud centre reveals the highest densities, typical for AD (see also Crutcher
et al,, 2009). In contrast, the simulation without AD shows a highly filamentary molecular
cloud. Note the cavities of diffuse gas with column densities < 10%° cm ™2, which do not appear
in the AD case. Stars form in both cases. However, in the case with AD, star formation is more
localised to a distinct region near the centre of the cloud (which is the centre of the gravitational
potential well). Furthermore, run BsMo.sI60AD includes the process of ambipolar diffusion in
addition to an initial tilt. As was already mentioned in the remarks of table 4.1 the simulation
was stopped at ¢ ~ 12Myr. The subsequent evolution of the cloud showed no significant
difference to the runs without ambipolar diffusion. In this case, the shear flows tend to suppress

the formation of dense cores, where ambipolar diffusion would be most efficient.

4.4.2  Summary

We have presented the results of MHD simulations of colliding flows with varying initial
conditions. The strength of the turbulent velocity fluctuations, of the background magnetic
field as well as the alignment of one of the WNM streams with the magnetic field have been
changed. We have shown that dense clouds can form independent of the initial conditions, but
that their final mass and dynamics are mainly controlled by these (see table 4.2). Increasing initial
turbulence lead to lower cloud masses due to less coherent gas streams. Oblique flows still lead to
clouds with masses comparable to what has been observed recently and stronger magnetic fields

will generally lead to more massive molecular clouds. The first point seems at first a contradiction
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Figure 4.16: Top: Evolution of amolecular cloud subject to AD from Vazquez-Semadeniet al. (2011). Bottom: Simulation without
AD. Despite different initial conditions, the appearance of the molecular cloud with AD is strikingly different. Here most of the
filaments within the cloud tend to be smoothen by the action of AD. The whole molecular clouds appears to be more like a single
complex, rather than being made of a filamentary network.

to Inoue and Inutsuka (2009) who stated that for larger inclined flows no dense, molecular
clouds can form. However, here the cloud accretes mass and becomes molecular with time. As
can be seen from figure 4.6, the onset of the formation of dense gas is delayed with increasing
inclination. This is indeed consistent with Inoue and Inutsuka (2009), because the first few Myr
are characterised by H I gas with densities below the threshold density of n = 100 e 2.

Molecular clouds are able to condense out of the WNM, independent of the magnetic field
strength. However, only in the cases of fairly weak initial magnetic fields, the formation of
stars could be initiated. Starting with subcritical HI flows, the magnetic flux loss is in no cases
sufficient to allow the build-up of supercritical cloud cores. The tendency of the magnetic
field to realign itself with the initial direction is a crucial factor for the overall evolution. In
order to circumvent this problem, non-ideal MHD was resembled by means of tilted collisions.
Increasing inclination leads to increased diffusivity of the magnetic field. The variation of the

inclination as well as the flow dynamics showed no tendency for faster accumulation of gas or
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Table 4.2: Typical cloud parameters for gas withn > 100 cm 3 at the end of each simulation with equal turbulent and flow

Mach number.

10) |IB| Time Cloud SF? Stellar SFE = Enag Velocity Njcans,mag
Mass Mass Dispersion
(°) (pG)(Myr) (10°Mg)  (ves/mo)(My) (%) (10%erg) (km/s)
o 3 21.79  40.81 yes 1346 3.2 23.59 0.99 23.99
30 3 18.29 21.84 yes 202 0.9 12.28 1.29 12.51
50 3 18.94  14.5 yes 14.20 o.I 6.39 0.73 9.86
50 3 21.04 I7.9 yes 43.83 0.2 7.09 0.84 14.2.8
6o 3 21.49  15.2 yes 95.68 0.6 7.02 1.45 10.68
o} 4 39.52 18.33 yes 59.32 0.3 13.63 0.53 5.70
30 4 27.13  23.93 no —_ — 21.53 L.2I 6.30
6o 4 27.28  16.15 no —_ — 12.29 1.74 6.29
o 5 24.64  43.29 no —_ — §2.71 0.46 6.10
30§ 22.94  20.39 no e — 22.94 1.02 3.07
40 5§ 37.93 156 no —_ — 12.08 1.07 2.16
505 37.03  17.57 no i — 19.63 L.42 339
6o 5 31.93 7.31 no —_ — 6.48 L.79 .55

a: Different initial random seed for the turbulence.

faster transition to thermally dominated regions, since the flow dynamics is rather controlled by

the appearing shear flows than magnetic diffusion.

We point out the complete lack of supercritical regions for realistic initial field strengths. As was

shown in figure 4.14, the normalised mass—to—flux ratio ranges from 0.3-1.7 (B = 3p1G) and

0.3-0.7 (B = 4uG), respectively. At least the former case for weak fields compares well with the

results of Chen and Ostriker (2014, /e ~ 0.5 — 7.5) as well as with observations (/. = 2,

Troland and Crutcher, 2008). From the observational side, HI clouds may be supercritical as a

whole, but their observed, dense subregions be subcritical.

The question remains, how clouds achieve the transition from sub- to supercritical.
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The Influence of Supernova Feedback on the

Evolution and Lifetime of Molecular Clouds

Stellar feedback is an elemental part for the regulation of the dynamics of the ISM as well as of
molecular clouds. One process is the end of a high—mass star’s life, known as supernova. In the
following I will describe the results of analyses dedicated to the impact of supernova feedback
on the global dynamics and evolution of molecular clouds. Parts of the presented contents have

been submitted to MNRAS in Kértgen et al. (2015).

My Contribution

Kortgen et al. (2015) is a multi—authored publication. I am the leading author. I performed the
necessary simulations and implemented the feedback subgrid model. Here, help from the sec-
ond author is acknowledged. I post—processed the results and carried out the interpretation of
the results. I wrote the text for the paper. However, useful discussions by the co—authors and

insightful comments are good reasons to make them appear on the publication.
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5.1 Introduction

The formation of molecular clouds, dense clumps, and finally stars is regulated by the interplay of
gravity, magnetic fields, turbulence, and stellar feedback. Magnetic fields provide support against
gravity in addition to thermal and turbulent pressure.

The effect of turbulence is two—fold. Firstly, in the cold neutral medium (CNM) turbulent fluc-
tuations are primarily supersonic. Thus, shocks occur, which compress the gas and hence provide
the seeds for gravitationally unstable regions (e.g. Mac Low and Klessen, 2004). On the other
hand, these supersonic motions constitute an effective pressure. This turbulent pressure acts as
further support against gravity beside thermal and magnetic pressure. If this turbulence is also
superalfvénic, it is the major support in molecular clouds (Padoan et al., 1999; Padoan and Nord-
lund, 1999; Federrath and Klessen, 2012, 2013).

The last component for the regulation of internal cloud dynamics is stellar feedback by
jets/outflows, winds, ionising radiation, and supernovae. The role of jets and outflows is still
being subject to strong debate. On the one hand, they are able to drive turbulence in the intra—
clump medium (Nakamura and Li, 2014; Li et al., 2015) and hence maintain the level of energy
counterbalancing gravity. On the other hand, Banerjee et al. (2007) argue that the turbulent
fluctuations, driven by a single source, are damped too fast as primarily compressive modes are
excited. However, the combined effect of multiple outflows seems to be able to disperse (not dis-
rupt) the parental clump (Banerjee et al., 2007; Wang et al., 2010; Nakamura and Li, 2014).
Stellar winds are believed to have a stronger impact on the massive star’s environment and hence
the parental cloud. As Dale et al. (2013) point out, winds are most efficient in dispersing dense,
massive cores in which the stars are embedded. Theirlongrange impact, however, is not sufficient.
Dale et al. (2014) compared simulations of idealised molecular clouds including stellar winds or
ionisation feedback. The main driver of cloud dispersion is the massive star’s jionising radiation,
consistent with studies by Vizquez-Semadeni et al. (2010). Stellar winds in contrast only help to
shape the emerging HII regions. In detail, winds yield more spherical HII regions, which are more
stable against shell instabilities due to the smoothing influence of the expelled winds. However,
the efficiency of dispersing entire (giant) molecular clouds by these two feedback mechanisms
strongly depends on the cloud’s mass and escape velocity. The degree of turbulence within the
dense gas is only essential for the inhomogeneity of the cloud and hence the ability of the hot,
ionised gas to escape through low—density channels. Concerning the impact of those mecha-

nisms on the star formation process, Dale et al. (2014) and Vizquez-Semadeni et al. (2010) come
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to similar conclusions in that ionisation feedback is most efficient in dispersing small regions. In
addition, Colin etal. (2013) give a timescale for the dispersion of a 10 pcregion of ¢ ~ 10—15 Myr.
On scales of entire molecular clouds ionisation feedback may also help to trigger the formation
of new stars (Walch et al., 2012, 2013). However, the star formation efhiciency is globally still being
reduced by a factor of 10—20 % but not halted (Dale et al., 2014).

Finally, high—mass stars explode in a violent supernova event, thereby releasing Esn = 10°! erg
in a short period of time. Preceding studies have focused either on Galactic scales, i.e. kpc—scales
(Korpi et al., 1999; de Avillez, 2000; de Avillez and Breitschwerdt, 2004; Joung and Mac Low,
2006, 2007; Shetty and Ostriker, 2008; Joung et al.,, 2009; Ostriker and Shetty, 2015; Hill et al.,
2012; Shetty and Ostriker, 2012; Gent et al., 2013a,b; Walch et al., 2015; Hennebelle and Iffrig, 2014;
Gatto et al., 2015), or on scales of small clouds or even clumps with radii of a few pc (Pittard and
Rogers, 2012; Rogers and Pittard, 2013; Walch and Naab, 2015; Iffrig and Hennebelle, 20155 Geen
et al., 2015).

Recently, Walch and Naab (2015) have reported on supernova feedback in small-sized (radius
r = 16 pc), massive (M ~ 10° M) and non-magnetised molecular clouds. The authors in-
jected kinetic energy in a small sub—volume of the cloud in order to mimic the free—expansion
phase of the supernova remnant (SNR). They resolved the different stages during the SNR evo-
lution and analysed the influence of different physical mechanisms on this. For adiabatic ex-
pansion of the SNR in a homogeneous cloud, they yielded the complete dispersion of the lat-
ter on timescales of ¢ < 1 Myr. However, the clouds — homogeneous or fractal — are not be-
ing destroyed if radiative cooling is included. The hot and shock—compressed gas cools too fast.
Hence, the thermal energy supply, which can be converted into kinetic energy, shrinks on the
same timescales. The net energy and momentum input are thus not sufficient to accelerate the
gas to velocities greater than the cloud’s escape velocity. Similar results were obtained by Iffrig and
Hennebelle (2015), who analysed the impact of supernova explosions within or near molecular
clouds. The authors deduced that the impact of supernova feedback is primarily determined by
the position of the progenitor star. Supernovae at the border of or near to a molecular cloud do
not have a significant impact on a possible cloud dispersal as well as on the dynamics of the dense
gas which is due to the lack of momentum transfer to the latter. The major part of the cloud is
compressed and some regions are ablated. In the case of a supernova going off within a molecu-
lar cloud, the momentum transfer to the dense gas is much higher and hence the fraction of gas
escaping the cloud. The results indicate a reduction of the cloud mass due to single supernova

explosions of up to 50 % for clouds with masses of M =~ 10* M, and sizes of approximately
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20-30 pc. However, the authors report no complete cloud dispersion.

In studies of Galactic scale simulations supernova feedback is usually taken into account since it
is the main driver of Galactic fountain flows (e.g. Hill et al., 2012; Gent et al., 2013b; Walch et al,,
2015). Usually, Egn = 10! erg are injected during each individual supernova event. However,
some approaches inject Egy = (2 — 3) x 10°! erg in order to resemble additional energy input
from ionisation and winds in one single event (P.Colin, priv. communication, 2012). Studies
implementing more than one supernova are restricted to a certain supernova rate. For exam-
ple, Joung and Mac Low (2006) use the observed Galactic rate of vsN ga1 = 1/44yr~! from
Tammann et al. (1994). More recent studies by Walch et al. (2015) and Gatto et al. (2015) use a
Kennicut—Schmidt (KS) relation in order to extract the star formation rate surface density, Xgpg,
and transform it to a supernova rate by convolution with an IMF.

Gatto et al. (2015) conducted a large parameter study of supernova feedback on Galactic scales.
They investigated the influence of different supernova driving mechanisms on the thermal and
dynamical state of the interstellar medium (ISM). Most relevant are their results from ’peak
driven’ supernovae — i.e. the supernovae exploded in regions of significantly enhanced density —,
which state that this driving mechanism fails to explain the large fraction of molecular gas as well
as the volume filling fraction of hot, ionised gas. The former is most likely due to disruption of
dense, cold branches by the interaction of the SNR with the densest gas. The latter originates in
very efficient cooling of hot gas in the shock—compressed regions within the dense clumps. The
gas temperatures are cooled efficiently to 7' < 10° K. This is supported by Walch et al. (2015),
who yield realistic disc structure and volume filling fractions of the hot gas for non-peak driven
supernovae. Both studies underline the importance of feedback mechanisms prior to supernova
feedback.

The results presented in this chapter try to bridge the gap between small-scale, i.e. 1 to a few 10
pe, simulations (Pittard and Rogers, 20125 Walch and Naab, 2015; Iffrig and Hennebelle, 2015) and
large—scale (kpc) disc simulations (Korpi et al., 1999; Ostriker and Shetty, 2011; Walch et al., 2015;
Tasker et al., 2015) by performing a set of simulations on intermediate scales of a few hundred pc.
Section 5.2 gives the results of our study on supernova feedback, thereby focussing on the global
evolution of the (dense) gas. In section 5.7.1 we briefly discuss missing physics. The chapter closes

with a summary in section s.7.
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Figure 5.1: Temporal evolution of the mass of the cloud (left, n > 100 cm_3) and the densest parts in the cloud interior

(right;n > 1000 cm™3). The data are evaluated within a cylindrical volume of radius 7 = 50 pc and height i = 40 pc. Solid
lines denote the runs without feedback, dash-dotted lines those with feedback. After the converging flows have vanished (at
t =~ 10 Myr) global collapse is initiated and the clouds become more massive. Note the different evolution of the cloud and
the densest parts for HR0.8, respectively. Supernova feedback has a two-fold impact on the global evolution of the cloud mass
(see text).

5.2 Evolution of Cloud Masses

The left panel in figure 5.1 shows the evolution of the mass of the clouds. The clouds are defined
to consist of regions with density of n > 100 cm 3. They assemble mass by the compression
of the WNM flows. The decrease of dense gas mass between 8 and 17 Myr in the MHD runs is
a consequence of the re—expansion of the compressed material (see e.g. Kortgen and Banerjee,
2015, and references therein). For the hydrodynamic runs this stage is from s to 12 Myr and is thus
faster. This is because of the lack of a magnetic field, which would decelerate the gas. After this
stage, global contraction of the cloud leads to an increase of mass. Generally the clouds are more
massive for the hydrodynamic runs due to the lack of magnetic support. However, the accretion
properties of the clouds seem very similar in the later stages from 20 Myr on. These stages are
independent of the initial conditions since the flows have vanished and the initial turbulence has
tully decayed. In the end, the clouds have masses between Mjouq = 2 X 10* —4 x 10* Mg, The
difference of the cloud masses between the MHD runs is due to the fact that initially the stronger
turbulence disperses the gas more efficient. This also prevents the build up of a massive cloud.

The impact of supernova feedback on the clouds is two—fold. The first supernova explosion

results in a compression of the surrounding gas, thereby increasing the total mass of the cloud.
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The efficiency in increasing the mass depends on where the supernova goes off (see also Iffrig
and Hennebelle, 2015). For runs HRo0.8Y and HRo.8HY, the cloud is dense enough to provide a
significant obstacle to the emerging shock wave. An increase of mass is also seen in the cloud of
run HR1.2Y, although the increase takes a longer time due to the more inhomogeneous cloud. In
contrast, the supernova explosion in run HR1.0Y results in only a small increase of a few hundred
solar masses. In this case, most of the injected energy can escape through low—-density channels
within the cloud. The denser regions are not significantly compressed. However, in all cases
this phase of compression lasts only until the point, where parts of the clouds are heated up and
dispersed by the transmitted shocks. From this stage on, the cloud mass stays lower in comparison
to the clouds without feedback. If more and more stars explode, the growth in mass is either
stopped or turned into a stage of decreasing mass (as in case HR1.0Y). The total decrease in cloud
mass is between a factor of 1.5—2, in agreement with a previous study by Iffrig and Hennebelle
(2015). However, the efficiency depends on the initial turbulence within the flows and thus the

final cloud mass and (mean) density.

s.2.1  Evolution of the Densest Parts

In the right panel of figure 5.1 we present the evolution of the densest parts of the molecular cloud
with densities of n > 1000 cm 3. The evolution of the densest parts essentially follows the
evolution of the cloud. The strong fluctuations during the early stages indicate that these regions
are diluted due to the energy injection from the WNM flows and turbulence. All clouds reveal
stages of decreasing mass, because of the material expanding perpendicular to the WNM flows.
The initital variations are due to (trans—alfvénic) turbulence. However, the densest regions in run
HRo0.8N do not show such variation. In this case, the turbulent fluctuations are sub—alfvénic.
The more compact cloud interior is nearly unaffected by the re—expansion of the cloud and keeps
on accreting. This indicates that the dispersion is primarily restricted to the outer edges of the
cloud. The later evolutionary phases of all clouds — from 15 Myr on for the hydro case and from
20 Myr on for the MHD simulations — are dominated by global cloud contraction.

The supernova explosions now yield periods of varying total mass in the densest parts. This is
due to dilatational and compressive phases and is seen in all MHD runs. In contrast, the hydro
simulation only indicates a phase of compression. However, at this stage almost 10 % of the mass
is contained in the dense parts. The energy cannot escape through low—density channels as the

stellar environment is already too compact. In the end, the mass of the densest parts is reduced
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by factors of about three for HR0.8Y and HR1.0Y to of about ten for HR1.2Y. Here, again, the

low—density channels within the cloud play a major role for the net compression of the gas.

5.3 Cloud Dynamics

Figure 5.2 shows a temporal sequence of the column density, temperature and total velocity for
run HRo.8Y. The first row shows the molecular cloud 30 kyr before the first supernova, the other
two rows after supernovae have gone off. Prior to the first supernova, the cloud reveals a filamen-
tary network and clumps as well as low—density cavities in between. This is a result of the inter-
action of turbulence and gravity, mediated by the ambient magnetic field (e.g. Hennebelle, 2013;
Chen and Ostriker, 2014; Kértgen and Banerjee, 2015). The filaments are best being identified in
the temperature slice as the cold branches with temperatures of about 7' = 30 K, immersed in a
warm medium with 7" = 1000 — 5000 K. The filaments are also the places of lowest velocity.

The supernovae act only locally since the shock terminates after ~ 15 pc. The cold, dense gas is
redistributed, as is best seen in the temperature slices. However, some part of the injected energy
escapes through low—density channels within the molecular cloud. For comparison, the column
density map before the first supernova and at the end of the simulation reveal different patterns at
the cloud outskirts. Prior to supernova feedback, the outer border of the cloud is more spherical.
After supernova feedback, the outskirts are more structured and the density of the WNM halo
surrounding the cloud is higher — a clear indication for expelled material from the inner parts of
the cloud. These parts of the molecular cloud do also reveal a slower inward-directed velocity

now, as can be identified in the velocity pattern.

Figures 5.3 and 5.4 shows the final stage of runs HR1.0N, HR1.0Y, HR1.2N, and HR1.2Y in
the xz—plane. The effect by the supernovae is more drastic for runs HR1.oN and HR1.0Y. This
is because most of the high—mass stars have exploded within a distinct region in the centre of
the molecular cloud. However, this effect is clearly seen only in the slices of the midplane (y=o0).
The column density shows a compact molecular cloud with a slightly teneous region in its centre.
Again, the supernovae result in a redistribution of matter, which is seen by the increased column

density at the outer edges of the cloud.
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5.3.1 Thermal State of the Cloud

The redistribution of matter on large scales is accompanied by mixing of warm and cold gas on
smaller scales. This is because of the turbulence generated by the multiple shock waves interact-
ing with the substructures in the cloud as well as their interaction with each other.

The resulting increase of gas in the thermally unstable regime is seen in figure 5.5. We show the
temporal evolution of phase space diagrams for runs HRo.8N, HRo0.8Y, HR1.0N, and HR1.0Y.
The diagrams depict three times. The dynamical pressure of the converging flows terminated af-
ter about the dynamical flow time (Zgow ~ 10 Myr) and is negligible at these temporal stages. In
general, the gas evolves along the equilibrium curve. Most gas resides in the cold, stable regime.
However, a significant part is also detected in the unstable regime. This material belongs to the
halo surrounding the cloud. The scatter in the diagrams is due to ambient turbulent fluctuations
that generate dilatational and compressive modes. Even in the case without feedback the pressure
scatter increases with time. This is a result of global collapse and conversion of gravitational into
(turbulent) kinetic energy.

The individual supernovae have a great, but short-lived impact on the phase space diagrams.
The evolution of the supernova remnant creates over—pressurised volumes with high tempera-
tures, as well as under—pressurised volumes with very low temperatures. Both phases are primar-
ily seen in the low—density regime. However, the long—term evolution — indicated by large At in
the plots — reveals that the gas is cooled faster than itis heated. Thisisbestseenatt = 24.3 Myrin
run HRo.8Y. There is only some scatter observed in the under—pressurised low—density regime.
Fromn ~ 10cm™? the gas is in pressure equilibrium. For comparison, run HRo.8N reveals
turbulent scatter in the same density regime.

The densest parts of the molecular cloud are barely affected. There only occurs a small decrease
in mass, because the shock wave is not able to sufficiently disperse these regions. In the end of
the simulation, the phase space diagrams look similar in the intermediate density regime for cases
with and without feedback. That is, most of the gas mass evolves along the equilibrium curve.
However, in the case of HR1.0N there is slightly more scatter.” All clouds affected by SN feed-
back reveal the emergence of low—density, hot material with temperatures of 10 — 10* K.

In figure 5.6 we show volume weighted and mass weighted temperature histograms. Most of

the mass is in cold gas. The WNM instead contributes most to the volume fraction.The two

“This density regime of HR0.8N cannot be compared with the corresponding case HRo.8Y since the latter is
affected by a SN.
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Figure 5.5: Phase space diagrams for the runs HRO.8N,HRO0.8Y (top two rows) as well as HR1.0N and HR1.0Y (bottom two
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shown are the isotherms for T' = 10, 100, 1000, 10000 K (solid black lines) and the isotherm for 7" = 5000 K (solid red
line). The dashed line marks the equilibrium pressure. The times within some of the plots denote the elapsed time since the last
SN. Most of the mass is in the cold phase with the scatter being produced by turbulence. Interestingly, supernovae only produce
short-lived strong deviations from pressure equilibrium. After a while the gas approaches equilibrium conditions again. The
major difference at later times is the occurence of a hot gas phase at low densities, which can be attributed to the cavity that

has been created by the supernova explosion. 12.8
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Figure 5.6: Temperature histogram for different evolutionary stages with (dotted) and without (solid) feedback for runs HRO.8.
Note the large increase in temperature due to a supernova explosion (which went off shortly before the shown time). SN feed-
back results in an increased amount of material in the thermally unstable regime.

major thermodynamic phases of the ISM are clearly identified with temperatures of about T =
40 — 50 K for the cold gas and T" = 5500 K for the WNM. A three-phase medium is only be-
ing generated for a transient period of time, with the additional phase being the hot gas (see also
McKee and Ostriker, 1977). The volume— and/or mass—fraction is not significant and is only re-
stricted to the supernova remnant. A more persistent effect is that supernova feedback converts
cold gas to gas with moderate temperatures of 2.5 < log(7/K) < 3.5 with a net increase of
~ 15% in volume. The mass fraction, however, shows an increase of less than 1 % in this temper-
ature regime. We point out that an increase of gas in the thermally unstable regime can also be
achieved via turbulent mixing alone (e.g. Seifried et al., 2011). However, in the case of supernova
feedback it is a combination of (enhanced) turbulent mixing due to turbulence generated behind
the shock fronts and efficient cooling of the gas. The latter is a result of moderate temperature
and density enhancements in regions that are not directly affected by the hot stages of the SN,
but rather by acoustic waves.

Interestingly, the mass—weighted histogram looks very similar to the one from Hill et al. (2012)

in the range |z| < 20 pc, where  is the height above/below the disc midplane.
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Figure 5.7: Left: Temporal evolution of the RMS velocity of the dense gas for all simulations. The supernovae only temporarily
increase the velocity dispersion. This is due to the fact that the dense gas is even more compressed and most of the kinetic
energy is hence converted into compressive work. Note that there occur stages where the RMS velocity in the SN runs falls
below the no-SN values. Here, global collapse of dense regions towards the centre of the cloud is hampered. Right: Evolution
of the dense gas’ thermal pressure. The densest parts of the molecular cloud show no significant increase of thermal pressure.

5.3.2  Long—Term Dynamical Evolution of the Dense Gas

In figure 5.7 we show the one—dimensional velocity dispersion (henceforth :D-dispersion) and
thermal pressure of the clouds. The former is calculated in accordance with Gatto et al. (2015,
their egs. (9) and (10)).

In general, the iD—dispersion is higher for the hydro runs than for the MHD runs, roughly by
a factor of 2—3. Hence the ambient magnetic field suppresses velocity fluctuations. The single
supernova explosions are clearly seen by the sudden increase of the iD-dispersion. Depending
on the density of the region in which the supernovae go off, the iD-dispersion reaches values
of only 12km/s. However, there are also peaks of only a few km/s in case the SN goes oft in
regions with high densities. This stage of increased velocity does not last long (up to ~ 2 Myr),
indicating the failure to transfer momentum to the dense gas. The compression of the gas also
yields a decrease of the iD-dispersion. The supernova shock front emanates outwards, while the
molecular cloud gas collapses towards the centre of the cloud. When the shock hits the collapsing
gas, a stagnation—like phase occurs. The velocities then fall below the values of the runs without
supernova feedback (compare with the velocity pattern in figure 5.2). But, as can be seen, this

effect again strongly depends on the number of supernovae going off, their individual position
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to each other and their temporal sequence. Their relative position to each other is important
because previous SN explosions clear the stellar environment from dense gas. For run HR1.oY
there is an obvious net increase in 1D-dispersion by a factor of ~ 2. This is due to the formed
supernova bubble, which is much more efficient in dispersing and driving mixing motions
within the dense gas*(Sharma et al., 2014).

The evolution of the thermal pressure of the dense gas, Py, (n > 100 cm™?), is quite similar.
The initial thermal pressure is Py, jnit = 7 X 107 B ergem=3. The compression by the flows
and the turbulent fluctuations trigger thermal instability. The isobaric phase of this instability
explains the occurence of dense gas at pressures near the initial value. This phase does not last
long and thermal pressure is increased over time. After the flows have deceased (t ~ 10 Myr),
the pressure almost stays constant, indicating the negligible influence of the flows on the ther-
modynamical state of the cloud.

The individual SN events are clearly identified by the sudden increase. However, most of the
thermal energy is radiated away very rapidly. We point out that the cooling time of the dense
gas is still 6—7 times longer than the sound crossing time within the injection region. Hence,
we are not confronted with an over—cooling problem. The temporal decrease of the pressure,
which is observed after SN events, is primarily due to efficient cooling. In the end, thermal

pressure in the clouds subject to SN feedback approaches the one in the clouds without feedback.

5.3.3 Evolution of Energy Ratios of the Dense Gas

Figure 5.8 shows the evolution of the ratio of kinetic to gravitational energy as well as the ratio of

total (thermal plus kinetic) to gravitational energy. The former ratio is being defined as

%va VZQZ |Ui|2 _ EKin (Q > chresh)
ZZN Vzgzq)z EGTaV (Q > chresh)’

o (Q > chresh) = (SI)
with V; being the volume of the i~th cell and N being the number of cells with 0 > 0¢hresh-Pi
is the gravitational potential in cell 7. The first stage between o and 15 Myr is characterised by
mass accretion. From 15 Myr on the ratio increases due to the conversion of gravitational energy

into kinetic energy due to collapse (Vizquez-Semadeni et al., 2007). Feedback increases the ratio

*Please note that the formation of a supernova bubble is simply because of the clustered sink particles. In this
sense, the efficiency of SN feedback in this simulation changes if no bubble is formed.
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Figure 5.8: Left: Ratio of kinetic to gravitational energy. Right: Ratio of kinetic plus thermal to gravitational energy. Only at the
time when a supernova goes off, kinetic and thermal energy dominate. The ratio tends to increase with increasing number of
supernovae, but it seems to strongly depend on the cloud morphology or the environment where the supernova goes off.

for a small amount of time. During the supernovae the energy budget of the dense gas is purely
controlled by kinetic (and thermal) energy. In this time interval, the cloud seems ro be rendered
unbound with virial parameters « > 2. However, gravitational energy immediately dominates
again. If the time between subsequent supernovae is too long, the ratio falls below the ratio in the
cases without feedback. If the time between individual explosions is short (as in case HR1.0Y),
the energy input yields a net increase of the ratio. However, there need to be far more supernova
explosions in order to achieve (virial) equilibrium stages. Inspection of the density dependence
of the energy ratios (not shown) reveals that equipartition is attained at densities of about n ~

10 cm ™3 for all runs, far below those that have been used to define the cloud.

5.4 Star Formation

5.4.1  Number and Mass of Sinks

Figure 5.9 shows the temporal evolution of the total stellar mass as well as of the number of par-
ticles. The stars accrete gas and the mass increases with time. A decrease in total mass is seen as
the initial turbulence is increased, because the stellar accretion rates are influenced by the velocity
fluctuations. Additionally, dense regions are more stable against collapse or they are dispersed

very quickly. This also results in a smaller number of stars in the cloud. Also note the large dif-
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ference of the stellar mass and number in the clouds of the hydrodynamic and MHD case with
M, = 0.8, indicating the balancing impact of the magnetic field (Vizquez-Semadeni et al.,
2011; Hennebelle, 2013; K6rtgen and Banerjee, 2015).

Now, in turn, if supernova feedback is included, the number of stars is reduced. Dense regions
are evacuated and hence the seeds for star formation are missing. However, a closer look to runs
HRo.8H shows that there are more stars in the clouds subject to feedback, than in the clouds
without stellar feedback. This indicates the possible triggering of star formation. However, trig-
gered star formation is not seen in the MHD runs, but analysis of this effect is beyond the scope
of the underlying study.

The accretion rates are also being reduced by the supernova explosions. This leads to an overall
reduction of the total stellar mass, which is of about a factor of two for the MHD runs, but less
for the hydro run. The latter is due to the limited simulation duration. Further evolution should
show a greater decrease in stellar mass. One interesting aspect concerning the total stellar mass is
seen in the evolution. For runs HRo.8Y and HR1.2Y there is a period of nearly constant stellar
mass, although there exist two stars in the cloud. Since only one star has gone off as a supernova,
this indicates that the shock wave swept over the second star. The second star’s mass supply is
being dispersed, thus stopping the star’s accretion either completely or reducing it to very low
values. The increase of the mass at later times begins at roughly the same time as the formation

of new stars.

5.4.2  Star Formation Efficiency & Rate

Figure s.10 shows the star formation efficiency (SFE, see also section 2.4) and the temporal deriva-
tive of the toral stellar mass, which we refer to as star formation rate (SFR), as function of time.
In general, both quantities are seen to increase with time. The non-magnetised clouds show a
steeper increase of the SFE, as well as of the SFR, atleast during the later evolutionary stages. This
difference is due to the lack of additional magnetic support against gravity (see e.g. Kortgen and
Banerjee, 2015). The SFE for the magnetised clouds shows a decrease with increasing initial tur-
bulent Mach number. The strong variation for run HR1.2N is due to the increase of the cloud’s
mass. This variation is also seen in the other two clouds (HRo.8 and HR1.0), but in a weaker
fashion. In the end, values of 15-20 % are reached.

A similar trend is seen in the SFR. Here, the major difference compared to the hydrodynamic

cases is the almost constant evolution for the first 5 to 10 Myr after star formation has begun. The
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Figure 5.9: Left: Temporal evolution of sink particle mass (solid: without feedback, dash-dotted: with feedback).Right: Number
of particles (solid: without feedback, dash-dotted: with feedback).

late increase of the SFR is due to global contraction of the cloud, where the magnetic field is not
capable of counterbalancing gravity.

If feedback is included, both quantities are significantly decreased. Temporal variations in the
accretion properties of both clouds and stars yield reduction efficiencies of factors 2—4. In the
end of the simulations, the SFE is reduced by at most a factor of 2. The SFR shows a more pro-
nounced evolution. The supernovae are obviously seen by the sudden decrease in the SFR. The
overall impact of supernova feedback is firstly a reduction and secondly a roughly constant SFR.
The former is due to less efficient accretion of the existing stars as well as suppressed formation
of new stars. The latter is due to the evacuation of dense gas from the centre of the cloud, where
most of the stars reside. This, in turn, affects the accretion behaviour of the stars. In the runs
without feedback, global collapse increases the amount of gas that can (and will) be accreted by

the individual stars. The SFR is finally being reduced by roughly a factor 2—4.

5.5 The One-—Dimensional Velocity Dispersion

Observations of HI in emission indicate that the one—dimensional velocity dispersion of the
WNM is o ~ 10km/s (e.g. Heiles and Troland, 2003; Tamburro et al., 2009). SN feedback

is thought of driving such velocities and models including driven turbulence in the ISM often
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Figure 5.10: Temporal evolution of the star formation efficiency (left) and corresponding star formation rate (right). Supernova
feedback decreases the SFR by about a factor of 2-4. The SFE is only reduced by at most a factor of 2.

use these values as the typical turbulent velocity (e.g. Gatto et al., 2015, and references therein).
However, as Gatto et al. (2015) report, SN feedback seems to be not capable of driving such high
velocity dispersions in HI for longer timescales. Figure s.11 shows the one—dimensional velocity
dispersion as function of density at the end of each (MHD) simulation, using the recipe given in
Gatto et al. (2015, their eqgs. (9) and (10))*. As can be seen, velocity dispersions can be as high as
~ 20 km /s, but only for the low—density gas. The WNM with densities of 0.5 < n/cm™3 <5
reveal values of typically 1.5—5 km/s in clouds subject to SN feedback, far lower than the one ob-
served. The large spread (also for the clouds without feedback) is due to the different accretion
properties of the clouds themselves. For run HRo.8Y, there occured a SN event shortly before
the end of the simulation. That is why the velocity dispersion is higher compared to HR1.0Y
and HR1.2Y. Even for the case of clustered supernovae, the one—dimensional velocity dispersion

cannot reproduce observational results.

5.6 Lifetimes of Individual Regions within the Clouds

In order to evaluate the efhiciency of SNe in disrupting small regions within molecular clouds,

we give a comparative overview in table 5.. SN feedback is much more efficient in disrupting

*Note that we do not include different chemical species. Thus the velocity dispersion is for one fluid and we
compare our WNM regime with the HI emission results.
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Figure 5.11: One-dimensional velocity dispersion as function of number density. As is shown, the values fail to reproduce
observational results, indicating that SN feedback alone may not be the source of the observed HI dispersion. Note the lower
velocity dispersion in the densest parts of the cloud due to stalled gas motions.

embedded structures like clumps and cores since the timescales (derived from simulation data:
Estimate of cavity size at a timestep ¢ after a SN has gone oft.) for the disruption are roughly an
order of magnitude smaller than for ionisation feedback. Our results are in good agreement with
the study by Martizzi et al. (2015), who carried out simulations of individual SNe going oft in
an inhomogenecous medium. However, our achieved timescales are somewhat larger, because on
the one hand, they did not include a magnetic field. On the other hand, the densities within our
clumps, in which the massive stars explode, might be higher by up to two orders of magnitude.
Hence, radiative cooling is much more efficient in our simulations. In contrast, Rogers and Pit-
tard (2013) give larger timescales for the disruption of a clump by SN feedback of approximately
1.5 Myr, although the authors have included feedback mechanisms prior to the SN.

5.7 Chapter Summary and Discussion

s.7.1  Discussion: Missing Physics

We point out that our simulations lack the progenitor feedback mechanisms like stellar winds

and the star’s ionising radiation. In order to estimate the impact of progenitor feedback, one can
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Table 5.1: Estimated diameter and destruction timescale for different feedback mechanisms.

Source Diameter Timescale Form of
(pe) Feedback

HRo.8Y“ 4.8 29 kyr SN
HRi.oY“ 9.7 so kyr SN
HR1.2Y* 6.5 14 kyr SN
Rogers and Pittard (2013) 8 <rsMyr SN

Colin et al. (2013) 10 10-20 Myr  Ionisation
Dale et al. (2014)° 10 10-20 Myr  Ionisation
Martizzi et al. (2015)° 10 15 kyr SN

“This study.

*Dale et al. (2014) give the size of the region, but do not give a concrete destruction timescale. However,
they argue that their timescales are comparable to Vizquez-Semadeni et al. (2010).

“The size of the region is read off by eye from their figure 1.

calculate the cooling timescale .
3 kgT

te = §m (52)
Here, kg is Boltzmann’s constant, 7" is temperature, 7 is the number density of the heated gas,
and A (T') is the temperature dependent cooling function, respectively. £ then gives the timescale
when cooling starts to become dominant. For our simulations, typical densities in the stellar
environment are in the range n € [10%,10°] cm ™ and the SN temperatures are as high as
T = 10" — 10* K. The cooling function at these temperatures is roughly constant (A (T') =
5 x 107 * erg cm®s™1). These values give t. (T'= 10"K) = 1.3 x 107° — 1.3 x 1072 Myr
andt. (T = 10*K) = 1.3 x 10~* — 1.3 x 10~" Myr, which are still larger than the dynamical
timescale, as stated in section 5.3.2. Hence, the major part of the injected thermal energy is radiated
away within only a few timesteps. The resulting heating of parts of the molecular cloud is then
due to shock heating and the dispersion of gas clumps is driven by momentum input. In contrast,
if the high—mass star generates a large HII region, the SN will go off in a region of teneous gas
with densities of the order of ngyy = 0.1 — 1ecm™3. The cooling timescale then increases to
t. (T =10"K) = 1.3 — 13Myrand t. (T = 108 K) = 13 — 130 Myr, respectively. The SN
remnant is hence only subject to adiabatic cooling and should expand much further due to its
pressure—driven evolution up to the point where the SN remnant hits the shell that was being

swept—up by the HII region. The combined effects of ionising radiation and SN should then be
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able to disrupt entire molecular clouds on timescales less than that for pure ionising feedback, that
is, of the order of a few Myr. This is also in agreement with the study by Sharma et al. (2014), who
showed that superbubbles can retain up to 40 % of their energy over longer timescales, in stark
contrast to the failure of individual SNe. Please note that our failure to fully disrupt the clouds
with SNe alone, and our proposal that possibly the combined action of ionising radiation and
SNe may accomplish this task, should not be confused with recent results by Dale et al. (2012)
that ionising radiation alone is not capable of destroying very massive clouds (= 10°Mg). In
their case, it is possible that the difficulty in destroying such clouds arises by the initial conditions
considered by those authors (initially spherical clouds), since the spherical geometry causes the
deepest possible potential wells, while real clouds are more likely sheetlike or filamentary (e.g.
Bally, 20015 Heiles and Troland, 2003) as is the case of the cloud in our simulations. In our case,
the inability of the SNe alone to destroy the clouds is due more to its brief, impulsive nature,
and the combination of this kind of feedback with ionising radiation may well be capable of

destroying even very massive clouds.

s.7.2  Summary

In this study we have presented results from numerical simulations on molecular cloud evolu-
tion including supernova feedback from high—mass stars. The results suggest that supernova
feedback alone is not sufficient to disrupt molecular clouds, consistent with previous studies.
The dispersal is only restricted to some minor part of the parental cloud. Though the efficiency
in disrupting the cloud is very low, supernovae still create regions of moderate temperature,
which affects the thermodynamic behaviour of the gas. The efficiency also strongly depends on
where the supernova go off, on the number of supernova events, as well as on the porosity of
the cloud. Single supernovae initially show signs of compression, which might lead to triggered
star formation. With time, the shocks disperse those regions and the net effect is a negative
feedback (disruption). If the supernovae are clustered, their combined energy and momentum
input is sufficient to disrupt larger amounts of the parental cloud. However, even with clustered
supernovae, the cloud is not fully destroyed. The supernovae are still able to remove up to s0 %
of the total cloud mass. The inhomogeneity of the cloud due to initial turbulent fluctuations
enables energy from the SN to escape through low—density channels. On the other hand, more
turbulent clouds are also less compact and the substructures are hence dispersed more easily.

The suppression of star formation, however, is quite effective with reduction of the SFE and
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SFR by factors of 2—4, again consistent with previous studies on SN feedback. This is due to the
fact that there occurs a short—period, but sufficient momentum transfer to the dense gas, which
leads to their dispersion. However, our results indicate that star formation is not halted and

continues throughout the simulation (¢ ~ 35 Myr) in all cases.
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Summary and Outlook

The analysis of molecular cloud formation and evolution is a pivotal aspect for the understanding
of the ISM and the eventual formation of stars. In the following, I will briefly recapitulate the

main results of this study and give an outlook to future studies.

6.1 Summary: Magnetic Fields in the ISM

In chapter 4 I'studied the influence of different initial magnetic field strengths in the ISM on the
formation and evolution of molecular clouds. The clouds were formed in the shock—compressed
layer of two converging cylindrical streams of diffuse H I gas. These flows were aligned with the
background magnetic field and turbulent. The turbulent fluctuations were varied from subsonic
to slightly supersonic. The magnetic field strength was adjusted to cover scenarios where the ther-
mal energy dominates over magnetic energy (By = 3 1G), where the fields are initially in equipar-
tition (By = 4 1G), and where magnetic energy dominates the energy budget (By = 5 1G), re-
spectively. I showed that supercritical and thus star forming cores can only form, when the initial

magnetic field strength is sufficiently weak (that is, By = 3 ;£G) or the magnetic energy initially
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is at most in equipartition with the thermal energy of the gas. I discussed the morphology of the
magnetic field and the dynamics of dense cores within the molecular clouds. The morphology of
the field is coherent for By > 4 ;4G due to the restoring action of the Lorentz—force and twisted
in case of By = 3 ;G due to collapse. In the former case, cloud cores thus only undergo phases

of compression and re—expansion.

In a second step I introduced an angle between one flow and the background magnetic field,
which resembles non-ideal MHD eftects. I highlighted that inclined collisions induce strong
shear—flows that tend to decrease the cloud mass and density. The onset of star formation is de-
layed with increasing tilt in case of By = 3 uG. In case of larger field strengths, I showed that
dense cores can form in contrast to what is observed for head—on colliding flows. However, the
formed cores were Jeans stable and subcritical. These results raise the question how star forma-
tion is achieved in strongly magnetised environments and how supercritical molecular clouds -

as observations indicate — are being formed.

6.2 Summary: Supernova Feedback in Molecular Clouds

Chapter 5 was dedicated to the study of supernova feedback in molecular clouds. I showed that
supernova feedback alone is not able to disrupt the entire parental molecular cloud. Instead,
the influence of the feedback is restricted to a few tens of pc. However, supernovae are much
more efficient in disrupting these small regions than other feedback mechanisms that occur
already during the lifetime of the star. In detail, I showed that supernovae affect regions of sizes
~ 10 — 20 pc on timescales S 1 Myr, compared to e.g. dispersion by ionisation feedback with
timescales a factor of ten larger. I 'argued that the transfer of energy and momentum to the dense
gas (with densities n > 100 cm™?) is not persistent. Most of the energy and momentum is
lost due to either radiative cooling or compression of the surrounding gas. If, in addition, the
initial WNM flows are trans — or mildly supersonic, the clouds are porous. I highlighted the
importance of this porosity for the ability of the hot gas to escape through low—density channels.
Due to this leakage, the efficiency of supernova feedback is reduced.

Furthermore, I analysed the impact of the feedback on the cloud’s star formation rate and
star formation efficiency. I showed that both quantities are reduced by roughly a factor of 2.
However, the reduction of the star formation rate can be as high as a factor of 4, depending on

the cloud morphology. Though, in all cases, star formation is not inhibited.
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6.3 Outlook: Magnetic Fields in the ISM

What is the detailled role of ambipolar diffusion?

Vizquez-Semadeni et al. (2011) already pointed out that ambipolar diffusion is not fast enough
to speed up the star formation process. I have argued in this study that inclined WNM flows
induce the formation of dense cores within the molecular clouds, irrespective of the strength of
the background magnetic field. Additionally, I have carried out a simulation with AD, but also
with alarge inclination. The resultis that the shear—flows delay or suppress the formation of cores
with high densities. In future studies, it is thus worth investigating the effects of small inclination
and AD, which will further increase the diffusivity of the magnetic field. This will enable the

formation of cores with densities, where AD is efficient and faster.

What is the impact of an external gravitational field?

The ISM is subject to an external gravitational acceleration resulting in e.g. gas falling into the
potential well of a spiral arm. A future study aims at implementing such an external field. In
simulations of the Galactic disc, it is already taken care of this potential (e.g. Walch et al., 2014;
Gatto et al., 2015). The additional acceleration might help to bind the gas to the collision plane.
Re-expansion of the gas is hampered and it might collapse. However, the parameter space for
this kind of simulations increases due to the values of the stellar surface density as well as the

functional form of the external potential.

What is the influence of shock—cloud interaction or multiple flow episodes?

The lack of star formation in clouds with realistic initial magnetic field strength might be due
to too weak external pressure. The flows do not provide enough external compression so that
the early re—expansion unbinds the clouds. This issue might be overcome due to larger coherent
flows as suggested by Hartmann et al. (2001) and Vizquez-Semadeni et al. (2011). However, the
coherence of WNM flows in a strongly turbulent ISM is questionable.

Molecular clouds can form in between colliding supernova shells. Multiple episodes of shock
compression are then able to provide enough external pressure to keep the cloud material con-

fined and drive it into gravitational collapse. Another, quite similar approach is the formation
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of clouds in between flows with varying velocities/mass flux. Firstly, the cloud is compressed by
high Mach number flows (e.g. SN) and is later on subject to further compression by lower Mach

number flows (e.g. cooled SN remnants).

6.4 Outlook: Supernova Feedback in Molecular Clouds

What is the impact of multiple feedback mechanisms onto the cloud evolution?

As pointed out in this study and Colin et al. (e.g. 2013), the combined effect of ionisation and
supernova feedback should disrupt the entire molecular cloud on timescales of ~ 10 Myr. This
should indeed be analysed in the future since both feedback processes provide the major energy
input from high—mass stars. However, one should take care of the influence of the initial condi-
tions since the cloud morphology depends on the flow dynamics. In a second step, stellar winds
can be included. Their influence helps to stabilise the evolution of the emerging H II regions and

might help to faster disperse dense cores (Dale et al., 2013).

What is the impact on individual clumps and cores and the clump mass function?

Stellar feedback influences surrounding cores within the molecular cloud, but it remains to be
evaluated to which extent. We aim to study the dynamics of dense cores. How are they disrupted,
if they are disrupted at all? What happens to the mass spectrum of clumps in a certain molecular

cloud? What is the influence on the spacing of fragments within the cloud?

Supernova—Flow Interaction

If the WNM streams are coherent over a large distance, high—mass star formation may have begun
before the flows have vanished. In this study, the effect of high—mass stars onto the flow dynamics
can be analysed. Specifically, what is the resulting mass—flux onto the cloud. Do supernovae
terminate the flows completely due to the formation of supernova bubbles? A possible imprint
of stellar feedback on the mass flux of coherent flows would indicate an upper limit for the masses

of molecular clouds formed by converging streams, as is already being discussed in the literature.
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Appendix

A.x The Magnetised ISM: Estimate of the Effective Magnetic
Diffusion

We here give a simple estimate for the dependence of the ambipolar diffusion coefficient on the
magnetic field strength and the inclination of the flow. Specific numerical values are not of special
interest here.

The AD diftusion parameter is ap < B 2 The respective numerical diffusivity is given by the
product of the grid size and the Alfvén speed. The ratio 7ap /7num estimates the influence of
magnetic to numerical diffusion. In order to receive the diffusion for tilted flows, we make use
of the fact that inclined flows will generate tilted field lines. This tilting can be interpreted as
impact of magnetic diffusion. The perturbed field 6 B (which is here important for the diffusion
coefficient) and the initial background field are then related by B = Bysin (), where the
tilting angle of the perturbed field, , and the inclination of the flows, ¢, are related by x =
90° — . The resultant ambipolar diffusion coefficient is then modified to 7ap o Bg sin? (),

which gives zero diffusion for aligned flows and maximum diffusion for the perpendicular case
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Figure A.1: Shown is the deviation from the induction equation due to diffusion in the ideal MHD limit for inclinations of 0°
(solid) and 60° (dashed). Different colours indicate different initial magnetic field strengths.

(see fig. A.1).

A2 SN Feedback: Resolution Study

As stated in section 3.4, supernova feedback is only enabled if the total sink particle mass exceeds
Mxroupa = 160 M. Figure A.2 shows the total mass of stars for three simulations with varying
numerical resolution. The Kroupa-mass (horizontal solid black line) is reached at different times.
However, the temporal difference is not significant for the global evolution of the cloud since it
is only about 1 Myr. With time, the total stellar mass converges. It is thus independent of the
numerical resolution. The usage of our IMF-fitting approach then gives the same supernova
features for different resolutions. Note that the initial stages of the sink particle evolution differ
due to different threshold densities. These densities influence the formation of sink particles as
well as their accretion behaviour (gas is only accreted onto the sink particle, if the density in the

respective cells exceeds the threshold density).
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Figure A.2: Resolution study showing the mass of all sink particles as function of time for a time interval of At ~ 3 Myr.
The horizontal black line denotes the critical cluster-mass for having at least one high-mass star. The temporal difference for
reaching the critical mass is about tqig ~ 1.2 Myr. Itis thus not significant for the long-term dynamical evolution of the
cloud. The total mass in all sink particles converges after some Myr of evolution.

A.3 Notes on the Supernova Rate

We use a supernova rate (in terms of supernovae per solar mass) as a combination of the observed
supernova rate (in terms of supernovae per year) and the Galactic star formation rate (in terms of

solar mass per year). This gives

_ SNRy,(#/yr) (A

SNRu(#/Mo) = SFRML /y1)°

Using values for SNRy, = (44 yr)~! from (Tammann etal., 1994) and SFR = 1 Mg yr~* from

(Mac Low and Klessen, 2004), the supernova rate becomes
SNRy = (44 Mg) ™. (A.2)

This is analogous to a calculation of the supernova rate directly from an IMF. Using an IMF,
SNRyy is just the number of high—mass stars per unit solar mass. For a Kroupa—IMF SNRy; =
(100 M)~ - (160 M) !, depending on the detailled numerical constants. The SNR in this
study is hence three to four times higher than those from IMF estimates and thus gives an upper

limit on the efficiency of cloud dispersion and disruption by supernovae.
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For comparison, Joung and Mac Low (2006) and Gatto et al. (2015) use the rate from Tammann
et al. (1994) and scale it down to the respective size of the simulation box (compared to the area
of the Galaxy). This gives

SNRo56x256 pc2 = 2 SNG/MYT« (A3)

Knowing the number of SNe and the time interval in which they are going oft, we are able to
calculate a SN-rate in terms of supernovae per Myr. The results give SNRyy, /= 1.7 SNe/Myr—

2.1 SNe/Myr in very good aggreement with the above mentioned studies.
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