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Abstract
Nanofocused hard x-ray beams are an essential tool at modern synchrotron radiation facilities. Tightly

focused probe beams are mandatory to reach highest resolution in various x-ray microscopy schemes

mapping the local elemental composition, chemical state, or atomic structure. Achievable spatial res-

olution is typically limited by the probe size itself and the applied dose. Both parameters are strongly

dependent on the focusing quality and efficiency of x-ray optics used. This thesis focuses on the im-

provement of refractive hard x-ray optics. A new lens design is introduced that facilitates the use of

coating techniques to fabricate lenses. This enables one to exploit x-ray optically favorable materials

like aluminum oxide that were inaccessible beforehand. Experimental results proof the working princi-

ple of this new lens design and demonstrate the feasibility of aluminum oxide as a suitable material for

refractive x-ray optics.

In addition an aberration correction scheme based on a corrective phase plate, applicable to various x-ray

optics, is presented. On the example of beryllium lenses spherical aberrations are characterized by means

of ptychography. Based on this knowledge a corrective phase plate was designed and matched exactly

to the specific optical element. It consists of fused silica and is machined by laser ablation. Experiments

on different synchrotron radiation facilities are performed, demonstrating a reduction in the strength of

spherical aberrations by an order of magnitude. The corrected optical element performs nearly at the

diffraction limit, eliminating disadvantageous side lobes and increasing the peak intensity in the focal

plane simultaneously. Benefits and possible new application fields for this aberration free, radiation

hard, and efficient refractive hard x-ray optics are outlined.



Kurzfassung
Fokussierte harte Röntgenstrahlen im Nanometerbereich sind ein unentbehrliches Instrument an mo-

dernen Großforschungsanlagen mit Synchrotronstrahlung. Diese extrem stark fokussierten Nanosonden

sind notwendig, um höchste räumliche Auflösung bei verschiedensten Techniken in der Röntgenmikro-

skopie zu erzielen. Dabei werden zum Beispiel die Elementzusammensetzung, chemische Zustände und

atomare Strukturen lokal abgebildet. Die zu erreichende Auflösung ist durch die Fokusgröße an sich,

als auch durch die verfügbare Dosis begrenzt. Beide Größen werden maßgeblich durch die verwende-

te Röntgenoptik beeinflusst. Die vorliegende Arbeit beschäftigt sich deshalb mit der Verbesserung der

Fokussiereigenschaften refraktiver Röntgenoptiken. In diesem Rahmen wurde ein neuartiges Linsenkon-

zept entwickelt. Es erlaubt die Verwendung von Beschichtungstechnologien zur Linsenherstellung und

ermöglicht damit den Einsatz von Materialen wie Aluminiumoxid, die zuvor unzugänglich waren, mit

sehr guten optischen Eigenschaften. Die Funktionalität des neuen Linsendesigns und die Eignung von

Aluminiumoxid als Linsenmaterial werden experimentell untersucht.

Ein weiterer Gesichtspunkt dieser Arbeit ist die Beseitigung von Aberrationen in bereits vorhandenen

Optiken mit Hilfe einer Phasenplatte. Am Beispiel von Berylliumlinsen werden zunächst sphärische

Aberrationen hoch präzise mit der Methode der Ptychographie vermessen. Diese Daten werden an-

schließend verwendet, um eine exakt angepasste Phasenplatte zu konstruieren. Die Herstellung erfolgt

aus Quarzglas mit Hilfe eines Kurzpulslasers durch Materialabtrag. Bei Experimenten an verschiedenen

Synchrotronstrahlungsquellen konnte der Einfluss von sphärischen Aberrationen auf das Wellenfeld um

eine Größenordnung reduziert werden. Die korrigierte Optik erzielt damit fast die nominelle Beugungs-

begrenzung, was sich vor allem durch deutlich reduzierte Nebenmaxima und damit in einer erhöhten

Maximalintensität im zentralen Fleck des Beugungsscheibchen äußert. Sich daraus ergebende Vorteile

und neue Anwendungsmöglichkeiten dieser aberrationsfreien, strahlenharten und zugleich transparenten

Röntgenoptik werden diskutiert.
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1 Introduction

Since the discovery of x rays in 1895 [Rön95] and the finding that both x rays and visible light are part of

the electromagnetic spectrum, enabling one to use optics theory for visible light also in the x ray regime,

the desire was born to develop suitable x-ray optics for x-ray microscopy. This kind of microscope is of

very high interest due to the extraordinary properties of x rays. One of them is the large penetration depth

in matter. Unlike visible light or electron beams x rays can penetrate matter and reveal interior properties

of the specimen without special sample preparation that might destroy features of interest. The high

energy of x rays and their wavelength comparable to atomic length scales allows for, amongst others,

the determination of elemental composition, chemical state or atomic structure. The foundation to reveal

these information was laid in the beginning of the 20th century when x-ray analytical techniques like

crystallography, fluorescence and absorption spectroscopy as well as small angle x-ray scattering were

developed. In this time most of the experiments were carried out using unfocused x-ray beams that were

eventually collimated by slits. While some degree of spatial filtering using slits is possible, the method is

limited by feasible slit sizes and reduces the usable x-ray flux dramatically. To limit the spatial extent of

the x-ray probe beam even more while maintaining a high photon flux for appropriate signal levels x-ray

optics are required.

However, today’s available x-ray optics are hardly comparable to visible light optics. Imagine visible

light optics without transparent and aberration-free lenses! Images in tele- or microscopes would appear

only faint and distorted. Though, many tools in everyday life such as magnification glasses, binoculars,

and spectacles rely on appropriate optical components. Their performance was greatly enhanced since

the art of lens grinding developed in the 14th century and the first microscope was built in the late 16th

century. From this point on, a rapid evolution in optics started. Theory evolved from geometric optics in

the Greco-Roman world over diffractive optics in early modern Europe of the 17th century to wave and

quantum optics in the 20th century. Together with this growth in understanding the nature of light both

materials and manufacturing techniques improved continuously.

Despite the tremendous theoretical background and practical experience from visible light optics the

manufacturing of x-ray optics only began not before the middle of the 20th century with reflective op-

tical elements [KB48] and still today is trying ro reach the quality of visible light optics. Surprisingly

refractive lenses, which are the most widely used optics in the visible light regime, were not developed

before the end of the 20th century. Main reason were the small refraction effects of x rays with mat-

ter as observed early on by W. C. Röntgen [Rön95], which prevented further efforts in refractive x-ray

focusing at first. While main limitations are of fundamental nature, current optics are still limited by

manufacturing constraints. These high demands in x-ray optics fabrication are a consequence of x-ray

matter interaction. Furthermore, the available x-ray sources were weak and of lower coherence than

comparable visible light ones. It was thus not until the advent of third generation synchrotron sources

in the 1990th that x-ray microscopy has become a viable tool for sample investigation on mesoscopic

length scales.
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Today’s x-ray optics allow to generate sub-100 nm beams and recent developments demonstrated focus-

ing below 10 nm in one dimension [Mor+15] at storage ring sources. For the extremely bright x-ray

free-electron laser sources optics are needed that withstand the intense x-ray pulses without getting dam-

aged. Diamond Fresnel zone plates [Dav+11], beryllium refractive lenses [Sch+13] and reflective mirrors

[Yam+15] were successfully used for nanofocusing. Besides reducing the focal spot size the improve-

ment of efficiency or transparency of x-ray optics are further important aspects. Another crucial step is

the minimization of aberrations. While all these optics can create a relatively small focal spot due to

their high numerical aperture, the spot is often surrounded by strong side lobes. Aberrations reduce the

intensity in the focal spot as well as the spatial resolution and can distort the image.

The thesis builds on the pioneering work by Snigirev and Lengeler et al. [Sni+96], who fabricated

the first refractive lenses for hard x rays, and on subsequent work of Schroer et al. [Sch+03], who

used fabrication techniques from the semiconductor industry to build one-dimensional nanofocusing

lenses. The latest improvements in x-ray optics were not possible without an appropriate characterization

method. While in the visible light regime several techniques for optics characterization existed [Mal07],

the characterization of x-ray foci was difficult and could only be carried out using classical knife-edge

techniques. It was not until 2008 that a complete characterization of the focused wave field of x-ray optics

was possible [Thi+08]. As the quality and coherence properties of x-ray sources improved, microscopy

techniques based on coherent imaging further developed [Mia+99; Mar+03; Rod+07]. From these, a

new method, named ptychography, allowed to determine both the x-ray transmission function of an

object as well as the incident wave field penetrating the investigated sample. Together with the adoption

of well-known tests from visible light optics like the Ronchi test [Nil+12] essential tools were at hand

to characterize x-ray optics with beforehand unknown accuracy. The detailed knowledge of the focused

x-ray wave field, as well as eventual errors, then created new possibilities to further improve x-ray optics.

These new tools together with recent developments in fabrication techniques are exploited in this work.

Main objectives were the development of more efficient refractive optics for nanofocusing at storage ring

sources and the improvement of focusing quality by aberration correction for beryllium lenses used at

both storage ring and XFEL sources.

The remainder of this work is structured as follows. Chapter 2 gives a short introduction to wave optics

and discusses the interaction of x rays with matter. Modern x-ray sources and their most important

properties for the scope of this thesis are presented in Chapter 3. Based on these foundations, refractive

x-ray optics are discussed in Chapter 4. A new lens shape is introduced, the so-called refractive lamellar

lens (RLL), opening up new beneficial material opportunities such as aluminum oxide for nanofocusing

x-ray lenses. This is made possible by the new lens design that enables one to employ coating techniques.

Different lens materials with fabrication constraints in mind are discussed at the end of this chapter to

highlight the prospects of refractive x-ray lenses. Emphasis is put on advantages of aluminum oxide over

currently utilized silicon and on the great opportunities of available beryllium lenses for nanofocusing.

Beam characterization techniques will be introduced in Chapter 5, yielding detailed and quantitative

information on present aberrations. Following up on findings provided by these techniques shape errors

of beryllium CRLs are identified with unprecedented accuracy. Since manufacturing constraints prohibit

rapid rectification of these errors, an alternative approach of aberration correction by a phase plate is

outlined. In Chapter 6 and Chapter 7 experimental results for both the first manufactured phase plates for
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beryllium lenses and first RLL prototypes are presented. Their focusing quality and optics performance

are assessed in both cases. Residual aberrations of the corrected beryllium lenses at various experimental

sites are discussed in detail. The thesis concludes with Chapter 8, in which findings are summarized and a

general approach of aberration correction for various x-ray optics is discussed. An outlook on upcoming

refractive x-ray optics development and applications is given.

In this PhD thesis the improvement of current hard x-ray optics for nanofocusing based on the refrac-

tion of light, which are employed at state-of-the-art synchrotron radiation facilities, is addressed. In

particular, experiments were conducted at different third generation storage ring sources, such as the

Diamond Light Source (DLS), the European Synchrotron Radiation Facility (ESRF), and the PETRA

III storage ring at DESY, as well as the Linac Coherent Light Source (LCLS), a new x-ray free-electron

laser (XFEL). Developments, experiments and evaluation were done by our group at TU Dresden in the

Institute of Structural Physics. Optics manufacturing was carried out by the Institute of Semiconduc-

tors and Microsystems at TU Dresden and the Institute of Applied Physics at the University of Jena.

The project was supported by the Impuls- und Vernetzungsfond (IVF) of the Helmholtz Association of

German Research Centers and the German Department of Education and Research (BMBF).
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2 Theoretical Background

In order to develop, characterize, and simulate refractive optics in the hard x-ray regime a profound

understanding of basic x-ray properties, their interaction with matter and the propagation of x rays in

free space is of utmost importance.

As the term “refractive x-ray nanofocusing” in the title of this thesis might suggest, x rays are very

similar to visible light. They can be focused by an optical element using, amongst others, the effect

of refraction. Indeed, both are a part of the electromagnetic spectrum. As such, they can be described

within a classical theory by electromagnetic fields with a wavelength λ, or equivalently the wavenumber

k = 2π/λ, and a frequency ν. They are connected to each other by the dispersion relation λν = c

with c being the speed of light in any given medium. Compared to visible light the wavelength of x

rays is very short. Although no hard boundaries to the neighboring radiation types of ultra-violet light

and gamma rays exist, typical wavelengths range from 10 nm down to a few pm. From a quantum

mechanical standpoint the electromagnetic field can be quantized into elementary excitations, namely

photons. With this the wavelength can be connected to the photon energy Eph = hc0/λ = ~ω, where h

is Planck’s constant with ~ = h/(2π) and the angular frequency ω = 2πν. The wavelength boundaries

stated before can now be expressed in photon energies ranging from 100 eV up to several hundreds of

keV. Within this energy spectrum another differentiation is made between so-called soft x rays with

photon energies not exceeding a few keV and hard x rays starting at roughly 6 keV. In this thesis the

focus lies on the latter, though a lot of the properties presented in here are also valid for soft x rays. Due

to the lower photon energy of soft x rays they are absorbed very strongly in matter and even in air after

short travel distances. Hard x rays on the other hand can penetrate a lot of materials very deeply and are

only absorbed marginally in air. These are the properties most often associated with x rays owing to the

wide utilization of hard x rays in medical applications.

In the following sections the propagation of x rays will be described based on Maxwell’s equations and

the phenomenon known as diffraction. Later on, scattering of x rays in matter, mainly caused by the

interaction of x rays with bound electrons in atoms, is discussed.

2.1 Wave propagation in Free Space

An important question that is raised when dealing with optics and their characterization is the follow-

ing: How exactly does the electromagnetic field look like within a plane at some distance apart in the

propagation direction, when the current field amplitudes are known? It is not only necessary in order to

understand the origin and formation of certain beam characteristics caused by the propagation of x rays

through optical components, but also to be able to measure and characterize wave fields by techniques

such as the Ronchi test and ptychography which will be discussed later on in this work in Chapter 5.

In the following sections a scalar wave theory will be deduced from the fundamental vectorial nature

of the electromagnetic field. This approach will neglect the fact that components of the electric and
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magnetic field are coupled through Maxwell’s equations and cannot be treated on their own. Accurate

results are obtained if the diffracting aperture is large compared to the wavelength and if the fields are

not observed too close to the aperture [Goo05]. We will start by introducing the Helmholtz equation

and further on deduce the integral theorem of Helmholtz and Kirchoff. From this the Fresnel-Kirchoff

diffraction formula is derived and additional assumptions will be made in order to provide fast numerical

solutions for describing wave fields in experimental scenarios.

2.1.1 The Helmholtz Equation

We start with the fundamental Maxwell equations [Jac98]

∇ ·E(r, t) =
1

ε0
ρ(r, t) (2.1)

∇×E(r, t) = − ∂

∂t
B(r, t) (2.2)

∇ ·B(r, t) = 0 (2.3)

∇×B(r, t) = µ0 j(r, t) + ε0µ0
∂

∂t
E(r, t) . (2.4)

This set of partial differential equations describe the coupled electric field E(r, t) and the magnetic

induction B(r, t) in the presence of charge and current densities, ρ(r, t) and j(r, t), respectively. The

symbols × and · represent a vector cross product and a vector dot product, respectively. ∇ = ∂
∂xex +

∂
∂yey + ∂

∂zez is the Nabla operator. For these equations we implicitly made the assumption that the

wave will be propagating in a dielectric medium. Further on the medium shall be isotropic (properties

are independent of wave polarization), homogeneous (constant permittivity), nondispersive (wavelength

independent permittivity), and nonmagnetic (magnetic permeability equals vacuum permeability µ0)

[Goo05].

When applying∇× from the left to Equation (2.2) and using the known vector identity∇× (∇×A) =

∇(∇A) − ∇2A we can insert Equation (2.1) and Equation (2.4) to retrieve the inhomogeneous wave

equation (
∇2 − 1

c2

∂2

∂t2

)
E(r, t) =

1

ε0

[
∇ρ(r, t) +

1

c2

∂

∂t
j(r, t)

]
(2.5)

with 1/c2 = µ0ε0. In the same way the wave equation for the magnetic induction(
∇2 − 1

c2

∂2

∂t2

)
B(r, t) = −µ0∇× j(r, t) (2.6)

can be retrieved. As one can see both Equation (2.5) and Equation (2.6) are coupled to one another by

the field creating charge and current densities. For the goal to find a description for wave propagation in

free space it is justified to discard these source therms and view both fields far away from any charged

particles. This yields the homogeneous wave equations(
∇2 − 1

c2

∂2

∂t2

)
E(r, t) = 0 ,(

∇2 − 1

c2

∂2

∂t2

)
B(r, t) = 0 .
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Since this vector wave equation is obeyed by both E and B, an identical scalar wave equation, e. g.(
∇2 − 1

c2

∂2

∂t2

)
Ex(r, t) = 0 , (2.7)

is fulfilled by all components of those vectors [Goo05]. Therefore, the electromagnetic field and the

behavior of all components of E and B can be described by a single complex scalar wave field Ψ(r, t)

[GW53]. This time-dependent wave field can be separated with a spectral decomposition by the use of a

Fourier transform. We hereby obtain a superposition of monochromatic fields ψω(r):

Ψ(r, t) =
1√
2π

∫ ∞
0

ψω(r)e−iωtdω . (2.8)

The subscript ω denotes again the angular frequency of the monochromatic wave field ψω(r). By insert-

ing Equation (2.8) into Equation (2.7) one can see that the amplitude ψω(r) is indeed a solution of the

time-independent wave equation (
∇2 + k2

)
ψω(r) = 0

with k = ω/c = 2π/λ, better known as the Helmholtz equation. This approximation is especially

suited in the context of x rays. The representation of the complex amplitude by monochromatic fields

ψω(r) demands that the function only varies slowly with r compared to the radiation wavelength λ(∣∣∇2ψω
∣∣� |k · ∇ψω|). This inherently implies that ψω(r) is representing waves that are propagating

in forward direction (small angle approximation) and that no inhomogeneities at wavelength scale are

present. Both conditions are met in x-ray optics due to the small wavelength of x rays and their weak

interaction with matter as we will see in Section 2.2.

2.1.2 Integral Theorem of Helmholtz and Kirchoff

The basic principle on which the later derived diffraction formula of Fresnel-Kirchhoff relies on is the

integral theorem presented here. Foundation to this is Green’s theorem, well known from text books of

advanced calculus. Let U(P ) and G(P ) be any two complex-valued functions of position, and let S be a

surface surrounding a volume V . When U ,G and their partial derivatives exist and are continuous within

and on S, then ∫∫∫
V

(
U∇2G−G∇2U

)
dv =

∫∫
S

(
U
∂G

∂n
−G∂U

∂n

)
ds (2.9)

holds, where ∂/∂n denotes a partial derivative in the outward normal direction on S.

We will now use the Helmholtz equation to find the field amplitudes ψ(P0) in a point P0 = r0 if the

field amplitudes and its derivatives on an arbitrary surface S, surrounding P0, are known. Following

Kirchhoff we choose an auxiliary function G that is given at any point P1 by

G(P1) =
eikr01

r01
. (2.10)

This is the so-called free space Green’s function, an unit-amplitude spherical wave expanding from point

P0, where r01 = ||r01|| = ||
−−−→
P0P1||. To circumvent the problem of the discontinuity of G at P0 we

introduce a small spherical surface Sε of radius ε, surrounding P0 (cf. Figure 2.1). Green’s theorem will

then be applied to the volume V ′, surrounded from the outside by S and from the inside by Sε. Within
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Figure 2.1: Schematic of the surfaces of integration (follow-
ing [BW80; Goo05]). The central spherical surface
surrounds the discontinuity of G with ε→ 0.

the volume V ′ both ψ and G shall fulfill the Helmholtz equation∇2ψ = −k2ψ and∇2G = −k2G with

identical wave number k. When we substitute these two Helmholtz equations into the left hand side of

Green’s theorem (2.9) the integrand of the volume integral vanishes and the theorem simplifies to∫∫
S′

(
ψ
∂G

∂n
−G∂ψ

∂n

)
ds = 0

with S′ := S ∪ Sε or

−
∫∫

Sε

(
ψ
∂G

∂n
−G∂ψ

∂n

)
ds =

∫∫
S

(
ψ
∂G

∂n
−G∂ψ

∂n

)
ds .

In order to evaluate these integrals we calculate the gradient of Equation (2.10) on the outer surface S to

∂G(P1)

∂n
= cos (n, r01)

(
ik − 1

r01

)
eikr01

r01
. (2.11)

For the inner surface, where P1 is on Sε, cos (n, r01) = −1, and Equation (2.11) becomes

∂G(P1)

∂n
=

(
1

ε
− ik

)
eikε

ε
with G(P1) =

eikε

ε
.

With these results and the continuity of ψ at P0 we can evaluate the integration over the inner surface Sε
in the limit

lim
ε→0

∫∫
Sε

(
ψ
∂G

∂n
−G∂ψ

∂n

)
ds = lim

ε→0
4πε2

[
ψ(P0)

(
1

ε
− ik

)
eikε

ε
− ∂ψ(P0)

∂n

eikε

ε

]
= 4πψ(P0) .

We are now ready to finally substitute this result in Figure 2.1.2 to obtain

ψ(P0) =
1

4π

∫∫
S

[
∂ψ

∂n

(
eikr01

r01

)
− ψ ∂

∂n

(
eikr01

r01

)]
ds , (2.12)

which relates the known wave field on the surface S with the observable amplitudes ψ at point P0, also

known as the integral theorem of Helmholtz and Kirchhoff. This important result will now be used to

derive the diffraction formula of Fresnel-Kirchhoff.
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2.1.3 The Fresnel-Kirchoff Diffraction Formula

To further develop our understanding of the propagation of an electromagnetic field in free space we

now consider the illumination of an opaque screen with an aperture Σ, that is illuminated by a spherical

wave, originating from P2 (cf. Figure 2.2). We are interested in the field amplitude behind the screen in

Figure 2.2: Schematic of the illumination of an opaque plane
screen with opening Σ by a point source in P2. We
search for the field amplitudes in P0 by integrating
over the closed surface S1 ∪S2 (following [BW80;
Goo05]).

P0. We will now use the beforehand derived integral Theorem in Equation (2.12) to calculate ψ(P0) by

a prudent choice of the surrounding surface, consisting of the disjoint parts S1 and S2, and by making

approximations that are fulfilled in almost any cases, especially for hard x rays with wavelength below a

few nm. To start we apply Equation (2.12) to this problem with

ψ(P0) =
1

4π

∫∫
S1∪S2

(
∂ψ

∂n
G− ψ∂G

∂n

)
ds . (2.13)

To perform this integration knowledge of the field amplitudes on the whole surface S1 ∪S2 is necessary.

However, we can make assumptions that will allow us to only regard the screen opening Σ. First, we

make an assumption about the wave field directly behind the opaque screen, also known as the Kirchhoff

boundary conditions. First of all across Σ the field distribution ψ and its derivative ∂ψ/∂n are exactly

the same as without the screen. Secondly the field ψ and its derivative ∂ψ/∂n are identically zero in

the shadow of the opaque screen, that is the surface S1 \ Σ. What remains is the spherical surface

S2, surrounding P0. The suggestion made in [BW80] assumes that the radiation field does not exist

at all times, but that a source begins to radiate at some time t0. If the field is evaluated in P0 at t1,

no radiation from S2 can have reached P0 if R > c(t1 − t0). However, this requires a depart from

strict monochromatic waves. Another interesting approach made in [Goo05] relies on the Sommerfeld

radiation condition [Som49]. It states that ultimately only outgoing waves have to be dealt with at

S2 when R becomes arbitrarily large. In any case we now might also disregard the integration over S2.

Another simplification of Equation (2.13) can be obtained by assuming that the distances r21 and r01 from

the source and the observation point to the screen, respectively, are large compared to the wavelength

of the radiation, implying k � 1/r21 and k � 1/r01. This simplifies the gradient of the disturbances

(cf. Equation (2.11)), when we again assume Green’s free space function G (cf. Equation (2.10)) and a

spherical wave as the emitting source from P2 with an amplitude A. With this we can deduce

ψ(P0) =
Aik

4π

∫∫
Σ

eik(r21+r01)

r21r01
[cos(n, r21)− cos(n, r021)] ds

=
ik

4π

∫∫
Σ
ψ(P1)G(P1) [cos(n, r21)− cos(n, r021)] ds , (2.14)
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which is known as the Fresnel-Kirchhoff diffraction formula. It relates the known intensity of point P1

in a plane Σ to the observable field in P0 very accurately. Despite some inconsistencies arising from

the imposed boundary conditions on both the field strength and its derivate in the aperture plane, a

comparison with the more consistent Rayleigh-Sommerfeld solution shows, that both are identical under

the assumption of small angles. This implies that the distances from P0 and P2 to Σ must be large

compared to the aperture’s diameter [WM64], meaning both P0 and P2 are in the far field of the plane.

These and other approximations will be discussed in the following section in order to simplify analytic

treatment in the simulations and phase retrieval algorithms used in this thesis.

2.1.4 From Fresnel to Fraunhofer Diffraction

It can be shown that the Huygens-Fresnel principle follows from the Fresnel-Kirchhoff diffraction for-

mula. It states that Equation (2.14) can also be interpreted as that the field at P0 arises from an infinite

number of artificial secondary point sources located in the diffraction aperture. In the following consid-

erations we want to describe the field ψz1(x, y) in a plane located at z = z1 by the known distribution

ψz0(ζ, η) in the plane z = z0. Therefore, we will now move to rectangular coordinates. The given

geometry is outlined in Figure 2.3.

Figure 2.3: Schematic of the diffraction geometry.
The observation plane (x, y) is located
at z = z1 and the diffraction plane (ζ, η)
at z = z0 with the aperture Σ (following
[Goo05]).

Within these coordinates the Huygens-Fresnel principle can be expressed as

ψz1(x, y) = − ik

4π

∫∫
Σ
ψz0(ζ, η)

eikr

r
cos θ dζdη . (2.15)

Let’s assume that the propagation distance ∆z = z1 − z0 is large compared to the aperture opening,

so that we can approximate cos θ ≈ 1 with θ being the angle between the outward normal n and the

vector r. Investigating the latter a bit closer we can calculate r =
√

∆z2 + (x− ζ)2 + (y − η)2 exactly.

In order to reduce Equation (2.15) to a more simple and usable term we may rewrite r = ∆z
√

1 + b

with b = [(x − ζ)/∆z]2 + [(y − η)/∆z]2 < 1. With the binomial expansion of the square root we

can approximate
√

1 + b = 1 + (1/2)b − (1/8)b2 + · · · , where the number of terms that is required

for a certain accuracy greatly depends on the magnitude of b. But we also have to distinguish between

the two occurrences of r in Equation (2.15). For the appearance of r in the exponent small errors are

critical. On the one hand r is multiplied by a very large number k > 108 m−1 (typically λ < 10 nm),

on the other hand the value of the exponential varies significantly even for phase changes of a fraction of

2π. With this in mind we will consider the first two terms of the expansion in the exponent, whereas for

the appearance in the denominator we will abort the expansion after the first term r ≈ ∆z. With these

approximations we have obtained

ψz1(x, y) = − ik

4π

eik∆z

∆z

∫∫ +∞

−∞
ψz0(ζ, η)e

ik
2∆z [(x−ζ)

2+(y−η)2]dζdη , (2.16)
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where the finite aperture limits are incorporated into the definition of ψz0(ζ, η). We may also regard

Equation (2.16) as a convolution to be expressed as

ψz1(x, y) =

∫∫ +∞

−∞
ψz0(ζ, η)K∆z(x− ζ, y − η)dζdη (2.17)

with the convolution or propagator kernel

K∆z(x, y) = − ik

4π

eik∆z

∆z
e

ik
2∆z

(x2+y2) .

For later applications it will be useful to define the short form ψz1 = K∆zψz0 with the propagation

operator

(K∆z•)(x, y) =

∫∫ +∞

−∞
•(ζ, η)K∆z(x− ζ, y − η)dζdη . (2.18)

With the well known convolution theorem we can express Equation (2.17) also as a multiplication in

Fourier space, with the Fourier transform denoted by the operator F , as

ψz1 = F−1 {F {ψz0} · F {K∆z}} .

Computationally this is very useful, since the propagation may by calculated in only three steps using the

very efficient fast Fourier transform. While the formalisms discussed until now are useful to propagate

wave fields by small distances ∆z . kD2 with D being the largest lateral expanse of the diffraction

aperture Σ, an even faster approach with a scalable pixel size in a discrete two-dimensional field is

necessary to speed-up large distance propagation. Since we mostly deal with divergent waves the lateral

extend of the wave field varies greatly between larger propagation distances. On the one hand we need a

sufficiently small pixel size to map all features of the small wave field. On the other hand the extended

wave field after propagation would require a large pixel array to cover the whole wave field extend.

With the now discussed approach this problem is solved by introducing a scalable discrete pixel size

due to properties of the discrete fast Fourier transform, which will allow us to reduce the necessary

array size significantly. The result from Equation (2.16) can be rewritten if one factors out the term

exp[ik/(2∆z)(x2 + y2)], leading to

ψz1(x, y) = − ik

4π

eik∆z

∆z
e

ik
2∆z

(x2+y2)

∫∫ +∞

−∞

[
ψz0(ζ, η)e

ik
2∆z

(ζ2+η2)
]
e

ik
∆z

(xζ+yη)dζdη .

It can be seen that, in the scope of Fresnel diffraction, the observed field ψz1(x, y) can be found by the

Fourier transform of the product of ψz0(ζ, η) with a quadratic phase function. If we now enforce the

even stronger approximation ∆z � k(ζ2 + η2)max, than the phase term is unity over the entire aperture

and the observable wave field in the far field region is described by Fraunhofer diffraction

ψz1(x, y) = − ik

4π

eik∆z

∆z
e

ik
2∆z

(x2+y2)

∫∫ +∞

−∞
ψz0(ζ, η)e

ik
∆z

(xζ+yη)dζdη ,

which turns out to be a simple Fourier transform of ψz0(ζ, η) with an additional phase factor. The

relation between discrete pixel sizes for the fast Fourier transform is given with ∆x∆ζ = 2π/N , where

N denotes the array size in this dimension. This formalism will be employed extensively in the phase
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retrieval algorithm used in this work to reconstruct the wave field in the sample plane by measuring the

intensity distribution of the wave field in the far field with a two-dimensional pixel detector.

2.2 Interaction with matter

The theoretical foundation for the interaction of x rays with matter was already given by Maxwell’s

equations (2.1) - (2.4). While we deduced the propagation in free space by neglecting explicitly any free

charges, these field creating charge and current densities are now considered. The electromagnetic field

can interact with these charges and accelerate them. The electromagnetic field that is now emitted from

these accelerated charges can be deduced from the inhomogeneous wave equations (2.5) and (2.6) by

using Green’s function and the Fourier-Laplace transform, described in [Jac98; Att00]. This interaction

process on an atomic level is referred to as scattering, where the incident electromagnetic wave can

change direction and even energy. When the latter occurs one speaks of inelastic scattering, touched

briefly in Section 2.2.4. If no energy loss occurs, the term elastic scattering is used. When deriving the

complex index of refraction in the following section we will notice that the macroscopic phenomenon of

refraction is related to elastic scattering on charged particles in solids.

2.2.1 From Free to Bound Electrons

In general the process of scattering is described by the scattering cross section σ, which is an effective

area that delineates the likelihood of a scattering event. It relates the total scattered flux to the incident

one on the target, whereas the differential cross section dσ/dΩ gives an intrinsic rate of a scattering event

into a certain solid angle Ω. Scattering occurs due to the driven electron oscillation caused by the electric

field of the incident wave impinging on an atom. The electric field accelerates the free electron, causing

it to oscillate and radiate by itself. The emitted radiation is referred to as dipole radiation. The scattering

process is described by

σe =
8π

3
r2
e and

(
dσ

dΩ

)
Thomson

= re sin2 Θ with re =
e2

4πε0mec2
,

where re is the classical electron radius, e the particle charge, me the rest mass, and Θ describes the

angle between the acceleration vector of the electron a and the scattered wave vector k′ (cf. Figure 2.4).

Since these results were first derived by J. J. Thomson, this kind of scattering is also called Thomson

scattering. One can see that the cross section is independent of the wavelength but re ∝ 1/me. Since

the proton is 1839 times heavier than the electron, scattering from protons can be neglected here.

a) b) Figure 2.4: Scattering on free and bound
electrons. a) Scattering on a
single electron. b) Scattering
on an atom with multiple elec-
trons, displaced by ri.

When moving forward from free to bound electrons in atoms the full description of scattering processes

based on quantum mechanics is rather complicated [Jam54]. Here, we want to follow the semi-classical

model and treat each electron as a damped harmonic oscillator with eigenfrequencieswj and the damping
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parameter γ. The location of each electron within the atom shall be given by the displacement vector rj .

It is also convenient to use the scattering angle 2ϑ between the incident and scattered wave vectors (cf.

Figure 2.4), so that the scattering vector q = k − k′ and |q| = 2|k| sinϑ. The total scattering on an

atom can now be described as a summation over all bound electrons within that atom, when taking into

account the individual phase shift ∆φj = qrj of each electron due to its displacement. The differential

scattering cross section for such an atom can now be written as [FM10]

(
dσ

dΩ

)
=

(
dσ

dΩ

)
Thomson

|f(q, ω)|2 with f(q, ω) =
Z∑
j=1

gj
ω2e−iqrj

ω2 − ω2
j + iγω

.

Here, we added the oscillator strength gj with
∑

j gj = Z. In the semi-classical approach each electron

within the atom has only a single resonance frequency wj . In reality, however, when using a quan-

tum mechanical model, each electron has a multitude of possible transitions with differing transition

probabilities. Historically, to account for this discrepancy in the semi-classical model, the term of the

oscillator strength was added to the atomic form factor f(q, ω). Furthermore it is common to split up

f(q, ω) = f0(q) + f ′(ω) + if ′′(ω) by separation into real and imaginary parts. The first expression

f0(q) can be interpreted as the Fourier transform of the electron density ρ(r) of the atom, if we move

from localized electrons to a distributed charge density with f0(q) =
∫
drρ(r) exp[−iqr]. It depends on

the scattering vector q. But in the limit of long wavelength being greater than the atom size and also for

forward scattering |qr| → 0 it follows in both cases that f0(q) → f0 = Z. However, in the hard x-ray

regime, the wavelength is well within atomic dimensions. Instead we consider the weak interaction of x

rays with matter, where we can assume single scattering, also known as the kinematic model or Born’s

approximation, and account only for forward scattering. The dispersion corrections f ′(ω) and f ′′(ω) are

strictly speaking also dependent on q, but since relevant eigenfrequencies of electrons only exist in the

highly localized core levels of the atom, the dependency is very weak and can be neglected.

2.2.2 The Refractive Index

With the given model of the damped harmonic oscillator for electrons driven by an electromagnetic

field one can derive a current density j(r, t) for the incident wave [FM10]. Substituting this into Equa-

tion (2.5) and comparing the result with the standard form of the wave equation(
∇2 − n2(ω)

c2

∂2

∂t2

)
E(r, t) = 0 ,

where n(ω) is the energy-dependent refractive index, shows that

n(ω) = 1− na
2π
reλ

2
(
f0 + f ′(ω)− if ′′(ω)

)
.

Here, na is the atomic number density given by na = ρNA/M with NA being Avogadro’s number, ρ

the mass density, and M the molar mass of the material. Since the dispersive elements f ′ and f ′′ are

typically very small in the x-ray regime, the refractive index is often written as

n(ω) = 1− δ + iβ . (2.19)
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The decrement δ is typically in the range 10−7 to 10−5, indicating the extremely weak refraction of x

rays. The imaginary part β is describing attenuation effects. By comparison one finds

δ =
na
2π
reλ

2
(
Z + f ′(ω)

)
(2.20)

and

β =
na
2π
reλ

2f ′′(ω) (2.21)

The real part of the refractive index is thus slightly smaller than unity, consequences will be discussed

in Section 2.2.5. In general both δ and β are not independent of one another. While the real part

describes a change in the velocity of the electromagnetic wave, the imaginary part refers to absorption.

Both parts are connected through the model of harmonic oscillators in the semi-classical approach or

transition probabilities in the quantum mechanical view. In practice, they are related by the Kramers-

Kronig relations [Kro26].

2.2.3 The Transmission Operator

For an elegant description of the interaction of x rays with matter within the modeling of x-ray optics or

methods of phase retrieval, the introduction of a transmission operator T∆z is very useful. However, the

sample is required to be thin. While the wave field propagates through the sample it is implicated that

no significant change in the wave-field extent nor an alternation of the propagation direction is observed.

With this the exiting wave field ψ after the sample can be described by the simple multiplication

ψ = T∆zψ0 .

The transmission operator is further defined by integrating along the propagation direction z through the

sample thickness ∆z by

(T∆z•)(x, y) = •(x, y) · e
ik

∆z∫
z=0

dz n(x,y,z)
= •(x, y) · eik∆zeik

∫
dz δ(x,y,z)e−k

∫
dz β(x,y,z) . (2.22)

The material causes an additional phase shift induced by δ and the magnitude of the field amplitude is

reduced by β.

2.2.4 Attenuation

The reduction in field amplitude is experimentally observed by a decrease of intensity I , since current

detectors measure x-ray radiation through secondary processes that arise from primary absorption of

radiation or energy losses. As a side note it should also be mentioned that the phase of the field is

lost in this detection process, giving rise to phase retrieval methods discussed later. Since I ∝ |ψ|2,

with Equation (2.22) we can write |ψ|2 = |T∆zψ0|2 = |ψ0|2 exp[−2k
∫
dz β]. By defining the linear

attenuation coefficient

µ(x, y, z) =
4π

λ
β(x, y, z)
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we find

I∆z(x, y, z) = I0 · e
−

∆z∫
z=0

dz µ(x,y,z)
,

which is a generalized form of Lambert-Beer’s law for a z-dependent attenuation coefficient. The inten-

sity of the field is decreased exponentially when propagating through any given medium.

Several physical processes contribute to attenuation as there are absorption (photoelectric absorption and

pair production) and scattering (elastic Rayleigh and inelastic Compton scattering). Elastic Rayleigh

scattering takes on a special role and is the cause for multiple phenomena. Parts of this signal are re-

sponsible for the refraction of x-rays inside the material, which is exploited in refractive x-ray lenses (cf.

Chapter 4). Diffraction in samples due to elastic scattering will also be the relevant signal for coherent

imaging techniques discussed in Chapter 5. A special case of diffraction occurs for periodically struc-

tured materials, e. g. single crystals, polycrystalline objects or even microscopically structured samples,

where a significant fraction of the incident beam can be diffracted into certain angles. If scattering occurs

at crystal lattices one speaks of Bragg-Laue diffraction. For the considerations here the material is not

periodic and the intensity is measured before and after the sample in an infinitesimal small detector, so

that contributions from scattered x rays in forward direction become negligible. Each of these processes

contributes additively and independently of one another to the total attenuation coefficient µtotal with

µtotal =
∑
i

µi = µphoto + µcompton + µbragg + µpair .

The attenuation coefficients can be derived from the scattering cross section of the individual process

with µi = dN/dV σi. In addition to linear absorption coefficients, the mass attenuation coefficient µ/ρ

is often used in literature and databases to provide a density independent measure.

The strongest contributions to attenuation within typical x-ray energies are made by photo absorption for

lower energies and Compton scattering towards higher photon energies, typically well above 10 keV. A

plot highlighting the interplay of all these contributions to the total mass attenuation coefficient µ/ρ is

shown in Figure 2.5. Also µ/ρ for a few other x-ray optically relevant materials is shown. The high-Z

element tungsten is not used in refractive optics discussed later, but is used often in test structures, guard

slits or diffractive optics like Fresnel zone plates (cf. Chapter 4).
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Figure 2.5: Total µ/ρ for a few relevant materials in this work. Contributions to the total mass attenuation
coefficient of Be are shown to highlight the strength of each process.



18 2. THEORETICAL BACKGROUND

Photoelectric absorption describes the extinction of an incident photon while interacting with a bound

electron within the atom. The whole energy Eph of the photon is transferred to the atom and excites it.

In this process an electron is raised from its bound state into a free state with a certain kinetic energy

Ekin = Eph − Eb, where Eb is the binding energy of the initial electron state. The cross section σphoto

scales roughly by Z4/E3
ph [AM11]. After the emission of the free photoelectron the atom is in an excited

state. The vacant state can be populated again by secondary processes, emitting fluorescence radiation

or Auger electrons that can be used to further study the irradiated material [Jen99; BG03].

The scattering processes can be divided in coherent Rayleigh and incoherent Compton scattering. Both

describe the interaction of x rays with bound electrons. An important variable is the energy of the x-

ray photon Eph, that determines if Rayleigh or Compton scattering is more dominant. The former is

dominant if Eph � Eme , with Eme being the energy equivalent of the rest mass of the electron me.

However, the effect is strongly overlain by photoelectric absorption, since at the same time Eph ≈ Eb.

With rising photon energies the probability increases to transfer energy to the electron, sinceEph / Eme .

The loss in energy is readily calculated when considering the conservation of energy and momentum

during the collision. Compton scattering takes over in the total mass attenuation coefficient, since photo

absorption falls off as 1/E3
ph.

The last effect to discuss is pair production. If Eph > 2me the possibility exists to create an electron-

positron pair in the strong electric field of the atoms nucleus. However, experiments at these energies are

far beyond the scope of this work and the effect can be neglected.

2.2.5 Refraction and Reflection

So far, the interaction of x rays with matter was discussed on an atomic level. With these results and an

understanding for the underlying principles we are now looking at the macroscopic effects of refraction

and reflection. These phenomena are entirely described by the already known index of refraction n (cf.

Equation (2.19)). As we have noticed beforehand, for x rays n = 1 − δ / 1, since δ is positive and in

the range 10−7 to 10−5, whereas in contrast for visible light with n > 1 and typical values of n in the

range 1.3 to 1.6. Here, we want to highlight consequences of the refractive index being slightly smaller

than unity for x rays. The situation is depicted in Figure 2.6.

Figure 2.6: Refraction and reflection of x rays at a sharp inter-
face between vacuum (n = 1) and matter (n < 1).

A plane wave with wave vector k in vacuum enters a medium at an angle ϕ with respect to its surface.

Interactions give rise to two secondary waves. One is the refracted wave under an angle ϕ′ and corre-

sponding wave vector k′ inside the medium. The other is reflected back into the vacuum under an angle

ϕ′′ = ϕ with a wave vector k′′. The refraction angles ϕ and ϕ′ are related to one another by Snell’s law

n cosϕ′ = cosϕ .
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As for x rays vacuum is the optically densest material with n = 1, rays are refracted away from the

surface normal and towards the surface, hence ϕ′ < ϕ. Besides these angles, one is often interested in the

intensity of the refracted and reflected fields, called refractivity and reflectivity. These calculations can be

carried out using the Fresnel equations [AM11]. Note that these calculations treat specular reflectivity,

which means that the reflected intensity is confined to the plane spanned by the incident wave and the

surface normal and further ϕ′′ = ϕ. Other reflectivity is produced by rough surfaces, which plays an

important role for x-ray mirrors. For refractive optics surface roughness is only a minor concern (cf.

Section 4.3.2).

In the limit ϕ′ → 0 the incident wave field can no longer propagate into the medium. Instead, one

observes external total reflection. From Snell’s law it is evident that for all incident angles ϕ smaller

than the critical angle

ϕc = arccosn ≈
√

2δ

the incident wave is completely reflected. Only an evanescent wave enters the medium, allowing, for

example, the study of surface effects through external total reflection.
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3 X-Ray Sources

Over the past century x-ray sources have made a tremendous development. At the beginning of the

20th century x-ray tubes were the only available sources for x rays. In these devices free electrons

are created in a glowing filament and accelerated towards a water-cooled metal anode. The impinging

electrons create two distinct components of x-ray radiation. A continuous spectrum is emitted due to the

deceleration of electrons within the anode material and is known as bremsstrahlung. Due to conservation

of energy the maximum photon energy corresponds to the kinetic energy of the electrons hitting the

anode. The other component, the fluorescent radiation, is created when impinging electrons collide with

bound electrons of the anode material and create a vacant state in the atom. The vacancy is populated

again by a transition of an electron from a lower bound state into this vacancy. An x-ray photon may be

emitted in this process with a characteristic energy corresponding to the energy difference between the

two states. The design of the tube allows one to control the kinetic energy of the electrons as well as

the electron current. The main limitation is given by the ability to cool the anode efficiently. Over the

decades several new types became available, e. g. the rotating anode x-ray tube, microfocus x-ray tubes,

or liquid-metal-jet x-ray tubes [HOH03].

However, the problem of an x-ray tube is not only the very inefficient creation of x rays and the resulting

high heat load on the anode, but also the fact that the created radiation is emitted into a full solid angle

of 4π, whereas experimentally a beam with small angular divergence is desired. In order to characterize

x-ray sources a figure of merit was established, the so-called brilliance B. It gives a measure of the

emitted photons per second that originate from a certain source size with a given divergence and spectral

distribution. The brilliance is defined as

B =
F

ΣhΣvΣ′hΣ′v ·
∆Eph

Eph

, (3.1)

with the photon flux F defined as photons per time interval, the horizontal and vertical source size Σh

and Σv, and the source divergence Σ′h and Σ′v. The bandwidth ∆Eph/Eph is defined to be 10−3. The

unit of brilliance is defined as [B] = photons/s/mm2/mrad2/0.1%.

After the invention of the x-ray tube no significant increase in brilliance could be achieved with the given

principle, even by further developed models at the end of the 20th century. By accident an unwanted ra-

diation was discovered by high-energy physicists in 1947, the so-called synchrotron radiation [Eld+47],

emitted by particles accelerated to relativistic energies describing a circular path. The name is taken from

a specific type of particle accelerator used at that time. Nowadays, synchrotron radiation has become a

generic term. It describes emitted radiation from charged particles at relativistic speeds that are forced

to travel along curved paths by external magnetic fields. In the scope of this work only modern 3rd gen-

eration synchrotron radiation sources and x-ray free-electron lasers (XFELs) have to be considered. A

3rd generation synchrotron source describes a storage ring, dedicated to produce synchrotron radiation,

with special insertion devices and long straight sections, optimized for high brilliance. First of its kind
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is the European Synchrotron Radiation Facility (ESRF) [BDR95]. XFELs differ vastly from previous

sources. Here, linear accelerators and extremely long undulator segments are used to create a lasing

medium [Mad71]. In all of these applications the quality of the electron beam within the storage ring or

the linear accelerator plays a crucial role for the feasibility of certain techniques and ultimately for the

quality of the x-ray source. Hence, a short introduction to emittance is given first. Later, a short review

of both 3rd and 4th generation sources will be given. Important beam parameters and resulting demands

on x-ray optics are discussed thereafter.

3.1 Emittance

In general emittance can be defined for both the electron and the x-ray beam. The lower limit of the latter

is simply given by the convolution of the electron beam emittance and the emittance of the x-ray beam

produced by a single electron passing through the source. The electron beam emittance εe is determined

by the product of electron bunch size σ and divergence σ′ in a given transverse direction. The x-ray

beam emittance εph is calculated in the same way from the x-ray source size Σ and divergence Σ′. For

circulating electrons in a storage ring the emittance is a constant due to Liouville’s theorem. This can be

visualized by an ellipse with constant area A in the phase-space representation shown in Figure 3.1. The

general equation of an ellipse in the x-x′-plane is given by [Wil96]

ηx2 + 2αxx′ + βx′2 = ε =
A

π
. (3.2)

With the definition η := (1 + α2)/β the ellipse is uniquely defined by the parameters α, β, and ε. As

an electron circulates in the storage ring the shape and position of the ellipse may change according to

the amplitude function β, but the area A = πε stays constant. However, there are many electrons in the

bunch, moving with various amplitudes that correspond to different ellipses in phase-space. The average

emittance can be defined by using the equilibrium distribution of particles described by a Gaussian

distribution. We can now assign a certain emittance at one standard deviation σ with σ =
√
εσβ. The

emittance of the entire beam is then given with εe := εσ = σ2/β = σσ′ using σ′ := σ/β =
√
εσ/β.

Thus, the achievable x-ray source brilliance greatly depends on the electron bunch quality (cf. Equa-

tion (3.1)). The term diffraction limited source is used if the emittance from the electron beam is smaller

than the x-ray beam emittance of a single electron passing through the source, e. g. an undulator. As this

x-ray beam emittance scales with λ a diffraction limited storage ring is more challenging to realize for

higher photon energies.

Figure 3.1: Phase-space representation of emittance for a sin-
gle particle. The abscissa denotes the transverse
position of the particle and the ordinate its diver-
gence. For any position along the orbit of a syn-
chrotron storage ring ε = constant (adapted from
[Wil96]).
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3.2 Storage Rings For High Brilliance

In order to understand the emitted radiation from high-brilliance sources we first have to consider the

principles of synchrotron radiation. The charged particle, here an electron, is traveling on a curved path

due to the Lorentz force applied by external magnetic fields. As already discussed in Section 2.2.1 an

accelerated electron emits dipole radiation. Here, the electron is not at rest, but moving at relativistic

speeds. The energy Ee of an electron is given by

Ee =
mec

2√
1− (v/c)2

.

For further discussions it is convenient to describeEe in units of its rest mass energy with γ = Ee/(mec
2).

Nowadays storage rings have electron energies of several GeV, thus γ ≈ 10 000. The characteris-

tic dipole radiation in the reference frame of the electron is therefore considerably changed after the

Lorentz-transformation into the laboratory frame (cf. Figure 3.2). The opening angle of the tightly

a) b)

Figure 3.2: Schematic of dipole radiation in the reference frame of the electron (a) and in the laboratory
frame (b). (adapted from [AM11])

collimated cone of radiation is given by γ−1, which is roughly 85 µrad for a 6 GeV storage ring like

PETRA III [Bal+04]. While even this collimated radiation cone is setting synchrotron sources apart of x-

ray tubes, insertion devices have been developed to overlap these radiation cones and enhance brilliance

even further. These insertion devices evolved from wigglers to undulators, where radiation cones not

only simply overlap, but may also constructively interfere with each other. The basic principle behind

these devices is a periodic lattice of alternating magnetic dipolar fields created by an array of magnets

that forces the electron on a sinusoidal path while passing through the insertion device (cf. Figure 3.3

left side). Hence, the electrons are continuously accelerated. Characteristic properties of these devices

are the spatial period of the undulating magnetic field λu, the number of periods N , and the deflection

parameter

K =
e

2πmec
λuB0 (3.3)

with the magnetic field amplitude B0, describing the maximum angle of electron deflection in units of

γ−1. The classification wiggler is made if the deflection angle of the electrons is larger than the opening

angle of the collimated radiation cone given with γ−1, thus K � 1. For undulators this is decreased, so

that the deflection is within the radiation cone, meaning K / 1, giving the emitted radiation a chance to
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constructively interfere. It is this interference that leads to the undulator equation [FM10; AM11]

λn(θ) =
λu

2nγ2

(
1 +

K2

2
+ γ2θ2

)
= λn(0)

[
1 +

γ2θ2

1 +K2/2

]
≡ λn(0) [1 + εθ] (3.4)

which describes the radiation harmonic λn(θ) of order n, that is emitted under the angle θ with respect

to the optical axis. The fundamental wavelength emitted on axis is λ1(θ = 0). Radiation is emitted

in sharp wavelengths λn due to the interference condition. Only field amplitudes that constructively

interfere with each other after the electron has moved one undulator period will contribute significantly

to the spectrum, as depicted in the right side of Figure 3.3.

destruc-
tive

construc-
tive

orbit

electrons

undulator 

Figure 3.3: Relativistic electrons passing an undulator are forced on a sinusoidal path due to the alternat-
ing magnetic fields (left). Only sharp wavelengths that fulfill the interference condition will
contribute significantly to the emitted spectrum (top right). While the electron has passed
one undulator period λu the emitted radiation has overtaken the electron by one fundamental
wavelength λ1 (bottom right). (adapted from [HK07; MT10])

The angular term is simply given due to changing interference conditions off-axis, leading to a relative

wavelength offset εθ. The bandwidth of any given harmonic scales inversely with the number of undu-

lator periods N . Again, simple geometric considerations and the condition that radiation emitted at the

beginning of the undulator should interfere constructively with radiation emitted at the end gives [FM10]

∆λ

λn
=

1

nN
. (3.5)

This bandwidth approximation directly leads to an additional collimation of the emitted radiation cone

compared to the natural opening angle γ−1. Comparing Equation (3.4) to Equation (3.5) suggests that

the non-zero bandwidth can be related to a detuning of the wavelength by ε under a certain observation

angle θ. Therefore, we can find the FWHM of the opening angle θ with [AM11]

εθ =
γ2θ2

FWHM

1 +K2/2
≈ 1

nN
−→ θFWHM ≈

1

γ

√
1 +K2/2

nN
. (3.6)

This is a substantial reduction in angular divergence of undulator radiation, independent of the azimuthal

angle relative to the undulator axis, and one of the reasons for the extremely high brilliance of these

sources. Due to the fulfilled interference condition between the N undulator periods, the peak flux

on-axis scales with N2, which reduces to N when averaging over the cone angles, skaling with N−1/2.

Let us now consider each individual electron j within the bunch ofNe electrons. The total emitted power



3.3. X-RAY FREE-ELECTRON LASERS 25

P of these electrons in an undulator is given by [MT10]

P ∝

∣∣∣∣∣∣
Ne∑
j=1

ψje
iφj

∣∣∣∣∣∣
2

=

Ne∑
j=1

ψ2
j +

∣∣∣∣∣∣∣∣
Ne∑
j=1

Ne∑
k=1

j 6=k

ψjψke
i(φj−φk)

∣∣∣∣∣∣∣∣
2

(3.7)

with φj as the phases of the emitted fields ψj of the Ne � 1 electrons within the bunch. If the system

is uncorrelated, which is the case for chaotic electron bunches, the second sum of ∼ N2 terms tends to

destructively interfere. In this case the emitted power is the sum of theNe individual scattering electrons.

To harness the potentially much larger coherent term, the phases of the electrons in the bunch have to be

correlated, that is φj ≈ φk for all electrons. This correlation is realized by the collective interaction of

all electrons in the bunch with the undulator radiation fields, known as a free-electron laser (FEL) and

described briefly in the next section.

3.3 X-Ray Free-Electron Lasers

A theoretical description of an FEL with small gain effects and the potential to create coherent x-ray ra-

diation was made as early as 1971 by Madey [Mad71]. Shortly thereafter the first FEL could successfully

demonstrate amplification and lasing in the infrared regime [Dea+77]. While this FEL was operating in

a low-gain regime using mirrors to create an oscillator, current x-ray emitting FELs (XFELs) operate

in a high-gain mode [SS80]. The radiation power increases exponentially while the electron bunch and

the radiation field co-propagate in the undulator. It allows the operation as a single-pass amplifier and

eliminates the need for mirrors to form an oscillator cavity. This development was a crucial step towards

XFELs, since the reflection of x-rays is extremely weak due to n ≈ 1. While electrons are propagating

through the undulator they emit synchrotron radiation. Since electrons are slower than light the emitted

radiation field passes the electrons. An electron interacting with a resonant radiation field can have a

slow exchange of energy with the field over many undulator periods [MT10]. Depending on their po-

sition with respect to the resonant field half of the electrons may gain energy while the other half loses

energy. This perturbation causes the electrons to bunch at the radiation wavelength, known as micro-

bunching, allowing a coherent interaction between radiated field and electrons (cf. Figure 3.4 right side).

Thus, the emitted radiation scales with ∼ N2
e (cf. Equation (3.7)).

The fundamental scaling parameter of an FEL is the Pierce parameter ρ [BPN84] and gives a measure

of the coupling strength between electrons and radiation field. In the x-ray regime 10−4 ≤ ρ ≤ 10−3.

With the help of this parameter a lot of quantities of the XFEL can be described. One of them is the

spectral bandwidth of the emitted x-ray beam ∆Eph/Eph ≈ ρ. The quality of the electron beam greatly

influences the Pierce parameter. For successful FEL operation the energy spread of the electron bunch

should be < ρ. Another important requirement, as noted earlier, is the electron beam emittance εe.

As ρ ∝ ε
−1/3
e [BDM92] a sufficiently small beam emittance is necessary in order to achieve adequate

coupling. The condition on the emittance is given with εe ≤ λ1/(4π) [MT10], which is the same as for

diffraction limited emission of spontaneous undulator radiation [Kim86a]. The Pierce parameter is also a

measure of the undulator periodsNg required in order to increase the radiated power by a factor 2e given

with Ng = (4πρ)−1. This leads to hundreds of periods in the x-ray regime. Thus, the undulator sections
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Figure 3.4: Evolution of main SASE FEL parameters along the undulator. Brilliance (solid line) and
radiation power (dash-dotted line) are normalized to saturation values. The transverse coher-
ence ξ (dashed line) is normalized to its maximum value. At the beginning of the undulator
(label 1) electrons are uncorrelated to the radiation field and amplitudes do not overlap. Dur-
ing propagation electron phases begin to align (label 2) due to a collective interaction with
the radiation field. At the saturation point (label 3) electrons are strongly bunched and emit
coherently, increasing radiation power drastically. (adapted from [SSY10; MT10])

at XFELs are typically very long (∼ 100 m) compared to insertion devices at synchrotron sources (2 m

to 5 m). For lasing to occur the electron beam must travel straight through the long undulator. Transverse

drifts of 10 % to 20 % can significantly disrupt the FEL interaction [MT10]. This requires an alignment

< 5 µm over the whole undulator length. In addition fluctuations in the deflection parameter K of the

undulator have to be small enough, so that no dephasing of electrons with respect to the radiation field

occurs. The gain process in the undulator saturates if the density modulation in the electron bunch

correlates with the fundamental radiation wavelength and maximum bunching is achieved (cf. Figure 3.4

label 3). The total emitted radiation power at saturation Psat scales with Psat ∝ Pbρ, where Pb is the

kinetic energy of the electron bunch [Kim86b].

All these challenges make the realization of an hard x-ray FEL extremely difficult. The first XFEL

(FLASH at DESY in Hamburg) started 2005 and was operating at a soft x-ray wavelength of 32 nm

[Fel10]. It originated from the TESLA Test Facility were the first proof-of-principle of lasing at satu-

ration was demonstrated in 2001 [Sch10]. The next landmark for FELs was the Linac Coherent Light

Source (LCLS) in Stanford, demonstrating a successful operation at a hard x-ray wavelength of 1.5 Å

in 2009 [Emm+10]. Previous discussions were based on the assumption of an electron beam of infi-

nite duration and uniform density. In real-world applications like the LCLS small electron pulses with

∼ 1 nC of charge and durations of several tens of fs are injected into the undulator. Here, the emitted

radiation propagates or slips through the electron bunch at one fundamental wavelength λ1 per undulator

period. Since the system starts from noise, several regions within the electron bunch may evolve with

no phase correlation, known as self-amplified spontaneous emission (SASE) [BPN84]. These regions

are characterized by the cooperation length lc which is a measure for the radiation field slippage over

one gain length and is given by lc = λ1/(4πρ) = λ1Ng [BMP89]. For an electron bunch with length lb
there will be approximately lb/(2πlc) phase uncorrelated regions, typically over 100 for an XFEL. Each

of these regions emits highly lateral coherent FEL radiation. But the longitudinal coherence is greatly

reduced and several spikes develop in the spectral distribution. While each spike has a narrow bandwidth

∆Eph/Eph ≈ ρ, the total SASE bandwidth may be in the order of 0.2 % to 0.5 % [Emm+10]. This

imposes some difficulties when working with refractive lenses, described in more detail in Section 4.3.4.
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More advanced radiation schemes at XFELs have evolved over the time and also a more compact XFEL

is in operation at Spring-8 in Japan [Ish+12]. One of this new possible operation modes is the seeded

XFEL. The idea is to seed the initial FEL interaction with a high temporal coherence source, so that the

seed power is dominating the initial SASE power and the temporal coherence is maintained during am-

plification. While seeding from an external source was demonstrated in the ultraviolet regime [Lam+08],

insufficient seed powers at shorter wavelengths may limit this approach to the ∼ 1 nm region [MT10].

Recently a self-seeding scheme was demonstrated for the first time at LCLS that spectrally filters the

SASE radiation at an early stage by using a diamond crystal in forward Bragg diffraction [Ama+12].

The self-generated monochromatized beam is then used to seed subsequent SASE radiation. Another

interesting opportunity is the two-color operation were two separate pulses with different photon energy

and time delay are produced. Various realizations exist today focusing on different aspects such as large

energy spread [Har+13], narrow bandwidth [Lut+14], and high intensity [Mar+15].

3.4 Important X-Ray Beam Properties

The initially discussed brilliance B gives a single value to describe the performance of any given x-ray

source. It combines important properties like source size Σ, source divergence Σ′, pulse duration τ , and

energy bandwidth ∆E/E. While being a good figure of merit to compare different x-ray sources, other

parameters are often of higher interest at the experimental station. These include the time structure and

pulse duration of the incoming x rays and their degree of longitudinal and transverse coherence. In the

following sections a short overview of these properties and typical values for undulator sources at storage

rings and XFELs is given.

3.4.1 Time Structure and Pulse Duration

Depending on the experiment the time structure and individual pulse length of the x-ray beam is of great

interest. While at storage ring sources the time structure depends on the filling mode of the electron

bunches within the ring and is equal for all beamlines at a given time, XFELs provide the ability to

select pulse duration and time structure for each experiment and even single measurements individually.

Storage rings are filled with a certain number of bunches, usually spaced equidistantly within the ring.

Sometimes also special filling modes, where for example only one quarter of the storage ring is occu-

pied with electron bunches, are used. A typical time resolved operation mode at PETRA III of DESY

is 40 bunch filling with 100 mA current at Ee = 6 GeV. With a storage ring circumference of 2304 m

each bunch has ∼ 20 nC charge, which is significantly higher than 1 nC at XFELs. These high charges

elongate the electron bunch and cause relatively long pulse durations in the order of ∼ 100 ps with a

separation of ∼ 200 ns. Thus the achievable time resolution is limited and individual pulses are very

weak compared to XFELs due to the incoherent electron radiation. Nevertheless time-resolved struc-

tural studies using Laue diffraction or Wide Angle X-ray Scattering (WAXS) on proteins are performed

routinely at these sources [NM12].

To study even faster processes of transient phenomena in physical, chemical and biological systems

shorter pulse durations with sufficient intensity are necessary and can be delivered by XFELs. The
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fundamental limitation to the pulse duration is given by the spectral width ∆ω with

∆ω τ ≤ 2π .

For a coherent Gaussian pulse that is unmodulated, bandwidth-limited, or transform-limited (all used

interchangeably in literature) ∆ω τ = 2π. To obtain a pulse length of τ = 1 fs a spectral bandwidth of at

least ~∆ω ≥ 4.14 eV is required. Since ~∆ω is much smaller than the photon energy in the x-ray regime,

the pulse will be undistorted and similar to a long pulse [Hau11]. While these pulse durations are possible

in theory, even low-charged electron bunches at XFELs have duration of several femtoseconds. Since

SASE starts from random noise many coherent modes develop in the time domain over the electron bunch

length [Li+05] as already discussed in Section 3.3. Thus, generated pulses at SASE XFELs are far from

being unmodulated. Various schemes are proposed to reduce the pulse duration in the attosecond regime

by reducing bunch charges to as low as 1 pC and manipulating electrons in phase-space by external

laser fields, so that only a small part of the bunch will emit radiation [Hem+14]. While the proposed

technologies are currently emerging, typical pulse durations available to date at XFEL sources can be as

low as 10 fs.

3.4.2 Longitudinal Coherence

As seen in the previous section the pulse duration is directly connected to the spectral bandwidth of

the pulse. Here, we want to focus on the latter and concisely discus longitudinal coherence. While

coherence can be discussed in the form of probability amplitudes in quantum mechanics, we want to

focus on a phenomenological approach in terms of classical wave mechanics. The term coherence in

general describes the stability of the electromagnetic field and is a measure of the correlation of the field

in space and time. For example, the field amplitudes of a perfectly monochromatic wave that exists

throughout space are known everywhere and for all times from a single measurement alone. The wave is

fully coherent.

Longitudinal coherence refers to the time component. However, it is convenient to measure coherence

in terms of a length in order to provide a meaningful quantity for typical experimental scenarios. In

general, we are interested in a coherence volume that, ideally, should be larger than the illuminated

sample volume in order to guarantee interference of scattered light from within that sample.

Consider two plane waves A and B that differ in energy by ∆E and thus λB = λA −∆λ, propagating

in the same direction. If the waves are in phase at a position P , how far do they have to propagate before

they are out of phase. This distance defines the longitudinal coherence length ξl. If we propagate further

the waves will be in phase again after the distance 2ξl. Let us assume 2ξl = NλA, or equivalently for

wave B with the shorter wavelength λB we can write 2ξl = (N + 1)(λA −∆λ). Thus, we can write

2ξl = Nλ = (N + 1)(λ−∆λ) −→ ξl =
λ2

2∆λ
=

λ

2∆λ/λ
. (3.8)

The coherence length is only dependent on the monochromaticity or bandwidth of the x-ray pulse. For

a SASE beam at Eph = 8 keV and ∆E/E ≈ 2× 10−3 we have ξl ≈ 40 nm. If a Si-111 crystal

monochromator (∆E/E = 1.4× 10−4) is used, equivalently to a typical storage ring situation, we get

ξl ≈ 550 nm.
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3.4.3 Transverse Coherence

Transverse coherence in this context relates to the correlation of electromagnetic fields originating from

different points of a chaotic source with finite extent in a distant plane of observation. Two waves with

identical wavelength that originate from different source points will be tilted against each other by an

angle ∆θ when observed at a distance L (cf. Figure 3.5). Let their wavefronts coincide in point P .

Figure 3.5: Correlation between two
monochromatic plane waves
tilted to on another by ∆θ.
(adapted from [AM11])

The transverse distance ξt from P at which both waves are out of phase is called the lateral coherence

length. After a distance 2ξt they will be in phase again. From Figure 3.5 is obvious that λ = 2ξt∆θ and

∆θ = S/L. With these relations we can derive the transverse coherence length at distance L from the

source size S via

ξt =
λL

2S
. (3.9)

We see that lateral coherence can be increased by a smaller source size or by simply going further away

from the source. Since the former is not trivial due to the electron bunch emittance most experiments

at storage ring facilities are placed over 50 m away from the source. Note that this coherence can be

greatly influenced by other optical elements along the beam path that may create a secondary source

like monochromators or prefocusing lenses. At XFELs the coherence length is much larger than the

lateral extent of the radiation cone. However, the coherence is not perfect due to the overlap of different

radiation modes [SSY10; Var+11].

A more sophisticated treatment of coherence by means of the mutual coherence function and the theo-

rem of van Cittert-Zernike can be found elsewhere [BW80; Goo00]. When using these formalisms to

calculate the transverse coherence length of a chaotic Gaussian source at a distance L one obtains [Pat10]

ξt,{h,v} =
4 ln 2

π

λL

S{h,v}
. (3.10)

Depending on the FWHM extent of the Gaussian source S{h,v} in horizontal or vertical direction we

obtain a FWHM coherence length ξt,{h,v}, respectively. When comparing this result to Equation (3.9)

one realizes that they only differ by a coefficient. In literature the degree of spatial coherence is often

used, referring to the fringe visibility of an interference pattern. In Young’s double-slit experiment, for

example, the degree of coherence can also be related to the transverse distance between the two slits and

a certain fringe visibility that decreases with larger transverse slit distances.
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4 Refractive X-Ray Optics

Ever since the discovery of x rays in 1895 one was searching for ways to build an x-ray microscope

similar to the ones available for visible light. The benefits of such an x-ray microscope, considering the

unique properties of x-ray radiation, would be enormous. The challenge to overcome is the extremely

small decrement δ of the refractive index n. For most materials in the x-ray regime δ is in the order of

10−5 to 10−7 and positive, leading to n . 1 (cf. Section 2.2.2). In contrast to this, for visible light n

is much larger than unity. Fused silica, for example, has a refractive index of ≈ 1.5 in the visible light

regime. Additionally, the absorption of x rays in appropriate lens materials is considerably stronger than

in comparable materials used for visible light. This implies several difficulties when adapting refractive

lenses or mirrors into the x-ray regime. Due to n . 1 refractive lenses can only deflect the x-ray beam

by a very small amount and must have a concave shape in order to focus x rays, contrary to convex lenses

in the visible light regime, where n > 1. This leads to the need of several lenses with small curvatures,

which, on the other hand, enforces a small aperture and increased absorption for the lens stack. With that

in mind scientists in the early twentieth century kept their focus on x-ray optics based on reflection and

diffraction. While reflection is also very weak for x rays, the effect of total external reflection allows one

to use mirrors in order to focus light. Despite the low critical angle of θc =
√

2δ < 1° (cf. Section 2.2.5),

several optics like Kirkpatrick-Beaz mirrors [KB48] or Wolter mirrors [Wol52] have been developed.

Also capillaries [HTB94] and waveguides [Pfe+02] emerged. Another method based on Bragg reflection

on crystal lattices or multilayer stacks has led to the invention of bent crystals [Sch+98] and multilayer

mirrors [UTF86]. Another method to focus light over a large range of the electromagnetic spectrum are

Fresnel zone plates based on Fresnel diffraction theory [Lai+92; Sch06; Pfe+06]. Over the past years

other flavors like Multilayer Laue Lenses have evolved [Mas+04; Yan+11; Bra+13; Mor+15] that make

use of thin film techniques to create one-dimensional diffraction gratings.

At the end of the 20th century scientist discussed again the possibility of refractive x-ray optics. While

Michette et al. [Mic91] still believed a refractive lens is not possible, the first lens prototype was suc-

cessfully tested at ESRF in 1996 [Sni+96]. Later on the design and fabrication where further refined and

compound refractive x-ray lenses (CRLs) [Len+99; Len+02] and nanofocusing refractive x-ray lenses

(NFLs) [Sch+03] have been fabricated and are nowadays widely used at hard x-ray radiation sources

[Hop+13; Dzh+14; Sch+15]. An introduction to these concave shaped lenses is given in the next section.

Challenges in the microfabrication of x-ray optically favorable materials led to an advancement of the

concave lens shape into a lamella lens, the refractive lamellar lens (RLL) [Sei+14a], discussed later on

in section 4.2.

Moreover, common properties of CRLs, NFLs and RLLs are given at the end of this chapter in section

4.3. With this knowledge several favorable lens materials are compared in Section 4.4. Limitations,

current possibilities, and future developments will be briefly highlighted.
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4.1 Parabolic X-Ray Lenses

Today’s parabolic compound refractive x-ray lenses (CRLs) have first been introduced by Lengeler et al.

in 1998 [Len+98]. They consist of several lenses stacked behind one another, each with a rotationally

symmetric parabolic profile and a bi-concave shape. Due to n < 1 in the x-ray regime, a focusing lens

is concave rather than convex for visible light. The stacking of many lenses is compulsory since the

refraction inside the lens material is extremely weak. To illustrate this, let us consider a thin spherical

lens with a common radius R = 0.2 m. According to the lensmaker’s equation [Hec02] the focal length

f for a thin lens is given by f = R/(2δ). A conventional fused silica lens (|δ| ≈ 0.5 for visible light)

would focus the light in a distance of f = 0.2 m if the shape is convex (since n > 1 for visible light).

Assuming a reasonable but arbitrary δ = 0.5× 10−6 for the same lens, but with a concave shape in the

x-ray regime, the focal distance f would be 200 km. One can imagine that such a lens is not useful and

that the deflection of x rays is very hard to detect. Indeed that was the observation of Röntgen in 1895

[Rön95]. He correctly noted that his measurement accuracy may not have been good enough to detect

the deflection. Scientists interpreted this the wrong way and believed x rays can not be refracted. Two

obvious solutions come to mind when coping with this problem: use more lenses and decrease the radius

of curvature. That is what Snigirev et al. did in 1996 when they demonstrated viable x ray focusing with

refractive lenses made of small holes drilled in aluminum [Sni+96].

Unfortunately, spherical lenses are not well suited for x ray focusing as they introduce aberrations. This

is also known for visible light, but the effects are considerably smaller. When looking at a visible light

lens, the radius of curvature can usually be significantly larger than the lens aperture. This means only a

small part of the sphere is actually illuminated. But with the weak refraction of x rays the lens curvature

has to be extremely small. Actually, the radius of curvature is smaller than the lens aperture, which means

the whole sphere of an x-ray lens is being illuminated. To calculate the correct lens shape we evaluate

the refraction of x rays on a single lens surface s(r) (cf. Figure 4.1(a)). The refraction of an x-ray beam

a) b)

Figure 4.1: Shape of refractive x-ray lenses. (a) Refraction at a concave lens. The angle between the
incident beam and the lens surface is given by ϑi. (b) Geometry of a biconcave parabolic lens
held in a casing of width lc.

at distance r from the optical axis can be described with Snell’s law by cosϑi = (1−δ) cos(ϑi−∆ϑ). In

paraxial approximation, which is a good assumption considering the weak refraction and small apertures

of an x-ray lens, one derives ∆ϑ = δ cotϑi = δ(ds/dr). For a thin lens, where the focal length fs is

significantly larger than the lens thickness, ∆ϑ can be calculated by r/fs. After integration the shape is
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given by
r

fs
= δ

ds

dr
−→ s(r) =

r2

2fsδ
+ c , (4.1)

which translates to a parabolic lens shape. It is convenient to express the curvature at the lens apex with

d2s(r)/dr2 = 1/(fsδ) ≡ 1/R, where R is the radius of curvature as depicted in Figure 4.1(b). The

geometrical aperture D = 2R0 is then given by the thickness l of the lens and the gap d between the two

surfaces via D = 2
√

(l − d)R. The focal length f of such a biconcave lens with two parabolic surfaces

is half the focal length of a single surface fs, hence

f =
R

2δ
. (4.2)

Further properties of refractive x-ray lenses will be discussed in Section 4.3. The mentioned CRLs

feature this parabolic profile in a rotational symmetry like conventional visible light lenses. They are

manufactured by embossing metal foils. This mechanical process, however, is the limiting factor for

practicable lens curvatures. Today’s smallest available curvature is R = 50 µm. The fact that each

lens is produced individually can be seen as an advantage, since one can configure the lens stack to the

specific requirements. Though the downside is the casing required for alignment and stabilization of the

metal foil. This enforces gaps between lenses since the casing width lc is larger than the lens length l,

effectively reducing refractive power per unit length of the lens stack. As will be shown in Section 4.3.1

the minimal attainable focal distance of a lens is given by fmin =
√
Rlc/(2δ), which directly translates

to the achievable lateral focal spot size.

To overcome this mechanical machining limitation a new type of lens was developed using microfab-

rication techniques for silicon wafers, the nanofocusing refractive lens (NFL) [Sch+03; Sch+05]. An

NFL consists of several tiny micro lenses etched into a silicon substrate with lithographic techniques (cf.

Figure 4.2). Due to this process the lenses are not rotationally but cylindrically symmetric and can only

focus x rays in one dimension. The advantage, however, is the ability to structure lenses with curvatures

as small as a few micro meters and the direct stacking behind each other so that lc = l.

a)

200 µm

b)

200 µm

Figure 4.2: SEM image of NFLs produced in 2009. (a) R = 4.2 µm with high aspect ratio. (b) R =
7.8 µm with small aspect ratio.

4.2 Lamellar X-Ray Lenses

While NFLs are a great success for focusing hard x rays at synchrotron radiation sources [Sch+05;

Sch+10a], the lens material is limited to silicon. This restriction is mainly imposed by available mi-
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crostructuring processes that allow high aspect ratios of the order of 1:10.

As we will show later on in Section 4.4 silicon is a well suited lens material, but its high absorption

reduces lens apertures considerably for reasonable curvatures. This is caused by the relatively high

atomic number of Z = 14 compared to more favorable materials and limits the possible numerical

aperture and thus also focal spot size and gain. Ideally, a material with low Z and highest density ρ

is best. Beryllium is a well suited material, especially for lower photon energies below 15 keV (cf.

Figure 4.7). For harder x rays diamond is the most desired material for refractive x-ray optics when

minimal focal spot sizes are required.

In the past efforts were made to etch lenses into a diamond substrate, since established etching processes

exist. However, they are only used for very shallow etch depths. The required etch depth in order to

achieve high aspect ratios could not be realized [Nöh+03; Boy09]. The etch process is severely disturbed

and needles are formed at the bottom of the etched substrate. Currently, a new technique is evolving that

uses high-intensity short-pulse lasers in order to structure one- and two-dimension lenses out of diamond

[Pol+15; Ter+15]. However, the process is still at an early stage and achieved curvatures are large.

When further looking for appropriate materials sapphire (Al2O3) is a very promising material as well.

Unfortunately there exist no established etching methods. However, the deposition of thin films using

the technique of atomic layer deposition (ALD) is well established. At first glance it seems contradictory

to create a refractive lens, which has to have a parabolic refraction profile given by Equation (4.1), out

of thin films with equal thickness and homogeneous material properties. The only way to create some

kind of thickness change was by bending this thin film like a piece of paper to create a distinct projected

thickness. The concept on how to “bend” this Al2O3 film in order to create a parabolic thickness profile

in projection geometry is described in the following.

Shape Calculation

Figure 4.3: The parabolic thickness profile is generated in projection of a lamella of constant thickness
d. The lamella shape is defined by the two functions g(r) and g̃(r) to yield a projected
thickness ∆(r) that grows parabolic with r. (Reprinted with permission from [Sei+14a].
Copyright 2014, AIP Publishing LLC.)

The concept to calculate the shape is depicted in Figure 4.3. The refractive lamellar lens (RLL) consists

of many thin lamellae with a constant thickness d. The projected thickness along the optical axis z,

however, shall follow the parabolic lens profile as derived earlier in Equation (4.1):

∆(r) =
r2

2R
+ d . (4.3)
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To calculate the shape we will describe a single lamella by the two surfaces g(r) and g̃(r). The simple

condition for a parabolic profile in projection is then

g(r) = g̃(r) + ∆(r) . (4.4)

To enforce a constant thickness we demand that the minimal distance between g and g̃ shall be d. On the

optical axis we set g′(0) = 0 and hence g(0) = d. The shortest distance from any point P̃ (r̃|g̃(r̃)) on

g̃ to g is given by the orthogonal projection from P̃ onto g, marked by the point P (r|g(r)) and is given

with P̃ = P + d · ng(r). This can be written as(
r̃

g̃(r̃)

)
=

(
r

g(r)

)
+

d√
1 + g′2(r)

(
g′(r)

−1

)
, (4.5)

where we used the normal ng on g given with

ng(r) =

(
g′(r)

−1

)
1√

1 + g′2(r)
.

Note that we could have also used the projection from P onto g̃. To ensure that the solution is monoton-

ically increasing we set g′ ≥ 0. From the first equation in Equation (4.5) we obtain

r̃ = r + d
g′(r)√

1 + g′2(r)
. (4.6)

When we follow the initial condition g(r) − g̃(r) = d (Equation (4.4)) and substitute Equation (4.6) in

the second equation of Equation (4.5) we obtain the nonlinear differential equation

g

(
r + d

g′(r)√
1 + g′2(r)

)
−∆

(
r + d

g′(r)√
1 + g′2(r)

)
= g(r)− d 1√

1 + g′2(r)
. (4.7)

This equation can be solved if we consider d � 1 and linearize the first term on the left side of Equa-

tion (4.7), yielding

d
√

1 + g′2(r)−∆

(
r + d

g′(r)√
1 + g′2(r)

)
= 0 . (4.8)

With the given expression for ∆(r) from Equation (4.3) and by approximating
√

1 + g′2 ≈ 1 + g′2/2

and g′/
√

1 + g′2 ≈ g′ if we consider g′ � 1 we obtain

0 = d

(
1 +

1

2
g′2
)
−
(

1

2R

(
r + dg′

)2
+ d

)
. (4.9)

This ordinary nonlinear differential equation can be solved by numerical methods. The implemented

algorithm uses a 5th-order Runge-Kutta method as described in [Pre+07]. The presented mathemati-

cal solution was obtained with the help of Jens Seidel from the Faculty of Mathematics at Technische

Universität Chemnitz.

The lamella shape could be calculated with minimal errors for the desired parabolic thickness profile.

As an example the results for the lens parameters R = 20 µm and d = 2 µm are shown in Figure 4.4 up
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to R0 = 25 µm. The lens surfaces g(r) and g̃(r) are depicted on the left side together with the obtained

thickness in projection ∆(r). The thickness error ε(r) shown on the right side was calculated by fitting

Equation (4.3) to the result. Errors are well below 1 nm and much smaller than process inaccuracies

during microfabrication.
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Figure 4.4: The result after solving the differential equation Equation (4.7) for the lens parameters R =
20 µm and d = 2 µm is shown on the left. The error of the projected thickness ∆(r) compared
to a parabolic fit is depicted on the right side.

4.3 Basic Properties of Refractive X-Ray Lenses

While we have already discussed basic lens characteristics at the beginning of Section 4.1 we want

to discuss more properties in order to assess suitable materials for x-ray optics more qualitatively and

understand basic limitations. The theory from a thin lens will also be adapted to thick lenses, which is

often the case when many lenses are stacked behind each other.

4.3.1 Focal Distance

We have already derived the focal distance for a single biconcave lens in Equation (4.2). However, this

equation holds only in the limit of a thin lens, meaning the focal distance f is much larger than the single

lens thickness l (f � l) as shown in Figure 4.1(b). We can adapt Equation (4.2) with ease to N stacked

lenses with (1/fN ) =
∑

(1/fi). If every lens in the stack has the same focal distance f = fi, then

fN =
R

2Nδ
. (4.10)

Again, this formulation only holds if the whole lens stack with length Nlc � fN , which is typically not

true for the lenses under consideration in this work. The stack length is greatly influenced by the casing

width lc of a single lens. Since we often want to achieve smallest spot sizes, focal distances need to be

minimized, as we will see in Section 4.3.3.

In order to derive the focal distance of a thick lens one can imagine such a lens in the limit of infinite

lenses N → ∞ with constant lens stack length and refractive power. Under this assumption an off-axis
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x-ray may oscillate within the lens stack if the length and refractive power are sufficient. The spatial

oscillation frequency ω equals the refractive power per unit length and is given with

ω =

√
2δ

Rlc
. (4.11)

Several properties of the lens can be derived from this approach. Two important positions along the

optical axis are the focal plane position zF and the principal plane position zH , which is shifted against

the center of the lens. Assuming the beginning of the lens stack at position z = 0 one can derive [Pat10]

zH = L+
cot(ωL)

ω
− 1

ω sin(ωL)
, (4.12)

zF = L+
cot(ωL)

ω
. (4.13)

The focal length is defined as the distance between those two planes f = zF − zH and hence

f =
1

ω sin(ωL)
. (4.14)

The minimal focal distance fmin can now be determined as the first intersection of the spatially oscillating

x rays with the optical axis. The first intersection occurs at ωL = π/2 and we can define a critical

maximal lens length Lmax = π/(2ω). With this we can derive an expression for the shortest possible

focal distance

fmin =
1

ω sin(ωLmax)
=

1

ω
=
√
fslc =

√
Rlc
2δ

. (4.15)

In order to achieve shortest focal lengths and smallest spot sizes one has to increase the refractive power

per unit length. This means reducing Rlc by smaller curvatures, shorter lenses, and by choosing a

material with high refraction δ. Since δ/ρ is nearly constant over the x-ray spectrum, materials with

highest densities are favorable. However, the spot size is not only determined by focal length, but also by

the optics aperture. For visible light the aperture is limited by the lens geometry due to weak absorption.

In the x-ray regime this is often not true. Absorption inside the lens can severely influence transmission

and thus the effective aperture.

4.3.2 Transmission and Gain

Transmission or efficiency is one of the most crucial properties of any optics. The term efficiency is

used for example in connection with Fresnel zone plates and mirror optics, describing diffraction and

reflection efficiency, respectively. For refractive optics light is absorbed and the term transmission is more

appropriate. Both terms describe the loss of photon flux. For refractive lenses the parabolic transmission

profile and surface effects have to be considered. The transmission Tp is given by [Len+99]

Tp =
1− e−2ap

2ap
e−µNd with ap =

µNR2
0

2R
+
Nδ2k2σ2R2

0

R2
. (4.16)

While the fraction of the left equation relates to the parabolic transmission profile of the lenses, the

exponential term exp(−µNd) describes a reduction due to an unavoidable material gap d at the apex of

the parabolas. For CRLs made of Be this can be tens of µm per lens. For NFLs or RLLs this value is
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typically≤ 2 µm. The absorption in the effective lens parabola is described by ap considering absorption

in the first term and surface roughness σ in the second. However, the influence of roughness greatly

depends on the momentum transfer q for the transmitted beam at the lens interface. With q ∼ δk the

effect is drastically reduced for x rays since δ ∼ 10−6 and may be neglected.

The parabolic profile leads to an increasing absorption with increased distance from the lens apex. The

outermost rays passing through the edge of the lens may thus not contribute to the numerical aperture. In

order to calculate the diffraction limited spot size later on via the well known Abbe or Rayleigh criterion

(cf. Equation (4.21)) it is convenient to define an effective aperture Deff with [Len+99]

Deff =

√
1− e−ap

ap
2R0 . (4.17)

Another important attribute is the achieved gain G of the optics. It relates to the increase in intensity in

the produced focal spot of the optical element compared to a pinhole with equivalent size. The gain is

calculated by relating the geometric aperture area of the lens (πR2
0) to the focal spot area (1/4πBhBv)

while considering the transmission of the lens. One derives

G = Tp
4R2

0

BhBv
. (4.18)

4.3.3 Focal Spot Characteristics

The focal spot of any optics is formed by the convolution of the diffraction limited spot, which is a char-

acteristic of the optical element, and the geometric image of the source, which is related to experimental

parameters. When we consider the resulting transverse focus size B in both horizontal (h) and vertical

(v) direction we may write

B{h,v} =
√
b2{h,v} + d2

t,{h,v} (4.19)

with the assumption of both the diffraction limited spot dt and the geometrical image b being of Gaussian

shape and are all given as FWHM values. For the optics and x-ray sources considered here this assump-

tion is very well fulfilled. The geometric image size is related to the demagnification of the optics given

by the source distance LS and the image distance LI with

b{h,v} =
LI

LS
S{h,v} =

f

LS − f
S{h,v} . (4.20)

The diffraction limit of the optics is determined by the wavelength λ of the radiation and the numerical

aperture NA of the optics. It describes half the opening angle ϑ of the optics and gives a measure

of contributing space frequencies of the spherical wave to the diffraction limited spot. The numerical

aperture is given by NA = n sinϑ = nDeff/(2LI) and takes the refractive index n of the surrounding

medium into account. For x rays n ≈ 1 and thus

dt = ζ
λ

2NA
= ζ

λLI

Deff
. (4.21)

The constant factor ζ is related to the shape of the aperture and is of the order unity. It also depends on

the definition of dt. Whether one wishes to express the first zero of the Airy-disc pattern or the width
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(sigma or FWHM) of a Gaussian fitted to the central peak of the Airy-disc. Here, we measure dt as

FWHM width and for a Gaussian lens aperture ζ ≈ 0.75. Since lens stacks will not always be limited in

their aperture by absorption one should also consider a circular lens aperture with ζ ≈ 1 (for the FWHM

focal spot size as opposed to the well known 1.22 for the first zero point).

To achieve smallest focal spot sizes both the geometrical image b{h,v} and the diffraction limited spot size

dt,{h,v} have to be minimized (cf. Equation (4.19)). In all experiments within this work the geometrical

image b < dt. The source is sufficiently small and its distance is large enough from the lens so that the

demagnification is very large. The domination of the focal spot by dt also implies that the optics aperture

was illuminated coherently, meaning that the lateral coherence length ξt at the lens aperture is larger

than Deff . This condition must be fulfilled in order to conduct coherent imaging experiments described

in Chapter 5. From Equation (4.19) and (4.21) it is apparent that small foci demand high numerical

apertures and coherently illuminated optics. On the other hand, these large opening angles also result

in a decrease in focal depth, which may constrain the sample thickness. When moving out of focus the

beam size increases continuously according to NA. The depth of focus Bl is defined by a widening of

the beam to the value
√

2B{h,v}. Using the beam caustic for refractive lenses from [Len+99] one can

derive

Bl =

√
2

ln 2

B{h,v}

NA

b<dt∝ λ

NA2
. (4.22)

The scaling of the focal depth Bl with NA−2 only holds in the coherent or diffraction limited case where

b < dt. Otherwise the relation b/dt is relevant. In the x-ray regime numerical apertures are very small.

Refractive lenses used in this work have NA in the range 10−3 to 10−4. Thus, the depth of focus is

usually more than three orders of magnitude larger than the transverse focal spot size. For example a

100 nm diffraction limited focal spot will typically have a length of 100 µm.

4.3.4 Chromaticity

Refractive lenses have an inherent chromaticity due to the dispersion in the lens material. However,

for most storage ring applications this is not an issue as monochromators are used most of the time,

enforcing narrow bandwidths of ∆E/E ≈ 1.4× 10−4. But at the latest XFELs chromatic aberrations

become important when conducting experiments. Refractive lenses made of beryllium are, amongst

reflective mirrors, one of the few available optics that withstand the high-intensity XFEL pulses [Sch+01;

Sch+04]. However, these SASE pulses have a broad bandwidth of ∆E/E ≈ 2× 10−3 (cf. Section 3.3).

Thus, chromaticity will be briefly discussed in the context of a highly coherent beam, where source size

and distance are negligible (B = dt and LI = f ).

The position of the focal plane zF is given by Equation (4.13). Note that this is not the focal length f

(Equation (4.14)). The focal length will change considerably more for very thick lenses (ωL → π/2)

due to an additional shift of the principal plane within the lens [Pat10]. We can derive the change in focal

position from Equations (4.13), (4.11), and (2.20):

dzF
dE

=
d

dω

(
cot(ωL)

ω

)
dω

dδ

dδ

dE
−→ ∆zF =

(
cos(ωL) +

ωL

sin(ωL)

)
︸ ︷︷ ︸

=:αF

f
∆E

E
. (4.23)

For a thin lens (ωL → 0) the chromaticity parameter αF → 2, whereas for a thick lens αF → π/2. A
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comparison of the different scaling between changes in focal length ∆f (by αf with ∆f = αff∆E/E),

focal plane position ∆zF (by αF with Equation (4.23)), and principal plane position ∆zH (by αH with

∆zH = αHf∆E/E) is shown in Figure 4.5.
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Figure 4.5: Chromaticity parameters for focal plane
position αF , focal length αf , and prin-
cipal plane αH as a function of the lens
parameter ωL. (adapted from [Pat10])

The influence of the focal plane shift can be neglected if the lateral beam size due to chromaticity is equal

or smaller than dt:

∆zFNA ≤ dt = ζ
λ

2NA
= ζ

λf

Deff
. (4.24)

With Equation (4.23) we can derive a condition for the tolerable bandwidth

∆E

E
≤ 2

αF
ζ
λf

D2
eff

. (4.25)

We can now estimate the total lateral beam size B by a convolution:

B =

√
d2

t + (∆zFNA)2 =

√
d2

t +

(
αF

Deff

2

∆E

E

)2

. (4.26)

For a given lens set and experimental bandwidth the spot size can be calculated with the given equation.

In the case of a Gaussian aperture that is dominated by attenuation in the lens, both dt andDeff scale with
√
f and the relative influence of the chromaticity is independent of the focal length [Sei+14b]. However,

when using available beryllium CRLs at XFELs this is typically not the case and the aperture resembles

a truncated Gaussian. In this case the scaling of Deff and hence dt is more complicated.

To highlight the focal broadening in dependence of the focal length f we will consider a theoretical lens

stack at Eph = 8.2 keV made of Be lenses with R = 50 µm, l = 1.1 mm, and 2R0 = 300 µm as used

later on in Chapter 6 (cf. Table 6.2). These parameters give us a fixed refractive power per unit length

ω (cf. Equation (4.11)). By varying the virtual lens length L up to Lc we can decrease the focal length

towards fmin = 1/ω (see Equation (4.15)). The chromatic broadening in relation to the diffraction limit

is depicted in Figure 4.6. The white line delineates the border between diffraction and chromaticity

limited spot size (∆zFNA = dt). The lens stack discussed throughout Chapter 6 is highlighted by the

white triangle, where (∆zFNA)/dt ≈ 4.3 and the focal spot is significantly dominated by the x-ray

bandwidth. While a monochromator was used to characterize this lens set, the broadening with the pure

SASE beam is interesting for applications demanding smallest spot sizes. A detailed analysis of focal

spot intensity profiles for a perfect CRL and for the aberrated CRL discussed in Chapter 6 can be found
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Figure 4.6: Chromatic broad-
ening ∆zFNA
relative to the
diffraction limit dt

as a function of
bandwidth ∆E/E
and focal length f
The experimental
situation at LCLS
is highlighted by
the triangle.

in [Sei+14b]. It is shown that a broadening of the focal spot is less critical with the aberrated lens, as the

focal spot is already significantly increased due to spherical aberrations and chromatic broadening is only

a minor contribution. However, the case is different for perfect lenses and hence also for the aberration

corrected lens presented in Chapter 6. If highest intensities of the XFEL beam are of interest (e. g. to heat

samples), one has to consider the higher energy of SASE beams versus the increase in focal spot size

of chromatic optics in order to find optimal experimental parameters. With the emerging seeded SASE

beam another option besides monochromators becomes available to decrease bandwidth while achieving

higher pulse energies as compared to a monochromatized SASE beams.

4.4 Material Choices for Refractive X-Ray Optics

Throughout the preceding chapters we discussed x-ray interaction with matter and derived properties for

refractive lenses. The mass attenuation coefficient µ/ρ is strongly dependent on the atomic number Z

of the material (cf. Figure 2.5) due to varying electron binding energies, whereas the specific refraction

δ/ρ is nearly constant for all elements distant of any absorption edges. The general rule of thumb is to

use materials with low atomic number Z to minimize absorption and high density ρ in order to maximize

refraction. At first, a high ratio δ/µ seems to be desirable. Here, lithium shows a superior value. But

due to its extremely low density refractive power per unit length is very weak and too many lenses are

needed to achieve focal spot sizes below 100 nm, increasing attenuation [Sch+03].

Thus, the selection of an appropriate material is beyond a high δ/µ ratio. Nowadays most relevant

properties of x-ray optics are diffraction limited spot size dt and gain G. Small spot sizes are needed for

highest resolution in conventional scanning microscopy were the sample is scanned through a confined

beam and, for example, absorption and emission spectra are recorded. Here, resolution is limited by the

beam size. Modern coherent scanning microscopy techniques like ptychography (cf. Section 5.2) depend

not so much on the beam size, but rather on the applied coherent intensity to the sample [SS10; Sch+12].

This favors gain G over dt since a small focus is inferior if transmission and thus intensity in the focal
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Figure 4.7: Diffraction limited spot size dt and gain G for parameter optimization towards minimum
achievable dt (constraints: WD > 10 mm,R ≥ 5 µm, 10 µm ≤ 2R0 ≤ 400 µm, d = 1.5 µm,
and L ≤ 500 mm).
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Figure 4.8: Diffraction limited spot size dt and gain G for parameter optimization towards maximum
achievable G (constraints as in Figure 4.7). This optimization will always use the highest
available R0 with the smallest R in order to collect as much intensity as possible.

plane decrease stronger than the focus area.

In order to assess different materials we will compare relevant ones (Be, diamond C∗, Al2O3, Si) under

the two scenarios of minimized dt and maximized G. The boundary conditions are as follows: We

demandR ≥ 5 µm which is still feasible for Si or Al2O3 but only theoretical for Be and C∗ due to current

manufacturing techniques. The focal spot should be at least 10 mm in front of the lens to ensure space for

real experimental scenarios (working distance WD). The aperture is limited to 10 µm ≤ 2R0 ≤ 400 µm

and the total lens should be L ≤ 500 mm long. The thickness d at the lens apex is set to d = 1.5 µm,

which is again feasible for Si and Al2O3 but not for Be and C∗ at the moment. Results are plotted

in Figure 4.7 for an optimization of dt and Figure 4.8 for optimized G. Due to the finite search space

some graphs oscillate, especially in theG plot. This phenomenon occurs when at a given curvatureR the

apertureR0 is increased to reduce dt for higher energies. At a certain point the next available curvatureR

is favorable instead of increasing R0 further. Within the presented lens materials Si is the worst choice.

Due to its high Z attenuation is strong. In addition the density ρSi = 2.33 g cm−3 is not that high, leading



4.4. MATERIAL CHOICES FOR REFRACTIVE X-RAY OPTICS 43

to moderate refraction in the material. Both achievable dt and G are only mediocre. Nevertheless the

material is used to produce nanofocusing optics [Sch+03]. Reason is foremost the very high quality of

substrate materials from single crystals and highly developed manufacturing techniques originating from

the semiconductor industry. Thus, very small lenses with radii of curvature of R = 5 µm are feasible.

Recently, also Al2O3 was discovered as a lens material [Sei+14a]. While no suitable nanostructuring

techniques exist, the deposition of thin films by atomic layer deposition can be used to create lenses

with geometric parameters similar to Si (see Chapter 7). Challenge here is the fragile nature of the thin

films as well as the amorphous material growth and thus a reduced density of ρAl2O3 = 3.0 g cm−3 as

compared to 3.95 g cm−2 for the crystalline case. While the reduced density causes slightly enlarged

focal spot sizes (cf. Figures 4.7 and 4.8 left side), the achievable gain is the same in both cases, since

δ/µ is constant (cf. Figures 4.7 and 4.8) right side).

Diamond is a very interesting material for refractive lenses due to the already mentioned low Z and high

density of ρC∗ = 3.52 g cm−3. But attenuation in C∗ is stronger than in Be below roughly 40 keV (cf.

Figure 2.5). That is, why diamond is outperformed by Be for low energies below 13 keV if optimizing

for dt (cf. Figure 4.7). Above that energy Be is already limited by Compton scattering while for C∗ the

superior refractive strength is beneficial. Due to the higher absorption the gain of a C∗ lens is always

lower than for Be until both materials are in a regime dominated by Compton scattering above 40 keV.

For lower photon energies the material of choice is Be. It is superior in minimal achievable focal spot

size dt and provides the highest gainG over the whole plotted energy range. Beryllium is extremely well

suited due to Z = 4 and its high density ρBe = 1.848 g cm−3 as compared to its neighbor Li, which we

dismissed at the beginning.

However, problems with C∗ and Be arise from available material qualities and structuring techniques.

As mentioned earlier in Section 4.2 diamond structuring is difficult and promising techniques are cur-

rently evolving. While substrate qualities increased and monocrystalline substrates are available, surface

shape and roughness are still inferior. Nevertheless, new approaches of short-pulse high-intensity laser

microstructuring may lead to high quality diamond lenses. On the other hand beryllium CRLs are com-

mercially available and the manufacturing process is highly sophisticated. However, Be substrate quality

and the current cap ofR > 50 µm limit the performance. Over the years several Be substrates were evalu-

ated and today quality Be substrates with reduced small angle x-ray scattering exist (Materion Beryllium

X-Ray IF-1) that have been successfully used in coherent imaging experiments [Sch+13; Sch+15].

To compare Si and Al2O3 lenses with Be and C∗ we will use additional constraints on the two latter to

account for available or foreseeable fabrication techniques. These constraints are: The radius of curvature

is limited to R ∈ {12, 50} µm with a lens thickness of l ∈ {0.5, 1.0}mm (corresponds to available Be

substrates). This leads to apertures of 2R0 ∈ {150, 214, 300, 440} µm. Due to the embossing process

the residual thickness at the apex is set to d = 30 µm. These values represent current geometries of Be

CRLs for R = 50 µm. Consequences of substituting Be with C∗, smaller curvatures and a comparison to

Si and Al2O3 are given in Figure 4.9.

If optimized for gain G (right side of Figure 4.9) we see the same behavior as in the prior graphs. Be

and C∗ dominate due to superior δ/µ. The optimized achievable spot size dt (left side of Figure 4.9)

is dominated by Be until approximately 17 keV for R = 50 µm. For lower curvatures of R = 12 µm

this point is already reached at 13 keV, similar to Figure 4.7. Depending on upcoming developments in

laser microstructuring of C∗ [Pol+15; Ter+15], these lenses might be an interesting alternative at higher
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Figure 4.9: Diffraction limited spot size dt and gain G for parameter optimization towards minimum
achievable dt and maximum G, respectively. While Si and Al2O3 have the same constraints
as in Figure 4.7, other constraints for Be and C∗ are enforced to reflect feasible parameters
(R ∈ {12, 50} µm, l ∈ {0.5, 1.0}mm → 2R0 ∈ {150, 214, 300, 440} µm, d = 30 µm).

energies.

All considerations were made under the assumption of perfectly fabricated lenses, as often is not the

case. While Si NFLs have a very good shape accuracy, they are limited by the material Si and by the

fact that lenses are only one-dimensional, requiring two NFLs in a crossed geometry. The same applies

for Al2O3, whereas several manufacturing challenges have to be overcome (cf. Chapter 7). Beryllium

lenses are in theory very well suited for all applications up to several tens of keV. Unfortunately, shape

errors resulting from inaccuracies in the embossing process lead to spherical aberrations, preventing the

generation of smallest spot sizes and also high gains. While they are the only refractive lens choice

at XFELs, at synchrotron radiation facilities these lenses are mainly used as a prefocusing device to

manipulate beam properties at the experimental station, where typically another nanofocusing optics is

used (e. g. FZP, NFL, KB-mirror). In this application the minor shape errors are insignificant. Another

factor to consider is the large aperture of CRLs of 2R0 > 300 µm, exceeding the horizontal coherence

length at most storage rings. Here, nanofocusing is only possible if additional prefocusing lenses are

used to manipulate coherence accordingly. In order to effectively use Be CRLs as nanofocusing devices

not only at XFELs, where their large aperture and radiation hardness is unchallenged, but also at storage

ring sources, the residual aberrations must be corrected.

Characterization and correction of aberrations in Be CRLs will be the main topic throughout the rest of

this thesis. Chapter 5 will describe the determination and quantification of aberrations in x-ray optics and

outline a possible solution in the form of a corrective phase plate. In Chapter 6 experiments are presented

and evaluated to assess the performance of the corrected Be CRL.



45

5 Optics Characterization and Aberration Correction

Optical elements are used in a broad range of scientific areas, covering nearly the complete electro-

magnetic spectrum. Performance and quality of these optics often play a crucial role for the specific

application. Highest advanced optics and characterization methods can be found in the visible light

regime. The easy observation by eye has led to an incredible fast development in this area.

Today, a variety of different optical tests exists [Mal07], while only a few of them are applicable in the

x-ray regime. Limitations are mainly imposed by the extremely small wavelength of x rays (10−10 m),

leading to completely different optical properties for all materials in the x-ray regime (cf. Section 2.2).

Also the unavailability of highly coherent x-ray sources for a long time (cf. Chapter 3), demanding

manufacturing criteria for test samples, and the lack of low-noise x-ray detectors with suitable resolution

and efficiency were problematic.

In the beginning of x-ray based research the demand for optics characterization was low. In the 20th

century, after the discovery of x rays in 1895, main research fields included full-field absorption imaging

used in medical applications and diffraction on solids for structure determination. Both techniques have

very low demands on x-ray optics - they work without any or only rely on simple slits to define the area

exposed to x rays.

For a long period the only available sources for x rays were x-ray tubes. Later on synchrotron radiation

sources became available. While temporal coherence of x-ray beams could be very high with the help of

crystal monochromators, they all suffered from very low lateral coherence. Nevertheless, the increased

brilliance of these sources and the desire to probe samples more locally led to the advent of x-ray optics

(cf. Chapter 4). Thus, the need was born to characterize their focusing properties. The simplest technique

to adopt from visible light optics is the knife-edge test. For visible light one can even identify transversal

aberrations by partially blocking the beam in one plane while observing appearing shadows over the

aberrated region [Mal07]. For x-ray optics this test is simplified by measuring only the total intensity with

a simple point detector. While scanning the highly absorbing knife-edge across the beam in horizontal

and vertical direction, one can deduce the overall beam size by a simple deconvolution of the measured

intensity signal with the known knife-edge shape. Also fluorescence signals or diffraction from the knife-

edge itself can be evaluated [Kan+06; Suz+05], although signal levels may be too low to characterize

side lobes. In addition, the test may be limited by knife-edge quality and the problem to find thin enough

knife-edges that fully block the beam. This gets crucial when focal spot sizes are very small (dt < 50 nm)

and the focal depth is in the range of a few micro meters.

More advanced optical tests often require a coherent beam since they are based on interferometry. For

x-ray optics it was impossible for a long time to illuminate their aperture coherently. The continuous

development of synchrotron radiation sources during the last decades has led to facilities of the 3rd gen-

eration (cf. Section 3.2) and x-ray free-electron lasers (cf. Section 3.3) that now provide sufficiently

small sources in order to coherently illuminate suitable x-ray optics and several new beam characteriza-

tion methods evolved. These advanced optical characterization methods that are used in this work will
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be briefly described in the following sections. With the information gained on wave-field errors methods

are described on how to correct aberrations, in principle, for any kind of x-ray optics.

5.1 Ronchi Test

The Ronchi test is a shearing interferometry method first described by Italian physicist Vasco Ronchi

in the 1920s [Ron64]. It was used to characterize telescope lenses and mirrors. For the Ronchi test a

grating is placed in the vicinity of the focal plane. Depending on the grating period g the incident beam

gets diffracted into the m-th order. The diffraction angle φm is given by

sinφm ≈ NA =
mλ

g
. (5.1)

Depending on the given wavelength λ and numerical aperture NA of the optical element a grating period

g can be chosen so that the orders overlap by half as shown in Figure 5.1. If the incident beam has

grating 1st order

0th order

-1st order

focusing optics

coherent
beam

Figure 5.1: Schematic of the Ronchi test. The grating is illuminated by a divergent coherent x-ray beam
formed by a focusing optics. The diffraction orders of the grating overlap exactly by half,
if the grating period g is chosen so that g = λ/NA. Interfering diffraction orders create a
distinct pattern on the two-dimensional x-ray detector.

sufficient coherence properties, that is a lateral coherence length of at least half the optics aperture, the

wave-field amplitudes of different orders can interfere with each other. If the grating period g is chosen

such that g = λ/NA, the zeroth-order interferes only with the first-order amplitudes since they overlap

exactly by half (cf. Figure 5.1). The visible interference pattern is called a Ronchigram. If g is too large,

the diffraction angles would decrease and all kinds of amplitudes from many orders could interfere with

each other, making the interpretation of the measurement difficult. If g is chosen too small, the beam

gets diffracted to large angles and different orders do not overlap at all so that no interference can be

observed.

Another important aspect is the diffraction efficiency, describing the fraction of the incident light that

gets diffracted in the different orders. For the Ronchi test with the desired diffraction geometry described

before the best contrast is achieved if the m = 0 and m = ±1 orders are equally strong. In the context

of this work we use a grating that can best be described by a simple binary phase grating with a ratio

between lines and spaces of 50 % and a phase shift ∆ϕ. For this kind of grating the diffraction efficiency

η is given by [Goo05]

ηm =
1

2
(1− cos ∆ϕ) sinc2

(πm
2

)
. (5.2)
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Note that only odd diffraction orders exist for that kind of grating due to the lines and spaces ratio

being exactly 1:1 and thus ηm=even = 0 due to sinc(nπ) = 0. With
∑∞

n=1 sinc2(πm/2) = 1/2 the

total intensity in the diffraction orders, accounting for both positive and negative ones, is 2
∑∞

n=1 ηm =

(1 − cos ∆ϕ)/2. This also gives us the intensity for m = 0 which is the not diffracted portion of the

incident light with η0 = (1 + cos ∆ϕ)/2. The ideal phase shift to achieve an equal amount of intensity

for m = {0,±1} is then given by

∆ϕ = arccos

(
4− π2

4 + π2

)
≈ 0.64π . (5.3)

This results in η{0,±1} ≈ 0.29. The remaining intensity is found in higher diffraction orders. The grating

thickness d should be chosen in a way so that kδgratingd = 0.64π for best contrast in the experiment.

a) No aberration b) Astigmatism c) Coma d) Spherical aberration

Figure 5.2: Simulated Ronchigrams for an optical system with (a) no aberration, (b) astigmatism, (c)
coma, and (d) spherical aberration.

A series of simulated Ronchigrams for a perfect optical system and common aberrations of x-ray optics is

shown in Figure 5.2. In visible light optics these aberrations are often described by a set of basis functions

called Zernike polynomials Zµν . The subscript ν denotes the order of the aberrations. The superscript µ

is called angular frequency and describes the repetition of the pattern. The Zernike polynomials can be

described by

Zµν (r, φ) = Rµν (r) cos (µφ) and Z−µν (r, φ) = Rµν (r) sin (µφ) ,

where φ is the azimuthal angle and r the normalized radial distance. The radial polynomials Rµν are

defined as

Rµν (r) =

(ν−µ)/2∑
k=0

(−1)k(ν − k)!

k!(ν+µ
2 − k)! (ν−µ2 − k)!

rν−2k if (ν − µ) is even

and Rµν (r) = 0 if (ν − µ) is odd.

In the context of this work Zernike polynomials up to Z0
8 will be used to describe measured aberrations

in the lens pupil by ptychography. With this approach certain types of aberrations can be quantified

and their development with aberration corrections can be monitored. The strength of each aberration is

controlled by Zernike amplitudes or coefficients c±µν . The Zernike polynomial Z0
0 is called piston and

relates to a phase offset, Z0
2 is defocus, Z1

1 and Z−1
1 are tilt. Basic spherical aberrations and higher

orders are represented by Z0
4 , Z0

6 , Z0
8 and so on. Other polynomials are related to coma and astigmatism

of basic and higher orders.
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5.2 Ptychography

Ptychography is a scanning coherent x-ray diffraction imaging (CXDI) method that was first described

by Hegerl and Hoppe [HH70] in the context of electron microscopy. It is one of many iterative phase

retrieval methods developed in the 1970s for electron microscopy and astronomy [Fie82]. At first, with

the advent of coherent x-ray sources, only methods trying to solve the phase problem from a single

diffraction pattern alone found application in the x-ray community [Mia+99; Mar+03]. The limitation

to object sizes equal or smaller than the illuminating x-ray beam led to the development of algorithms

using a shifting illumination [RF04]. Nevertheless, an accurate model of the illuminating wave field

was still crucial for the convergence of the algorithm. Later on the model was extended such that only

minimal a priori knowledge of the illumination is necessary, allowing one to reconstruct the illuminating

wave field P simultaneously with the object O [Thi+08; MR09]. With these scanning CXDI techniques

a spatially confined and coherent x-ray beam is scanned over the sample region while ensuring sufficient

overlap between neighboring scan points [Bun+08]. In this way the recorded dataset contains several

diffraction patterns that share redundant information. This over-determination is essential for a fast and

robust convergence of the phase-retrieval algorithm.

focusing optics

coherent
beam

object

detector
1

2

3

45

Figure 5.3: Schematic of ptychography setup and algorithm. A coherent probe P illuminates the object
O at different transverse positions ri. The intensity Ii of the exit wave field ψi is recorded
in the far-field by a two-dimensional detector. The algorithm recovers object and probe by
an iterative approach in five steps for all positions i: (1) Probe and object are initialized by
guess and the exit wave field ψi is calculated. The wave field is propagated to the far-field
(2) and amplitudes are replaced by measured ones (3) while accounting for background noise
IB . The updated wave field is propagated back into the object plane (4) and both probe and
object function are updated (5). One iteration is complete if all positions were used once.

Many algorithmic implementations exist today that can deal with position errors [Mai+12; Zha+13],

transverse incoherence [TM13], multiple sample planes [Suz+14], and even broadband x-ray radiation

[End+14]. The implementation used in this work is based on the algorithm proposed by Maiden and

Rodenburg [MR09] together with corrections for positioning errors and for background noise due to

scattering in air and Compton scattering inside the detector material [Bau14]. A sketch of the experi-

mental setup with a simplified algorithm is depicted in Figure 5.3 together with a brief description in the
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caption.

One obvious difference to implementations mentioned before is the use of a background intensity IB . It

can describe the noise of air and detector scattering that is neglected by basic algorithms. The idea is

that both air and detector scattering remain nearly constant for all recorded diffraction patterns, while the

relevant signal changes from pattern to pattern.

Another addition is the correction of object positions ri. In this work a brute-force approach was used

that compares the simulated diffraction pattern intensity at neighboring positions to the measured one.

The position with the highest correlation is used as the new object position r′i. This correction is typically

enabled after probe and object are already sufficiently well reconstructed. The position correction will

then rectify sample drifts and other instabilities that may have led to a distorted object.

Object and probe functions are updated for every position and diffraction pattern. The basic formalism

given at position (5) in Figure 5.3 is modified in the algorithm:

P ′(r) = P(r) +
O∗(r + ri)

||O||2max + α
(ψ′i − ψi)

O′(r + ri) = O(r + ri) +
P ′∗(r)

||P ′||2max + α
(ψ′i − ψi)

This formalism includes a strong weighting to constraint updates locally and to prevent divergence of the

algorithms due to divisions by zero through the regularization parameter α [MR09]. An important mod-

ification is the use of the already updated probe function P ′ in the object update. Thus, the illumination

is always updated before the object and the object update may benefit since discrepancies are caught by

the locally varying illumination function.

The algorithm typically converges after a few tens of iterations (each iteration involves all positions

and diffraction patterns). With the addition of position refinement a few hundred iterations may be

necessary, depending on the magnitude of position errors. Typically, if mainly the illumination function

is of scientific interest rather than the object itself, a strongly scattering and well-known test sample

is used in order to enhance the scattering signal and facilitate the ptychographic reconstruction. The

retrieved complex wave field P can then be propagated along the optical axis by applying the Fresnel-

Kirchhoff propagator (cf. Equation (2.18)) to calculate a beam caustic or to retrieve the wave field

directly behind the lens.

5.3 Analysing and Correcting Phase Errors

The two methods described in Section 5.1 and 5.2 offer very different ways to investigate phase errors.

Each technique has unique advantages over the other method. The Ronchi test on the one hand side

offers a very quick way to get a qualitative feeling for dominant aberrations of an optical system. The

ability to recognize the type of aberration and to get insight on the strength of that aberration from

a single shot makes this technique appealing for fast beam characterization and its use at an XFEL.

However, the drawback of the method is the lack of quantitative results. The modeling relies on the

Zernike polynomials described in Section 5.1. While they offer a very fast and intuitive description of

aberrations, finer structural details would need the consideration of very high order Zernike polynomials.

This, however, introduces a high amount of free variables that have to be refined. Due to uncertainties of
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the actual grid nanostructure and resolution limitations of the detector, the refinement of these variables

seems to be impossible due to insufficient information.

On the other hand ptychography in combination with Fresnel propagation offers the ability to resolve

phase errors in the lens pupil with a few nanometer resolution, limited only by the strength of the diffrac-

tion signal at higher angles. However, the need for several diffraction patterns taken from the same

sample can lead to challenges when trying to use this technique at extremely high power densities like

they are present at XFELs. The problem can be overcome by attenuating the XFEL beam. Another

aspect against the method is the slightly longer data acquisition time for several hundreds of diffraction

patterns and the more time-consuming reconstruction of the wave field. Since acquisition time and algo-

rithm performance greatly improved recently (on-the-fly scanning mode at XFELs and the use of graphic

processors for the algorithm) nanofocused x-ray beams can be characterized by ptychography in a few

minutes.
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Figure 5.4: Optical path difference at lens exit measured with ptychography and Fresnel propagation (a)
versus a Zernike polynomial fit (b). The dashed circle in (a) denotes the fitting region for the
Zernike polynomials. The concentric dotted circle in the center is for aligning reference only.

In order to illustrate the difference in level of details of wave-field deformations the phase error at the

lens exit is shown as reconstructed with ptychography versus the same measurement fitted to the first 22

Zernike polynomials (Z0
0 − Z0

6 ) in Figure 5.4. Please note, however, that for the modeling of Ronchi-

grams often only the first 8 Zernike polynomials for primary aberrations are considered (Z0
0 − Z1

3 )

[Nil+12; Uhl+14] and only one Ronchigram is used for refinement. This leads to an even more inaccu-

rate description compared to ptychography. In the context of this work both methods are used to provide

independent results that can be compared to each other, e. g. in Section 6.4.2. The Zernike polynomial

decomposition used in this work is calculated with a python library provided by Tim van Werkhoven

[Wer12] and involves up to 37 polynomials.

5.3.1 Modeling Shape Errors of CRLs

The first step to correct aberrations of an optical system is to have quantitative information about them,

which both the Ronchi test and ptychography can provide. Unfortunately, knowledge of aberrations and
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their strength does not mean one can always correct for them. Since accuracy demands on fabrication

of x-ray optics are very high, technological limitations are often the main source of errors [Mim+10;

CS14; Mor+15]. Therefore, a careful simulation of lens errors in view of manufacturing tolerances and

its comparison to experimental data is essential [Kew+10; Vil+11].

In this work the influence of shape errors of parabolic beryllium CRLs will be investigated. In the

theoretical model all lenses of a given CRL stack are considered being equal to one another. Each lens

is treated like a thin lens, since their focal distance f is very long compared to their thickness l (cf.

Section 4.3.1). Within these conditions the lens aperture is illuminated by a spherical wave originating

from a distant point source. The beam is propagated from lens to lens with the Fresnel propagator

Kz(x, y) (cf. Equation (2.18)). Each lens is represented by a complex transmission operator T (x, y)

(cf. Equation (2.22)). If the lenses are separated by a distance lc the propagation trough N lenses can be

written as

ψ(x, y) = T Klc/2
[
Klc/2T Klc/2

]N−2Klc/2T ψ0(x, y).

The simulated exit wave field ψ(x, y) can now be compared to the previously computed one from pty-

chographic measurements and the transmission operator T (x, y) can be further refined. Since the beam

converges while propagating through the lenses the problem is not trivial. An educated first guess was

made judging from the initial ptychographic measurements and further refined in a few steps by hand.

To assemble the lens stacks that are investigated in this section and later on in Chapter 6 lenses from

two distinct production runs were used. Details of these lenses and the number of available lenses N is

shown in Table 5.1. Both lens batches labeled “#1” and “#2” show nearly identical properties, except

for the gap d at the lens apex. However, as we will see in this section and also in Chapter 6, lenses from

these two runs turn out to be not identical in their shape.

Production Lenses Curvature Aperture Gap at Apex
Label Date Material N R [µm] D [µm] d [µm]

#1 2011-03-02 Materion X-Ray IF-1 36 50 300 37.2
#2 2012-06-12 Materion X-Ray IF-1 24 50 300 44.7

Table 5.1: Summary of Be CRLs used during all experiments. For a reference of the lens geometry see
Figure 4.1(b). In theory all lenses are equal except for a small difference in the material gap d
at the lens apex that slightly influences lens transparency.

The investigation of shape errors started with the lens stack called “2012 MEC” and details can be found

in Table 5.2. The unique feature of this lens stack compared to all subsequent measurements is its

composition of lenses only from batch “#1”.

The measured and computed exit wave field, which were used as a reference for all further efforts to

correct aberrations, are shown in Figure 5.5 together with a beam caustic in the vicinity of the focal

plane. The reconstructed phase difference from ptychography is noisy at the edge of the aperture and

some artifacts originating from either dirt particles on the lenses or from inhomogeneities in the sintered

beryllium material can be seen in Figure 5.5(a). Nevertheless, the agreement to the modeled lens stack

shown in Figure 5.5(b) is reasonable for the central region. This is proven by the very similar beam

caustics in Figure 5.5(c),(d) for the measured and modeled lens stack, respectively.

Since this initial characterization of the lens stack in 2012 at LCLS’ Matter in Extreme Conditions
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Lenses Lens Lens width Stack length
Label Facility N Composition lc [mm] Nlc [mm]

2012 MEC LCLS (MEC) 20 #1 1.1 22
2013 MEC LCLS (MEC) 30 (#1 + #2)a 1.1 33
2013 XPP LCLS (XPP) 20 (#1 + #2)a 1.1 22
2013 DLS DLS (I13-1) 30 (#1 + #2)a 1.1 33
2015 MEC LCLS (MEC) 20 (#1 + #2)a 1.1 22
arandom composition from both production runs, see Table 5.1 for details

Table 5.2: Overview of different beam-characterization experiments together with the specific lens con-
figuration employed. Except for the first measurement “2012 MEC” individual lenses were
taken from two different production runs. All lenses are indistinguishable and the lens com-
position for experiments past 2012 is unknown.
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Figure 5.5: Aberrations in the Be CRL lens stack “2012 MEC” (see Table 5.2). Measured phase differ-
ence compared to ideal spherical wave at lens exit (a) and corresponding beam caustic (d) in
the vicinity of the focal plane (c). Results for the modeled lens stack are shown in (b), (e),
and (f) for comparison.

(MEC) instrument, the lenses were used in various experiments at the LCLS (MEC instrument as well

as X-ray Pump Probe (XPP) instrument) and also at the Diamond Light Source (DLS) at beamline I13-

1 (cf. Table 5.2). In all these experiments we were able to characterize the lens stack with the help

of ptychography. The reconstructed wave field was again propagated to the lens exit with the Fresnel
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propagator and the phase was compared to an ideal spherical wave. Different horizontal line scans

through the center of the wave field along the x-axis for various experiments are shown in Figure 5.6.

2012 MEC
2013 MEC
2013 XPP
2013 DLS
2015 MEC

2012 MEC (N=20)
2013 MEC (N=30)
2013 XPP (N=20)
2013 DLS (N=30)
2015 MEC (N=20)
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Figure 5.6: Horizontal line scans along the x-axis through the center of the wave field at the lens exit.
Shown in (a) is the phase difference compared to an ideal spherical wave for the complete lens
stack. Since the numberN of individual lenses varied during these experiments, a normalized
line scan is shown in (b).

When looking at Figure 5.6(a) two measurements stand out. The blue line of “2013 DLS” with N = 30

lenses shows an identical error to experiments using only N = 20 lenses. Also the orange line of “2015

MEC” shows a smaller error than the other experiments. This is more emphasized when looking at

the normalized plot in Figure 5.6(b). Since lenses from two different production runs were used (cf.

Table 5.1 and Table 5.2), one can reason that shape deviations are not consistent between production

runs. However, most experiments (3 out of 5) agree well with the initial experiment “2012 MEC” and we

can be certain that only lenses from one production batch were used during this particular experiment (as

batch “#2” was fabricated after the “2012 MEC” experiment). Thus, the computed shape deviation for

a single lens surface (taken from the simulation already shown in Figure 5.6) is presented in Figure 5.7

as a representative overall lens surface shape of the Be CRLs used. The lens surface shape was obtained

by iteratively comparing the exit wave field of the lens stack and the computed beam caustic along the

focal plane with measured data from ptychography (final simulation results already shown in Figure 5.5)

and changing the shape of all lenses in the stack simultaneously. The simulated shape plotted with a

solid blue line in Figure 5.7 shows nearly a perfect agreement with the parabolic fit represented by the

dashed green line. On this scale shape errors are nearly invisible. Thus, the difference between the two

is plotted by the solid orange line on a different scale on the right side. Shape errors are smaller than

500 nm over the whole lens aperture of 300 µm. The mechanical coining process of these kind of lenses

makes it extremely challenging to correct such small shape derivations. But since every lens is coined

in the same way, the relatively small error of a single lens is amplified by stacking many of them. To

better understand necessary lens shape accuracies for aberration free focusing a simulation was carried

out where the surface shape error was reduced by a factor of five (shape errors ≤ 100 nm compared to

500 nm). The results in comparison to an ideal aberration free lens stack are shown in Figure 5.8. Even

these small shape errors lead to a noticeable shift in the focal distances. This manifests in the slightly

visible tail before the focus and split tails of intensity behind the focal plane (Figure 5.8(b)). In the view

of the focal plane in Figure 5.8(a) this is discernible by the prominent high intensity ring around the

central speckle. Despite the central speckle being of equal size to the perfect lens stack (Figure 5.8(c)),

a lot of intensity is lost and found in the surrounding ring. For a perfect lens 93 % of the total intensity
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Figure 5.8: Simulated wave field produced by a lens stack with surface shape errors < 100 nm (a), (b)
and for an aberration free lens stack (c), (d). The intensity distribution in the focal plane (a),
(c) is shown next to the beam caustic (b), (d) in its vicinity.

is concentrated within the central speckle. In the slightly aberrated case it is just 68 %. The situation for

the simulation of the real aberrated lens stack with only 500 nm surface deviation is even more dramatic.

Only 23 % of the total intensity is found in the central speckle.

These simulations demonstrate how sensible the focusing quality of the lenses reacts to smallest shape

errors. The fact that every lens of the production lot is likely to have similar shape errors leads to a strong

increase of aberrations within the stack. Errors of individual lenses add up and contribute to a significant

total phase error. Currently it seems impossible to correct the production quality of individual lenses to

surface errors ≤ 100 nm. The idea presented in the following sections is to correct shape errors of a

certain lens stack with a single optical component. In most relevant applications many lenses (≥ 10) are

being stacked in order to achieve desired spot sizes of a few hundred nanometer. The buildup of phase

errors during propagation through the lenses allows for relatively relaxed manufacturing tolerances of
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the corrective optical component, since the summed up errors are corrected at once. Assuming a similar

shape quality of the corrective element like for a single lens surface (≈ 500 nm), the final phase error for

a stack of 20 lenses could be reduced by a factor of 40 (each lens has two surfaces). Even if the production

quality of Be lenses could be increased to errors ≤ 100 nm the single optical element would still be able

to reduce total phase errors by an additional factor of 8 (assuming a constant manufacturing error for

the corrective element of ≈ 500 nm). Thus, a single corrective element with comparable manufacturing

tolerances as the lenses will result in less aberrated optics due to the disadvantageous summation of

errors within lens stacks. The concepts for this corrective optical element which we call a phase plate are

introduced in the following section.

5.3.2 Phase Plate Design and Materials

The basic idea behind the phase plate is quite simple. We introduce another refractive optical element

behind the actual CRL lenses that will correct phase errors by a distinct thickness profile. But when

designing such a phase plate we have to cope with nearly the same problems as for refractive lenses. In

order to understand the difficulties explained in the next paragraphs, the ideal three-dimensional shape

for a phase plate made out of silicon is shown in Figure 5.9.

Figure 5.9: Three-dimensional shape of an ideal phase plate out of silicon made to correct aberrations
for the lens stack “2012 MEC” (cf. Table 5.2)

Since the lenses and the encountered phase errors are rotationally symmetric, the phase plate has the

same property. In the given example with silicon as a phase plate material the central cone should have

a thickness of almost 36 µm. Ideally, the depicted shape should be produced with surface errors ≤ 1 µm.

The relatively small diameter paired with the requested thickness profile imposes some challenges when

trying to fabricate the phase plate:

Phase plate material: Similar restrictions as for refractive lenses apply. For a very high efficiency the

phase plate should be made out of a material that provides strong refraction while keeping attenuation at a

minimum. As mentioned in Section 4.4 already this means that a low-Z high-ρmaterial is required. This

includes materials considered before for lens fabrication like aluminum, beryllium, diamond, sapphire,

and silicon.

Availability of thin substrates: For typical applications and aberration strength of current Be CRLs the
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overall thickness of a phase plate made of any of the afore mentioned materials would be of a few tens

of micrometer. Typically, these thicknesses are achieved by polishing the surface of the desired material

or by rolling in the case of metals. For all of the mentioned materials suitable thin plates are available.

Ability to structure the material with sufficiently high precision: This is by far the most demanding

point for phase plate fabrication. Due to the shape of the phase plate with the central cone and the small

dip in the middle, mechanical machining by turning or milling seemed not feasible. While the property

of a rotational symmetry would be easily satisfied, the structure is too complex for stamp production.

This disqualifies the mentioned metallic materials. Another option would be a lithographic structuring

and subsequent etching process. The drawback of these methods is the cylindrical symmetry. Thus,

only two-dimensional projections can be realized. To obtain a three-dimensional phase plate structure

many projections have to be combined. More sophisticated approaches by selective etching techniques

are under development. Structuring by focused ion beams (FIB) looks very promising, but the sheer size

of the phase plate and quantity of material that needs to be removed are not in favor of this technique.

Recent developments in high-power short-pulse laser systems has led to a new structuring technique of

laser ablation. Depending on wavelength, pulse energy, and pulse duration several ablation mechanisms

can occur. Here, we use a tightly focused beam of a few micrometers and pulse durations of several fem-

toseconds. Due to these short pulses the electrons in a small volume of the sample are heated massively,

creating a highly excited state of charged ions. Subsequent Coulomb explosions remove these ions from

the sample, without introducing heat to the bulk material. This technique seemed very promising and is

already used to structure fused silica for optical applications.

Radiation hardness: Corrected CRLs will be predominantly used at XFEL and eventually storage ring

sources. Especially at XFELs the lenses are supposed to focus the incoming short pulses down to below

100 nm in order to create extremely high power densities in the focal spot volume and also to image

ultrafast processes in matter with highest spatial resolution. Therefore, radiation hardness of the phase

plate, that can withstand these high intensities in a similar way than Be CRLs, is very important. For

fused silica the damage threshold is roughly 4.7 µJ µm−2 [Koy+15]. The assumed intensity of a SASE

beam with 3 mJ pulse energy hitting the phase plate of 300 µm diameter would be roughly 0.04 µJ µm−2,

which is far below the estimated damage threshold. Thus, a fused silica phase plate should withstand a

flat XFEL-SASE beam.

5.3.3 Phase Plate Fabrication

After evaluating all possibilities the decision was made to use the technique of laser ablation and silicon

as a starting material. The advantage of silicon is that the material is widely used in the semiconductor

industry and can thus be manufactured with a very high purity, is mono-crystalline with low density of

defects, and can be ordered with various crystal orientations and substrate thicknesses. The structuring

of the phase plates was done at Friedrich-Schiller-Universität Jena in the institute of applied physics. We

used a short-pulse laser system of type TruMicro5050 from Trumpf with a wavelength of 1030 nm, pulse

energies up to 200 µJ, and a pulse duration of 8 ps. The problem encountered with silicon were unknown

operation parameters for the ablation laser. Despite the technique being used to structure fused silica for

visible light optics, a transition to silicon was not easy. Especially surface roughness and the deposition

of debris particles were unsatisfying as shown exemplarily in Figure 5.10(a).

Due to these struggles we moved to amorphous fused quartz of type Vitreosil® 077 (ρSiO2 = 2.2 g cm−3)
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Figure 5.10: Three-dimensional image of prototype phase plates measured by a laser scanning micro-
scope (LSM). For the silicon phase plate undesired deposited debris particles and high sur-
face roughness can be seen (a). When using amorphous SiO2 as a substrate material the
surface roughness could be dramatically reduced (b).

with a nominal substrate thickness of 100 µm. The results shown in Figure 5.10(b) were promising. The

surface roughness could be reduced and almost no debris particles were created during the laser ablation

process. Final phase plate surface profiles are plotted against the theoretical necessary thickness for

SiO2 in Figure 5.11. Phase plate 1 (solid black line) and phase plate 2 (solid green line) were used in

the experiments presented in Chapter 6. For phase plate 1 the shape on the outer parts matches very

well, but the central cone is too thick. For phase plate 2 the central cone is in good agreement with the

simulated shape, but the outer parts are too flat. The optimized phase plate (solid blue line) could not be

experimentally tested yet.
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Figure 5.11: LSM surface measurements of various SiO2 phase plates in comparison to the design goal
(solid red line).

Another crucial aspect of the phase plate is its exact alignment with respect to the aberrated lens. Here,

the Be CRLs are housed in the center of a cylinder with 12 mm diameter. In order to be able to use

the phase plate without any extra alignment, the phase plate was also placed on a cylindrical housing

with 12 mm diameter. The challenge here is the concentric positioning of the phase plate with lateral

errors < 5 µm. A simulation of the degrading beam quality with a misaligned phase plate is shown in

Figure 5.12. For the perfectly aligned case (not shown) 92.5 % of the total intensity is in the central

speckle within the focal plane. For a 1 µm misalignment as shown in Figure 5.12(a),(b) we still have

91.6 % of the intensity within the central speckle. For a 2 µm displacement shown in Figure 5.12(c),(d)
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this reduces to 89.1 %. For 5 µm and 10 µm shown in Figure 5.12(e),(f) and Figure 5.12(g),(h) we

measure 73.6 % and 41.2 %, respectively. One can see that the intensity decreases drastically beyond a

misalignment of 5 µm. To stay within this tolerance, the raw SiO2 wafer was glued into the casing before

the actual laser ablation process. The casings have a very precise outer diameter of (12.000± 0.002) mm

with a central hole of 400 µm diameter which is concentric to±4 µm. Due to restrictions in the available

setup the phase plate could only be aligned with respect to the small central hole and not to the much

more accurate outer diameter. In the future a more accurate alignment of the phase plate using the outer

diameter of the casing as a reference is planned.
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Figure 5.12: Simulated intensity distribution in the focal plane and along the beam axis for a phase plate
displacement of 1 µm along the x axis (a, b). The distributions for 2 µm, 5 µm, and 10 µm
displacements are shown in (c, d), (e, f), and (g, h), respectively.
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6 Aberration Correction for CRLs

In this chapter the phase plate described in Section 5.3.3 is used to correct aberrations in a set of Be

CRLs. When initially designing the phase plate, not only the position lateral to the x-ray beam plays

an important role to the resulting focusing quality, but also its placement longitudinal to the beam path

is crucial. Since the beam converges inside the lens and of course also after exiting, the phase plate

diameter has to follow this convergence of the beam when placed at different longitudinal positions. In

the experimental scenarios described here, the numerical aperture of the lens stack is NA ≈ 0.5 mrad.

The difference in beam diameter directly after the lenses to a position 10 mm further downstream would

only be roughly 10 µm compared to the overall 280 µm diameter of the relevant structured area on the

phase plate. Hence, a slightly different position of the phase plate along the beam axis will have far less

dramatic effects than lateral displacements discussed in Section 5.3.3.

During prototype production we discovered early that the lateral alignment of the structured phase plate

was very difficult on the 12 mm casing with accuracies < 5 µm. That is why the first prototype called

“phase plate 1” (cf. Figure 5.11) was not perfectly centered within its casing. For this reason an easy

positioning inside the lens holder together with the other lenses of the stack was not possible if we

wanted the phase plate on the optical axis for optimal correction of aberrations. Therefore, the phase

plate was placed closely behind the Be CRL holder at a distance zl−p (cf. Figure 6.1). It was mounted

on a set of motorized stages to align it laterally to the beam (x-y plane). All further details of the various

experimental setups are described in the following section.

6.1 Principal Experimental Setup

The basic setup for experiments at beamline I13-1 of DLS, beamline P06 of PETRA III, and the MEC

instrument of the LCLS were very similar when considering only the setup from the Be CRL lens stack

further downstream. Main concerns that influenced the beamline setup at storage ring sources were

related to lateral coherence issues, whereas at the LCLS the main concerns were to have monochromatic

x-ray pulses instead of the full SASE spectrum (cf. Section 3.3) for appropriate longitudinal coherence

and reduced intensities in order to not destroy the samples.

When neglecting these beam conditioning aspects further upstream the experimental setup for all scenar-

ios is depicted in Figure 6.1. In all experiments basic properties of the lens stack were kept constant. We

always used N = 20 Be CRLs with R = 50 µm that were randomly selected from a pool of available

lenses originating from two different production series. Only for the experiment at the LCLS the lenses

were screened beforehand with the help of an optical microscope. Lenses with dirt or other visible sur-

face artifacts were sorted out. Depending on whether we recorded Ronchigrams or far-field diffraction

patterns for ptychography, detectors and sample− detector distances zs−d varied (cf. Figure 6.1). For

example the Ronchi test requires a detector with very high resolution to resolve interference features

within the central cone of the beam. For these types of experiments we used a scintillator in combina-
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beam

CRL lens stack

phase plate sample detectorpinhole

Figure 6.1: Experimental setup. A coherent beam is confined to the lens aperture by a pinhole and fo-
cused by the lens at focal distance f . The sample is placed in the vicinity of the focal plane
and diffraction patterns are recorded at a distance zs−d by a two-dimensional detector. The
aberrated CRL is corrected by adding a phase plate behind the lens at distance zl−p. If the
phase plate is outside the lens holder zl−p ≈ 16 mm and the phase plate can be aligned
laterally. If the phase plate is within the lens holder zl−s ≈ 0 mm and the phase plate is
fixed.

tion with a magnifying optical setup that images the scintillator to a CCD camera. This setup was often

placed closer to the sample. At the LCLS we used at fibre-coupled PIXIS-XF with 13.5 µm pixel size

at larger distances. For ptychography on the other hand one requires a detector that covers a significant

solid angle for sufficient resolution in reciprocal space that has, ideally, single photon counting capa-

bilities. Here, we used detectors based on the Medipix 3 chip [Bal+11] called Merlin at DLS [Pla+13]

and the LAMBDA detector at PETRA III [Pen+13]. At the LCLS we used a small in-air CSPAD-140k

[Her+13] in order to scan a sample using the available repetition rate of 120 Hz. Due to the short LCLS

pulse length of about 50 fs, the ptychography samples could be scanned “on the fly”, meaning that it was

not necessary to stop the sample at each individual scan position. Instead, it could be moved at a small

steady velocity of about 1 µm s−1 while the CSPAD continuously recorded diffraction data at 120 Hz.

These detectors were placed far away from the sample in order to guarantee sufficient sampling of the

diffraction patterns despite the large pixel sizes of 55 µm and 110 µm for the Medipix 3 based detectors

and the CS-PAD, respectively.

A more detailed review about the individual beamtimes will be given in the following subsections.

6.1.1 Experimental Details of I13-1 at DLS

One benefit of CRLs next to their high degree of radiation hardness is undoubtedly their large aperture.

This is a highly desired property for the LCLS, where a large part the coherent beam should be captured

by the aperture. Unfortunately at synchrotron radiation sources one often struggles to illuminate large

optics coherently. In our case the complete aperture of 2R0 = 300 µm has to be illuminated by a coherent

beam in order to perform the Ronchi test or ptychography (cf. Chapter 5). The source size of I13-1 at

DLS is given with S = 400 µm× 13 µm (horizontal × vertical) and the beamline length is roughly

L = 250 m [Rau+11]. Using Equation (3.10) given in Section 3.4.3 leads to a lateral coherence length

of lt = 83 µm× 2566 µm (h×v) at the used photon energy of Eph = 8.2 keV. While there is sufficient

coherence in the vertical direction, the horizontal coherence is poor.
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When trying to increase the coherence length in one direction the Ronchi test can be extremely useful

for a very fast qualitative analysis. If the lens is illuminated with an x-ray beam having a smaller lateral

coherence length than the size of the aperture, the visibility of interference fringes reduces [Uhl+14].

The method to increase horizontal coherence used here was the creation of a smaller secondary source

after the undulator by simply closing the horizontal front-end slits to 50 µm. This gives a theoretical

horizontal coherence length of 667 µm at the experiment. Here, the Ronchi test is very convenient to

check the coherence properties of the beam by just maximizing the visibility of interference fringes.

Source size can also be increased virtually by vibrating optical components along the beamline, e. g.

the cooling of monochromator crystals can lead to vibrations that increase the virtual x-ray source size

significantly. This can reduce the lateral coherence properties at the experiment considerably. Here, the

cooling of the monochromator was switched off to achieve stable conditions. This was possible since the

heat load was drastically lowered due to the reduced front-end slit opening.

6.1.2 Experimental Details of P06 at PETRA III

At PETRA III the diameter of the storage ring is much larger than at DLS. This leads to a reduced

horizontal source size. For the undulator used at beamline P06 the source size if given with S =

82 µm× 16 µm. Experiments were carried out in the microprobe endstation which is roughly L = 90 m

away from the source. The lateral coherence length is calculated to lt = 146 µm× 750 µm at Eph =

8.2 keV. Here, another concept was used to correct the degree of coherence to the experimental demands.

The beamline is equipped with a set of prefocusing CRLs that can generate a secondary source. With

the help of these lenses coherence properties can be adjusted in a wide range. In the experiment we

used one Be CRL with R = 50 µm to create a secondary source of size 11 µm× 2 µm at a distance of

Lp = 48.6 m after the undulator source. Using again Equation (3.10) and L − Lp = 41.4 m as the new

source distance gives a lateral coherence length of lt = 502 µm× 2762 µm, which is sufficient in order

to characterize the aberration corrected optics. We also used the Ronchi test in order to confirm adequate

coherence properties during setup.

6.1.3 Experimental Details of MEC at the LCLS

The challenges encountered at XFELs are very different compared to synchrotron radiation sources. This

is also reflected by the different setup described here. While coherence properties of the LCLS are very

high and the laser can be represented by only one transverse mode in the hard x-ray regime [Gut+12],

problems arise from the broad SASE bandwidth and the high peak brilliance of individual pulses. The

SASE bandwidth is not only a concern in general when performing CXDI experiments, but as described

earlier (cf. Section 4.3.4) is also not favorable when using refractive optics since the focal length changes

with x-ray energy. Therefore, we used a four-bounce (Bartels type) monochromator at a fixed energy of

Eph = 8.2 keV. Even when filtering out only a small part of the spectrum, the pulse intensity would still

be too high when focused down to a few 100 nm and destroy our sample with a single pulse. To mitigate

radiation damage to the sample silicon filters were used before the optics and the beam intensity was

attenuated by 10−3 to 10−4.



62 6. ABERRATION CORRECTION FOR CRLS

6.1.4 Summary of Be CRL and phase plate combinations used

This short section provides an overview of combinations of Be CRLs and phase plates that were used in

different experiments (cf. Table 6.1). In each of these experiments a new lens stack was used that consists

of lenses from two different production runs (cf. Table 5.1). As these lenses are indistinguishable the

stack is randomly composed of lenses from these batches. In order to judge the quality of the aberration

correction by using the phase plate a measurement with and without the phase plate was done. However,

at the LCLS the measurement without phase plate was not carried out for the fixed mounted phase plate

due to experimental constraints.

Performed Measurements

Lens Phase Plateb PP Positionc Ptychography Ronchi Test
Facility Compositiona (PP) zl−p w/o PP w/ PP w/o PP w/ PP

DLS (I13-1) #1 + #2 1 16 mm • • • •
PETRA III (P06) #1 + #2 2 0 mm • • • •
LCLS (MEC) (#1 + #2)d 1 16 mm • • • •

(#1 + #2)d 2 0 mm • •
acompare Table 5.1 for details
bsee Figure 5.11 for phase plate shapes
cgeometry as in Figure 6.1
dlenses were hand sorted with an optical microscope, excluding ones with visible particles

Table 6.1: Overview of experiments and optical setups used. The lens stack of N = 20 Be lenses was
assembled for each experiment individually. Thus, all lens stacks differ from one another and
lenses were randomly selected from batches “#1” and “#2”.

6.2 Phase Unwrapping

When trying to determine aberrations of the given optical element we investigated the phase distribution

near the lens exit compared to a spherical wave. Often these phase differences are larger then 2π and

therefore need special treatment. This is necessary since the phase is mathematically limited to the

interval (−π, π], which corresponds to the principal value of the arctangent function. Hence, a fast two-

dimensional phase-unwrapping algorithm [Her+02] was used in order to show phase errors > 2π. The

algorithm is quality guided and follows a non-continuous path, preventing error propagation. To illustrate

encountered problems the phase difference between two nearly identical measurement is shown for the

algorithm used in this work and the previously implemented global algorithm based on fast-Fourier

transforms in Figure 6.2. Most serious differences between these two algorithms can be seen on the

edges of the field-of-view. During processing a cut-off was enforced on the phase maps that is based on

intensity I . Phases were set to zero if the intensity was below 0.02 Imax for the global method. For the

quality guided method these areas were masked, so that the algorithm would not process these regions.

It is clearly visible that these discontinuities at the edges propagate into the relevant area in the case

of the global algorithm in Figure 6.2(b). Smaller phase irregularities, originating from dust particles or

other errors of the lens inside the field-of-view, are highlighted by the upper dashed pair of circles. Also

non-connected areas do not interfere with each other in the case of the non-continuous path algorithm
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Figure 6.2: Comparison of phase-unwrap algorithms. Difference in the reconstructed phases of two
nearly identical measurements when using (a) a quality guided non-continuous path algo-
rithm [Her+02] and (b) a global fast-Fourier based algorithm. In addition to the significant
differences at the border of the field-of-view, smaller features are highlighted by dashed cir-
cles.

(lower circles in Figure 6.2). In general a global algorithm is not suited to unwrap phases in a localized

area, surrounded by ill phase information.

6.3 Repeatability of Phase Error Determination

During the description of the phase plate design and manufacturing in Section 5.3 the observation was

made that the magnitude of the measured phase errors varied quite a lot between various measurements.

Here, we want to confirm that individual measurements are reproducible within a certain error margin.

This is very important to confirm that ptychographic reconstructions and the subsequent propagation to a

plane near the lens exit actually delivers reliable results on phase errors. It will also give a sense on how

to interpret the measured data for the aberration corrected case.

The measurements for repeatability were carried out at the MEC instrument of the LCLS within the same

conditions as previously described in Section 6.1. This environment is especially challenging when trying

to compare distinct measurements with each other since the reconstruction of the wave field may suffer

from strong beam fluctuation of the XFEL beam. However, it has been shown that the pointing stability

of an XFEL may be poor, but the phase front seems to be very stable when only considering full hits of the

optics aperture [Sch+13]. That said, we filtered all data taken at the LCLS to only use diffraction patterns

with highest overall intensity. This will automatically discard diffraction pattern where the aperture was

only partially illuminated, enforcing good pointing stability and reproducible phase distributions of the

incoming laser beam.

The reconstructed object phase shift and the probe function for two consecutive measurements are shown

in Figure 6.3. The algorithm converged well in both cases. The test object was made of 1 µm thick

tungsten and the reconstructed phase shift of 1.8 rad is in good agreement with the theoretical value

of 1.85 rad. Both objects show identical defect features on the spokes of the siemens stars. Also the

reconstructed illuminations shown in Figure 6.3(b),(d) appear nearly identical. In order to better reveal

small differences the reconstructed wave field was propagated back at the lens exit by a distance zp−s to

a position where later on the corrective phase plate was positioned (cf. Figure 6.1). The corresponding

phase differences to a spherical wave and the phase difference between these two measurements are
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Figure 6.3: Comparison of two consecutive measurements and their ptychographic reconstructions. The
respective object phase shift is shown in (a) and (c). The magnitude of the phase shift en-
coded by hue is given by the color bar. The yellow rectangle denotes the scanned area. The
reconstructed probe functions are shown in (b) and (d), respectively. The white scale bar
represents 2 µm, thus all images are equally scaled. The amplitude and phase in (b) and (d)
are encoded by hue and color as stated by the color wheel.

depicted in Figure 6.4. Again, both phase differences to a spherical wave shown in Figure 6.4(a),(b) are

in good agreement, besides a small phase offset. Also small features, as indicated by the dotted circle,

are represented very accurately in both cases. This is proven by the difference of the two measurements

in Figure 6.4(c). The small feature inside the dotted circle vanishes completely. Instead, a small phase

wedge becomes visible. When we correct for this wedge the standard deviation of the phase is σ =

0.041 rad in this case.
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Figure 6.4: The phase differences compared to an ideal spherical wave near the lens exit corresponding to
the ptychographic reconstructions in Figure 6.3 are shown in (a) and (b). Phases are offset to
each other. The phase difference between (a) and (b) is shown in subfigure (c) on a different
scale indicated on the right. A distinct lens feature is highlighted by the dashed circle.

The same procedure was also undertaken with the phase plate installed after the lens. The individual

reconstructions are omitted here. Instead, only the back propagated wave field and its difference to a

spherical wave is shown in Figure 6.5(a),(b) together with the phase difference between these two mea-

surements (Figure 6.5(c)). Due to the phase offset the colors do not match perfectly in Figure 6.5(a),(b),

but the overall shape and small features are present in both images. Indeed, the phase difference presented

in Figure 6.5(c) shows nearly no visible signs of features from Figure 6.5(a),(b). This is highlighted by

the prominent feature marked by the dashed circle. The previously discovered phase wedge is also

present here. When correcting for it the measured phase deviation is determined to σ = 0.043 rad.

Both evaluations showed a small phase wedge when comparing consecutive measurements. In between

measurements the complete setup was left unchanged. Successive measurements were carried out within
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Figure 6.5: The phase differences compared to an ideal spherical wave after the phase plate are shown
in (a) and (b). Phases are offset to each other. The phase difference between (a) and (b) is
shown in subfigure (c) on a different scale indicated on the right. A distinct lens feature is
highlighted by the dashed circle.

half an hour. Handling of the diffraction patterns (dark-field correction, cropping, and intensity sorting)

was performed equally and also parameters for the ptychographic reconstruction were kept constant.

Subsequent propagation and subtraction of a perfect spherical wave were also carried out the same way.

In both cases the phase wedge is approximately 0.8 rad over a wave-field extent of 200 µm. With a

wavelength of λ = 1.51 Å this equals to an angle of 0.6 µrad. A general reason for a phase wedge in

the ptychographic reconstruction is often a mismatch of the optical axis and the center of the diffraction

pattern due to cropping errors. Here, this wedge would correspond to a shift of the diffraction patterns

of 3 µm on the detector placed 5 m behind the sample, which is very small compared to the detector

pixel size in this case of 110 µm (CSPAD-140k [Her+13]). Hence, the shift is not caused by processing

errors when handling diffraction patterns since only integer pixel steps are possible. Small thermal drifts

in the experimental setup, e. g. of the detector or the lens mount, could also cause this phase wedge.

The fact that such small drifts of a few micrometer can be detected demonstrates the high sensitivity

of the technique. A mean standard deviation of phase errors of σmean = 0.042 rad at Eph = 8.2 keV

corresponds to a Be thickness of 200 nm (equals 5 nm per lens surface in a stack of N = 20 lenses)

and a fused quartz (SiO2, ρ = 2.2 g cm−3) thickness of 150 nm. This illustrates the quality of the optics

characterization with the help of ptychography. With these data the uncertainty of initial Be lens surface

deviations presented in Figure 5.7 can be stated with σ = 5 nm, which is equal to a phase plate surface

shape uncertainty of σ = 150 nm (cf. Figure 5.11).

6.4 Correcting Spherical Aberrations with a Phase Plate

In this section the focusing properties of an uncorrected set of Be CRLs are compared to the same set of

lenses, but equipped with the newly developed phase plate in place. The whole evaluation is presented on

selected data only. Results from all three facilities will be presented together in several comprehensive

figures.

The nominal properties of a stack of N = 20 Be CRLs at the photon energy of Eph = 8.2 keV are

summarized in Table 6.2. These values assume aberration-free optics. Please note that the specific

composition of the CRL stack varied between experiments (cf. Table 6.1). Here, all 20 lenses are treated

equal. In reality, however, lenses from two production runs were mixed that may have slightly different
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Property Value (for Eph = 8.2 keV)

Number of lenses N 20
Radius of curvature R 50 µm
Lens thickness l 500 µm
Apex thickness d 33 µm
Geometric aperture 2R0 = D 300 µm
Lens casing width lc 1.1 mm
Numerical aperture NA 4.94× 10−4

Focal length f 250 mm
Effective aperture Deff 249 µm
Transmission T 0.44
Diffraction limited spot size dt 115 nm

Table 6.2: Theoretical properties of the Be CRL lens stack during all conducted experiments assuming
a perfect lens shape. However, the composition of the 20 single lenses varied between ex-
periments (cf. Table 6.1). All lens parameters are explained in Chapter 4. See especially
Figure 4.1 for geometric details.

properties as already indicated in Section 5.3.1.

The samples used in all following experiments were fabricated by the group of Ulrich Vogt at KTH Royal

Institute of Technology in the Albanova Nanofabrication Facility with the same method used mainly for

zone plate fabrication [Uhl+11]. A thick tungsten film (1 µm to 1.5 µm) is sputter-deposited onto a

100 µm thick diamond substrate. Structures from a chromium hardmask are etched into the tungsten

layer with a gas mixture of SF6 and O2. A scanning electron microscope (SEM) image of the grating

used for the Ronchi test and the siemens star test structure for ptychography experiments is shown in

Figure 6.6. Both images were taken on a comparable sample from the same production batch as the

sample used during experiments. Nevertheless they illustrate the manufacturing quality, showing edge

roughness on the grating in Figure 6.6(a) and also defects in the siemens star in Figure 6.6(b).

1 µm 4 µm

a) b)

Figure 6.6: SEM images of the utilized grating structures with 270 nm period (a) and the ptychographic
test structure consisting of a siemens star array with 100 nm smallest features (b). The sam-
ples shown here are structured in 1 µm thick tungsten on a 100 µm diamond substrate.

In the following sections characterization experiments using both structures and hence the methods of

the Ronchi test and ptychography are presented.

6.4.1 Ronchi Test

As already described earlier in Section 5.1 the Ronchi test is best suited for a quick and qualitative

assessment of present aberrations of the optical system [Nil+12] and also to ensure sufficient coherence
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properties at the beamline [Uhl+14]. Here, the Ronchi test was also successfully used to align the phase

plate with respect to the CRL lens stack on the optical axis with a lateral accuracy < 5 µm. First, a very

coarse alignment of the phase plate was carried out by simply centering the phase plate with the help of

phase-contrast imaging on a high resolution x-ray camera. The phase plate acts as a sample in the beam

path that can be imaged directly onto a 2D detector.

After this initial aligning procedure a Ronchi grating was placed near the focal plane of the CRL stack.

The Ronchi sample consisted of horizontal and vertical lines and spaces with varying grating periods.

Samples were structured in a d1 = 1 µm or d2 = 1.5 µm thick tungsten layer placed on a 100 µm thick

diamond substrate. At the energy of Eph = 8.2 keV this corresponds to a phase shift of ∆ϕ1 = 1.85 rad

and ∆ϕ2 = 2.78 rad, respectively. Best contrast is achieved if the intensity in the diffraction order

m = 0 equals m = ±1, which is the case for ∆ϕ ≈ 2 (cf. Equation (5.3)). Here, the given ∆ϕ yield

(η0 = 0.36, η±1 = 0.26) and (η0 = 0.03, η±1 = 0.39), respectively. However, these numbers are only

valid for a pure phase grating. The transmission T of the utilized gratings is T1 = 0.87 and T2 = 0.82.

Nevertheless contrast during experiments was still sufficient when using the first grating. We chose a

period of g = 270 nm such that diffraction orders overlap approximately by half (cf. Equation (5.1)).
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Figure 6.7: Ronchigrams for the vertical and horizontal grating without a phase plate and for various
phase plate misalignments in horizontal direction (20 µm to 0 µm). The scale bar indicates
the size of the beam on the high resolution x-ray camera. Relevant features used for alignment
are highlighted by the dashed lines in first image set of the alignment series. The data was
recorded at beamline P06 of PETRA III.

To give a short insight into the alignment process with the help of the Ronchi test several Ronchigrams

with a similar count of visible fringes for various alignment positions recorded at beamline P06 at

PETRA III are shown in Figure 6.7. In the example the phase plate was misaligned in horizontal di-

rection. One can clearly see the distinct deformation of the fringes highlighted by the dashed lines in

the first image set of the alignment procedure. The phase plate was moved in small steps of a few mi-

crometer in order to straighten the interference fringes. For aberration-free optics all lines should appear

straight as already shown in Figure 5.2(a). However, this is only true for a perfect grating. Here, the

edges of the nanostructured grating are rough (cf. Figure 6.6(a)), sometimes the grating may even suf-

fer from imperfections. Since the grating sample is very large (20 µm× 20 µm) compared to the beam
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size (< 2 µm), the exact location on the sample is not known. This fact makes a qualitative analysis of

the Ronchigrams difficult in the case of very small aberrations where interference fringes may appear

slightly distorted due to grid imperfections or aberrations of the optics. These effects are hard to disen-

tangle without a thorough grating characterization and exact knowledge of the beam location. Another

aspect, which is visible in the image series of Figure 6.7, is the different fringe contrast between the

vertical grating, diffracting the beam horizontally, in the top row and the horizontal grating, deflecting

the beam vertically, in the bottom row. This difference is caused by unequal coherence properties for the

horizontal and vertical beam direction due to different source sizes at storage ring facilities in horizontal

and vertical direction (cf. Section 6.1.2).

1 mm

2 µm

200 µm

1 2 3 4 5

a b c d e

1 2 3 4 5

x
z

a b c d e

Figure 6.8: Ronchigrams for different positions along the optical axis for both an uncorrected Be CRL
stack and the phase-plate corrected one. The exact positions of the gratings are marked by
the green lines. Between two Ronchigrams the grating was moved by 1 mm along the x-ray
beam. The reference caustics in the center are taken from ptychographic measurements of the
same experiment and are aligned to one another. All data shown was recorded at beamline
P06 of PETRA III.

Besides the ability to characterize aberrations qualitatively in a very fast way, the Ronchi test is also es-

pecially well suited to locate the focal plane of the optics. The results from such a scan for an uncorrected

and corrected lens are shown in Figure 6.8. The caustics as reference for the respective grating plane are

taken from ptychographic measurements (cf. Section 6.4.2). If the grating is scanned along the optical

axis, the number of visible interference fringes decreases when moving closer to the focal plane since

the illuminated grating area shrinks. If the grating period is matched closely to the NA of the optic, only
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a black and white area will be visible directly in focus (Figure 6.8 lower Ronchigram “4”). After passing

the focal plane the number of visible fringes increases again. This can be clearly seen for the corrected

lens in the lower part of Figure 6.8 (Ronchigrams 1-4). Due to spherical aberrations the focal depth in

the upper caustic is, however, very large. This is particularly reflected by the Ronchigrams labeled “b”

and “c” with almost the same fringe count of two. Not only the intense central region is contributing to

the fringe count, but also the weaker outer parts of the illumination.

6.4.2 Ptychography

During all experiments the lens stack was also characterized by ptychography. After locating the focal

plane with the help of the Ronchi test an array of small siemens stars (cf. Figure 6.6(b)) was placed in

the vicinity of the focal plane. The sample was scanned perpendicular to the beam in a grid-like fashion,

recording far-field diffraction patterns at each scan point. From this data the object transmission function

as well as the complex illuminating wave field were reconstructed (c.f. Figure 6.3). The complex wave

field can now be propagated along the optical axis with the help of the Fresnel-Kirchhoff propagator (cf.

Equation (2.18)). With this approach a beam caustic can be created. By propagating the reconstructed

two-dimensional wave field (x-y-plane) in small increments of several micrometers along the optical axis

(z-axis) a three-dimensional wave field is obtained. When projecting this intensity distribution along the

x- or y-axis a beam caustic in the y-z- or x-z-plane is generated, respectively. In these caustics wave-field

aberrations are easily identified. However, when wave front errors become small enough these caustics

cannot deliver sufficient information. Therefore, the wave field was also propagated back to near the exit

of the lens stack to the phase plate position. The phase distribution at this position was compared to the

phase of a perfect spherical wave. The radius of curvature for this wave was adjusted to coincide with

the distance to the focal plane of the investigated optics. Afterwards the phase error was unwrapped as

described earlier in Section 6.2.

A representative example for this evaluation process is shown in Figure 6.9. The central sketch of the

setup clarifies the position along the optical axis for the shown phase differences in Figure 6.9(a),(c).

They are shown at the phase plate position after the Be CRL. The caustics in Figure 6.9(b),(d) show the

intensity of the wave field near the focal plane. The phase error could be reduced from roughly 8 rad in

Figure 6.9(a) to under 2 rad as shown in Figure 6.9(c). The dramatic effects on the caustic around the

focal plane by this correction can be seen in Figure 6.9(b),(d). While the width of the central speckle does

not change, the surrounding intensities are drastically reduced, leading to a nearly Gaussian focal spot.

Another detail is the overall shift of the focal plane when inserting the phase plate. As indicated by the

white lines marking the assumed focal plane, a shift of 0.7 mm was measured. This would be equivalent

to a change in the lens curvature R by less than 0.2 µm and is likely caused by a slight mismatch of the

phase plate shape.

One can now also prove the correctness of the reconstructed wave field from ptychography by com-

parison with the prior recorded Ronchigrams. By using the retrieved wave field at the former position

of a Ronchi grating (e. g. positions from Figure 6.8) and with knowledge of the grating parameters

(material, thickness, period), one can model Ronchigrams and compare these with the independently

measured ones. Exemplary results are shown in Figure 6.10 for a single position of the uncorrected and

corrected case. The modeled Ronchigrams and measured fringe patterns match qualitatively very well

and even small features due to lens imperfections match closely. Note that the contrast in the modeled
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Figure 6.9: Beam characterization for a set of Be CRLs without (a, b) and with (c, d) a phase plate at the
LCLS. The phase difference compared to a perfect spherical wave at the eventual position of
the phase plate is shown in (a, c) and the corresponding beam caustics in the vicinity of the
focal plane are depicted in (b, d), respectively.

Ronchigrams is higher due to perfect coherence assumptions in the calculations. This independent com-

parison demonstrates that complex wave fields obtained by ptychography are indeed consistent with data

acquired by the Ronchi test.

This section should clarify the evaluation process each ptychographic measurement has received. A more

quantitative assessment and summary of all measurements will be given in the following section.

200 µm

Position "a" (aberrated)
measured simulated

Position "5" (corrected)
measured simulated

Figure 6.10: Two modeled Ronchigrams from ptychography data compared with measured Ronchi-
grams. The left side showcases the aberrated lens at position “a” and the right side shows
position “5” for the aberration corrected case (positions as shown in Figure 6.8).
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6.5 Quantifying Focusing Quality

Until now, the discussion on aberration correction was more focused on showing qualitative results. In

the following sections a more quantitative description of the achieved beam properties with the corrective

phase plate in comparison with the uncorrected Be CRL stack shall be given.

6.5.1 Focal Spot Characteristics

Focal spot size and magnitude of side lobes are properties of high interest for many applications. While

the existence of strong side lobes can be inherent to the optics due to their sharp aperture (e. g. KB-

mirrors, FZPs), they are often undesired. Refractive lenses, in theory, have the advantage of a Gaussian

aperture due to absorption effects. This leads to an also Gaussian shaped focal spot. However, in the

application presented here the Be CRLs have an aperture that resembles more a truncated Gaussian

profile. The lens is still very transparent at the outer diameter (T = 0.17 for the lens as described in

Table 6.2) and, therefore, the Gaussian profile is cut-off. This results in a Gaussian focal spot with

considerable side lobes. The horizontal profile of a perfect CRL focus is compared to the experimentally

achieved foci of aberrated and corrected CRL optics in Figure 6.11.
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Figure 6.11: Horizontal line profile through focal spot. Normalized intensity is plotted on a linear scale
in (a) and logarithmic in (b). Data for the uncorrected lens ins shown in black, the corrected
lens is drawn green. A simulation for a perfect lens for reference is plotted in red. Individual
beamtimes are encoded by line styles.

First of all the spot size of the central speckle is nearly identical for every measurement and is in very

good agreement with the modeled focal spot size of 138 nm (cf. Figure 6.11(a)). The previously stated

analytical value of 115 nm (cf. Table 6.2) is smaller since we assumed a Gaussian aperture. However,

for a circular aperture the Airy disc is described by a Bessel function. Applying a Gaussian profile

approximation to the central speckle yields dt ≈ 1λ/(2NA) = 153 nm instead of dt ≈ 0.75λ/(2NA) =

115 nm for a Gaussian aperture (cf. Section 4.3.3). The Be CRL described here lies in between these

two extreme cases. Main improvements related to the phase plate were the intensity reduction in the side

lobes by an order of magnitude (cf. Figure 6.11(b)). The first side lobe intensity of the corrected lens is

only a factor of two larger than the simulated perfect case.

While overall focus quality could be investigated by these normalized profiles, another interesting value

that is closely related to side lobe intensity is the achieved peak focal-intensity. This number is maxi-

mized for a perfect optical system that shows the smallest amount of side lobes while also being highly

transparent. However, the peak focal-intensity is often reduced due to aberrations. By adding a phase
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plate to the systems these aberrations can be corrected for and side lobes are reduced, leading to an in-

creased peak focal-intensity. The crux of the phase plate in this regard is the added absorption to the

optical system due to the phase plate substrate material. In the worst case the phase plate would perfectly

correct aberrations, but the added attenuation of the beam can, nevertheless, lead to the same or even a

reduced peak focal-intensity. Since one of the main applications for the optics will be the creation and

diagnosis of plasmas and warm dense matter at XFELs, the peak intensity is a crucial value. However,

determination of this value in the reconstructed images is difficult. Due to the finite pixel size in the

reconstructions the peak value can be decreased when the position of the pixel does not lie in the exact

center of the central lobe. While different pixel sizes between reconstructions can be accounted for, this

alignment problem is not easily solvable. Fortunately, the relative peak intensity and the relative inten-

sity in the central lobe of aberrated optics compared to ideal ones are nearly the same here as simulations

have shown. A summary of measured and simulated intensities is given in Figure 6.12.
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Figure 6.12: Relative total and central lobe intensity in focus of investigated optics compared to a per-
fect lens stack. Optics without any corrective phase plate are plotted by colored squares.
Achievable intensities for a corrected stack for both diamond and fused silica phase plates
are marked by crosses and stars, respectively. Simulations with the measured phase plate
profiles (cf. Figure 5.11) and a simulated lens are indicated by triangles. Experimentally
achieved intensities are marked by circles and a diamond.

First, all data points are compared to a perfect lens stack marked by the red square. This lens has

a relative transmission of one and also the maximum achievable central lobe intensity in focus. The

aberrated lens system has nearly the same total intensity, but due to strong side lobes the central lobe

intensity is decreased considerably down to 24 % compared to perfect optics. The purple square indicates

the initial measurement in 2012 that was used to design the corrective phase plate. One can see that

recent measurements at PETRA III (green square) agree well. However, the measurement at the LCLS

(cyan square) shows a higher central lobe intensity that is likely caused by a careful sorting of lenses

before the experiment (cf. Section 5.3.1 and Figure 5.6), while the data from DLS (pink square) show

a reduced performance. Adding a phase plate to the pure CRL stack corrects wave front errors but also

increases attenuation. Even if the additional substrate thickness equals zero the phase plate contributes

considerably to beam attenuation, depending on the material chosen (black crosses and blue stars in
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Figure 6.12 for diamond and fused silica, respectively). The raw material used to structure the phase

plate in was roughly 120 µm thick fused silica as subsequent measurements showed. This equals a

remaining substrate thickness of ≈ 80 µm after the structuring process. The expected performance when

using such a phase plate is marked by the red star in Figure 6.12. After structuring the phase plate the

surface profile was measured by a laser scanning microscope (LSM) as shown in Figure 5.11. Using

these profiles simulations were carried out with initial results from 2012 (purple square). Depending

on the lateral position of the phase plate results can vary (cf. Figure 5.12). Here, the phase plate was

positioned perfectly on the optical axis. However, the position along the optical axis was changed.

While the position at the lens exit (triangle pointing upwards) corresponds to the initially designed one,

the alternative position 16 mm further downstream (triangle pointing downwards) was also simulated

since the phase plate was positioned there very often in the actual experiments. For both phase plates

the position directly after the lens shows good results, as measured phase plate shapes are very close

to the ideal one (cf. Figure 5.11). However, phase plate 1 shows a significant drop in central lobe

intensity when positioned further downstream, which is not the case for phase plate 2. An explanation

might be the relatively flat structured ring region around the central cone (cf. Figure 5.11). These four

points give a rough estimation of what can be expected from the phase plates if aligned very well. The

measured data for different beamlines with the phase plate positioned approximately 16 mm downstream

of the lens exit is denoted by colored circles. The LCLS data for phase plate 1 (cyan circle) lies in

between the simulation (magenta triangles). The data at DLS (pink circle) is slightly below, but it has

to be noted that the aberrated lens at DLS (pink square) was not performing very well and showed the

strongest aberrations. In all of these measurements the phase plate was aligned with the help of the

Ronchi method. Measurements with a fixed installation of the phase plate into the lens stack are marked

by diamonds (green at PETRA III and cyan at the LCLS). The results at PETRA III show an exceptionally

good agreement with simulations and theoretical data. In fact this setup performed best. Here, a lot of

care was taken to align the lenses with the fixed phase plate. After initial lens alignment with a high

resolution x-ray camera a ptychogram was recorded and evaluated. By slightly tilting the whole lens

stack with the mounted phase plate small corrections in the micrometer range could be made to the phase

plate position. After only one iteration of the lens stack tilt the phase plate position was readjusted to an

accuracy better than 5 µm on the optical axis, resulting in very good performance. On the other hand the

data taken at the LCLS (cyan diamond) showcase a situation were alignment was not carried out very

well and further refinement steps were skipped. The performance is inferior compared to all other cases.

Here, one reason is for sure the slight off-center position of the phase plate in the casing that was not

corrected for by slightly tilting the lens stack. Another unknown reason might also be different initial

aberrations in the lens stack. Again, the lenses were presorted for this beamtime. Unfortunately this lens

stack was not characterized without a phase plate, which makes the initial aberrations inaccessible.

Despite the good performance in central lobe intensity the phase plates showed significant deviations

in total transmission. Unfortunately, the data are not complete and a transmission measurement with a

diode was not carried out during all experiments. Instead, the integrated counts on the two-dimensional

pixel detectors were used. This could only be done at DLS and PETRA III, since the beam at the LCLS

fluctuates too much. At DLS the measurements are influenced by an additional filter in the beamline

that was changed in between ptychography scans. Data and results are summarized in Table 6.3. While

it is shown that a different placement of the phase plate along the beam causes no significant change
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Integrated counts [s−1] Filter transmission Phase plate
w/o PP w/ PP w/o PP w/ PP trans. thicknessa

PP1 @DLS 5.513× 106 1.937× 107 0.141b 1 0.499 98.5µm
theory (16 mm behind) 0.539 86.7 µm
theory (lens exit) 0.539 86.7 µm

PP2 @PETRA III 3.331× 107 1.895× 107 1 1 0.569 79.1µm
theory (16 mm behind) 0.545 85.1 µm
theory (lens exit) 0.545 85.1 µm
amean thickness with assumed Al2O3 absorption coefficient µ = 71.32 cm−1

ba 11.65 µm thick Cr filter was used to reduce photon flux

Table 6.3: The measured integrated intensity during experiments is used to calculate the total transmis-
sion and mean thickness of the phase plates. The experimental values are compared to theo-
retical results for two different phase plate positions.

in the total transmission (though there are small changes since the beam converges from the lens exit

until 16 mm downstream), the two individual measurements show a clear deviation from theoretical

numbers. The measurement at PETRA III shows a slightly more transparent phase plate. This could be

explained by structuring the phase plate deeper into the substrate. The data gathered after fabrication

by an LSM (cf. Figure 5.11) can only provide measurements relative to the sample surface. More

remarkable is the data from DLS. Here the phase plate seems to be very absorbing. One reason could

be the filter used in this case. However, the filter transmission was determined afterwards at the same

photon energy and is very accurate. Since all detectors were only exposed to photon flux rates well

below their counting capabilities in a linear regime, this error source can be excluded. The phase plates

were fabricated out of three individual material samples with a nominal stated substrate thickness of

100 µm. The manufacturer states a tolerance for these samples of ±25 µm. Unfortunately, no thickness

measurements were carried out before producing these phase plates. On an unused substrate sample the

thickness could be determined afterwards to (118± 2) µm. For the substrates used the initial thickness

remains unknown. One explanation might be a substrate thickness slightly above specification of 130 µm.

Due to missing data this is rather speculative.

When neglecting these uncertainties in absolute substrate thickness the measured data points in Fig-

ure 6.12 (colored circles and diamonds) might be shifted horizontally. One can see that the performance

was best for the combination used at PETRA III (green diamond). The initial aberrations (green square)

are closest to the assumed one (purple square) so that the structured phase plate fits best in this case. In

general it is crucial to match the phase plate exactly to the optics. It has been shown that performance

can vary significantly for different combinations of the 20 Be lenses. However, the most important factor

is the lateral alignment of the phase plate, as data for the fixed phase plate 2 at the LCLS (cyan diamond)

has shown.

6.5.2 Zernike Amplitudes

The evaluation of aberrations is often done using Zernike polynomials. The corresponding Zernike

coefficients are a quantitative measure of the strength of an aberration. Here, the Zernike coefficients are

determined by fitting Zernike polynomials to the phase errors at the lens exit obtained by ptychography



6.5. QUANTIFYING FOCUSING QUALITY 75

(cf. Section 6.4.2). For a meaningful fit the region was chosen to be concentric with the recovered phase

difference at the lens exit. An example of this procedure using the first 37 Zernike polynomials is shown

in Figure 6.13.
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Figure 6.13: Fit of the first 37 Zernike polynomials to phase errors obtained by ptychography. The initial
optical path difference from ptychography together with the fitting region marked by the
dashed outer circle (inner concentric dotted circle for reference only) is shown in (a) and (d)
for the aberrated and corrected optics, respectively. In each case the Zernike fit is depicted
in (b) and (e). The difference between the initial data and the Zernike fit is shown in (c) and
(f) on a different color bar scale.

The fitting region is marked by the outer dashed circle. The inner dotted circle is concentric and serves

as a second reference for alignment. As discussed earlier the resulting optical path difference from the

Zernike polynomials can represent the results from ptychography only on small spatial frequencies very

well. Higher fluctuating phase errors due to surface roughness cannot be taken into account. This is

demonstrated by the fit error shown in Figure 6.13(c),(f). In addition one can see that the fit has its

largest error in the central region. Eventually these errors can be reduced by taking even higher Zernike

polynomial orders into account. It should be noted that we started to perform fits with the first 22 Zernike

polynomials up to Z0
6 . In this case the error maps showed larger errors and missing higher order spherical

aberrations were evident. After increasing the number of polynomials to 37, taking the next higher order

spherical aberration Z0
8 into account, fit quality improved considerably. Going up to 56 polynomials

(Z0
10) did not lead to significant improvements, though.

The method provides a good assessment of dominant aberration types and can give a quantitative measure

of present aberrations. A summary of Zernike amplitudes for all measurements is given in Figure 6.14.

The piston aberration Z0 only controls the global phase offset during fitting. Therefore, the correspond-

ing coefficient is not plotted or used in further considerations. The total sum Σ displayed in the legend of

the graphs in Figure 6.14 was calculated over the modulus of coefficients c±µν , excluding c0. These sums

represent the total strength of all present aberrations. Values are in very good agreement with previous
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Figure 6.14: Amplitudes for selected Zernike polynomials after fitting. Close to zero amplitudes between
Z1

6 and Z−7
7 are not shown. The sum Σ was calculated over the modulus of all coefficients

c±µν , excluding only c0. In (a), (b), and (c) results for aligned phase plates are shown. (d)
shows the result at the LCLS for a fixed phase plate.

observations for the central lobe intensity shown in Figure 6.12. For example, the uncorrected lens in

Figure 6.14(a),(b) shows stronger aberrations than the LCLS lens in Figure 6.14(c),(d). This is equivalent

with the lower central lobe intensity for the DLS and PETRA III lenses as compared to the LCLS lens in

Figure 6.12 (pink, green, and cyan square). Also the fixed mounted phase plate in Figure 6.14(d) shows

the strongest remaining aberrations of all measurements with phase plate installed. This agrees with the

discussed relative central lobe intensity in Figure 6.12 (cyan diamond) which is also the lowest in this

case.
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Figure 6.15: Sum of absolute Zernike coefficients grouped into aberration types. Uncorrected optics
are represented by dotted lines and squares. Corrected optics by solid lines and circles or
diamonds. The group “Other” sums up all higher angular frequency aberrations |µ| ≥ 3
such as Trefoil, Pentafoil, and so on. All 36 coefficients from c1

1 to c0
8 are considered.

To display certain types of aberrations and the influence of the phase plates in more details, the sum-

mation of absolute coefficients grouped by aberration type is shown in Figure 6.15. The most dominant

spherical aberration could be significantly reduced with the use of a phase plate in all measurements.

The same can be stated for the defocus coefficient. Even though the defocus strength is not directly an
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aberration, these wave-field deformations are necessary to describe the data if assuming focal planes like

indicated in Figure 6.9. Astigmatism and other coefficients show rather an erratic behavior. In some

cases these aberrations are enhanced by the phase plate, in others they are reduced. Here, the data is

not sufficient to draw any conclusions. While coma is not affected by the phase plate in general, strong

coma can be induced by a misaligned phase plate (LCLS fixed phase plate 2, cyan diamond). The tilt

aberration observed is a systematic effect that is strongly influenced by errors in between measurements.

The tilt coefficient error encountered in between consecutive measurements of the same optics is roughly

|c1
1| + |c

−1
1 | ≈ 0.045λ−1 and depends on the experimental setup stability as discussed in Section 6.3.

Thus, all data points for this aberration type are not very accurate and should not be taken into account

when comparing different optics. On the other hand, tilt aberrations do not reduce image quality. For all

other aberration groups these systematic errors are < 0.016λ−1.

6.6 Influence of Beamline Optics

In all the measurements additional beamline optics were used in order to tailor the x-ray beam to specific

needs of the setup. These optics are often located at the beginning of the beamline far away from the

actual experiment. In addition, the quality of monochromator crystals is often very high. Thus, phase

deformations caused by these optics are often neglected when investigating the main optics. In this

section a short example from the LCLS is presented, where aberrations induced from prefocusing optics

significantly influence beam properties. While the stability of the phase front from pulse to pulse at

XFELs is a current research topic, successful ptychographic reconstructions in this work and elsewhere

[Sch+13] are strong indicators for a reasonable stable wave front. The setup discussed here is identical to

the one described in Section 6.1.3. The only difference is an additional Be CRL set consisting of N = 7

single lenses with a curvature R = 500 µm. The lens set was positioned roughly 4 m in front of the

main Be CRL. This prefocusing optics with a nominal focal distance f = 7 m was introduced in order

to reduce the size of the LCLS beam to the aperture size D = 300 µm of the main optics. By using this

aperture matching technique the photon flux passing through the optics can be maximized. One important

aspect to note here is that both optics were not positioned on the same optical axis. The resulting influence

on the wave front is shown in Figure 6.16. The reconstructed intensity and phase distribution of the

aberrated main CRL is shown in Figure 6.16(a),(d). In the intensity map small grain features can be seen

that originate presumably from dust particles on the lenses and eventually inhomogeneities in the lens

material itself. When inserting the prefocusing CRL the wave field is converging towards the main CRL.

The setup is chosen to match the XFEL intensity distribution closely to the main CRLs aperture. The

main CRL is not completely illuminated as can be seen on the right edge in Figure 6.16(b). The dotted

circle that represents the main CRLs aperture is added to every image for reference and has always

the same size. Another prominent feature seen in Figure 6.16(b) is highlighted by the dashed circle.

This darker area represents the apex of the prefocusing lens. The influence on the phase after the main

CRL is depicted in Figure 6.16(e) and shows a clear deviation compared to Figure 6.16(d). The phase

error induced by the prefocus CRL alone is shown in Figure 6.16(f) by subtracting Figure 6.16(d) from

Figure 6.16(e). This reveals a phase error of cylindrical symmetry (highlighted by the concentric dashed

circles) and agrees very well with the offset position of the prefocusing CRL. From this limited data

one could already come to conclusions about the shape error of the utilized prefocusing CRLs assuming



78 6. ABERRATION CORRECTION FOR CRLS

-5

-3

-1

1

3

5

in
te

n
si

ty
 [

a
. 

u
.]

-5

-3

-1

1

3

5

p
h
a
se

 d
iff

e
re

n
ce

 [
ra

d
]

-2

-1

-0

1

2

p
h
a
se

 d
iff

e
re

n
ce

 [
ra

d
]

CRL

Prefocus CRL

z

z

a) c)

d) e) f)

b)

50 µm

y

x

50 µm

y

x

Figure 6.16: Reconstructed intensity and phase distribution at the exit of the main CRL. The stack ofN =
20 Be CRLs alone is shown in (a) and (d). After inserting a prefocusing CRL stack distinct
features of that optics appear in the intensity and phase map in (b) and (e) highlighted
by dashed circles. The misalignment of the prefocusing CRL with respect to the main
CRL is depicted in (c). The phase difference between (d) and (e) is presented in (f) and
shows features originating from the prefocusing CRL alone. The concentric dashed circles
representing the prefocusing lens and the dotted circles for the main optics are for reference
only.

that the cylindrical symmetry holds. This was not considered in this case. Instead, this example is

meant to highlight the influence of beamline optics. These two separate measurements enables us to

disentangle imaging effects related to the prefocusing and main lens. Therefore, in order to retrieve

qualitative information about specific optics along the beamline, each component has to be characterized

individually or in various combinations with each other.

6.7 Phase Shift Consistency

Throughout this chapter the performance of the phase plate in various experiments and on different

synchrotron radiation sites has been investigated. Both, phase plate 1 and 2 were used with great success.

However, as shown earlier in the manufacturing of these phase plates in Figure 5.11, their shapes were

not ideal. In addition it was noted that the phase error of newly arranged lens stacks, especially for

the LCLS measurement, was lower than expected (cf. Figure 5.6). Despite these discrepancies the phase

plate performance was almost optimal if the time was spent to correctly align the device. One observation

made earlier was the small shift of the focal plane of roughly ∆zF ≈ 0.7 mm as shown in Figure 6.9.

Here, we want to investigate the relationship between phase plate shape, smaller lens error, and focal

plane shift observed in more detail.
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Figure 6.17: Measured phase error at PETRA III without (solid red line) and with (solid green line) phase
plate 2. The theoretical phase plate shift (solid blue line) leads to a remaining wave front
error (solid cyan line) that does not match the experimental one (solid green line). After
introducing an additional phase shift due to a decrease in wave front curvature (dashed dark
blue line) the corrected phase error (solid orange line) agrees well with the experiment and
simulations (dotted pink line).

Consider Figure 6.17 where the phase error for various situations is plotted. We start from the top of

the legend. The solid red line shows the phase error as measured at PETRA III for the uncorrected lens

stack obtained by ptychographic wave field reconstruction. The solid blue line on the other hand was

calculated from the measured shape profile of the phase plate (LSM data) using a theoretical δ value for

SiO2. Interestingly, the LSM data seem to disagree with the ptychography data and structures appear too

deep (as already shown in Figure 5.11). When we use these two phase shifts and subtract them from one

another we obtain the remaining theoretical phase error (solid cyan line). This error differs significantly

from the experimental results obtained with the installed phase plate (solid green line). However, we

observed a shift in the focal plane position. Further modeling revealed a shift of ∆zF = 720 µm, which

is very close to the experimentally obtained 0.7 mm. Thus, one can consider the shape mismatch of

the phase plate also as an effective reduction in phase front curvature. The dashed dark blue line in

Figure 6.17 shows the phase difference between two spherical waves of curvature R1 = 234.8 mm and

R2 = 235.52 mm, leading to ∆R = R2−R1 = 720 µm. This corresponds to the shift of the focal plane

and the additional phase (dashed dark blue line) matches the trend of the theoretical phase shift (solid

cyan line). When subtracting this phase shift from the theoretical value we obtain a corrected phase

shift with respect to the new wave front curvature (solid orange line). The remaining phase error is in

very good agreement with the experimental result with the phase plate installed (solid green line). Also

performed simulations on the experimental data without phase plate using the phase plate profile from

LSM measurements show a good agreement (dotted pink line) when processed identical to experimental

data with the phase plate installed. In order to maximize the overlap between different lines an arbitrary

phase offset was added in some cases.

These additional wave-front deviations, related to a mismatch of the focal plane, are encountered often

during evaluation. Main reason is the determination of the exact focal plane within the reconstructed

beam caustics and hence the wave-front curvature assumed. The focal plane is determined by the plane
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with highest intensity in the central speckle. If there is a slight deviation of the focal length from that

plane we introduce an additional wave-front curvature. This is represented very clearly by the Zernike

polynomials for defocus Z0
2 in Figure 6.14 and Figure 6.15. The strength of this defocus is highest for

the uncorrected cases. Here, the determination of the focal plane by central speckle intensity does not

seem to be very accurate. For the corrected cases with a nearly aberration free focus the approach is more

suited. The initial characterization measurements in Section 5.3 may also be influenced by the additional

wave-front curvature due to defocus. Although the determination of the focal plane was always carried

out in the same way by taking the plane with highest peak intensity, slight differences might occur due

to the aberrated wave field.

Despite the non-optimal phase-plate shape for the actual lenses used (discrepancy between solid red and

blue line in Figure 6.17), wave-front errors were corrected to a minimum. The expected larger deviations

due to the shape mismatch could be addressed to a reduction in wave-front curvature, leading to no

additional aberrations but to a slightly increased focal length. The results also prove that the structuring

of the phase plate was successful and LSM profiles used for monitoring during phase plate fabrication

are meaningful. In addition, we did not observe any degradation of the remaining phase plate material

related to the high-intensity short-pulse laser interaction with the substrate during fabrication.

6.8 Summary of Results

In order to wrap-up the multitude of results from this chapter key findings are presented concisely.

• During this thesis a phase plate to correct aberrations of refractive x-ray lenses was successfully

developed, fabricated, implemented, and their performance thoroughly characterized.

• Performance analysis was carried out by the two methods of ptychography and the Ronchi test.

Both techniques are independent from one another and obtained data from them was found to agree

very well with each other (cf. Figure 6.10).

• Obtained data can be evaluated not only qualitatively, but quantitative results about the strength

and type of various aberrations of the optical system are retrieved in great detail.

• Spherical aberrations in a stack of 20 Be CRLs could be reduced by an order of magnitude when

comparing the modulus of relevant Zernike polynomial amplitudes as shown in Figure 6.15.

• The peak intensity in the focal plane was increased from only 25 % for the uncorrected lens up to

48 % with the corrective phase plate when compared to the perfect optical system. Main reason for

the reduced peak intensity, despite the tremendous reduction in aberration strength, is the relatively

high substrate thickness of these first phase plates investigated.

• Neglecting absorption effects in the phase plate a peak focal intensity of 85 % compared to the

perfect optical system was achieved (cf. Figure 6.12), which demonstrates the high fabrication and

alignment accuracy reached.

• Perfect alignment of the phase plate with respect to the optical axis is crucial, as can be seen from

the spread of results in Figure 6.12.

• To further approach the goal of diffraction limited focusing, meaning a peak intensity in focus

> 95 % without neglecting phase plate absorption, the shape accuracy of the phase plate has to be

improved, substrates made thinner, and, ideally, a more x-ray transparent material like diamond

has to be utilized.
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7 Nanofocusing with RLLs

In this chapter first experiments carried out with a completely new design of a refractive lens, named

by refractive lamellar lens (RLL), are presented. The first experiment was conducted at beamline P06

of PETRA III and uses a compound RLL made of both silicon and aluminum oxide (Figure 7.1(a)).

In the second experiment at beamline ID13 of the European Synchrotron Radiation Facility (ESRF) an

RLL completely made of Al2O3 was used (Figure 7.1(c)). The idea behind the new shape is to fabricate

lenses by coating techniques like atomic layer deposition (ALD). With this approach new materials

like Al2O3 become accessible that have a higher density than silicon while at the same time providing

good transmission for x rays due to their low atomic number. The higher density effectively leads to

an increased refraction per unit length in the lens stack. Examples of lens prototypes are shown in

Figure 7.1. The lamella shape is best visible in Figure 7.1(a), depicting the compound Si-Al2O3 RLL.

Figure 7.1(b) shows the Si scaffold for the Al2O3-only RLL that will be coated by ALD. After coating

the Si substrate is removed from the backside. A structure consisting only of a thin Al2O3 film remains,

forming the actual RLL. All manufacturing steps were carried out at the Institute of Semiconductors and

Microsystems (IHM) at TU Dresden. Further details are described in the following sections.

a) b) c)

30 µm 30 µm 30 µm

Figure 7.1: SEM images of RLL prototypes. A compound RLL made of Si and Al2O3 is shown in (a).
(b) shows the Si scaffold that is used to produce the Al2O3-only RLL depicted in (c).

7.1 Crossed RLL Geometry

In both experiments RLLs were used in a crossed geometry. Due to the structuring process in silicon

a single RLL stack has a cylindrical geometry and can only focus x rays in one direction. Thus, a

horizontally and vertically focusing RLL have to be combined in order to create a point focus that can

be evaluated by ptychography. The experimental setup is depicted in Figure 7.2. Directly upstream of

the lenses guard slits limit the coherent beam to the optics aperture, that is in this case 40 µm× 40 µm.

The confined beam passes the vertical lens first before entering the horizontally focusing lens. Both the

vertical and horizontal lens are aligned to each other so that their respective focal planes, given by the

focal lengths fv and fh, overlap in a common plane. The distance from the exit of the last lens to the

common focal plane is called working distance WD.
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sample detector

horizontal lens
vertical lens

guard slits

Figure 7.2: Crossed RLL setup sketch. The alignment of both lenses to each other and their focal length
fv and fh are chosen to overlap in a common plane. The sample is placed in the vicinity of
that plane and diffraction patterns are recorded with a two-dimensional detector at distance
zs−d.

7.2 Si-Al2O3 Compound RLL

The first prototype lens that should demonstrate the successful use of ALD-Al2O3 as a lens material was

fabricated on a structured Si wafer that not only provides an initial structure for the lens profile, but also

acts as a support for the thin aluminum oxide layer. The initial lamellae shape was first structured in a

silicon wafer by optical lithography via a chromium hard mask and subsequent deep reactive ion etching.

The lamellae are the starting point for the ALD process. Each Si lamella is now coated on all exposed

surfaces with a thin Al2O3 layer by ALD. The very slow growth rate of these layers allows for a precise

thickness control. In theory small etching errors in silicon (over- or underetching the structures) can be

compensated this way. A schematic of this process and the resulting lamellae are shown in Figure 7.3.

20 µm

a) b) c) d) e) f)1.5 µm

4
0

 µ
m

2 µmAl2O3

Si
substrate

Al2O3

Si

Figure 7.3: (a) - (d) Schematic cross-section along the optical axis z through a single lens lamella at
different fabrication stages. (e), (f) SEM images on test lamellae with deposited Al2O3 layer.
(Sub-figure (a) - (d) reprinted with permission from [Sei+14a]. Copyright 2014, AIP Pub-
lishing LLC.)

As discussed in Section 4.2 the lamella shape is dependent on its thickness. Initially, the shape is struc-

tured into the Si wafer based on a certain thickness goal (cf. Figure 7.3(a)). The lamella is underetched on

purpose (Figure 7.3(b)). This scaffold is then coated with Al2O3 to reach the previously designed thick-

ness again (Figure 7.3(c)). In practice, the thickness of the Si lamella is slightly depth dependent due to

etching effects (Figure 7.3(d)). This can be seen in the cross-sections through test structures with 4 µm

thickness in Figure 7.3(e), (f). The test structure shows a slight depth dependent thickness, that is not

critical in this example. In general, the effect increases with reduced lamella thickness. In addition, the
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thickness of the deposited Al2O3 layer also decreases slightly with increasing depth. These effects sum

up to deviations in the lamella thickness over the lens depth in the order of a few 100 nm. This results

effectively in deformed parabolas in projection that differ for each depth, introducing aberrations to the

beam. Nominal lens parameters are summarized in Table 7.1 for a photon energy of Eph = 15.25 keV.

Lamella properties Lens properties

dSi dx x N R l D dt WD T

H
0.7 µm 0.4 µm Al2O3

260
20 µm 25 µm 40 µm

79 nm
30.1 mm 0.061

V 200 93 nm
H

Si
99 nm

34.7 mm 0.034
V 116 nm
H

C∗
62 nm

27.7 mm 0.136
V 75 nm

Table 7.1: Summary of various lens parameters for the investigated crossed RLL system at a photon
energy of Eph = 15.25 keV. For comparison two fictive RLL systems, replacing Al2O3 by Si
or diamond (C∗) are shown.

The lens lamellae were designed around a final thickness of 1.5 µm. For the creation of the Si scaffold the

lamellae were produced with a thickness of dSi = 0.7 µm. The missing material was added by coating

dALD = 0.4 µm thick Al2O3 on each side by ALD. The previously mentioned benefit of aluminum oxide

as a lens material is highlighted by comparing the compound lens to a pure Si RLL in Table 7.1. Due to

the overall lower Z and higher density ρ in the compound lamellae, the transmission T is increased while

reducing the working distance WD at the same time. This is caused by an increased refraction per unit

length, leading to higher numerical apertures and ultimately smaller spot sizes dt. On the other hand,

the comparison with diamond shows the possibilities with this geometry if an even better suited x-ray

optical material could be coated to the Si scaffold instead of Al2O3. An important factor when calculating

these lens properties is the actual density of the material. For silicon and diamond the nominal density

for a perfect crystalline material are assumed. Silicon wafers used in the semiconductor industry have

very high purity values and are grown as single crystals using the czoralsky process. Therefore, these

substrates reach the theoretical density used here. For diamond this might not be true, but the nominal

single crystal density for diamond was used to emphasize possible performance. However, for Al2O3

the achieved density of the coated layer was determined by x-ray reflectometry to ρAl2O3 = 3.0 g cm−3.

This is considerably lower than the value for crystalline Al2O3, also called sapphire, of ρSapphire ≈
4.0 g cm−3. Nevertheless, this result is not surprising due to the amorphous epitaxial growth of Al2O3

and the temperature dependent embedding of hydroxyl groups (Al(OH)x) [Gro+04].

The fabricated compound Si-Al2O3 RLL was successfully characterized at the nanoprobe endstation of

beamline P06 at PETRA III. The lenses were used in a crossed geometry (cf. Figure 7.2) with an aperture

defining entrance slit opening of 40 µm× 40 µm. Far-field diffraction patterns of an NTT-AT resolution

test chart (model ATN/XRESO-50HC) were recorded using the LAMBDA detector [Pen+13]. The data

set was evaluated using the ptychography algorithm (Section 5.2). From the reconstructed complex

illumination function a beam caustic was generated by propagating the wave field using the Fresnel-

Kirchhoff propagator. The results are presented in Figure 7.4. The beam caustics in Figure 7.4(a),(b)

reveal a splitting of the wave field upstream of the focal plane as well as an astigmatism. The latter is
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Figure 7.4: A propagated wave field of a crossed RLL lens set is shown in horizontal and vertical projec-
tion in (a) and (b), respectively. The dashed vertical focal plane lies 3 mm upstream of the
horizontal one, marked by the solid line. The intensity profiles in (c) are taken from the plane
shown in (d), which corresponds to the solid line in (a) and (b). (Reprinted with permission
from [Sei+14a]. Copyright 2014, AIP Publishing LLC.)

caused by misaligning the lenses with respect to each other and is not a feature of the optics themselves.

However, the characteristic splitting of the wave field is caused by spherical aberrations. As noted earlier

in Figure 7.3(d) the etching process led to a depth-dependent Si thickness. Effectively this translates to

a depth dependent deformed lens profile in projection, deviating significantly from the ideal parabolic

shape, since the lamellar shape is only valid for the nominal design thickness d (cf. Equation (4.9)). In

addition, this dependency also means varying focal distances for each etch depth, as lamella shape and

thickness directly translate to a certain refractive power. These aberrations result in a focal spot size

measured to 164 nm× 296 nm (h×v) as shown in Figure 7.4(c),(d). When neglecting the astigmatism

due to alignment errors, the vertical spot size can be determined to 201 nm if measured in the dashed

plane of Figure 7.4(b). That is an increase by roughly a factor of two in both directions as compared to

ideal focal spot sizes in Table 7.1. The results were published in 2014 by Seiboth et al. [Sei+14a] and

further details can be found in the diploma thesis of Maria Scholz [Sch14].

7.3 Al2O3 RLL

After the initial proof-of-concept for the new lens shape with a compound lamella made of both Si and

Al2O3 the aim was to create a lamellar lens solely made of Al2O3 to achieve the best possible performance

by completely removing the Si. To achieve this objective the initial Si scaffold and subsequent processing

of the wafer had to be changed completely. A schematic of the new Si scaffold and subsequent structuring

steps are shown in Figure 7.5.

For each fabrication step the lens wafer is viewed from the top or from the side. The initial Si scaffold

shown in Figure 7.5(a) and also Figure 7.1(b) is structured such that the space in between two lamellae

is either filled with Si or etched out. The future lamellae are indicated by the dashed lines. After this

initial Si structuring the scaffold is coated with Al2O3 by ALD, covering the wafer completely from the

top (Figure 7.5(b)). One challenge is to remove the remaining Si between the lamellae. Since the wafer

is covered by Al2O3, which is hard to remove by wet etching processes, the complete Si substrate was

removed from the backside. The remaining structure is a 2 µm thick film of Al2O3 that forms the lens and

all other elements (Figure 7.5(c) and Figure 7.1(c)). This structure itself is very fragile and was glued

to another Si wafer with photoresist in order to stabilize it. These last steps are a crucial aspect of lens

fabrication and have tremendously influenced the achieved performance of the Al2O3-only RLL.
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Figure 7.5: Schematic cross-section along the optical axis z through lens lamellae at different fabrication
stages. Top row: View from above. Bottom row: Side view. On the initial Si scaffold (a)
we applied a 2 µm thick Al2O3 layer by ALD (b). After the Si scaffold is removed only thin
Al2O3 lamellae remain, forming the RLL lens stack.

N R l d NA dt WD T

Si NFL
H 212 13.8 µm

30 µm 1.5 µm
4.95× 10−4 63 nm

12.9 mm 0.026
V 106 11.4 µm 3.80× 10−4 82 nm

Al2O3 RLL
H 140

20 µm 36 µm 2.0 µm
4.95× 10−4 63 nm

24.5 mm 0.117
V 96 3.82× 10−4 81 nm

Al2O3 RLL
H 234

20 µm 36 µm 2.0 µm
6.72× 10−4 46 nm

12.8 mm 0.049
V 148 5.13× 10−4 60 nm

Table 7.2: Comparison of NFL versus RLL (ρAl2O3 = 3.0 g cm−3) focusing with identical numerical
apertures NA. In addition, an example of an RLL with smallest spot size and the constraint
of a reasonable working distance WD, suitable for user experiments, is given. All lens setups
are calculated for a photon energy of Eph = 15 keV with a geometric aperture of D = 40 µm.

A theoretical comparison between a Si NFL and an Al2O3 RLL with identical numerical aperture NA

is given in Table 7.2. Additionally an RLL with a comparable working distance WD as the NFL, while

achieving higher transmission T and smaller spot sizes dt, is also shown. Despite the fact that the RLL

is made of thicker material than the NFL (dRLL > dNFL) and the radius of curvature is also larger

for the RLL, the higher refractive power and lower absorption result both in fewer lenses needed while

achieving the same NA. This results in a higher transmission and also a larger working distance, which

is desirable for many applications where special sample environments are neccesary, while keeping the

focal spot size the same. On the other hand comparable working distances are achieved at slightly

increased transmission while decreasing the focal spot sizes by almost 70 %.

First experiments with these lenses were carried out at ID13 of the ESRF, using the lens set with a typical

NA of NFLs as described by the upper “Al2O3 RLL” lens in Table 7.2. Due to the fragile nature of the

lamellae structure to stress during removal of the Si substrate, and due to the difficult handling thereafter,

lenses were not completely flat. An example is given in Figure 7.6, showing the aligned horizontal and

vertical wafer in transmission of the flat x-ray beam. The vertical lens wafer appears thicker than the

horizontal one. In addition, the vertical lens seems only homogeneous in the central part. To the outside

the lens resembles a cone shape. By tilting the vertical lens the alignment could not be further improved.

The tilt series revealed a slight bend of the whole wafer along the optical axis, causing the described

phenomena. However, the horizontal wafer appears flat, features like bar codes and individual lenses

are more sharply recognizable and the wafer is much thinner. Here, a dominant feature in that wafer is
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vertical lens

horizontal lens

bar code crossed lenses

200 µm

Figure 7.6: X-ray transmission image of a pair of
crossed Al2O3-only RLLs. One single
lens is marked by a dashed rectangle.
The overlapping region of two lenses is
also marked in the same way. The struc-
tures in between lenses are bar codes to
identify individual lenses on the wafer.

a highly absorbing layer on the top. This layer cuts off the bar codes as well as the lens. The removal

of the Si scaffold from the backside was apparently not successful and a layer of Si remained. Though,

this layer seems to stabilize the wafer longitudinally, preventing a bending like in the case of the vertical

wafer.
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Figure 7.7: A projection of the wave field around the focus is shown in horizontal and vertical direction
in (a) and (b), respectively. The wave field in the assumed focal plane marked by the white
line in (a) and (b) is shown in (c). The reconstructed object phase with the scanned area
marked by a dashed rectangle is depicted in (d).

Although lenses appeared far from ideal in the high resolution camera in Figure 7.6, a ptychographic

scan was carried out in order to characterize the focused wave field. Results are shown in Figure 7.7.

The caustics in Figure 7.7(a),(b) reveal a strongly broadened wave field in the vertical direction compared

to the horizontal case. This is also apparent in Figure 7.7(c), showing a vertically elongated wave field.

Since the vertical lens is twisted along the optical axis, the resulting focus is very bad. Therefore, an

interpretation of the results, especially for the superior horizontal lens, is very difficult. In the center of

Figure 7.7(c) two bright speckles are visible. The size of each of them is roughly 180 nm. Compared to

the theoretical values in Table 7.2 for the horizontal lens of the upper “Al2O3 RLL” set the spot size is

increased by more than a factor of two.

These recent experiments show that the fabrication of Al2O3-only RLLs is still at the beginning and

much has to be improved upon the manufacturing side. Main challenge is to stabilize the fragile lamellae

structure in order to avoid any deformation. One possible solution could be to use the bar code region

in between lenses. Here, the silicon scaffold would be left untouched in order to provide more support

for the lens. Another aspect is the mounting of the finished RLL to some support material. For these

experiments we simply utilized photo resist to glue the RLL onto a raw Si wafer. Since photo resist is

not very radiation hard this method might not work for lenses that shall be constantly used in routine
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operation. In addition, the handling of the RLL during these mounting procedures has to be carried out

with caution. The development of these procedures is a current research topic and improved RLLs are in

sight.

7.4 Summary of Results

A short listing is given of the key findings within this chapter.

• The completely new lens shape of bent lamellae (RLL) was successfully fabricated with the help

of a silicon scaffold (cf. Figure 7.3).

• A compound RLL consisting of Si and Al2O3 showed promising results and was a proof-of-concept

for the new lens design [Sei+14a].

• The compound RLL showed typical Si microfabrication problems like slanted sidewalls for high

aspect ratios. They are problematic for this new lens shape, since it relies on a constant thickness

profile over the whole etch depth.

• Despite these shape errors a focal spot size of 164 nm× 296 nm (h×v) was measured, which is

only a factor two above the expected values (cf. Figure 7.4).

• A new RLL fabrication scheme was presented (cf. Figure 7.5) that removes the Si scaffold com-

pletely after the Al2O3 coating process, leading to an Al2O3-only RLL. This eliminates the slanted

sidewall problem, but new challenges were imposed by the now fragile Al2O3 structure that is left

without any support.

• While the Al2O3-only RLL could be characterized at ID13 of the ESRF, a good nanofocusing result

could not be obtained (cf. Figure 7.7).

• Main concern is the fragile nature of the Al2O3 lamellae. In next RLL iterations stabilizing ele-

ments in between lens stacks out of Si are foreseen.
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8 Conclusion and Outlook

Effective and aberration-free nanofocusing of hard x rays is an important key component in all experi-

mental scenarios where highest resolution [Hol+14; Sch+15] and extreme intensities [Yon+14] are de-

manded. In this thesis concepts were developed to enhance hard x-ray nanofocusing capabilities at both

storage ring and x-ray free-electron laser sources by refractive x-ray optics. Starting from the problem of

compatibility of suitable lens materials and available structuring techniques a completely new lens shape

was devised in Section 4.2, named by refractive lamellar lens (RLL). The unconventional shape allows

to utilize new materials such as Al2O3 by thin film techniques, a material with favorable x-ray optical

properties in comparison to currently utilized silicon (cf. Section 4.4). The working principle of these

lenses was successfully demonstrated [Sei+14a] and recent developments towards pure Al2O3 optics are

pointed out. The main field of application are storage ring sources with limited coherence properties

where small aperture optics with shortest focal distances are beneficial. While the theoretical advantages

of Al2O3 lenses were highlighted in Table 7.1 and Table 7.2, achieved performance in experiments could

not reach these aims in terms of focal spot size since lens shape accuracy was insufficient. Similar to

NFLs the accurate structuring of the scaffold into Si with high aspect ratios is crucial. Nevertheless, a

compound RLL consisting of Si and Al2O3 created a focal spot of 164 nm× 296 nm (h×v), enlarged

only by a factor of two compared to theoretical values. In a next iteration the RLL idea was taken one

step further and an Al2O3-only RLL was created. Here, the fragile structure of the thin Al2O3 lamellae

has to be considered. While the new pure Al2O3 RLL avoids problems with slanted Si scaffold side walls

by design, stabilization of the lamellae and the removal of the Si scaffold have to be improved. As this

was the very first prototype consisting only of Al2O3 various improvements are investigated for future

upgrades. Especially in the optically not contributing regions between lens stacks we plan to implement

stabilizing elements of intentionally not removed Si scaffolds. In general, the new lens shape provides an

interesting platform for refractive lenses made by thin film techniques. Currently Al2O3 is a promising

material that is applicable by ALD. If manufacturing constraints can be resolved focal spot sizes could

be reduced to 70 % of current Si NFLs and the gain of the optical system increased by at least a factor

of four (cf. Figure 4.9). In the future also RLLs made of diamond may become an option if thin film

techniques evolve, which would lead to tremendous improvements in both focal spot size and gain (cf.

Figure 4.7 and 4.8).

Besides this completely new development, another main focus of this work was the aberration correction

of current compound refractive lenses (CRLs) made of beryllium using phase plates (cf. Section 5.3).

Since CRLs find a widespread use at numerous x-ray sources of the third generation and even free-

electron laser sources, this development will be crucial for a variety of future nanofocusing experiments

at these sources. Many x-ray optics that are used today are far from being considered aberration free

[Sch+10b; Kew+10; Vil+11; Nil+12], especially when larger apertures and radiation hardness are de-

manded, e. g. at XFELs [Dav+11; Sch+13]. Very high-quality reflective hard x-ray optics exist today for

XFEL use [Yum+13; Mim+14], but the extremely high expenditure and setup complexity may prevent
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a wide utilization. In general, limitations are imposed by the accuracy of current fabrication techniques.

Overcoming these restrictions is of course one of the great challenges today.

The developed phase plate in this thesis presents a concrete solution to overcome certain limitations in

refractive x-ray optics fabrication. Throughout Chapter 6 the successful correction of strong spherical

aberrations in a set of 20 Be CRLs with R = 50 µm was demonstrated. Overall wavefront errors were

reduced from over 1.3λ down to below 0.2λ. The strength of spherical aberrations measured by Zernike

polynomial decomposition was reduced by an order of magnitude from 0.4λ−1 down to 0.04λ−1. One

challenge in using the phase plate is the accurate alignment with respect to the aberrated optics. Two

different approaches were successfully realized in this work. The fixed alignment of the phase plate to-

gether with the aberrated optics provides a compact unit where only one alignment step and no additional

experimental controls are necessary. However, mechanical challenges are more significant. If this accu-

racy is somehow not achievable an aberration correction may also be realized by additional alignment

stages in a variable setup. Both alternatives were presented and comparable results achieved. For the use

with Be CRLs the fixed model is the most elegant solution, since the phase plate holder has the same

form factor as a single lens and can simply be inserted at the end of the lens stack.

With the techniques of high-accuracy aberration characterization by ptychography and the microstructur-

ing capabilities of high-intensity short-pulse laser ablation a broad variety of x-ray optics and aberrations

may be corrected by this phase plate approach, limiting its application not only to refractive x-ray lenses.

While wavefront manipulation by a phase plate may not be as adaptive as previous schemes relying on

deformable reflective optics [Mim+10], its portability, simple integration into existing setups, and afford-

able fabrication are key benefits of this solution. The successful demonstration of aberration correction at

very different synchrotron radiation facilities in this thesis emphasizes this aspect. These characteristics

will allow one to equip any aberrated optics with a phase plate and also retrofit a phase plate to existing

setups, enhancing their performance.

One of the most obvious steps to improve the phase plate performance is a reduction in substrate thick-

ness. First prototypes were structured in over 100 µm thick SiO2 plates, were in theory only 40 µm were

needed. A logical step is therefore the use of appropriate substrate thicknesses that correspond to the

needed maximum phase shift in order to correct aberrations. Depending on the final phase plate shape

a remaining substrate offset of 5 µm seems feasible in order to guarantee sufficient stability of the phase

plate structure itself. In the scenario described within this work an increase in phase plate transmission

from 54 % to roughly 90 % can be achieved on this way. With this the phase plate is not only creating

an aberration free focus, but also increases achievable peak intensities in the focal region considerably

compared to an uncorrected CRL optic, despite the additional phase plate absorption. As shown in Fig-

ure 6.12 an uncorrected Be CRL stack reaches only 25 % of the peak intensity in focus compared to an

aberration free system. Experiments demonstrated an increase of peak intensity to 48 %, taking the thick

substrate material of roughly 120 µm into account. A considerable reduction in phase plate absorption

is in sight by using 40 µm thick substrates, which would increase the peak intensity to over 75 % with

current fabrication capabilities. A refinement of the shape accuracy and alignment procedures could

increase this to 90 %.

Another interesting approach that will be pursued is the use of diamond as a substrate material, which

could increase the phase plate transmission even more, leading to peak intensities of 98 % for the inves-

tigated optical system. Very recent developments showed the feasibility of diamond micro fabrication by
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a short-pulse high-intensity laser to manufacture refractive x-ray lenses [Ter+15]. Depending on strength

and type of lens aberrations the requirements on manufacturing a diamond phase plate are very similar.

Thus, developments in both refractive lenses and upcoming phase plate iterations will stimulate each

other, further refining the promising technique of short-pulse laser ablation for x-ray optics manufactur-

ing.

Fourth generation synchrotron sources and the advent of diffraction limited storage rings are the propul-

sive forces in current developments in x-ray optics and the exploitation of new materials and manufac-

turing techniques. Throughout this work a new refractive lens design based on thin film techniques and a

universal approach to correct aberrations in many of nowadays utilized x-ray optics was presented. Espe-

cially at XFELs a large community will benefit from aberration free nanofocusing to pursue science with

unprecedented temporal and spatial resolution and to explore previously unaccessible states of matter.
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