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I. Zusammenfassung

Eines der grundlegenden Ziele der molekularen Elektronik und verwandter For-

schungsfelder ist die Verwendung von maßgeschneiderten Molekülen für die En-

twicklung von elektronischen Bauelementen mit neuen Funktionalitäten jenseits von

siliziumbasierter Halbleitertechnik. Da sich die Eigenschaften von Molekülen durch

den Elektrodenkontakt dramatisch ändern können, ist es wichtig die Verbindung

zwischen Molekülstruktur und Funktionalität in solchen elektronischen Bauteilen zu

verstehen und zu kontrollieren. Neben der Entwicklung von neuen experimentellen

Methoden (Rastertunnelmikroskopie und sogenannte Break Junctions) wurden the-

oretischen Methoden entwickelt um Ladungstransport durch nanoskalige Systeme zu

beschreiben und vorhersagen zu können. Derzeit bestehen wichtige Herausforderun-

gen für die Theorie darin, Antworten auf folgende Fragen zu finden: (1) Was ist

ein geeignetes Modellsystem um das jeweilige Experiment zu simulieren? (2) Wie

können wir Erkenntnisse auf nanoskopischer Ebene auf die Makrowelt übertragen

und so dem komplexen Zusammenspiel von Effekten auf verschiedenen Längen- und

Zeitskalen gerecht werden?

In dieser Arbeit wurde der Ladungstransport durch (supra)molekulare Systeme mit

Hilfe von theoretischen Methoden untersucht, mit dem Fokus auf mechanisch und

photochemisch induzierten Leitfähigkeitsänderungen. Unsere Transportberechnun-

gen basieren auf dem sogenannten Landauer–Imry–Büttiker-Ansatz in Verbindung

mit Greensfunktionen und der Kohn-Sham-Dichtefunktionaltheorie (DFT). Ziel ist

es, Erklärungen für experimentelle Beobachtungen zu liefern, aber auch interessante

Vorschläge für neue Experimente zu machen. Weiterhin zeigen wir, wie die hier

gewonnenen Erkenntnisse verwendet werden können, um erste Schritte in Richtung

von Multiskalenansätzen zu gehen.

Es wurden Kraft- und Leitfähigkeitsmessungen an plattformgebundenen Molekülen

auf einer Gold-Oberfläche durch Kombination von beschränkten Optimierungen

mittels statischer DFT und dem Landauer-Ansatz zur Beschreibung kohärenten

Tunnelns simuliert. Obwohl die Flexibilität des Moleküls eigentlich ein statistisches

Sampling (z.B. durch Molekulardynamik-Simulationen) erfordern würde, stimmen

unsere Ergebnisse dank eines qualitativen Scans wichtiger Konformationen gut mit

dem Experiment überein. Daher haben wir unseren Ansatz auf weitere interessante

Moleküle übertragen. Zum Beispiel haben wir einen Spin-Crossover-Komplex da-
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Chapter I. Zusammenfassung

raufhin untersucht, ob ein mechanisch induzierter Spinzustandsübergang in einem

Rasterkraftmikroskop realisierbar wäre. Wir mussten jedoch feststellen, dass eine

äußerst sorgfältige Beschreibung der nicht-kovalenten Wechselwirkungen des Sys-

tems mit der Oberfläche notwendig ist, was oft ein Problem für DFT dargestellt

und dass möglicherweise das Molekül von der Spitze nicht in der gewünschten Art

verformt wird.

Desweiteren wurden Gate-Effekte von adsorbierten Gas-Molekülen und Photoschal-

tern auf die elektronischen Eigenschaften und die Leitfähigkeit von Kohlenstoff-

nanoröhren (englisch carbon nanotubes, CNTs) untersucht. Um den zugrundeliegen-

den Mechanismus zu ermitteln, haben wir systematisch lokale Eigenschaften nach

der Theorie der Atome in Molekülen berechnet und zwei verschiedene DFT-Me-

thodologien verglichen: Ein Plane-Wave-Modell unter periodischen Randbedingun-

gen und einen “abgeschnittenen” Ansatz unter Verwendung einer lokalisierten Ein-

teilchenbasis. Für Adsorbate auf metallischen CNTs hat sich dabei gezeigt, dass die

CNT-Länge relativ klein sein kann, ohne das die Adsorptionsstruktur durch das Ab-

schneiden beeinflusst wird. Halbleitende CNTs tendieren hingegen dazu, sensibler

auf eine Längen-Beschränkung zu reagieren. Obwohl einige Ergebnisse bezüglich

der Dipolmomente mit den experimentellen Beobachtungen korrelieren, konnten wir

keine haltbaren Aussagen zur Übertragbarkeit des Modells auf das Experiment tre-

ffen. Durch die Wahl des minimalen Modellsystems haben wir wichtige Effekte (vor

allem Grenzflächen-Effekte) vernachlässigt, die einen entscheidenen Einfluss auf die

Transporteigenschaften der CNTs haben können. Hier wäre ein Multiskalenansatz

hilfreich. Als ersten Schritt in diese Richtung haben wir ein Programm zur Berech-

nung und Visualisierung von lokalen Dipolmomenten von molekularen Subsystemen

entwickelt, welches die Weiterverarbeitung von verschiedenen Elektronenstruktur-

Ausgabeformaten ermöglicht. Die so gewonnenen Dipolmomente können in ein

grobkörnigeres Modell eingebaut werden, um das Gating-Phänomen in CNT-basier-

ten Transistoren oder auch Lösungsmitteleffekte in der molekularen Elektronik und

Spitze–Molekül-Wechselwirkungen in Rasterkraftmikroskopie-Messungen zu verste-

hen.

Schließlich konnten wir zeigen, dass Elektronentransferraten (welche näherungsweise

aus den Leitwerten von Molekülen erhalten werden können) und Ratenkonstanten

eines konkurrierenden Prozesses (in diesem Fall Energietransfer) für Donor–Brücke–

Akzeptor-Verbindungen in ein einfaches, analytisches Modell eingegeben und da-

raus Erkenntnisse über die Dynamik von Zustandspopulationen gewonnen werden

können.
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II. Abstract

The use of taylor-made molecules for the design of nanoscopic devices with advanced

functionalities beyond conventional silicon-based counterparts has been the primary

goal for molecular electronics and related fields in recent years. Along this path it is

crucial to understand and to control the relationship between structure and function

in metal–molecule–metal junctions as molecules may change their properties when

connected to macroscopic electrodes. Besides the development of novel experimen-

tal strategies (e.g., mechanical break junctions and scanning probe microscopy), a

variety of theoretical approaches have been presented to describe and predict elec-

tron transport in such devices. At present, the challenges for theoretical models

include two important questions: (1) what is a proper model system for the given

experimental device or the relevant part of it? (2) how can we transfer knowledge

from the nanoscopic to the macroscopic level, and thus bridge the wide range of

relevant time and length scales?

In this thesis, theoretical investigations of electron transport through (supra)molec-

ular systems focusing on changes in the conductance as a consequence of mechan-

ical and photochemical stimuli are presented. The electron transport calculations

are based on the Landauer–Imry–Büttiker approximation combined with a Green’s

function approach and Kohn–Sham density functional theory (DFT). The aim is to

gain insights into the corresponding experimental measurements, to provide inter-

esting proposals for future experiments and to take first steps towards implementing

nanoscopic properties in a coarse-grained multiscale model.

Force and conductance measurements of a platform-mounted molecule on a Au(111)

surface by combining constrained optimizations using static DFT and electron trans-

port calculations are simulated. Although the flexibility of the molecule under me-

chanical stress would suggest that statistical sampling is required (e. g., molecular

dynamic simulations), thanks to accounting for the relevant conformations first-

principles results show a remarkably good agreement with the experiment. There-

fore, the system of interest is extended towards, for instance, a spin-crossover com-

pound to assess whether a mechanically-induced spin transition could be realized

using atomic force microscopy. It was found that careful treatment of non-covalent

interactions between molecules and surfaces is necessary (which DFT often has

problems with) and that, perhaps, the molecule is not deformed by the tip in the
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Chapter II. Abstract

desired manner.

Furthermore, the chemical gating effects of gaseous and photoswitchable molecules

interacting with single-walled carbon nanotubes are investigated. To determine the

mechanism which affects the nanotube’s transport properties, local properties ac-

cording to the theory of Atoms-In-Molecules are systematically calculated using two

different DFT methodologies: a plane-wave periodic boundary model and a trun-

cated approach employing a localized single-particle basis. It was found that for

small adsorbates on metallic nanotubes, their length can be fairly small as this does

not significantly affect the adsorption structure. Semi-conducting nanotubes on the

other hand tend to react more sensitively to truncating the nanotube. Although a

change of the adsorbate dipole moment upon photoswitching could be responsible

for the observed change in transistor characteristics, it could not be established for

certain whether the minimal model system captures the relevant features of the

experiment. A multiscale model including the electrode–nanotube interface would

be helpful to make reliable predictions of the underlying gating mechanism. As

a step towards this goal, a program for calculating and visualizing local dipole

moments of molecular subsystems which enables postprocessing of a variety of elec-

tronic structure output formats was developed. The dipole moments obtained may

be embedded as point dipoles in large-scale approaches to understand the chem-

ical gating phenomena in carbon nanotube transistors but also solvent effects in

molecular electronics, and tip–molecule interactions in atomic force microscopy.

Finally, we demonstrated how electron transfer rate constants (e. g., estimated from

calculated conductance values) and those of a competing process (in this case energy

transfer) that may occur in Donor–Bridge–Acceptor systems can be implemented

in a simple analytical model to gain insights into the population dynamics, e. g. in

colloidal quantum dots relevant for photovoltaic or light-emitting diode applications.
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1. Introduction

Facing the need for increased performance of transistors and further miniaturiza-

tion, the fundamental idea of using molecular components for the fabrication of

electronic devices has led to a rapidly growing research field in nanoscience: Molec-

ular electronics [1,2]. The first concepts embracing the functionality of molecules for

electronics originated in the early 1950s [3–6]. At that time, Kuhn and co-workers

were able to measure the electrical conductivity of molecular monolayers [7,8]. The

theoretical proposal by Aviram and Ratner in 1974 of a molecular diode acting

as a rectifier [9] has since then paved the way for molecular electronics. However,

practical attempts of inserting a single molecule in an electronic device have suf-

fered from the limited control of the contact between molecules and macroscopic

electrodes [10]. Thus, measuring currents through molecules has benefited enor-

mously (as without doubt many other fields in nanoscience) from the development

of scanning probe and break junction techniques, which enabled the manipulation of

molecular and supramolecular structures at the nanoscale in the mid-1990s [11–14].

The rectifying behavior of donor–acceptor molecules has now been confirmed ex-

perimentally for monolayers [15] and even for single molecules [16], and substantial

advances in the design of various applications in nanoelectronics and spintronics

have been made, using molecules as building blocks for memory elements, switches,

rectifiers, and transistors. Also additional supramolecular and hybrid material de-

vice architectures involving the functionalization of carbon-based transistors (e. g.,

carbon nanotubes filled with bucky balls [17,18]) or arrays of metal nanoparticles in

an organic matrix [19] have been introduced lately. In such supramolecular systems,

a molecule can affect the electronic properties of the system involved in transport

indirectly through covalent and noncovalent interactions.

Theoretical modeling of molecule–metal interfaces has played a significant role in

understanding the transport mechanisms and structure–function relationships at

the nanometer scale since the beginning of the field. Since the structure of molec-

ular junctions is not precisely known and can be barely controlled in experiments

due to structural fluctuations, a comparison with theoretical methods is important

to help examine, for instance, whether indeed a single molecule is incorporated in

the junction. Quantum mechanical concepts of electron transport [20] (and the

closely related electron transfer process [21]) have provided new insights on funda-

mental questions such as: How do electrons move through single molecules? What

1



Chapter 1. Introduction

is the impact of structural and electronic changes on electron transport? What

mechanisms are responsible? And what are the requirements for well-conducting

molecular systems?

In the following, the most common methods of connecting molecules in a electrode–

molecule–electrode setup are presented. Furthermore, a brief overview of controlling

the conductance through a single molecular junction and challenges that arise for a

theoretical description of electron transport through such junctions are given.

1.1. Experimental architectures in nanoelectronics

The development of the scanning tunnelling microscope (STM) [11–13] has con-

tributed substantially to the progress in molecular electronics, since it allows for

the fabrication of reproducible atomic-size contacts in a controlled manner (see

Refs. [22–24] for a more detailed review). In a STM, a sharp metal tip is brought

into contact with a molecule on a conducting surface allowing tunneling current to

flow through the molecule. This allows imaging and manipulating a molecule in

ultra-high vacuum, air, and various liquids while measuring its electrical proper-

ties [25]. Probably the first STM study of a tip–molecule contact has been demon-

strated by Joachim and Gimzewski for buckyballs (C60) on a Au(110) surface in

1995 [26]. Later, Tautz et al. impressively showed that a STM tip can be used to

pick up flat-lying molecules and thus controlling those molecules [27]. The atomic

force microscope (AFM) is closely related to the STM, but measures either the

short range repulsive or the longer range attractive force between the tip and a (not

necessarily conducting) surface [28], instead of the tunneling current. For simulta-

neous force and conductance measurements of nanoscale junctions, two combina-

tions of STM and AFM have been presented: The conducting AFM (c-AFM) [29]

and the combined STM/AFM [30, 31]. The first technique uses a metal-covered

tip1, whereas the latter uses a metal tip attached to the cantilever as illustrated

in Fig. 1.1a. Furthermore, several types of two-terminal break junction techniques

have been extensively used for the purpose of measuring conductances in single

molecular junctions. The basic concept is to control the gap between two electrodes

within a range of 1 − 3 nm using a piezoelectric transducer. In a mechanically

controllable break junction (MCBJ), a thin metallic wire (e. g., gold) on a flexi-

ble substrate is bent or stretched until it breaks, which (ideally) leads to a single

molecule trapped between the electrodes (see Fig. 1.1b) [14,34,35]. Reed and Tour

first employed the MCBJ technique to single molecules by addressing the charge

transport through 1,4-benzenedithiol between gold leads [36, 37]. Since conduc-

1The metal-covered tip of a c-AFM is larger and no longer as sharp as a STM tip [32, 33]

which causes a certain amount of uncertainty about the actual number of molecules measured.

2



1.1. Experimental architectures in nanoelectronics

Figure 1.1.: Schematic illustration of different experimental setups for studying

molecular conductance. (a) The combined STM/AFM uses a metal tip attached to

a cantilever in order to measure forces and conductance simultaneously. (b) In a me-

chanically controllable break junction (MCBJ), a metal wire on a flexible substrate

is strained by bending the substrate which causes the wire to break at a certain

point resulting in two electrode contacts. (c) A typical setup of a carbon nanotube

field-effect transistor consists of a carbon nanotube as the channel material connect-

ing two electrodes (source and drain). The third metal contact representing the gate

electrode is added on the back of a dielectric layer. (d) An electrically contacted

two-dimensional gold nanoparticle array. The molecular-exchange reaction enables

the bridging of neighboring particles to form a network of junctions.

tance is highly sensitive to variations in the molecular conformation and to the

structural details of adsorption to the electrodes, it is almost impossible to identify

and reproduce the conductance of a single molecule and hence, a statistical analysis

of a large number of measurements is needed [38–42]. Break junction techniques

capture structural fluctuations by creating and reforming molecule–metal contacts

hundreds of times [43–45]. The histograms of the resulting conductance values are

3



Chapter 1. Introduction

reproducible and exhibit (in most cases2) a well-defined peak attributed to the most

probable conductance of a single-molecule junction [48–50]. Recently, a theoretical

model has been proposed to extract additional information from the peak’s line

shape about the alignment of the molecular levels relative to the Fermi energy of

the electrodes and the molecule–electrode coupling [51,52].

While mechanical break junctions are almost always formed in vacuum, Tao and

Xu [53] extended the break-junction method to single molecular junctions in solution

using a STM setup. In a STM-based break junction (STM-BJ), vertical molecular

junctions are repeatedly formed by moving a STM tip in and out of contact with a

molecule on a surface. Compared to MCBJs, STM-BJs are mechanically less stable,

but do offer the advantage of being able to monitor the surface before, during, and

after junction formation [54].

Compared to two-terminal break junctions, three-terminal devices such as nanotran-

sistors offer extended control of electron transport. While two (source and drain)

electrodes pass current into and out of the system, an additional gate electrode can

be used to shift the molecular level energies relative to the contact electrodes. A

typical three-terminal setup, in which a semi-conducting single-walled carbon nan-

otube is connected to metal electrodes (usually produced by nanolithography [55])

is shown in Fig. 1.1c. Carbon nanotube field-effect transistors are promising candi-

dates because they offer increased efficiency at small sizes compared to conventional

silicon-based ones [56–59].

Moreover, two-dimensional networks of metal nanoparticles have attracted great in-

terest in molecular electronics recently [60–64]. Using e. g., the Langmuir–Blodgett

technique [65, 66], metal nanoparticles can self-assemble3 into well-defined arrays

stabilized by alkanethiols [67, 68]. Replacing a part of the thiols by dithiolated

molecules (see Fig. 1.1d), a network of hundreds of interlinked molecular junc-

tions can be created in which each nanoparticle acts as a miniaturized contact [69].

Among adjusting the nanoparticle material and size [70], the length and the func-

tionality of incorporated molecules can be used to control the electronic properties of

such arrays [19], for instance when bridging the neighboring particles with DNA [71]

or molecular switches [72]. Spectroscopic techniques (in particular, infrared and Ra-

man spectroscopy) can be used to identify and confirm the presence of molecules

between metal nanoparticles [72, 73] as well as between extended electrodes [74].

Metal nanoparticles (NPs) and nanoparticle arrays comprise a nanoscale system in

which the NPs may also serve as donor/acceptor. Recently, the idea of using the

2For some molecules with anchoring groups (e. g., thiol) which can bind to various adsorption

sites on the electrodes, multiple sets of conductance peaks superimpose resulting in a narrow

distributions of the conductance [46,47].
3Self-assembly is a process in which a spontaneous organization of components (e. g.,

nanoparticles) occurs due to interactions among themselves or with their environment.
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1.2. Impact of molecular structure on conductance

knowledge about transport properties of single metal–molecule–metal junctions to

estimate the conductance of two-dimensional nanoparticle arrays has been realized

by George et al. [75]. In a multiscale approach, they used the rate–conductance cor-

relation to describe electronic motion through molecularly linked NPs by a hopping

mechanism4 (involving temporary charging of NPs) and to overcome the multiple

scale transport problem. Such nanoparticle arrays are also interesting for sensor

applications, as analyte molecules may affect conductance by changing the conduc-

tance of molecular bridges, the dielectric properties of the nanoparticles, or the

mechanical properties of the array [77,78].

Several other methods to create molecular junctions have recently been designed

based on e. g., electromigration [79, 80], electrochemistry [81], crossed wires [82],

nanopores [83, 84], shadow masking [85], and mercury drop contacts [86]. The

interested reader is kindly referred to excellent reviews, see Refs. [87–92].

1.2. Impact of molecular structure on conductance

As stated previously, the conductance through single molecules is sensitive to small

changes in the molecular electronic structure, including the molecular conforma-

tion, the molecular length, the gap between the highest occupied molecular orbital

(HOMO) and the lowest unoccupied molecular orbital (LUMO)5, and molecular

topology (quantum interference). Therefore, to realize controlled electron transport

in molecular junctions by modifying either the alignment of the molecular energy

levels relative to the Fermi energy of the electrodes, the molecule–electrodes cou-

pling, or both, it is crucial to understand how these properties are influenced by

“molecular design”. For relatively short molecules (< 3 nm) connected by metal-

lic contacts, the conductance through the molecule has been found to decrease

exponentially6 with increasing length [46,94–97]. In this case, nonresonant tunnel-

ing is assumed to be the dominant transport mechanism. At a certain molecular

length (> 4 nm), nearly length-independent (but temperature-dependent) incoher-

ent hopping7 transport starts to dominate [98–100]. Furthermore, the choice of

anchoring groups has a strong impact on the molecule–electrode electronic coupling

as well as on the energies of the molecular orbitals involved in the transport pro-

cess [101]. According to their electron-withdrawing or electron-donating behavior,

changing the anchoring group can increase or decrease the junction conductance

4Nitzan has extended the relationship between transfer rate and molecular conduction to

thermally activated hopping processes between nearest-neighbor bridge sites [76].
5If the HOMO–LUMO gap increases (at constant electronic coupling to the electrodes), the

conductance of the system decreases.
6A recent combined experimental and theoretical study showed a surprisingly odd length

dependence for oligothiophene molecules (although hopping transport could be excluded) [93].
7In the hopping regime, electrons can migrate along the molecule by multiple steps.
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Chapter 1. Introduction

(similar to adding chemical substituents to the molecular bridge [102]). For ex-

ample, thiols are known to form strong covalent bonds to gold, but suffer from

their large variability in adsorption to gold surfaces and the resulting broadened

conductance distributions [103]. Similar difficulties arise for isocyanide [104] and

carboxylic acid [105]. Venkataraman et al. showed that amine [46, 106, 107] and

pyridine [108] anchoring groups provide a well-defined electronic coupling to gold

electrodes and an improved molecular junction formation. The same holds true for

nitrile groups [109]. The topology-dependence of molecular conductance can be im-

pressively demonstrated by a simple benzene ring, where the zero-bias conductance

of the meta-connected benzene ring is significantly lower than that of the para-

connected counterpart [92, 110]. Considering the ring coupled in meta position to

the electrodes, different possible pathways exist in contrast to the para-coupled one,

where both pathways have the same length. This effect is attributed to destructive

(meta) and constructive (para) quantum interference [111–114]. Further examples

of conformational changes due to structural changes or stereoisomerization will be

presented in the following section.

1.3. Switching conductance by external stimuli

A class of functional molecules that have been investigated comprehensively in

the past decade with regard to their usage as building blocks for electronic de-

vices are molecular switches [115, 116]. Using switchable molecules as the active

channel in a molecular device has the advantage compared with conventional elec-

tronics that conductance can be controlled without the need for a gate electrode.

A variety of external stimuli can be used to change the structural and electronic

properties of a molecule, e. g. length, conformation, coordination, dipole moment,

spin state, charge state and bonding behavior. One way to induce the switching

between a low and a high conductance state is to excite a molecular switch by

light of a specific wavelength in order to evoke an isomerization reaction. Typ-

ical examples of photochromic switches include diarylethenes [117–122], azoben-

zenes [123–130], stilbenes [131, 132] and spiropyranes [133–135]. In particular, di-

arylethene (DAE) derivatives are attractive candidates for switchable devices since

they are highly symmetrical and fatigue-resistant [136–139]. These molecules can

undergo a reversible transformation8 between a π-conjugated (closed) and a doubly

cross-conjugated (open) form by illumination with either ultra-violet (closing) or

visible light (opening).

Alternatively, conductance switching can be realized by tuning the electronic proper-

8Besides using photoexcitation, such a chemical bond rearrangement in DAE derivatives can

also be induced by electrochemical oxidation or reduction [140].
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ties of the component involved in transport indirectly through chemical gating. For

example, irradiation of a chromophore-functionalized carbon nanotube field-effect

transistor and concurrent changes in the chromophores’ dipole moment can modify

the conductance without affecting the atomic structure of the tube. [141,142].

Another interesting example of a molecular switch is an azobenzene molecule, since

a reversible trans–cis isomerization can be observed even in the absence of light,

induced by an applied electric field [143] or tunneling electrons [144, 145]. More

generally, if a bias voltage is applied, the resulting electric field can couple to a dipole

moment of a molecule, leading to changes in the molecular conformation [146]. For

instance, an electric field can be used to switch between two different non-planar

conformations of a Zn(II)-etioporphyrin molecule, depending on the orientation of

its dipole moment with respect to a NiAl(110) surface [147]. A prominent example of

current-induced switching in molecular junctions is the tautomerization of hydrogen

atoms within a naphthalocyanine molecule probed by STM [148]. External gating

of the electrochemical potential can be achieved by adding or subtracting charge

from the molecular system. Molecular charging can be linked to charge transfer

processes in donor-bridge-acceptor systems (or in general, redox reactions) [149],

where charge transfer rates can be controlled by e. g., adding small anions [150]

or charging a functional group [151]. A charge transfer mechanism can further be

used in carbon nanotube field-effect transistors through interaction with molecules

acting as donors or acceptors, which also results in a chemical gating effect.

Furthermore, mechanical stretching or compression of a molecular junction can dra-

matically change the electronic properties of an incorporated molecule [152–154].

Quek et al. showed that compression and elongation of bipyridine junctions can

mechanically induce conductance switching, which has been attributed to different

pyridine–Au binding structures [155]. Recently, Vacek et al. demonstrated con-

trolled conductance switching of a helicene molecule by mechanically manipulating

the electrode separation [156].

Another interesting class of switchable molecules are spin crossover (SCO) molecules

that can undergo a transition between a low-spin and a high-spin state under various

external stimuli, such as temperature, light, electric field and current [157–160].

It has been shown that the spin state of a lanthanide ion sandwiched between

two organic phthalocyanine units (TbPc2) can be modified by applying an electric

current [161]. Another very recent example is a Fe2+ complex in which two of the

four terpyridine ligands are functionalized as a push–pull system. Increasing the

applied bias voltage of the junction then leads to a distortion of the Fe2+ ligand

field resulting in a high-spin to low-spin transition [162].

To summarize, several switching mechanisms can play a role depending on the chem-

ical nature of the molecule and its local environment. In this work, we will focus on

7



Chapter 1. Introduction

mechanically and photochemically induced conductance changes of (supra)molecular

systems.

1.4. Theoretical approaches in molecular electronics: basics

Since the experiments described above are challenging and a detailed control over

parameters such as the number of molecules studied and their attachment to the

contacts is often not possible, it is essential to support the interpretation of those

experiments through theoretical simulations. Furthermore, theoretical modeling

allows for understanding underlying mechanisms, which in turn allows for the design

of new molecules to be studied experimentally.

In the outset of the field of molecular electronics, deducing a mesoscopic understand-

ing of nanoscale conductance from first principles beyond classical descriptions of

charge transport like Ohm’s law9 presented a challenging task for theoreticians. To-

day, the “standard” recipe for modeling electron transport in nanoscopic devices is a

scattering approach [165,166] formulated in terms of Green’s functions [20,167–169]

to account for the open-boundary situation, which is valid in the coherent tunneling

regime.

Another challenge for computational modeling of nanoelectronic devices is posed

by the multiple scales – ranging from nano- to micrometres and from femtoseconds

to seconds (or even minutes). Since small variations at the nanometer scale can

dramatically affect the properties of the macroscopic environment, simulating the

device at a coarse-grained level without a proper treatment of the low-scale details

will most likely fail in giving an accurate description. On the other hand, calculat-

ing all length scales using an all-atom description is unfeasible as well due to the

enormous computational cost. Thus, one has to make compromises in attempting

to treat both extremes with sufficient accuracy. For this purpose, multiscale meth-

ods have been designed to combine computational methods for different scales.

The idea is to simulate a small subsystem, and then to incorporate information

from the low-scale into a larger-scale model. The density functional theory-based

molecular dynamics (DFT-MD) method [170], for example, uses molecular dynamics

(MD) simulations to gain insight on possible contact geometries, and first-principles

methods to calculate the conductance of individual snapshots. Recently, a multi-

scale approach dealing with electron tunneling through two-dimensional nanoparti-

cle arrays has been presented by George et al. which combines quantum transport

with molecular dynamics and kinetic Monte Carlo calculations [75]. To date, var-

ious quantum chemical tools are available to describe the active part of a device

9Ohm’s law fails for electron transport in nanoscale devices due to their quantum nature

[36,163,164].
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by transferring certain properties to a course-grained approach e. g., NanoTCAD

ViDES [171,172], TiberCad [173,174], NEMO5 [175], and gDFTB [176]. However,

multiscale approaches are still under development and the exact calculation of the

required parameters is often difficult and may depend strongly on the system under

study, especially when the properties in the nanoscopic system, as in our case, are

manipulated chemically or mechanically.

A combination of the non-equilibrium Green’s function (NEGF) formalism with the

density functional theory (DFT) is widely used to model single molecular junctions

[177]. A basic introduction to DFT10 and to the main concepts of electron transport

through nanoscopic systems within the Landauer approach are provided in the

following.

1.4.1. Electronic structure calculations: Density functional theory

In quantum mechanics, a system of N interacting electrons and M nuclei can be

described by the time-independent, non-relativistic Schrödinger equation,

ĤΨi(~x1, ..., ~xN , ~R1, ..., ~RM ) = EiΨi(~x1, ..., ~xN , ~R1, ..., ~RM ), (1.1)

where Ĥ is the Hamiltonian, E the energy eigenvalue, and Ψ the wave function

of state i. The electron variable ~x is defined as ~x = (σ, ~r). The vectors ~r and ~R

represent the spatial coordinates (x, y, z) of the electrons and the nuclei, respectively.

The electron spin coordinate σ has only two discrete states, namely spin up and

spin down.

The Born–Oppenheimer approximation (BOA) can be used to simplify the equation

[178], since the nuclei are much heavier and, therefore, move much slower than the

electrons. This allows the separation of the electronic and nuclear motions. The

electronic Hamiltonian Ĥe is then given by11

Ĥe = −1

2

N∑

i=1

∇2
i

︸ ︷︷ ︸

T̂

−
N∑

i=1

M∑

A=1

ZA

~riA
︸ ︷︷ ︸

V̂Ne

+

N∑

i=1

N∑

j>i

1

~rij
︸ ︷︷ ︸

V̂ee

, (1.2)

where ~rij is the distance between electrons i and j with ~rij = |~ri − ~rj |, ~riA is

the distance between electron i and nucleus A with ~riA = |~ri − ~RA|, and ZA is

the nuclear charge. The first term describes the kinetic energy of the electrons T̂ .

The other two terms represent the attractive and repulsive potential energy due to

the electron–nucleus (V̂Ne) and electron–electron interactions (V̂ee), respectively.

10In this work, all calculations were carried out within the framework of DFT.
11In atomic units, for which ~ = me = e = 4πε0 = 1.
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Chapter 1. Introduction

The nucleus–nucleus interaction is a constant term, which may be added later to

the electronic energy to obtain the total energy. This is a prototypical many-body

problem, whose solution is difficult due to V̂ee.

The main concept of the DFT [179] is to circumvent the 4N -dimensional wave

function and instead to calculate the energy as a functional of the ground-state

electron density

ρ0(~r) = N

∫

...

∫

|Ψ0(~x1, ~x2, ..., ~xN )|2ds1d~x2...~xN . (1.3)

This is based on the Hohenberg–Kohn theorems [180, 181], which state that the

external potential (here due to the nuclei) is uniquely defined by ρ0 up to an additive

constant, and that the energy as a functional of ρ obeys the variational principle,

E[ρ(~r)] =

∫

VNe(~r)ρ(~r)d~r + T [ρ(~r)] + Eee[ρ(~r)]
︸ ︷︷ ︸

FHK [ρ(~r)]

≥ E0, (1.4)

with the potential energy due to the electron–nucleus attraction VNe(~r) and the

ground state energy E0. The functional for the kinetic energy T [ρ(~r)] and that

for the electron–electron interaction Eee[ρ(~r)] can be combined to the so-called

Hohenberg–Kohn functional FHK [ρ(~r)] whose explicit form is unknown. Kohn and

Sham suggested to describe the electron density as the density of a reference system

of non-interacting fermions, which has the same ground-state density ρ(~r) as the

real system [181]. Since the exact wave function of such a system is a single Slater

determinant, its kinetic energy can be expressed as a simple-to-evaluate expectation

value. Therefore, the following expression for the functional FHK [ρ(~r)] can be

introduced,

FHK [ρ(~r)] = TS [ρ(~r)] + J [ρ(~r)] + Exc[ρ(~r)]. (1.5)

where TS [ρ(~r)] is the kinetic energy of the non-interacting fermions and J [ρ(~r)] the

classical contribution to the potential energy which includes the nucleus-electron

and the classical electron-electron interactions. The exchange–correlation potential

Exc[ρ(~r)]

(x for exchange, c for correlation) can be defined by rewriting Eq. (1.5) as

Exc[ρ(~r)] ≡ (T [ρ(~r)]− TS [ρ(~r)]) + (Eee[ρ(~r)]− J [ρ(~r)]), (1.6)

which includes all exchange and correlation contributions plus a small “correction

to the kinetic energy” which describes the difference between the kinetic energy of

the interacting and the non-interacting system and is assumed to be small.

Due to the fact that the exact exchange–correlation functional Exc[ρ(~r)] is not

known, many approximate functionals have been developed in the last years [182].
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1.4. Theoretical approaches in molecular electronics: basics

The earliest approximation of the exchange–correlation functional is the Dirac–

Slater approximation for a homogeneous electron gas known as the local density

approximation (LDA) [183]. In general, this approximation provides an unrealistic

description of inhomogeneous systems such as atoms and molecules.

The first improvement of the LDA was the generalized gradient approximation

(GGA) which includes the first derivative of the density with respect to spatial

coordinates. The most commonly used GGAs are the BP86 functional developed by

Becke and Perdew [184,185] and the PBE functional designed by Perdew, Burke and

Ernzerhof [186,187]. When the second derivative with respect to spatial coordinates

is also included, the approximation is known as a meta-GGA functional, e. g. TPSS

[188]. Another group are the hybrid density functionals, in which the exchange

functional is mixed with a part of Hartree–Fock (HF) exchange (”exact exchange”)

[189]. Probably the most popular hybrid density functional is B3LYP (20 % HF-

exchange) developed by Becke, Lee, Yang and Parr [190,191].

Many “standard” exchange–correlation functionals are unreliable for dispersion in-

teractions, but in such cases empirical corrections such as Grimme’s DFT-D [192]

can be employed.

1.4.2. The Landauer picture of electron transport

Owing to the reference system of non-interacting fermions, Kohn–Sham DFT results

in an effective single-particle picture. It is therefore well suited for combination with

the Landauer approach to electron transport12. In the Landauer approach, a single

molecule or in general a nanoscopic structure (the scattering region) is sandwiched

between to two metal leads that correspond to macroscopic electrodes (reservoirs).

Fig. 1.2 illustrates an (effective) single-particle energy level diagram for a molecular

junction. The electrodes are represented by their conductance band continua with

the Fermi level denoted by EF. As is shown, the electron transport through a

single molecule depends on the molecular level position, especially the HOMO and

the LUMO relative to EF, and on the level broadening due to the coupling to the

electrodes.

The Landauer formalism is based on the following assumptions:

(1) Transport takes place in a steady-state (e. g., the number of electrons in the

scattering region is constant over time).

12It should be kept in mind, though, that the single particles under consideration are non-

physical noninteracting fermions. As their orbitals usually resemble molecular orbitals in single-

determinant wave function theory (Hartree–Fock), they are assumed to be suitable for our pur-

poses (as confirmed by many successful descriptions of electron transport experiments based on

DFT).
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Figure 1.2.: Simplified energy level representation of a molecular junction

and transport processes with different electronic coupling strengths between the

molecule and the electrodes (the dark gray and light gray areas represent filled and

empty single-electron states, respectively). Left : In the weak coupling regime, the

molecular orbitals are well defined. Middle: With stronger coupling to the elec-

trodes, the molecular energy levels become broader and closer to the Fermi energy

of the electrodes EF. Although neither the HOMO nor the LUMO is within the en-

ergy window of the Fermi energy, current can flow (off-resonant transport). Right :

When a bias voltage V resulting in an energy window eV = EFR − EFL (e being

the magnitude of electron charge) is applied, either the HOMO or the LUMO of

the molecule can enter the energy window of the local Fermi energies (EFR, EFL)

allowing current to flow through the molecule (resonant transport).

(2) Transport is coherent (i. e. there are no phase-breaking events as in thermally-

activated hopping), which is usually a good assumption for short molecular

lengths, low temperatures, and a large difference between the one-particle

energy levels of the molecule and the Fermi energies of the electrodes.

(3) The system is well described within an effective one-particle approach.

(4) The single-particle basis functions of the junction can be assigned to either

the electrodes or the scattering region.

(5) The contacts connected to electron reservoirs are in thermal equilibrium.

Under these conditions, we obtain the Landauer-Imry-Büttiker expression for the

electric current I [165],

I(V ) =
2e

h

∫ EF+ eV
2

EF− eV
2

dET (E, V ), (1.7)

where h is the Planck’s constant and T is the transmission function. The zero-

temperature conductance G is determined by the first derivative of the current I

with respect to the bias voltage V ,

G(V ) =
dI(V )

dV
. (1.8)
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For low voltages, the zero-bias conductance is given by

G = G0T (EF), (1.9)

where G0 is the conductance quantum, G0 = 2e2

h
= (12.9 kΩ)−1. Thus, the

system-specific property needed to calculate the conductance of a metal–molecule–

metal junction is the energy dependent transmission function [193–195]. Often, T
is calculated for zero bias, which is also a good approximation for low bias volt-

ages. Under a larger applied bias, the electronic structure and thus T may change

considerably (enabling, e.g., rectifying behavior). Large voltages and currents may

also affect molecular structures (as exploited in electromigration break junctions).

A thorough description of electron transport through molecular junctions will be

given in Chapter 2.

1.4.3. Challenges for DFT-based transport calculations

Since they provide reasonable accuracy along with computational efficiency for large

systems, DFT-based transport calculations have proven to be quite useful in practice

[196]. Nonetheless, we would like to address a few challenging issues one must be

aware of when using DFT for transport through nanoscale junctions.

❼ The explicit form of the exchange–correlation functional is unknown. Thus, in

most cases it will be essential (even for an accurate qualitative description) to

compare different types of approximate functionals. In particular, functionals

which work well for metals are often unsuitable for molecules, and vice versa.

This is also reflected in the fact that solid-state electronic-structure codes

(which operate under periodic boundary conditions) are often limited to a few

functionals such as LDA and PBE in practice (partially due to the need to

fit pseudopotentials for all elements involved), while those for molecules have

a much broader variety of accessible functionals, but are limited to isolated

structures and thus not well suited for describing the semi-infinite nature of

the macroscopic electrodes. A general compromise between the two worlds is

still lacking.

❼ Large errors and artefacts in transmission functions may occur due to the

inadequacy of Kohn–Sham molecular orbitals to describe the correct position

of molecular energy levels involved in transport. This is also a conceptual

challenge, as the single particles in KS-DFT are noninteracting fermions rather

than electrons.

❼ DFT is known to give an imperfect description of non-covalently bounded sys-

tems making it difficult to predict correct adsorption energies and structures
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on surfaces. This problem can, in practice, often be solved with sufficient

reliability by various methods that are suitable to describe dispersion interac-

tions [192,197–204].

❼ Static DFT approaches that are commonly used in practice do not take into

account the statistic results of molecular dynamics of molecules on surfaces.

Approaches that take these considerations into account by e. g., combining

DFT and molecular dynamic (MD) simulations will be discussed in Section 3.1.

1.5. Scope and outline of this work

The main goal of this work is to understand the mechanisms which lead to changes

in the transport properties of nanoscale junctions upon manipulation of molecular

or supramolecular systems connected to electrodes. Mechanically and photochem-

ically induced changes to these systems and the capability of DFT combined with

the Landauer approach to cope with them (in comparison with the experiment)

will be our main focus. Where necessary, new computational tools will be intro-

duced to properly describe the studied phenomena and structures. The thesis is

divided into two parts. In Part 1, structurally different molecules on surfaces ex-

posed to mechanical stress in a combined STM/AFM setup are simulated using

static DFT. In this context, a detailed description of the Landauer–Imry–Büttiker

theory combined with a Green’s function formulation will be given beforehand, and

our implementation in the transport code Artaios [205, 206] is presented in de-

tail. Noncovalent functionalization of carbon nanotubes with small molecules and

photoactive switches and the resulting chemical gating will be the subject of Part

2. To further clarify the involved mechanisms, we will also present an introduc-

tion to local properties, in particular local dipole moments within the atoms in

molecules (AIM) theory [207], and a new implementation in the post-processing

tool localdip [208, 209]. In Chapter 4, we will discuss current compared with the

rate of electron transfer in Donor–Bridge–Acceptor (DBA) systems. In order to

make subsequent predictions on how electron [210] or exciton transfer [211] con-

trol population dynamics in DBA systems, a tool which calculates the probability

of possible excitation pathways for given transfer rate constants is presented. Fi-

nally, we conclude our work in Chapter 6 with a detailed summary of the respective

parts, together with future perspectives towards a theoretical description of large

molecular systems using multi-scale methods.
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2. Landauer theory of electron transport

through molecular junctions

In this section we will present a detailed description of coherent transport through

metal–molecule–metal junctions (following the derivation in Ref. [212]). Starting

with a resonant tunneling model, we will derive an expression for the current by

means of Green’s functions. First, let us consider a one-dimensional effective single-

Figure 2.1.: Left : Schematic representation of resonant tunneling through a sym-

metric double barrier. A single particle coming from the left |0〉 couples to the

barrier levels {|1〉, |2〉, ..., |n〉} via V̂ , but not to the electrodes. The continua L and

R with effective single-particle states {|l〉} and {|r〉} couple to the barrier levels via

V̂ L and V̂ R, respectively. Right : The single-particle states are eigenstates of the

respective potentials. Their energy is assumed to be sufficiently low so that they

are located within the barrier or to the left or right of it, respectively.

particle system connecting two electron “baths” (continua L and R) that are located

on either side of a symmetric double barrier potential as shown in Fig. 2.1. The

tunneling process is dominated by quasi-bound states in the region between the

two barriers which can couple to the left and the right continua, with a manifold of

effective single-particle states {|l〉} and {|r〉}. A single-particle state representing an

incoming electron |0〉 is considered as the ”driving state“ carrying the flux through

the barrier states {|n〉}. The set of states {|l〉}, {|r〉} and {|n〉} are assumed to be
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orthonormal,

〈l|l′〉 = δl,l′ (2.1)

〈r|r′〉 = δr,r′ (2.2)

〈n|n′〉 = δn,n′ (2.3)

〈l|n〉 = 〈r|n〉 = 0. (2.4)

2.1. Derivation of the Landauer ansatz

Together with the steady-state boundary conditions introduced in Section 1.3.2, the

system described above is governed by the time-dependent Schrödinger equation

(TDSE),

i~
∂

∂t
Ψ(t) = ĤΨ(t). (2.5)

where ~ is the reduced Planck constant and Ψ is the time-dependent wave function

of the system1. This implies that only coherent processes can be described; incoher-

ent transport mechanisms such as thermally activated hopping require a different

theoretical approach. Coherent tunneling is usually a good approximation for short

bridges, low temperatures and energies far from the Fermi energies of the elec-

trodes. The time-independent Hamiltonian Ĥ can be written as a sum of matrix

elements that correspond either to the isolated subsystem (Ĥ0), the coupling to the

electrodes (V̂ L/R) or the coupling to the driving state (V̂ ),

Ĥ =
∑

n,n′

Hn,n′ |n〉〈n′|+
∑

l,l′

Hl,l′ |l〉〈l′|+
∑

r,r′

Hr,r′ |r〉〈r′|+ E0|0〉〈0|

+
∑

n,l

Hn,l|n〉〈l|+
∑

l,n

Hl,n|l〉〈n|+
∑

n,r

Hn,r|n〉〈r|+
∑

r,n

Hr,n|r〉〈n|

+
∑

n

Hn,0|n〉〈0|+
∑

n

H0,n|0〉〈n|. (2.6)

The formal solution to the TDSE in terms of the single-particle basis is given by

Ψ(t) =
∑

n

Cn(t)|n〉+
∑

l

Cl(t)|l〉+
∑

r

Cr(t)|r〉+ C0(t)|0〉. (2.7)

If we now insert Eq. (2.7) and Eq. (2.6) into the TDSE, many terms will cancel due

to the orthonormality of the single-particle states. Multiplying from the left by 〈n|
leads to the following equations for determining the coefficients Cn(t),

i~
∂Cn(t)

∂t
=
∑

n′

Hn,n′Cn′ (t) +
∑

l

Hn,lCl(t) +
∑

r

Hn,rCr(t) +Hn,0C0(t). (2.8)

1The space-dependence of the wave function is not written out explicitly.
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In order to get analogous expressions for the coefficients Ck (k = l, r), we instead

multiply from the left by 〈k|,

i~
∂Ck(t)

∂t
= Hk,kCk(t) +

∑

n

Hk,nCn(t). (2.9)

It is advisable to add an imaginary damping factor2 i η
2
Ck(t) to ensure a steady

state even when current flows from the molecule into the electrodes and vice versa.

Eq. (2.9) is then rewritten as

i~
∂Ck(t)

∂t
= Hk,kCk(t) +

∑

n

Hk,nCn(t) + i
η

2
Ck(t). (2.10)

We now assign the phase factor of the driving state e − i/~E0t to all coefficients Cj

(j = n, r, l) to satisfy the steady-state condition,

Cj(t) = cje
− i/~E0t, (2.11)

and insert the resulting steady-state solution for Cn into Eq. (2.8),

i~
∂

∂t
cne

− i/~E0t = E0cne
− i/~E0t

=
∑

n′

Hn,n′cn′e
− i/~E0t +

∑

l

Hn,lcle
− i/~E0t

+
∑

r

Hn,rcre
− i/~E0t +Hn,0c0e

− i/~E0t. (2.12)

Dividing Eq. (2.12) by the phase factor on both sides, we obtain

E0cn =
∑

n′

Hn,n′cn′ +
∑

l

Hn,lcl +
∑

r

Hn,rcr +Hn,0c0. (2.13)

Repeating the steps from Eq. (2.11) using the solution for the continuum K (K =

L,R), Eq. (2.10) results in an expression for the coefficients ck (k = l, r),

i~
∂

∂t
cke

− i/~E0t = E0cke
− i/~E0t

= Hk,kcke
− i/~E0t +

∑

n

Hk,ncne
− i/~E0t + i

η

2
cke

− i/~E0t

⇔ E0ck = Hk,kck +
∑

n

Hk,ncn + i
η

2
ck

⇔
∑

n

Hk,ncn =
(

E0 −Hk,k − i
η

2

)

ck

⇔ ck =

∑

nHk,ncn

E0 −Hk,k − i η
2

. (2.14)

2η will be set to zero at the end of the calculation.
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These coefficients for the continua, cl and cr, can now be substituted into Eq. (2.13),

which leads to

E0cn =
∑

n′

Hn,n′cn′ +Hn,0c0

+
∑

n

∑

l

Hn,lHl,n′

E0 −Hl,l − i η
2

︸ ︷︷ ︸

ΣL
n,n′ (E0)

cn′ +
∑

n

∑

r

Hn,rHr,n′

E0 −Hr,r − i η
2

︸ ︷︷ ︸

ΣR
n,n′ (E0)

cn′ , (2.15)

where ΣK
n,n′ is the self energy of the barrier states {n} due to their interaction with

the continuum K. We define an overall self energy as

Σn,n′ (E0) = ΣL
n,n′ (E0) + ΣR

n,n′ (E0). (2.16)

Let us now consider the self energy ΣK
n,n′ in the limit of η approaching zero,

ΣK
n,n′ (E0) = lim

η→0

∑

k

Hn,kHk,n′

E0 −Hk,k − i η
2

. (2.17)

Assuming that the manifold {k} constitutes a continuum of states, the summation

over k can be reformulated as an integral

∑

k

→
∞∫

−∞

dEρK(E), (2.18)

where ρK describes the density of states in the continuum K. When applied to

Eq. (2.17), the resulting complex expression can be further simplified using the

following general relation

f(x)

x− x0 + iε

ε→0−−−→ PP
f(x)

x− x0
− iπδ(x− x0)f(x), (2.19)

where PP stands for the Cauchy principle part of a finite integral of a function f(x).

Therefore, Eq. (2.17) can be rewritten as

ΣK
n,n′ (E) = PP

∞∫

−∞

dE
Hn,kHk,n′

E0 −Hk,k
ρK(E)

︸ ︷︷ ︸

ΛK
n,n′ (E)

− iπ[Hn,kHk,n′ρK(E)δ(E −Hk,k)

︸ ︷︷ ︸

π
2
ΓK
n,n′ (E)

],

(2.20)

where ΛK
n,n′ represents the shift and ΓK

n,n′ the broadening (linewidth) of energy

levels due to coupling to electrode K as shown in Fig. 2.2, and where for the sake

of generality the self-energy is now evaluated at any energy E rather than at the

specific value E0.
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2.1. Derivation of the Landauer ansatz

Figure 2.2.: Effect of molecule–electrode coupling on an effective single-particle

level (molecular orbital) of the barrier (e. g., a molecular system). The level is

broadened and shifted when brought close to an electrode.

Now, we define an element of the Green’s function matrixGΣ
n,n′ of the barrier (which

in practice will often be a molecular subsystem3) in the presence of the electrodes

as

GΣ
n,n′ (E) =

(

E −HΣ
n,n′

)−1
, with HΣ

n,n′ = Hn,n′ +Σn,n′ . (2.21)

Inserting Eq. (2.16) into Eq. (2.15) and using the definition of the Green’s function,

it follows that

E0cn =
∑

n′

Hn,n′cn′ +Hn,0c0 +
∑

n′

Σn,n′ (E0)cn′

⇔
∑

n′

E0δn,n′cn′ = Hn,0c0 +
∑

n′

[
Hn,n′ +Σn,n′ (E0)

]

︸ ︷︷ ︸

HΣ
n,n′

cn′ (2.22)

⇔ 0 = Hn,0c0 −
∑

n′

[

E0δn,n′ −HΣ
n,n′

]

︸ ︷︷ ︸

(GΣ)−1
n,n′

cn′ , (2.23)

or in matrix notation (where Hn,0c0 is considered the nth element of a vector

‘H0c0’),

0 = ‘H0c0’− (GΣ)−1c ⇔ c = GΣ‘H0c0’, (2.24)

3 As a step towards a quantitatively accurate approach, it would be necessary to include as

many electrode atoms into the central (barrier) region as necessary to assure bulk properties at

both sides of the barrier–electrode interface. Since such quantitative accuracy would require a

massive computational effort (ensuring, e. g. proper sampling of all relevant molecular config-

urations and adsorption positions), and since correctly predicting qualitative behavior is often

already very useful for the experiment, we define the central or barrier region as containing the

molecule only.
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Chapter 2. Landauer theory of electron transport through molecular junctions

leading to

cn = c0
∑

n′

GΣ
n,n′Hn′,0. (2.25)

If we now insert Eq. (2.25) into the last version of Eq. (2.14), we obtain

ck =

∑

n

∑

n′ Hk,nG
Σ
n,n′Hn′,0

E0 −Hk,k − i η
2

c0. (2.26)

Since we are interested in the flux JL→R, we have to evaluate the transmitted

J0→R and reflected J0→L fluxes first. In order to assess how fast the steady state

population of levels in the respective continuum disappears into the environment

via the decay rate η, let us consider the TDSE for this problem only,

∂

∂t
Ck(t) =

η

2~
cke

η
2~

t =
η

2~
Ck(t), (2.27)

with

Ψ(t) =
∑

k

Ck(t)|k〉 and Ck(t) = cke
η
2~

t. (2.28)

The transmitted flux J0→R is then given by

J0→R =
∂

∂t

∑

r

|Cr|2 =
∑

r

[(
∂C∗

r

∂t

)

Cr + C∗
r

(
∂Cr

∂t

)]

=
∑

r

[ η

2~
|Cr|2 +

η

2~
|Cr|2

]

=
η

~

∑

r

|Cr|2

=
η

~

∑

r

|cr|2ei/~E0te−i/~E0t

=
η

~

∑

r

|cr|2. (2.29)

By replacing k with r in Eq. (2.26) and inserting it into the last version of Eq. (2.29),

we get

J0→R =
η

~
|c0|2

∑

r

∑

n1,n
′
1

∑

n2,n
′
2





H0,n′
2
GΣ†

n′
2,n2

Hn2,r

E0 −Hr,r + i η
2









Hr,n1G
Σ
n1,n

′
1
Hn′

1,0

E0 −Hr,r − i η
2





=
η

~
|c0|2

∑

r

∑

n1,n
′
1

∑

n2,n
′
2





H0,n′
1
GΣ†

n′
2,n2

Hn2,rHr,n1G
Σ
n1,n

′
1
Hn′

1,0

(E0 −Hr,r)2 + ( η
2
)2



 .(2.30)

Again, we let η approach zero. Using the definition of the Dirac function4, we obtain

J0→R
η→0
=

2π

~
|c0|2

∑

r

∑

n1,n
′
1

∑

n2,n
′
2

H0,n′
2
GΣ†

n′
2,n2

Hn2,rHr,n1G
Σ
n1,n

′
1
Hn′

1,0

×δ(E0 −Hr,r). (2.31)

4On possible definition of the Dirac function is

δ(x) = lim
a→0

a/π

x2 + a2
.
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2.1. Derivation of the Landauer ansatz

In Eq. (2.20), we have defined the matrix elements of the electronic coupling func-

tions as

ΓR
n2,n1

= 2π
∑

r

Hn2,rHr,n1δ(E0 −Hr,r) (2.32)

ΓL
n′
1,n

′
2

= 2π
∑

l

Hn′
1,l
Hl,n′

2
δ(E0 −Hl,l) (2.33)

which allows us to rewrite Eq. (2.31) as follows,

J0→R
η→0
=

|c0|2
~

∑

n1,n
′
1

∑

n2,n
′
2

H0,n′
2
GΣ†

n1,n
′
1
ΓR
n2,n1

GΣ
n2,n

′
2
Hn′

1,0
(2.34)

In order to consider all electrons tunneling into the right electrode from all incoming

electrons from the left with energy E, we need to multiply Eq. (2.34) by the density

of states of the left electrode,

ρL(E) =
∑

l

δ(E − El) =
∑

l

δ(E −Hl,l), (2.35)

where we exploit that the functions |l〉 are (orthonormal) eigenstates of an effective

single-particle Hamiltonian for the left electrode, with energy El. The flux per

energy is now obtained as

(
∂JL→R(E)

∂E

)

E=E0

=
|c0|2
2π~

∑

l

2πδ(E −Hl,l)

×
∑

n1,n
′
1

∑

n2,n
′
2

Hl,n′
2
GΣ†

n′
2,n2

ΓR
n2,n1

GΣ
n1,n

′
1
Hn′

1,l
, (2.36)

and exploiting Eq. (2.33) leads to

(
∂JL→R(E)

∂E

)

E=E0

=
|c0|2
2π~

∑

n1,n
′
1

∑

n2,n
′
2

ΓL
n′
1,n

′
2
GΣ†

n′
2,n2

ΓR
n2,n1

GΣ
n1,n

′
1

=
|c0|2
2π~

Tr
[

ΓLGΣ†ΓRGΣ
]

︸ ︷︷ ︸

T (E0)

. (2.37)

The population of the incoming state |c0|2 can be described by the Fermi–Dirac

distribution,

|c0|2 = fL(E0) = (e
(E0 − EFL)/kBT + 1)−1, (2.38)

with the local Fermi energy of the left electrode EF
F = EF − eV

2
(V being the bias

voltage, e the unit charge and EF the Fermi energy of the electrodes in equilibrium

(assuming chemically equivalent electrodes and a symmetric voltage drop across the
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Chapter 2. Landauer theory of electron transport through molecular junctions

junction). Inserting Eq. (2.38) into Eq. (2.37) and multiplying by 2 (for one spin-up

and one spin-down electron per single particle level) yields

(
∂JL→R(E)

∂E

)

E=E0

=
1

π~
T (E0)fL(E0). (2.39)

Finally, we multiply Eq. (2.39) by −e, take the difference between the current from

left to right and from right to left and integrate over all energies. The net current

I through the junction from left to right is then

I(V ) =
e

π~

∞∫

−∞

dET (E) [fR(E)− fL(E)] . (2.40)

At a temperature of 0 K, we finally get the equation [213]

I(V ) =
2e

h

∫ EF+ eV
2

EF− eV
2

dET (E, V ), (2.41)

where we have indicated in writing the transmission as a function of V that the

electronic structure depends on the bias voltage, which may affect the transmis-

sion (and result in phenomena such as rectification). For small bias voltages as

considered in this thesis, this dependence may be neglected.

2.2. Analytical transmission function for a single-level system

We will illustrate the calculation of the transmission function for the simple case of

a single level |1〉 with energy ε1 between two electrodes (see Fig. 2.3).

EFL EFR

L R

Figure 2.3.: Left : Energy scheme for a single level |1〉 between two electrodes

(L,R) represented by their continua with the Fermi level in equilibrium denoted by

EF. Right : A system represented by a single level with energy ε1 is coupled to two

semi-infinite electrodes.
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2.2. Analytical transmission function for a single-level system

Using Eq. (2.37), the transmission in terms of Green’s functions for a single level

can be written as

T (E) = ΓL
1,1G

Σ†
1,1(E)ΓR

1,1G
Σ
1,1(E). (2.42)

We obtain the Green’s function defined by Eq. (2.21) in the form

GΣ
1,1(E) =

1

E −H1,1 − Σ1,1
=

1

E − ε1 + i
2
Γ1,1

, (2.43)

where the energy of the resonance level is defined such that it already incorporates

the shift due to the electrodes, ε1 = E1−Λ1,1 = H1,1−Λ1,1. The coupling function

can be expressed as

Γ1,1(E) = ΓL
1,1(E) + ΓR

1,1(E). (2.44)

with (compare Eq. (2.32) and Eq. (2.33), K = R,L),

ΓK
1,1(E) = 2π

∑

k

|H1,k|2δ(E − Ek). (2.45)

Using Eq. (2.18), we get

ΓK
1,1(E) = 2π

∞∫

−∞

dEk|H1,k(Ek)|2δ(E − Ek)ρK(Ek)

= 2π
(

|H1,k(Ek)|2
)

E=Ek

ρK(E), (2.46)

where we average over all matrix elements H1,k for a given energy. In order to fur-

ther simplify ΓK
1,1, we assume that the term is energy-independent. This assumption

is referred to as the wide-band-limit (WBL) approximation, which leads to

ΓK
1,1 = 2π|H1,k|2ρK . (2.47)

If we now substitute Eq. (2.43) into Eq. (2.42), the transmission is given by

T (E) =
ΓL
1,1Γ

R
1,1

(E − ε1 − i
2
Γ1,1)(E − ε1 + i

2
Γ1,1)

=
ΓL
1,1Γ

R
1,1

(E − ε1)
2 +

(
1
2
Γ1,1

)2
. (2.48)

For symmetric barriers (e. g., electrode L and R are composed of the same material

and structure), the coupling functions can be approximated by

ΓR
1,1 = ΓL

1,1, (2.49)

so that Eq. (2.48) can be rewritten in the form

T (E) =
(ΓR

1,1)
2

(E − ε1)2 + (ΓR
1,1)

2
, (2.50)
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Chapter 2. Landauer theory of electron transport through molecular junctions

where the shape of the transmission curve depends on the parameters ΓR
1,1 and ε1.

The dependence of T on these parameters is illustrated in Figure 2.5: a maximum

Lorentzian at peak energy is obtained ε1 and with its half-width determined by ΓR
1,1

(that is, the larger the electronic coupling, the broader the peak).
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Figure 2.4.: Transmission functions for a single level system. The position of the

peak is dependent on (left) the energy value ε1 and (right) the width of the function

is determined by ΓR
1,1.

2.3. Analytical transmission function for a two-level system

As a more realistic example, we now consider a 2-level system as shown on the left

hand side of Fig. 2.5.

This would be the case for a hydrogen molecule with the 1s-levels of each hydrogen

atom as single-particle basis functions5 (see right panel of Fig. 2.5) or alternatively

the π system of an ethylene molecule.

We will again start by writing the transmission function in terms of Green’s func-

tions,

T (E) = Tr
[

ΓLGΣ†ΓRGΣ
]

= Tr
[

(GΣΓL)(GΣ†ΓR)
]

. (2.51)

Note that trace is invariant under cyclic permutations. In the basis of the atomic

orbitals localized on the hydrogen atoms, {|1〉, |2〉}, the matrix Green’s function

adopts the following form,

GΣ =




E −H1,1 − Σ1,1 H1,2

H2,1 E −H2,2 − Σ2,2





−1

, (2.52)

5Note that we shift from a (molecular) orbital basis to a localized basis, which is mathe-

matically equivalent and has the advantage of being easier to combine with standard quantum

chemistry electronic structure approaches.
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2.3. Analytical transmission function for a two-level system

E

1s1s

H2 HH

E❋� E❋✁

L R

Figure 2.5.: Left : A 2-level system between two electrodes. The coupling of the

respective level to the neighboring electrode is described by ΓK (K = L,R) and the

coupling among the levels is denoted by t. Right : Molecular orbital diagram for a

hydrogen molecule. As each hydrogen atom has a singly occupied 1s atomic orbital

(AO) with energy ε0, a bonding (σ) and an antibonding (σ∗) orbital with energies

ε− and ε+, respectively, are formed by interaction between these two AOs.

with the site energies ε0 and the coupling between the two sites t given by

ε0 = H1,1 = H2,2, (2.53)

and

t = H1,2 = H2,1. (2.54)

We assume that the self energy is dominated by its imaginary part (in other words,

the shift of single-particle energies is neglected or incorporated into the definition

of ε0) , so the matrix Green’s function now reads

GΣ =




E − ε0 + i

2
Γ t

t E − ε0 + i
2
Γ





−1

. (2.55)

Recalling that a matrix is invertible6 if the determinant of the matrix is different

from zero, we have

GΣ =
1

(E − ε0 + i
2
Γ)2 − t2

.




E − ε0 + i

2
Γ −t

−t E − ε0 + i
2
Γ



 . (2.56)

If we now follow the steps that have lead from Eq. (2.45) to Eq. (2.47), we get

ΓL
i,j = 2πHi,lHl,jρ, (2.57)

ΓR
i,j = 2πHi,rHr,jρ, (2.58)

6
A =





a b

c d



 ⇒ A
−1 = 1

det|A|





d −b

−c a




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where we assume that the coupling to all electrode states is equal and that the

density of states are constant (ρ = const). The matrix elements Hi,j are defined as

H1,l = Hl,1 6= 0 (2.59)

H2,l = Hl,2 = 0 (2.60)

H1,r = Hr,1 = 0 (2.61)

H2,r = Hr,2 6= 0 (2.62)

As a result, the matrix coupling functions are given by

ΓL =




2πρH1,lHl,1 0

0 0



 =




Γ 0

0 0



 , (2.63)

ΓR =




0 0

0 2πρH2,rHr,2



 =




0 0

0 Γ



 . (2.64)

If we now multiply the respective matrix Green’s function with Eq. (2.63) or Eq. (2.64),

we obtain the following expressions for the two parts in parentheses within the trace

of Eq. (2.51),

(GΣΓL) =
1

(E − ε0 + i
2
Γ)2 − t2




E − ε0 + i

2
Γ −t

−t E − ε0 + i
2
Γ








Γ 0

0 0





=
1

(E − ε0 + i
2
Γ)2 − t2




(E − ε0 + i

2
Γ)Γ 0

−tΓ 0



 , (2.65)

(GΣ†ΓR) =
1

(E − ε0 − i
2
Γ)2 − t2




E − ε0 − i

2
Γ −t

−t E − ε0 − i
2
Γ








0 0

0 Γ





=
1

(E − ε0 − i
2
Γ)2 − t2




0 −tΓ
0 (E − ε0 − i

2
Γ)Γ



 . (2.66)
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2.3. Analytical transmission function for a two-level system

The transmission matrix can then be expressed as

T =
1

[E − ε0 − i
2
Γ)2 − t2][(E − ε0 + i

2
Γ)2 − t2]

×




(E − ε0 + i

2
Γ)Γ 0

−tΓ 0








0 −tΓ
0 (E − ε0 − i

2
Γ)Γ





=
1

[(E − ε0 − i
2
Γ)2 − t2][(E − ε0 + i

2
Γ)2 − t2]

×




0 −(E + ε0 + i

2
Γ)Γ2t

0 t2Γ2



 . (2.67)

Thus, the transmission function as the trace over the transmission matrix is given

by

T (E) = Tr(T) =
t2Γ2

[(E − ε0 − i
2
Γ)2 − t2][(E − ε0 + i

2
Γ)2 − t2]

. (2.68)

The denominator7 of Eq. (2.68) can be rewritten as

T (E) =
t2Γ2

[(E − ε+)2 + 1/4Γ2][(E − ε−)2 + 1/4Γ2]
, (2.69)

with ε± = ε0 ± t.

Fig. 2.6 shows the transmission function for a 2-level system (left) and the resulting

I–V curve obtained by integrating over the transmission (right). Two peaks are

obtained, located at the molecular orbital energies ε+ and ε−, with their width

again determined by Γ. It is clear from the right-hand side of Figure 2.6 why the

quantized nature of the two-level system leads to nonohmic (but rather stepwise)

behavior of the I − V curve.

7 The denominator in Eq. (2.68) can be reformulated as follows, with a = E−ε0 and b = Γ
2
:

[(a − ib)
2 − t

2
][(a + ib)

2 − t
2
] = [a

2 − 2iab − b
2 − t

2
][a

2
+ 2iab − b

2 − t
2
]

= [(a
2 − b

2 − t
2
) − i2ab][(a

2 − b
2 − t

2
) + i2ab]

= (a
2 − b

2 − t
2
)
2
+ 4a

2
b
2

= (a
2 − b

2
)
2 − 2(a

2 − b
2
)t

2
+ t

4
+ 4a

2
b
2

= a
4 − 2a

2
b
2
+ b

4 − 2a
2
t
2
+ 2b

2
t
2
+ t

4
+ 4a

2
b
2

= a
4
+ b

4
+ t

4
+ 2a

2
b
2 − 2a

2
t
2
+ 2b

2
t
2

= a
4
+ 2a

3
t + a

2
t
2
+ a

2
b
2 − 2a

3
t − 4a

2
t
2 − 2at

3

−2atb
2
+ a

2
t
2
+ 2at

3
+ t

4
+ b

2
t
2
+ a

2
b
2

+2atb
2
+ b

2
t
2
+ b

4

= [(a − t)
2
+ b

2
][(a + t)

2
+ b

2
].
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Figure 2.6.: Integrating over the transmission function leads to the current as a

function of voltage. The two peaks that occur in the transmission function for a

2-level system correspond to the (renormalized) energies of the highest occupied

molecular orbital (HOMO) with ε− and the lowest unoccupied molecular orbital

(LUMO) with ε+.

2.4. A first-principles approach and its implementation in

Artaios

Artaios is a computer program for postprocessing output from electronic structure

calculations, which computes electron transport properties of molecular junctions

[206]. The transport approach implemented in Artaios is based on a combination of

the Landauer approximation with a Green’s function formalism, as described above.

Instead of single-particle eigenfunctions of the electrodes and the central region,

the single-particle basis functions are chosen to be the atom-centered Gaussian-

type orbitals usually employed in quantum chemistry. Since these functions are

nonorthogonal, the algorithm needs to be changed slightly (see Ref. [177] and below).

Note that defining interfaces between electrodes and the central region within a

space of spatially overlapping functions is not necessarily physically reasonable [214].

Given the complexity of molecular junctions, striving for qualitative agreement

with the experiment is usually all that can be hoped for. For this purpose, the

overlap of the basis functions across the interface may be considered negligible. It

should be made sure, however, that ghost transmission does not affect the calculated

transmission (see Section 3.2.1 and Ref. [215]).

The mode of operation of Artaios shall only be briefly summarized. The relevant

equations which are implemented in the Artaios code to calculate the transport

properties are summarized in Fig. 2.8. The schematic picture demonstrates that the

transport code only needs the overlap matrix S and the one-particle Hamiltonian

matrix (i.e., the Fock matrix) H from a previous electronic structure calculation

on a gold-cluster–molecule–gold-cluster system, along with the information which
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2.4. A first-principles approach and its implementation in Artaios

Figure 2.7.: Left : Partitioning of the electrode–molecule–electrode system into

central subsystem (C) and left and right electrodes (L and R). The central subsys-

tem only comprises the molecule. For quantitative accuracy, it would be essential

to incorporate as many electrode atoms into the central region as are necessary

to ensure bulk properties at both sides of the interface. Right : Definition of the

central subsystem Hamiltonian and the coupling matrices as submatrices of the full

one-particle Hamiltonian (see Ref. [215] for further details). The same partitioning

is applied to the overlap matrix.

Figure 2.8.: The main equations evaluated in transport calculations by Artaios.

basis functions belong to the right and left electrodes and to the central subsystem

(see Fig. 2.7). The bulk Green’s functions of the electrodes gK are calculated in

the WBL approximation, which is appropriate for gold with its flat local density of

states (LDOS) around the Fermi energy EF . Note that for quantitative accuracy,

the effects of having an open system under bias voltage on the electronic structure

would need to be taken into account. In view of all the other approximations that

cannot be circumvented in practice (e. g., Landauer approximation, approximate
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Chapter 2. Landauer theory of electron transport through molecular junctions

exchange–correlation functional, Kohn–Sham eigenstates rather than many-electron

states, neglect of molecular dynamics/statistics, and the effect of solvent and ad-

sorbate molecules on the properties of the system), incorporating these effects on

the electronic structure alone would hardly lead to the desired accuracy. For our

purposes of qualitatively understanding molecular junctions, it does therefore not

seem worth the considerable effort.

For better understanding the connection between molecular structure and conduc-

tance, Artaios offers the possibility to decompose the transmission into local con-

tributions [196,216,217],

T (E) =
∑

AǫL,BǫR

TAB(E), (2.70)

where TAB(E) is the transmission for electrons between atomic centers A and B,

and A the sum is over all pairs of atoms which have one atom on the left and one on

the right side of an arbitrarily chosen interface through which the current shall be

evaluated. Fig. 2.9 shows the local transmissions for a 1,3-benzenedithiol molecule

at different energies.

Figure 2.9.: Local transmissions at different energies through 1,3-benzenedithiol.

The diameter of the arrows is defined by the value of the local transmission for the

atom pairs, normalized to the largest contribution. Local transmission contributions

in the same (opposite) direction as the total current are indicated by red (blue)

arrows, respectively. Only contributions to the transmission larger than 10 % of the

largest local transmission are shown.

Furthermore, the subsystem molecular orbitals (MOs) can be obtained from solving

the subsystem’s secular equations [206,215],

HCCC = SCCCεC , (2.71)

where HC and SC correspond to the Fock and overlap matrix blocks of the total sys-

tem where both basis functions are located on the central subsystem (indicated by

index C, see right-hand side of Figure 2.7). CC are the subsystem MO coefficients

and εC is a diagonal matrix containing the central subsystem MO energies. Central

subsystem molecular orbital energies are where the peaks in the transmission func-

tion should be located. They are thus another important means for understanding

structure–conductance relationships.
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3. Analyzing and predicting force and

conductance measurements using static

density functional theory

3.1. Introduction

In order to implement and exploit desirable functionalities of molecules in molecular

devices, it is crucial to control the molecular structure and the relevant forces that

occur at the molecule–electrode interface. Simultaneous measurements of forces

and conductances by combined STM/AFM and c-AFM have provided new insights

into the correlation between mechanical and electrical properties and the influ-

ence of mechanical strain on force–conductance variations, in particular molecule

stiffnesses [218, 219], bond rupture forces [153, 220], and bonding energies [221].

However, our understanding of the junction formation is limited since we often

know little or nothing about the junction configuration from experiments. For

example, measured conductance values for 1,4-benzenedithiol (BDT) sandwiched

between two gold electrodes were found to vary by at least two orders of magni-

tude [37, 48, 222–224]. This can (to some extent) be attributed to the unknown

binding structures in junctions and indicates that several stable Au–S contact con-

figurations exist [225]. For electron transport calculations, the lack of knowledge

about the metal–molecule–metal structure and its evolution during transport has

posed a major challenge in finding a method to quantitatively reproduce experi-

mental conductance values and their wide distributions [226,227].

In theoretical models, the molecular junction is often described by an idealized

metal–molecule–metal structure, in which typically a straight molecular binding

configuration to planar contacts is assumed [228–232]. Such a simplified model

and the fact that most studies do not account for the statistics resulting from the

molecules’ flexibility and multiple binding modes, partly explains the large dis-

crepancies between theory and experiment that have been found even for simple

molecules [233]. For instance, DFT calculations considerably overestimate1 the

1Note that a better agreement with experimental conductance values can be achieved using

self-interaction correction schemes [234,235], semiempirical methods (e. g., DFT+Σ) [40,236] or

self-consistent GW approximations [226,227,237].
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Chapter 3. Analyzing and predicting force and conductance measurements

experimentally measured conductance for gold–BDT–gold junctions [238–240]. A

proper theoretical treatment of the structural fluctuations and bond rupture forces

under mechanical stress usually requires the use of MD simulations [42,241] or Monte

Carlo approaches [242–244]. Furthermore, combining MD simulations of molecu-

lar junction formation and elongation with electron transport calculations using,

e. g. the DFT-based nonequilibrium Green’s-function approach [153, 170, 245–247]

has helped to resolve the gap between theoretical and experimental predictions and

provided new insight into structural changes and their effect on the conductance of

mechanically stretched molecules. Snapshots of gold–BDT–gold junction configu-

rations extracted from MD simulations have demonstrated that the S–Au bond is

even stronger than the Au–Au bond itself [248, 249] and thus mechanical stretch-

ing of a single thiolate molecule can result in pulling a gold nanowire out of the

gold electrode with subsequent Au–Au bond breaking [225, 250]. Although MD

simulations provide richer information about structural variations, they are typi-

cally much more computationally demanding than static approaches (for a given

method of calculating energies and forces) and will usually not correctly reproduce

experiments performed at large time scales (e. g., seconds) due to practical limita-

tions on simulation time in the range of 10−15 − 10−9 s. Therefore, considering a

number of different representative initial configurations (i. e. different adsorption

sites or molecule-to-metal alignments) of a gold–molecule–gold junction using static

DFT calculations [251,252] may be desirable in order to circumvent a computation-

ally intensive MD simulation. Moreover, anchoring groups such as amines [49],

pyridines [108] or platform moieties (e. g., tripod-shaped molecules [253,254]) with

well-defined binding structures to metals can reduce the number of relevant junction

configurations in contrast to the thiol case or reduce the dependence of transport

properties on the adsorption site and configuration [255–257]. Recently, triazatri-

angulenium (TATA) platform molecules have received much interest for the prepa-

ration of adlayers and their possible use as binding groups in metal–molecule–metal

junctions [258–265]. The TATA platforms adsorb flat on a surface and can be

functionalized at the center or at the edges, providing high stability and a good

compromise between electronic decoupling and a relatively low contact resistance.

In this part of the thesis, we will present force and conductance simulations of

platform-mounted molecules under stress using static DFT and extend the method

to incorporate other molecules of interest.
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3.2. A mechanically flexible platform-based Zn-porphyrin complex

3.2. A mechanically flexible platform-based Zn-porphyrin

complex

Porphyrins are of particular interest for various applications such as photovoltaics,

photocatalysis, and electronics due to their light-harvesting and charge transport

properties [266–270]. If adsorbed on metal surfaces, porphyrins lie parallel to the

surface [271] which results in reduced photoreactivity due to strong interaction with

the surface [272–274]. In order to maintain the desired properties of porphyrins

when connected to metals, it is thus mandatory to reduce the molecule–surface

coupling by introducing spacers with proper anchoring groups, while ensuring that

the coupling is still sufficiently large to allow current to flow [275]. Thiols [276–

278] and pyridines [277, 279, 280] are commonly used to reduce electronic coupling

of porphyrin molecules from the metal surface. In molecular junctions based on

self-assembled arrays, however, these anchors lead to closely stacked porphyrins,

where transport is dominated by intermolecular interactions [281, 282]. In order to

mount molecules in an upright orientation on surfaces with a well-defined molecule–

molecule spacing, triazatriangulenium (TATA) cations have been proposed [258].

Furthermore, these molecular platforms offer sufficient electronic decoupling from

the substrate while providing, as it turned out during the course of this thesis and in

a related work performed during the same time, a high conductivity [263,265,283].

Recently, combined STM/AFMmeasurements on Zn-porphyrin-triazatriangulenium

(Por-TATA) junctions by Hauptmann et al., in which Zn-porphyrin molecules are

attached to a molecular platform (TATA) via an ethynyl spacer (see Fig. 3.1a),

showed an unusual non-monotonous variation of both force and conductance [283].

To understand this unusual behavior and to check the interpretation of the experi-

mental findings, we have performed force and conductance simulations by combining

constrained molecular structure optimizations using static Kohn–Sham DFT and

the Landauer–Imry–Büttiker approach. Our model system consists of a pyramidal

Au20 cluster mimicking the STM tip, which was placed above the middle H-atom

of the Por-TATA. The octyl chains attached to the nitrogen atoms of the TATA

platform were replaced with methyl groups to reduce computational costs. A series

of model structures were optimized first with no constraint and subsequently with

the constraint that the coordinates of three hydrogen atoms of the TATA platform2

(see Fig. 3.1b, circled in red) and the topmost slab of the tip were held fixed. The

structure obtained from an unconstrained optimization has an internuclear Au–

H distance3 of dAu−H = 1.30 Å. The force was approximated as the negative of

2For the constrained optimizations and subsequent force calculations the gold surface was

neglected.
3Note that the distance between the Au and H nuclei is not the same as the tip–molecule

distance d, which represents the displacement along the tip–TATA platform direction.
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Chapter 3. Analyzing and predicting force and conductance measurements

Figure 3.1.: (a) Lewis structure of tri-octyl-triazatriangulenium functionalized

with Zn-porphyrin (tri-octyl-Por-TATA); (b) Optimized structure of TATA (Alkyl

chains were replaced by methyl groups for in the calculation for the sake of com-

putational efficiency). The red circled atoms were held fixed in the constrained

optimizations using DFT; (c) STM image of a single Por-TATA with an overlaid

molecular sketch (-0.44V, 13 pA, (3.5× 2.8) nm2) [283].

the numerical derivative of the energy values with respect to the tip–molecule dis-

tance d (d is defined as the height of the whole tip–Por-TATA system minus the

height of the fully optimized structure that corresponds to d = 0.00 Å). For elec-

tron transport calculations, the TATA platform of the optimized Por-TATA was

replaced by a TATA platform which was previously optimized on four layers of Au

(PBE-D2/SVP) [284]. The Por-TATA was then attached to a single gold layer (20

atoms) with N–Au distances of 3.20 Å, as optimized in Ref. [284]. The resulting

finite-cluster system was divided into tip (left electrode), surface (right electrode),

and Por-TATA molecule (central subsystem). All gold atoms were assigned to the

electrodes.

Table 3.1.: Comparison of the HOMO–LUMO gaps (in eV) obtained from the

experiment [283] with the calculated gap energies for the Por-TATA subsystem, the

isolated Por-TATA and Zn-Porphyrin using two different functionals and basis sets,

respectively.

System Functional/Basis set HOMO–LUMO gap (eV)

Por-TATA Exp. [283] − 2.80(5)

Subsystem B3LYP/LANL2DZ 2.67

Isolated B3LYP/LANL2DZ 2.60

B3LYP-D2/def-TZVP 2.55

BP86-D2/def-TZVP 1.56

Zn-Porphyrin Isolated B3LYP-D2/def-TZVP 3.05

BP86-D2/def-TZVP 2.07
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3.2. A mechanically flexible platform-based Zn-porphyrin complex

The central subsystem molecular orbital (MO)s of the Por-TATA were calculated

by solving the central subsystem’s secular equations (see Sec. 2.4, Eq. (2.71) and

Ref. [215]) and assigned by comparing its shape with the MOs of the isolated Por-

TATA (see Fig. 3.2a). The calculated gap between the HOMO and the LUMO

of the Por-TATA agrees reasonably well with the experimental result. Of course

HOMO-LUMO gaps cannot directly be related to the gaps between peaks in the

dI/dV curves, but it is still reassuring that the two are in the same range. This

value is only slightly larger than the calculated gap of isolated Por-TATA using the

same exchange-correlation functional with dispersion correction (2.60 eV). Although

quantitative differences occur using a pure functional (BP86-D2), the MO energies

are qualitatively in the same order as when calculated with B3LYP.

Figure 3.2.: (a) Isosurface plots of the frontier central subsystem molecular orbitals

of Por-TATA (isovalue 0.02). (b) Potential energy surface scan between straight

and bent Por-TATA structures with a Au20 tip using the linear synchronous transit

method in internal coordinates. The relative tip–molecule distance of d = 1.47 Å

was chosen because here the energy difference between the two structures is minimal.

The STM image of a single Por-TATA molecule (see Figure 3.1d) indicates that the

Zn-porphyrin is not centered on the tri-octyl-TATA platform. From an interpola-

tion between a straight (Si) and a bent (Sf , 6.7 ➦) structure for a given tip–molecule

distance, we find a fairly flat potential energy surface (PES) with two almost degen-

erate minima (Fig. 3.2b). They correspond to straight and bent structures of the

central ligand and are separated by a barrier well below the error margin of DFT.

We estimate an effective stiffness of k = 0.6N/m. Owing to this low stiffness and

to the flat PES, the Por-TATA is assumed to be quite flexible. Thus, bending of

the Zn-porphyrin is likely to occur.
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Chapter 3. Analyzing and predicting force and conductance measurements

Figure 3.3.: (a) Simultaneously measured short-range force (circles, left axis) and

conductance (squares, right axis) for a Por-TATA at the location of the Zn-porphyrin

(with 0.1 V applied to the sample). The arrow indicates the shallow force mini-

mum. (b) Snapshots of constrained-optimized model structures for the structures

Si (straight) and Sf (bent, 6.7◦). (c) Calculated force (left axis) and conduc-

tance4 (right axis) as a function of the relative tip–molecule distance for different

values of the Fermi energy. The dashed line indicates the change of the minimum-

energy molecular structure (from Si to Sf ). Arrows mark force minima 1 and 2.

d = 0 Å was set to the structure obtained from an unconstrained optimization

of the tip–molecule system (Au–H internuclear distance of 1.3 Å). (d) Simultane-

ously measured force (circles, left axis) and conductance (squares, right axis) on a

tri-octyl-TATA molecule at V = 50 mV.

4The conductance values are corrected for ghost transmissions (see Sec. 3.2.1).
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3.2. A mechanically flexible platform-based Zn-porphyrin complex

Fig. 3.3a shows the experimental results for simultaneously measured short-range

forces Fs and conductances G with respect to the tip–molecule distance. A shallow

minimum of the force (arrow 1 in Fig. 3.3a) occurs with a maximally attractive

force Fmax = 0.2(1) nN. The measured conductance G increases monotonously.

At the point of maximal attraction, a kink in the conductance curve is observed

and a contact conductance of Gc = (2 ± 1) · 10−4 G0 is determined. The contact

conductance is within the range (10−3 − 10−5 G0) that was measured for a similar

junction (Zn-porphyrin with two thiolphenyl linkers) using MCBJ techniques [277,

285,286]. Fig. 3.3d shows a high conductance for the TATA platform itself – making

it a suitable linker for molecule–metal interfaces.

The constrained optimizations using BP86-D2/def-TZVP were started from struc-

ture Si (straight, Fig. 3.3b). The tip–molecule distance d was elongated and reduced

by steps of 0.20 Å over a range of 5.00 Å, starting with an elongation of 3.00 Å.

Fig. 3.3c shows the calculated forces and conductances. For distances d > 0.80 Å,

the porphyrin position remains qualitatively unchanged after the relaxation. For

smaller distances, the structure Si undergoes an abrupt change to a more bent

shape Sf (see Fig. 3.3b). This change corresponds to the transition from the left to

the right minimum in Fig. 3.2b, which is presumably less abrupt in the experiment

due to fluctuations of the molecule.

Upon further approaching of the tip, the Por-TATA structure is even more bent

(13.2 ➦ for a tip–molecule distance of d = −1.70 Å). It should be noted that the

bent structure does not converge to the straight structure when used as the initial

structure (even for large tip–molecule distances). However, using the bent struc-

ture as the initial structure for the constrained optimizations leads to energetically

more favorable converged structures for distances d < 0.80 Å compared with the

straight structure. Therefore, Si-type structures are used for distances d > 0.80 Å.

Structures of the type Sf are used as the initial guess for smaller distances for the

calculations shown in Fig. 3.3c, in which this structure is consistently more stable

than the straight one. The force exhibits two minima (arrows 1 and 2) that cor-

respond to maximal attraction. The first shallow maximum occurs when the tip

contacts the middle H-atom of the porphyrin ring, while the second one reflects the

interaction of the Au tip with carbon atoms from the porphyrin macrocycle.

As the barrier between a straight and a bent Por-TATA is well below the esti-

mated error margin of the DFT calculations (0.1 kJ·mol−1, Fig. 3.2b), the same

procedure as for the tip straight above the porphyrin (Si and Sf ) has been ap-

plied for the structures Bi and Bf (see Fig. 3.4a). The Bi structure corresponds

to Sf (bent, 6.7◦), but the tip is laterally displaced so that the tip atom is placed

above the middle H atom of the porphyrin macrocycle. The Bf structure (bent,

14.7◦) is obtained for smaller distances, where stronger bending occurs. Fig. 3.4b
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Chapter 3. Analyzing and predicting force and conductance measurements

Figure 3.4.: (a) Snapshots of constrained-optimized model structures Bi (6.7 ➦)

and Bf (14.7 ➦). (b) Calculated force (left axis) and conductance4 (right axis) as

a function of the relative tip–molecule distance for different values of the Fermi

energy. The dashed line indicates the change of the minimum-energy molecular

structure (from Bi to Bf ). Arrows mark force minima 1 and 2.

shows that this results in virtually the same shapes of the force and conductance

curves (compare Fig. 3.3c). We have verified that the calculated conductances are

independent of the choice of the Fermi energy EF over the range from −4.0 eV to

−4.5 eV. Moreover, no transmission peaks are present near the Fermi energy for

all examined tip–molecule distances (see lower panel of Fig. 3.6), which suggests

that the Landauer formalism is a good description of electron transport through

the junction [195]. To conclude, the calculated forces and conductances5 reproduce

the essential features of the experimental data. The forces exhibit a similar shallow

attractive well and the deeper second force minimum, which is obtained in the cal-

culation. Also, the absolute values of the forces are in reasonable agreement with

the experiment.

3.2.1. A closer look at the conductance curve

In Ref. [215] it has been shown that sometimes an artificially high transmission

is observed using the Landauer approach in combination with large nonorthogonal

atom-centered basis sets, i.e. triple-zeta quality basis sets with polarization func-

tions. This problem is referred to as ghost transmission. In such cases, transport

is still present even though all atomic nuclei and electrons of the central subsystem

are removed and only the associated atom-centered basis functions remain.

5We note that the quantitative agreement of the conductances observed at the position of the

first attractive force maximum may be due to a favorable cancellation of errors. The qualitative

agreement however is interpreted as supporting our interpretation of the experimental results,

i. e., the Por-TATA being intact and upright on the surface
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Figure 3.5.: Full (black solid lines) and ghost transmission (red dashed lines) as a

function of energy for representative structures at a tip–molecule distance d in Å.

Transmission curves were corrected in a pragmatic approach by subtracting ghost

transmission (blue dotted lines). DFT(B3LYP)/LANL2DZ.

Figure 3.5 shows representative transmission functions for the system under study

which correspond to the conductance values of the “full” transport calculation

within the Landauer approach in Figure 3.6 (red symbols). The plotted energy

range around the HOMO-LUMO gaps includes reasonable choices for the Fermi

energy of gold electrodes (−3.0 to −5.0 eV), since the Fermi function of bulk gold

(−5.5 eV [287]) may be shifted using the finite metal cluster approach and by the

presence of the molecular adsorbates. Even though we used the double-zeta quality

basis set LANL2DZ to avoid ghost transmission, the flat regions of the transmission

curves – in particular for structures with large tip–molecule distances – indicate
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Figure 3.6.: Upper panel: Calculated conductance obtained from a full transport

calculation (red) and corrected by ghost transmission (blue) as a function of energy

for all Por-TATA structures under study. Lower panel: Total transmission as a

function of energy for representative structures. For structure Bi at a tip–molecule

distance of d = 0.90 Å, no ghost transmission could be obtained due to convergence

problems. DFT(B3LYP)/LANL2DZ.

that exactly those may occur. Therefore, ghost transmission calculations were per-

formed considering the same structures as in the full transport calculation, except

that all atoms of the central region were replaced by their basis functions only.

Figure 3.5 shows that ghost transmission is a non-negligible contribution to the full

transmission and that the curves are nearly constant over the considered energy

range. Subtracting the ghost from the full transmission results in a much lower

transmission curve in the energy range of the expected Fermi energy. The full con-

ductance in comparison with the one corrected by ghost transmission is shown in

Figure 3.6. The corrected values (plotted in Fig. 3.3c and Fig. 3.4b) deviate strongly

for large and slightly for small tip–molecule distances compared with the conduc-

tance values obtained from full transport calculations. The stronger significance of

ghost transmission at larger distances may be because ghost transmission falls off

more slowly with increasing distance than “real” transmission.
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3.2. A mechanically flexible platform-based Zn-porphyrin complex

3.2.2. Platform contribution to the conductance

To estimate the contribution of the TATA platform to the conductance of the

Por-TATA molecule, we have calculated the local transmissions (see Eq. (2.70)

in Sec. 2.4) for Por-TATA and TATA including the four lowest gold atoms of the

tip into the central region (see Fig. B.2 and Fig. B.1 in Sec. B.1 of the Appendix,

respectively). Comparing the sum of local transmissions that can be assigned to

either contributions from the ”contact H” atom or contributions from the platform,

the platform contributions are significantly higher for TATA than for the Por-TATA

system (as expected from the smaller distance between platform and tip). Thus,

direct tunneling from the tip to the platform contributes, as expected, more to

transmission than for the Por-TATA system.

TATAZn-porphyrin PorTATA

Figure 3.7.: Illustrations of Por-TATA and its subunits, namely a Zn-porphyrin

(with an ethynyl thiolate linker) and a TATA platform with the respective con-

ductance4 G(EF = 4.5 eV). The product of the transmissions of the subunits

results in a value which is close to the total transmission of the Por-TATA system.

B3LYP/LANL2DZ.

In the Landauer model of coherent transport, the total transmission is the product

of the transmissions of the subunits [21]. This implies that the contact conduc-

tance of Por-TATA (2 · 10−4G0) may be attributed to the combined effects of the

platform and the Zn-porphyrin unit6, which were estimated from calculations on

TATA functionalized with an H atom (10−1G0) and Zn-porphyrin with an ethynyl

thiolate spacer (≈ 10−3G0), respectively, as illustrated in Fig. 3.7.

6Of course this comparison is limited by the need to introduce a thiol anchor group for

the “platformless” porphyrin, but it may still serve for illustrating that the platform is not the

bottleneck for transport.
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Chapter 3. Analyzing and predicting force and conductance measurements

3.3. Functionalized trioxotriangulenium platforms

Driven by the structural and electronic advantages of the TATA binding group,

trioxotriangulenium (TOTA) derivatives have been studied with respect to surface

functionalization [288–292]. Similar to TATA, TOTA and its derivatives reduce

the coupling to metal surfaces compared to molecules adsorbed lying flat on a

surface and have the additional advantage of a higher thermal stability compared

to TATA [288,289].

Recent STM measurements of various TOTA derivatives showed that the conduc-

tance increases monotonously as a function of the tip displacement [293]. However,

a non-monotonous variation in the conductance has been observed within the con-

tact range for hydroxyl- and propinyl-functionalized TOTA molecules. At a contact

conductance of approximately 10−4 G0, the conductance suddenly decreases (over

a range of 1 Å) and then increases again.
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a b

Figure 3.8.: (a) Optimized structures of isolated TOTA derivatives using BP86-

D2/def-TZVP. (b) Calculated conductanceG of functionalized TOTAmolecules as a

function of the relative tip–molecule distance for different values of the Fermi energy

(solid line: EF = −5.0 eV, dashed line: EF = −4.5 eV, dotted line: EF = −4.0 eV)

using B3LYP/LANL2DZ.

In order to gain a deeper insight into the conductive behavior of functionalized

TOTA molecules, we take first steps towards simulating the platforms used in the

above mentioned STM studies, including a functionalization with hydrogen (H-

TOTA), methyl (Me-TOTA), propinyl (P-TOTA), hydroxyl (OH-TOTA) as well as

replacing one oxygen atom by a sulfur atom (TOSTA). Fig. 3.8a shows the optimized

structures of the isolated TOTA derivatives under study. Our model systems consist

of a TOTA derivative on a one-layered Au20 cluster with a tetrahedral Au20 tip

placed above the center of the platform. As indicated by the experimental findings,

all TOTA molecules were oriented with the oxygen atoms in the top position on

the Au(111) surface using the experimentally estimated O–Au distance of 3.0 Å,
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3.3. Functionalized trioxotriangulenium platforms

except for TOSTA which was oriented in the hollow position. We calculated the

conductance as a function of different tip–molecule distances7 without optimizing

the structures at each distance. Fig. 3.8b shows the obtained conductance curves for

different values of the Fermi energy. Note that it is difficult to determine the exact

contact distance from the STM measurements. Thus, a quantitative comparison

of the calculated conductances values with the measured ones would have to be

interpreted with caution. However, the conductance curves are qualitatively in

good agreement with the experiment, except for P-TOTA and OH-TOTA. For these

two TOTA derivatives, we could not fully reproduce the experimentally observed

variation in the conductance curve. This was to be expected since we neglected any

structural changes in our calculations which are likely to be particularly important

for hydroxyl and propinyl functional groups (as they might not be as rigid as the

other platforms). Conceivable in this regard would be an out-of-plane deformation

of the TOTA core or a tilting of the functional group due to the presence of the tip

similar to the Por-TATA system discussed in the previous section.

Figure 3.9.: Initial (gray) and optimized (red) TOTA on a three-layered Au90

cluster (all gold atoms were held fixed) based on different initial adsorption sites

(top, bridge and hollow) using BP86-D3(BJ)/SVP. All structures converged to the

hollow site.

As a first step towards a more comprehensive picture of current as a function of

tip–sample distance, we study the adsorption structure in more detail. Therefore,

we optimized TOTA on a three-layered Au90 cluster starting from different adsorp-

tion sites (top, bridge and hollow). Figure 3.9 illustrates that the hollow site is the

most favored adsorption position for TOTA when using BP86-D3(BJ)/SVP. Such

discrepancies between calculated and measured site-preference are known for non-

7In case of Me-TOTA, the tip–molecule distance d denotes the distance from the tip apex

Au atom to the center of the triangle formed by the three H atoms of the methyl group.
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Chapter 3. Analyzing and predicting force and conductance measurements

covalently bound systems and are attributed to the fact that GGA functionals do

not properly account for dispersion interactions [294]. Since we described disper-

sion interactions using Grimmes’ D3 correction scheme, the problem here is more

likely due to modeling the surface using a cluster rather than periodic methods, and

possibly also to the rather small basis set used for this exploratory study. Further

steps would include series of constraint relaxations similar to the ones conducted

for the Por-TATA system. However, the more complicated current–distance curves

observed in the experiment for the TOTA derivatives suggest a considerable com-

putational effort for such studies, which was beyond the time frame of this thesis.

3.4. Mechanical manipulation of spin states in manganocene

In the field of molecular electronics, new opportunities arise for molecular storage

of information when combined with the ideas and the advantages of spintronics

at the single molecule level [158, 295–298]. In this context, single-molecule mag-

nets8 (SMMs) [299–302] and spin crossover (SCO) molecules [303–305] have been

the subject of intensive research attempting to control the spin states of individ-

ual magnetic molecule (or of the transported electrons). The frequently observed

bistability of such compounds enables switching between magnetic properties of

the two states [306], which often has direct impact on the transport behavior. It

has proven difficult to incorporate SMMs into electronic devices, and the success

of such approaches is often tied to ultralow temperatures [307, 308]. In contrast,

SCO compounds show bistability near room temperature [309]. These materials

can undergo a transition between a low-spin (LS) and a high-spin (HS) configu-

ration through changes in, e. g., pressure or temperature [310]. Widely studied

examples of SCO compounds are Fe(II) terpyridine or structurally related com-

plexes [305, 309, 311, 312]. Recently, a mechanically controlled spin transition for

such a complex has been demonstrated in a single-molecule junction, where the

mechanical change was induced by an applied voltage [162].

Furthermore, manganocene (MnCp2) and some of its derivatives are SCO com-

pounds [313]. They are members of the metallocene family (M(C5R5)2) [314–316],

which has found promising potential applications in the field of molecular elec-

tronics [317–327]. At room temperature, MnCp2 is almost entirely in its high-

spin state. By substituting the cyclopentadienyl (Cp) rings of manganocene with

sterically demanding electron-donating ligands (e. g., methyl), a low-spin state is

supported [328]. This is attributed to electronic factors, which are overriding the

steric effects (which due to Mn-C bond elongation should favor a high-spin state).

8SMMs are compounds whose magnetic hysteresis at low temperatures originates from a

single molecule.

44



3.4. Mechanical manipulation of spin states in manganocene
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Figure 3.10.: (a) Energy level diagram for the high-spin (6A1g) and the low-spin

(2E2g) state of MnCp2 (D5d notation). (b) Two conformations of the manganocene:

eclipsed (D5d) and staggered (D5h).

Introducing even more bulky isopropyl ligands overcomes the electronic effects of

the methyl substituents and leads to a high-spin ground state despite the electron-

donating character of the substituents. The change from a HS (S = 5
2
) to a LS

(S = 1
2
) ground state (see Fig. 3.10a) correlates with shorter and more covalent Mn–

C bonds, compared to high-spin complexes. This metal-to-ring distance dependence

on the spin state of the molecule suggests a potential to control the spin state of

manganocene mechanically (similar to the Fe(II) complex mentioned above). As

illustrated in Figure 3.10b, manganocene can adopt two conformations, an eclipsed

(D5d) and a staggered (D5h) one, which are both accessible through Cp ring rota-

tion in the gas phase [316]. The energy difference between those two conformations

is small, with the D5h structures being slightly more stable than the D5d structures

(at least for the high-spin state).

In order to assess whether mechanical stress can, in principle, be used to induce

a spin crossover, we stretched and compressed an isolated manganocene molecule

first. To this end, we optimized the molecule in D5h symmetry and in its HS and

LS states, respectively. Figure 3.11 shows the molecular orbital (MO) diagrams

for high-spin and low-spin manganocene within the energy range of the 3d orbitals

of manganese. The energy gaps between the LUMOα and the HOMOα are 3.42

(4.97) eV for the high-spin and 2.73 (4.53) eV for the low-spin state using BP86-D2

(B3LYP-D2). Note that orbital energies are highly sensitive to the functional used,

but irrespective of the functional the MO energies are qualitatively in the same order

here. Table 3.2 shows the calculated structural and vibrational parameters obtained

with the two different functionals and compared to the experimental data available.

As mentioned before, the low-spin state is promoted by methylation of the Cp rings.

The corresponding experimental data is shown in Table 3.3 and compared to the

calculated bond lengths. The calculated Mn–C and C–C bond lengths agree well

with the experimental ones for both functionals.
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Chapter 3. Analyzing and predicting force and conductance measurements

Table 3.2.: Calculated bond lengths d (in Å), vibrational wavenumbers ν̃ (in

cm−1), force constants f (in N · cm−1), and the HOMO–LUMO energy difference

Egap (α and β, in eV) for high-spin and low-spin manganocene using a def-TZVP

basis set and two different functionals with Grimmes’ (-D2) correction scheme. Bond

lengths of high-spin manganocene are compared to experimental findings.

Prop. high-spin (HS) low-spin (LS)

BP86-D2 B3LYP-D2 Exp. [329] BP86-D2 B3LYP-D2

Mn–Cp 2.06 2.09 2.046(8) 2.05 1.95

Mn–C 2.39 2.42 2.380(6) 2.38 2.18

C–C 1.43 1.42 1.429(8) 1.44 1.43

C–H 1.09 1.08 1.125(10) 1.09 1.08

ν̃ 213 213 − 262 265

f 15 15 − 40 23

Eα
gap 3.42 4.97 − 2.73 4.53

Eβ
gap 2.87 4.94 − 0.44 3.84

Table 3.3.: Calculated Mn–C and C–C bond lengths d (in Å) for high-spin and

low-spin decamethylmanganocene using a def-TZVP basis set and two different

functionals with Grimmes’ (-D2) correction scheme. Bond lengths of low-spin de-

camethylmanganocene are compared to experimental findings. Note that the Cp

rings of high-spin decamethylmanganocene are tilted, resulting in different Mn–C

bond lengths, thus a range is obtained.

Prop. high-spin (HS) low-spin (LS)

BP86-D2 B3LYP-D2 BP86-D2 B3LYP-D2 Exp. [330]

Mn–C 2.25−2.48 2.32−2.44 2.15 2.17 2.105(2)−2.118(2)

C–C 1.43 1.42 1.43 1.43 1.411(2)−1.434(2)

A series of constrained optimizations have then been performed with the restriction

that all carbon atoms of the Cp rings were held fixed. The distance between the

Cp ligands was reduced and elongated by steps of 0.10 Å over a range of −0.50 Å

to 0.50 Å compared to the equilibrium distance. The optimized structures for

manganocene in the HS state at maximum elongation and compression using BP86-

D2/def-TZVP are shown in Fig. 3.4a. As can be seen from Fig. 3.4b, B3LYP-D2

predicts the HS state at 127.9 kJ/mol below the LS ground state at d = 0 Å,
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Figure 3.11.: Calculated molecular orbital (MO) energy level diagram for HS and

LS manganocene and isosurface plots of low-spin MOs with a′1, e
′′
1 , and e

′
2 symmetry

(D5h notation) using B3LYP-D2/def-TZVP. The isosurface value is set to 0.05.

while the corresponding value for BP86-D2 is 48.3 kJ/mol. It is well known that

hybrid functionals tend to overestimate the stability of the HS state with respect

to the LS state [331,332]. A HS to LS transition in the range of 0.2 Å (BP86, pure

functional) to 0.4 Å (B3LYP, hybrid functional, 20 % exact exchange) compression

can be obtained, which suggests that such a transition would be conceivable in an
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Chapter 3. Analyzing and predicting force and conductance measurements

AFM setup (provided that the MnCp2 is compressible by the tip).
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Figure 3.12.: (a) Optimized high-spin structures of an isolated manganocene upon

maximum elongation and compression using B3LYP-D2/def-TZVP. (b) Calculated

spin state energy differences (EHS − ELS) as a function of the Cp–Cp distance

(measured as the height of MnCp2) using a def-TZVP basis set and two different

exchange–correlation functionals.

To estimate the relative stiffness of tip and molecule, we calculated the infrared

(IR) vibrational wavenumbers for both spin states of manganocene and for a tip-

shaped Au20 cluster within the harmonic approximation (see Fig. B.4 in Sec. B.2 of

the Appendix). Figure 3.13 shows selected vibrational normal mode displacements
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Figure 3.13.: Selected normal mode displacements for (a) HS and LS manganocene

and (b) a Au20 cluster. BP86-D2/def-TZVP.

which may be attributed to a breathing mode. The corresponding force constants

for these modes in the harmonic approximation are in the range of 15 to 40 N·m−1

for manganocene and approximately 20− 300 N·m−1 for Au20. This suggests that

the tip is stiffer than manganocene and might be used in principle to compress the
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3.5. Detecting the dipole moment of carbon monoxide on different surfaces

molecule.

To test the compressibility of MnCp2 by a gold tip in more detail, a model system

consisting of a single manganocene with an Au20 tip was optimized with BP86-

D2/def-TZVP – first with no constraint and subsequently with the restriction that

the five carbon atoms of the lower Cp ring as well as the topmost slab of the Au tip

were held fixed. The results show a distortion of the manganocene due to strong

deformation of the upper cyclopentadienyl ring (see Fig. 3.14). Whether or not

this is a result of the restriction of the molecule’s movement in its lateral degrees

of freedom depends on the molecule–surface interactions, which points out that

it is important to take those into account molecule–surface interactions in further

studies.

0.70 0.40 0.00 −0.40 −0.70

Figure 3.14.: Constrained optimized structures of manganocene with a Au20 tip.

the five carbon atoms of the lower cyclopentadienyl ring as well as the topmost slab

of the Au tip were held fixed during relaxation. The structures were generated based

on the constraint optimized structures for the high-spin state. BP86/def-TZVP.

These results suggest that while mechanically induced spin crossover should be in

principle possible, but may be prevented by lateral distortions. Furthermore, DFT

calculations indicate that high-spin manganocene will partially transfer its spin to

the gold surface [333]. Thus, introducing ligands or insulating layers for electronic

decoupling from the surface may also be required for realizing such experiments.

3.5. Detecting the dipole moment of carbon monoxide on

different surfaces

The adsorption of carbon monoxide on metal surfaces has been extensively studied

because it is a fundamental step in many catalytic reactions [334]. Furthermore,

functionalization of AFM tips with carbon monoxide has helped increasing the

resolution of AFM images drastically and, therefore, improved the interpretation

of the obtained AFM images [335–342]. Recently, non-contact AFM studies of CO

molecules adsorbed on different surfaces – in particular Mn/W(001), NiO(100), and
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Cu(111) – showed a bright ring with a dark center (donut) in the AFM image at

a certain tip–molecule distance [343]. A change in the dipole–dipole interaction

between the adsorbed CO and the metallic Cr tip is suggested to be responsible for

this behavior e. g., it is conceivable that a change in the dipole moment occurs upon

shifting the molecule to another adsorption position with the tip. In the theoretical

community, carbon monoxide is well known because of the “CO puzzle”, which

expresses the failure of common exchange–correlation functionals to describe the

correct adsorption site of CO on surfaces [294].

In this section, we focus on detecting the dipole moment of CO at different ad-

sorption sites. CO possesses a dipole moment with its positive pole at the oxygen

atom, contrary to what would be expected from the relative electronegativities [344].

Schneider et al. found opposite signs of the CO dipole moment depending on the ad-

sorption site using plane-wave based DFT calculations for CO adsorbed on a Pt(111)

surface [345]. They have calculated the z-component of the total dipole moment

including the Pt(111) surface (µz) as the first moment of the spatial charge dis-

tribution (z being the direction normal to the Pt surface). Their GGA corrected

results show a positive top CO dipole moment (0.43 D) corresponding to Cδ−–Oδ+

and negative dipole moments if adsorbed at bridge (−0.24 D) and hollow (−0.38 D)

sites corresponding to Cδ+–Oδ−.

We have calculated the dipole moment of the CO molecule on Pt(111)9 in top,

bridge and fcc hollow position using a plane-wave based method in combination

with the Bader AIM program and LocalDip. The latter has been developed

within the framework of this thesis and provides an interface for grid-based AIM

methods by relying on internal reference points instead of bond critical points (see

Sec. 4.3 and 4.4 for more information). The results are given in Figure 3.15a. Op-

timized Pt–C (C–O) distances are 1.86 Å (1.15 Å) for the top, 1.48 Å (1.17 Å) for

the bridge and 1.36 Å (1.19 Å) for the fcc hollow position. Bader charge transfer for

different adsorption sites is in good agreement with the one calculated by Schneider

et al. [345]. However, the obtained CO dipole moments are negative (Cδ+–Oδ−) for

all the adsorption sites investigated, even for the top site. Furthermore, the dipole

moment increases with increasing coordination (top < bridge < fcc). When com-

paring our results with electrostatic potential plots (see Fig. 3.15c), we observe the

same trend as the change in the CO dipole moment from top to higher coordinated

sites. Subsequently, we suggest that our results are physically reasonable and that

it is vital to calculate the adsorbates’ local dipole moment instead of solely the total

dipole moment in one direction.

In order to gain further insight into the adsorption behavior of CO and for evaluat-

9The Pt(111) surface was modeled using 4 layers of 2 × 2 Pt atoms, comparable to the unit

cell used in Ref. [345]
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b

a

c

hcp

Figure 3.15.: (a) Calculated local dipole moments of CO on Pt(111) in differ-

ent adsorption positions using LocalDip (see Sec. 4.4 for more information) in

combination with the AIM analysis program Bader. Structure optimizations were

performed using PAW-PBE-D2. The dipole moments are indicated as red arrows

pointing towards the negative part (δ−). The length of the dipole moment is spec-

ified in Debye (multiplied by a scaling factor of 2 for visualization). The internal

reference points are indicated as small green dots between CO and the Cu(111) sur-

face. The total dipole moment of an isolated CO molecule with the same settings is

µ(CO) = 0.09 D. (b) Schematic representation of adsorption positions on a Pt(111)

surface: top, bridge (brg), fcc hollow and hcp hollow. (c) Electrostatic potential

plots (isosurface value 0.05).

ing the importance of describing surfaces under periodic boundary conditions, we

have studied the adsorption structure of CO on a Cu(111) surface using two differ-

ent methods: a plane-wave periodic-boundary (PB) model and a cluster approach

employing a localized single-particle basis. To get an impression of the differences

between the adsorption positions, CO was placed in top and hcp hollow position

on a Cu(111) surface (the bridge position was not considered in any detail here).

The optimized structures are shown in Fig. 3.16. The CO molecule adsorbs in an

upright orientation with the oxygen atom pointing away from the surface using

both methods when including dispersion corrections. Bond lengths, angles, partial

charges, and local dipole moments are given in Table 3.4. The method used has only

a minor influence on the structural properties (except for the O–C–Cu angle). C–O

and C–Cu distances are in good agreement with the calculated ones in Ref. [346]
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top hcp

Cu22 Cu22

Cu38 Cu38

Figure 3.16.: Optimized structures of CO on Cu(111) for the top and the hollow

adsorption positions using a plane wave approach with periodic-boundary conditions

and a cluster approach with two different cluster sizes.

(PW91 functional) and similar to those calculated for CO on Pt(111). In case of

CO on a Cu22 cluster, top-CO is slightly tilted by an angle of 7➦ in contrast to

CO on the hcp hollow site. For a larger cluster size, hcp-CO is slightly tilted by

an angle of 5➦ and top-CO is almost in an upright position. The calculated dipole

moment of CO on top and hcp hollow site is shown in the left panel of Fig. 3.17.

Similar to CO/Pt(111), we obtain a dipole moment pointing away from the surface

(Cδ+–Oδ−) and an increase in its magnitude if we go from the top to the hcp hollow

site to about > 3 D.

Upon approaching a CO molecule by a pyramidal Cu10 tip with either lateral or

no displacement (see right panel of Fig. 3.17), the force was approximated as the

negative of the numerical derivative of the energy values with respect to the tip

displacement z. The starting point, z = 0, denotes a Au–O distance of d = 2 Å

(which is the same as from top-CO to the copper surface). Fig. 3.18 shows repulsive

interactions for top-CO (left panel) and attractive interactions for hcp-CO (right

panel) at a tip–molecule distance of −0.02 nm (red).
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Table 3.4.: C–O and C–Cu distance d (in Å), O–C–Cu angle θ (in ➦), AIM partial

charge qCO (in unit charges) and local dipole moment µCO (in Debye) of a CO

molecule on a Cu(111) surface for the top and the hcp hollow (hcp) adsorption

positions using a periodic-boundary (PB) and a cluster approach with a Cu22 and

a Cu38 cluster (Basis set: def2-TZVP).

Position Method Functional dC−O dC−Cu
a θO−C−Cu qCO µCO

top PB PAW-PBE-D2 1.15 1.86 179.9 −0.16 0.99

Cu22 PBE-D3(BJ) 1.15 1.92 172.7 −0.17 1.07

Cu38 PBE-D3(BJ) 1.15 1.92 180.0 −0.18 1.12

hcp PB PAW-PBE-D2 1.18 1.41 179.7 −0.41 4.33

Cu22 PBE-D3(BJ) 1.18 1.43 178.5 −0.35 3.56

Cu38 PBE-D3(BJ) 1.18 1.43 175.1 −0.39 4.05

a The C–Cu distance denotes the height of the CO molecule above the copper surface.

Figure 3.17.: Left : Calculated dipole moment of CO on Cu(111) for top and

hollow adsorption position using Bader in combination with LocalDip. The dipole

moment is indicated as a red arrow pointing towards the negatively charged part.

Internal reference coordinates (marked as green dots) were used to determine COs’

dipole moment within the theory of AIM. Structure optimizations were performed

using a plane wave approach (PAW-PBE-D2).Right : Schematic representation of

constrained optimizations while moving the tip horizontally and vertically.

Although we can qualitatively confirm the observations in the AFM experiments,

much shorter distances between tip and molecule were necessary to achieve similar

results in our simulations. In experiments, the occurrence of the donut shaped im-

ages was observed at tip–CO distances of up to 5 Å [343]. At such large distances
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Figure 3.18.: Calculated forces as a function of lateral dip displacement for differ-

ent tip–molecule distances.

long-range interactions play a much larger role than the short-range interactions

which we studied. For CO on NiO(100), Shluger et al. proposed that the Cr tip has

a permanent electric dipole moment with its positive end oriented toward the sam-

ple [347]. By representing the metallic tip as a point dipole, they conclude the im-

portance of a long-range dipole–dipole interaction between the tip and the molecule

in good quantitative agreement with experimental results. Although this has been

contradicted by recent investigations [348]. Nonetheless, it has been demonstrated

that using clusters rather than a periodic tip model with (at least five) pyramidal

atomic layers on top of a surface may lead to incorrect predictions [349]. These find-

ings support the assumption that our cluster-based model is not able to represent

the tip structure in AFM experiments accurately, especially if we are interested in

long-range interactions. For this purpose, computationally demanding calculations

with more surface layers and potentially larger tips will be necessary, which were

beyond the scope of this thesis.

3.6. Conclusion

Controlling and understanding molecular structure and all relevant inter- and in-

tramolecular forces is crucial for improving and guiding the design of nanoscopic

devices with advanced functionalities. Using a low-temperature scanning probe

microscope, Hauptmann et al. measured the force and conductance of model junc-

tions comprising a triazatriangulenium (TATA) platform, an ethynyl spacer, and

an upright Zn-porphyrin (Por-TATA) as a function of tip-sample distance. In order

to characterize the fairly complex and mechanically flexible Por-TATA molecule,

MD simulations may achieve a comprehensive understanding. However, since the

measurements have been performed at time scales of up to one minute, even these

computationally demanding MD simulations may not correctly reproduce the ex-
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periment due to practical limitations on simulation time in the femto- to nanosec-

ond range. Therefore, we performed computationally less expensive constrained

optimizations using static DFT calculations at different tip–sample distances. To

account for the flexibility of the Por-TATA–platform system (as suggested by the

flat potential energy surface when bending the porphyrin to the side), we started

from a straight (Si) and a bent (Sf ) structure, respectively. Our calculations fur-

ther revealed that the variations in force and conductance curves result from an

induced tilting of the porphyrin due to the presence of the STM tip. Two force

minima are assigned to tip–hydrogen and tip–carbon interactions. The calculated

forces are in remarkably close agreement with the experimental data which suggests

that it is indeed standing upright on the surface. The transport calculations showed

an artificially high transmission in the energy range of the expected Fermi energy

caused by so called “ghost transmission”. After subtracting the ghost transmission,

the calculated conductance curves are similar to the experimental results. Further-

more, the contact conductance of Por-TATA may be attributed to the combined

effects of the platform and the Zn-porphyrin subunits. Because the static DFT

results obtained with only two “boundary” configurations agree so well with the

experiment, we applied the constrained optimization approach to other molecular

systems of interest.

Inspired by measurements of molecules based on a related platform, trioxotriangu-

lenium (TOTA), with and without various functional groups attached to the center

(see Sec. 3.3), which showed unexpected kinks in the conductance curves of some of

the molecules, we carried out single-point calculations combined with the Landauer

approach in order to obtain more detailed information on the molecules’ conduc-

tance. The results qualitatively reproduce the linear increase of conductance when

approaching the tip. On the other hand, we could not confirm the sudden decrease

in the contact region. In order to test if the kinks are the result of a deformation of

the molecule (or the tip), as in Section 3.2, it is important to allow the molecules

to relax when attached to the surface. This was done by studying the adsorption

structure of TOTA on a three-layered gold cluster. In contrast to top site adsorption

found in the experiments, the calculations predict that TOTA prefers the hollow

site when attached to gold. This site-preference problem of GGA functionals is

well known for non-covalently bound systems where van der Waals forces play a

major role [294]. Although we used Grimme’s correction scheme to describe disper-

sion interactions (which is considered to improve solving this problem [350, 351]),

we could not reproduce the correct adsorption structure. This may also be due to

the cluster approach employed for describing the surface, which suggests that more

computationally demanding computations under peridoic boundary conditions may

be required.

In Section 3.4, we extended the system of interest towards a single magnetic molecule
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to assess the possibility of a mechanically-induced spin-crossover. Constrained opti-

mizations of an isolated manganocene suggest that a transition between a high-spin

and a low-spin state can, in principle, be achieved by stretching and compressing the

molecule. The estimated stiffness of a Au20 tip compared to a manganocene also in-

dicates that the mechanical strain can be applied in an AFM/STM setup. However,

initial force simulations on a manganocene with a sharp Au20 tip did not lead to

the desired spin-crossover. Instead of a controlled vertical elongation/compression

of the molecular structure, the manganocene was artificially distorted accompanied

by a lateral displacement of the upper cyclopentadienyl ring. This is most likely due

to the restriction of the molecule movement in its lateral degrees of freedom since

we neglected the surface in the simulation. As in the TOTA case, future investiga-

tions would require an accurate description of manganocenes’ adsorption structure

on surfaces. Apart from that, it is likely that the pyramidal-shaped Au20 cluster

does not represent the dimensions of a STM tip accurately and that one has to use

broader shapes and tip materials to realize a mechanically-induced spin transition.

In the images of non-contact AFM experiments, the occurrence of “donuts” led to

the assumption that CO molecules could possibly change their adsorption sites with

concurrent changes in the dipole–dipole interactions with the tip. Therefore, in Sec-

tion 3.5, we studied different adsorption sites of CO on a Pt(111) and a Cu(111)

surface with respect to changes in the molecular dipole moment using two different

DFT methodologies. Contrary to the suggestions in the literature, we did not ob-

serve a reversal of the dipoles’ direction due to adsorption on different adsorption

sites. This may be due to the use of a more well-defined local dipole approach in our

studies. As we could not reproduce the long-range dipole interactions observed in

AFM experiments with the three metal atom layers employed, more computation-

ally demanding approaches involving up to seven layers should be used in follow-up

studies for an accurate modeling of tip-sample interactions, which will help in elu-

cidating the relation between local dipole moments and observed AFM data. For

the same reason, larger representations of the tip may be needed.
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4. Charge transfer and dipole effects in

functionalized carbon nanotubes (CNTs)

In the previous chapter, we have investigated tip–molecule interactions of single

molecules on surfaces and demonstrated how changes in the molecular structure

can affect the conductance. In this part of the thesis, we focus on molecules that

have an indirect impact on the conductance of another system involved in trans-

port, namely: carbon nanotubes (CNTs). Their unique properties make carbon

nanotubes promising candidates for nanotechnological applications. In particular,

functionalization of CNTs (e. g., adsorption of molecules of the nanotubes surface)

may serve as a switchable unit to alter the conductance of the CNTs in response to

external stimuli and has important advantages for sensing applications.

4.1. Introduction

The quasi one-dimensional structure of a single-walled carbon nanotube (CNT) can

be thought of as a graphene sheet rolled into a (theoretically infinite) cylinder [352].

Thus, their electronic structure is usually described in terms of the graphene band

structure. Fig. 4.1 shows a carbon nanotube unit cell mapped on the honeycomb

structure of a graphene sheet. The structure of a carbon nanotube can be uniquely

described by its circumferential (also referred to as “chiral”) vector,

c = na1 +ma2, (4.1)

where the integers n and m denote the number of unit vectors, a1 and a2, along two

directions in the crystal lattice of graphene. This vector is described by the angle θ

of the graphene helix around the tube. If 2n+m is a multiple of 3, the nanotube is

metallic (otherwise it is a semiconducting tube). Nanotubes with chirality (n, 0) are

called zigzag carbon nanotubes (θ = 0◦), and tubes with chirality (n, n) are called

armchair nanotubes (θ = 30◦). All the remaining examples, for which 0 < θ < 30◦,

belong to the class of chiral nanotubes [353]. The allowed electronic wave vector k‖
parallel to the nanotube axis is continuous since the tube can be considered infinitely

long. Furthermore, the electrons in the π orbitals obey periodic boundary conditions

(finite circumference) which causes quantization of the waves perpendicular to the
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Chapter 4. Charge transfer and dipole effects in functionalized carbon nanotubes

Figure 4.1.: Construction of carbon nanotubes by folding the honeycomb structure

of a graphene sheet. The vector along the tube axis a and the circumferential vector

c are indicated as red arrows. The chiral angle θ can vary within 0 < θ < 30◦.

Armchair (m = n) and zigzag (m = 0) tubes are rolled up along a high symmetry

direction (0◦ and 30◦, respectively). Chiral tubes, on the other hand can be rolled

up along any other angle. The gray area represents the part of the sheet used to

roll up a (4,2) CNT.

axis [353]. Fig. 4.2 shows the Brillouin zones of a (5,5) and a (8,0) carbon nanotube

(red lines). This quantization creates q = 2n lines (red) parallel to the tube axis in

the first Brillouin zone separated by ∆k⊥ ∝ 1/d, where the diameter d depends on

the indices n and m as

d =
a

π

√

(n2 + nm+m2), (4.2)

where a is the length of the unit vectors (a = |a1| = |a2|). Now, two possible

scenarios can be formulated as illustrated in Fig. 4.2 for a (5,5) and a (8,0) carbon

nanotube. In the case of the (5,5) CNT, an allowed k‖ vector contains a K point

and, thus, the tube becomes metallic. In the (8,0) CNT, however, the K point is

not covered by any allowed k vectors and consequently the tube is semiconducting

with a band gap at the Γ point.

At the Fermi energy, the density of states (DOS) is finite for a metallic and zero for

a semi-conducting tube. Figure 4.3 exemplarily shows the electronic DOS and the

conductance for a metallic (5,5) single-walled CNT. The sharp peaks in the DOS

appear due to the quasi one-dimensional character of the CNTs and are known as

van Hove singularities [356]. The spacing between the spikes reflects the tube’s

optical absorption and emission properties.

Since the intrinsic properties of carbon nanotubes (CNTs) can be tuned through

interaction with other chemical species, their chemical functionalization has been

the subject of intensive research in the past few years [357,358], aiming at creating

nanotubes with new functionalities [359, 360]. Due to strong tube–tube van der
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Figure 4.2.: First Brillouin zone and band structure for a (a) semi-conducting

(8,0) and (b) metallic (5,5) carbon nanotube. The black hexagons define the first

Brillouin zone of graphene with three high-symmetry points Γ, K, and M , where

the blue dots in the corners are the K points. Allowed k⊥ wave vectors within

the first Brillouin zone are represented by red lines perpendicular to the nanotube

axis along k‖. When these lines cross a K point, the nanotube is metallic and the

“band gap” lies at two third from Γ to Z. If this is not the case, the nanotube is

semi-conducting with a band gap at the Γ point (k = 0) The Z point represents the

allowed k‖ vector along the tube axis at (b) k‖ = 2π/
√
3a and (a) k‖ = 2π/a. The

band structures were calculated using PAW-PBE-D2. The horizontal dotted lines

mark the Fermi energy EF.
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Figure 4.3.: Calculated electronic density of states (DOS) and conductance as a

function of the energy for a metallic (5,5) carbon nanotube based on maximally-

localized Wannier functions [354, 355] using PBE, ultrasoft pseudo potentials, a

20-atom unit cell, 5 k points, 30 Ry (240 Ry) plane-wave cutoff for wavefunctions

(charge density), and 0.03 Ry of cold smearing.
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Waals interactions, CNTs tend to form bundles. This aggregation often results

in deteriorated optical and electronic properties of the tube, but can be avoided

by separating the tubes through functionalization [361, 362]. Functionalization of

CNTs can be achieved using covalent or non-covalent interactions. In non-covalent

functionalization the van der Waals force becomes the dominant interaction between

the adsorbate and the CNT. Therefore, the atomic structure of the CNTs is not

significantly perturbed in contrast to covalent functionalization [363,364].

A reliable theoretical approach with truly predictive capabilities of such complex

transistor configurations would require a multi-scale description ideally combined

with ensemble methods such as molecular dynamics or Monte Carlo methods [365,

366]. In this work, we focus on a basic step in such an approach, the interaction

between a CNT and an adsorbate, and the resulting changes in the CNT properties,

for a selected set of adsorption configurations. We will focus on the comparison of

two different density functional theory (DFT) methodologies which are commonly

used to describe the supramolecular interactions between adsorbates and CNTs: A

periodic boundary (PB) model (which in practice is often based on plane waves and

pseudopotentials)1 and a truncated approach (in practice often combined with a

localized basis), both of which have their advantages and disadvantages.

The PB model is the method of choice in theoretical solid state and surface physics

to account for the extended nature of the system under study. When studying

the influence of an adsorbate on a nanotube, interactions between adsorbates in

adjacent unit cells are often not desired. This may require a large unit cell. The

same holds for large adsorbates such as a lanthanide ion sandwiched between two

organic phthalocyanine units (TbPc2), as investigated by Ruben, Balestro and co-

workers with regards to their single-molecule magnet behavior [307, 372, 373]. An

even more crucial point is the (in practice) often limited choice of pseudopotentials

in plane-wave codes (and thus the limited choice of exchange–correlation function-

als). This is particularly relevant for hybrid functionals, which are computationally

much more expensive than pure ones in this context. On the other hand, a trun-

cated approach based on atom-centered basis functions allows treating interactions

between molecules and nanotubes or surfaces (involving capping atoms such as hy-

drogen, where necessary) within the typical language of chemistry. This approach

can take advantage of a well-developed pool of diverse exchange–correlation func-

tionals, which is in some cases essential even for an accurate qualitative description

and allows for easy interfacing with various quantum chemical analysis tools. The

most serious error source of the truncated approximation is the choice of a too small

CNT size, which may lead to a preferred adsorption at the edge (”edge effects”)

and usually wrong binding energies. Choosing an inappropriate CNT size can also

1Of course, there are also some electronic-structure codes which combine periodic boundary

conditions with localized basis functions such as CP2K [367], ADF [368–370], and Gaussian [371].
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lead to inaccurate structural properties. Moreover, truncating the nanotube pro-

duces discrete single-particle levels (“molecular orbitals”) rather than bands, and

the number of these levels decreases with the tubes’ decreasing length, thus leading

to an electronic structure less suitable for the approximation of band structures.

In this part of the thesis, we determine (among others) under which conditions the

truncated approach based on localized, atom-centered single-particle basis functions

and the PB model using plane waves produce similar results, thus functioning as

a benchmark study, on the basis of which the reliability of the truncated approach

can be evaluated. On the basis of these benchmark studies, we investigate the link

between changes in the transistor characteristics and changes in the adsorbates’

properties, in particular charge transfer and dipole effects.

Probing changes in local electric dipole moments helps to understand several phe-

nomena important for nanoscience, such as tip–molecule interactions in atomic

force microscopy as outlined in Section 3.5 and Refs. [347, 374, 375]. Adsorption

of molecules on solid surfaces may lead to a significant charge redistribution. The

resulting difference in magnitude as well as orientation of the molecular dipole mo-

ments in comparison to their isolated forms may create surface dipoles, affecting

the local electrostatic environment [376]. The effect of the solvent environment

on the electron transport of single-molecule junctions, for example, has been re-

cently suggested to result from solvent-induced dipoles (”solvent gating“) changing

the electrostatic potential at the junction [377]. Similarly, single molecule mag-

nets [307, 373] or molecular switches [141, 142, 378–380] adsorbed on single-walled

carbon nanotube transistors have been found to induce significant changes of the

nanotubes’ conductivity (”chemical gating“). Changes in the adsorbates’ dipole

moments have been suggested as causing this effect. Modifications in local dipole

moments during vibrational motions are also relevant for understanding infrared

intensities [381, 382], and local electric (static) polarizabilities are usually obtained

from local dipole moments [383–385].

While it is straightforward to calculate the total dipole moment of a system, the

local dipole moment of a subsystem (e. g., an adsorbed molecule on a surface) is

not uniquely defined. This is similar to population analysis [207,386–391] and local

properties in general [392–397]. When defining local dipole moments, an additional

difficulty arises, as fragments of molecular or supramolecular systems are usually

(partially) charged, and dipole moments of charged systems depend on the choice

of origin. Inspired by previous work based on Bader’s atoms-in-molecules (AIM)

partitioning, we will derive a definition of fragment dipole moments which achieves

origin-independence by relying on internal reference points. Instead of bond critical

points as in existing approaches, we use as few as possible reference points, which

are located between the fragment and the remainder(s) of the system and may be

61



Chapter 4. Charge transfer and dipole effects in functionalized carbon nanotubes

chosen based on chemical intuition. This allows our approach to be used with AIM

implementations that circumvent the calculation of critical points for reasons of

computational efficiency, for cases where no bond critical points are found due to

large interfragment distances, and with local partitioning schemes other than AIM

which do not provide bond critical points.

4.2. Local dipole moments within the theory of

Atoms-In-Molecules

Local partitioning of molecular properties has a long tradition in quantum chem-

istry [392], which started with partial charges [207,386–391,398], and was later ex-

tended to various properties such as electron spins [394–397,399–402], electric dipole

moments [344, 403–413], and local (static) electric polarizabilities [383–385, 393].

The advantage of assigning properties to atoms or groups of atoms (fragments) in

a molecule is that it allows us to structure our thinking about molecules and other

nanostructures. Since the “borders” of atoms in molecules, molecular fragments or

individual molecules interacting with their surroundings (e. g., on a surface) are not

uniquely defined, various local partitioning schemes have been developed. Unlike

approaches based on atom-centered one-particle basis functions, such as the Mul-

liken [386] and Löwdin [387] population analysis, partitioning schemes of the charge

density ρ are not highly sensitive to the basis set used in the electronic structure cal-

culation [393,414]. Commonly used methods based on real space are Voronoi [415],

Bader’s Atoms-In-Molecules (AIM) [207, 416–420] and Hirshfeld [421] partitioning.

Here, we will focus on Bader partitioning because several available postprocessing

tools make it quite broadly applicable [209], although one may apply the following

definition of dipole moments of atoms or groups of atoms to any method which

defines atomic basins in three dimensional space. For more informations about Hir-

shfeld partitioning and a comparison between Hirshfeld and Bader charges for a

large series of diatomic molecules see Refs. [422] and [423], respectively.

Beyond the general difficulty of local properties being arbitrarily defined, the simula-

tion of local dipole effects is challenging since (1) modeling interfaces — in particular

molecule–metal ones — is a difficult task for electronic-structure methods [294,424],

and (2) dipole moments of charged entities (such as local subsystems having a

nonzero partial charge, which is usually the case) are dependent on the location of

the Cartesian coordinate origin. As they are most relevant in the scientific context

discussed above, we will discuss different ways of defining local dipole moments

briefly for the case of a molecule (whose local dipole moment is of interest) ad-

sorbed on a (e. g., metallic) surface. A simple model for approximating individual

molecular dipole moments is to subtract the charge density of the surface and to
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4.2. Local dipole moments within the theory of Atoms-In-Molecules

integrate over the remaining charge density distribution [345]. However, this does

not resolve the origin-dependence problem. Estimating the local dipole from a set of

atomic charges is a rough approximation as it ignores dipolar contributions arising

from the atomic polarizations. In simulations for periodic systems, maximally lo-

calized Wannier functions based on the Berry-phase approach are usually employed

for calculating the local electronic dipole moments [405, 406]. Recently, subsys-

tem DFT-based embedding approaches [407–410] as well as an approach using the

Voronoi tessellation of the electron density [411, 412] for the calculation of local

electric dipole moments for supramolecular (periodic) systems have been presented.

These approaches are limited to non-covalently bound systems so far. According

to the quantum theory of Atoms-In-Molecules, Bader and Matta presented another

way of calculating local contributions to the molecular dipole moment using bond

critical points (BCPs) [344, 413]. Based on this approach, Keith suggested to re-

formulate the atomic charges into so-called bond charges, thus creating additional

dipolar terms [425] in order to cancel the origin dependent terms. In other words,

origin-independence is achieved by using BCPs as references rather than an arbi-

trarily chosen origin. The need for bond critical points restricts this approach to

subsystems/fragments which are chemically bound to the remainder of the system.

In general, the electric dipole moment µ of a molecular or supramolecular system

is defined as,

µ = −
∫

rρ(r)dr +
∑

A

ZAXA, (4.3)

where r represents a vector describing any point in space, ZA the nuclear charge,

XA the nuclear coordinate of atom A and ρ the electron density. Within the AIM

theory, a total property P such as the charge, dipole moment, multipole moment or

energy, is equal to the sum of atomic contributions to that property, P =
∑

A PA

[207]. Therefore, the dipole moment of a system can be expressed as a sum of

atomic dipole moments,

µ =
∑

A

µA =
∑

A

[

−
∫

A
rρ(r)dr + ZAXA

]

, (4.4)

where the integrals are taken over the atomic basins. These local dipole moments

will depend on the choice of origin if local subsystems are (partially) charged, as

is generally the case. By introducing coordinates relative to the atomic nuclear

coordinates in each of these integrals, rA = r −XA, we can rewrite Eq. (4.4) as

µ =
∑

A

[

−
∫

A
(rA +XA)ρ(r)dr + ZAXA

]

=
∑

A

[

−
∫

A
rAρ(r)dr +

(

ZA −
∫

A
ρ(r)dr

)

XA

]

. (4.5)
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Since the net charge of an atom A is qA = ZA −NA = ZA −
∫

A ρ(r)dr, NA being

the electron population of atom A, the second term in Eq. (4.5) can be expressed

as

µ =
∑

A

[

−
∫

A
rAρ(r)dr + qAXA

]

(4.6)

The first term in parentheses represents the atomic polarization contribution µ
p
A

and the second term, µc
A
, results from the transfer of electronic charge between the

atoms. Note that origin-dependent terms are underlined. Thus, the total dipole

moment is given by the sum of a polarization µp and a charge transfer µc2 contri-

bution [413,425],

µ =
∑

A

[

µ
p
A + µc

A

]

= µp + µc. (4.7)

Both terms are important in the description of a molecular dipole moment [426].

In order to overcome the origin-dependence of the charge transfer term, Keith [425]

suggested to reformulate the atomic charges qA in terms of bond charges q(A|B),

qA =
∑

B

q(A|B), (4.8)

where the sum runs only over atoms B sharing an interatomic surface with atom

A. Each bond charge is the negative of the one corresponding to charge transfer in

the opposite direction,

q(A|B) = −q(B|A). (4.9)

Furthermore, for each atom A which belongs to a ring, the sum of bond charges

within the ring must be equal to zero,

∑

A ∈ ring

q(A|A+ 1) = 0. (4.10)

Using Eqs. (4.8), (4.9), and (4.10), we get a set of NAtoms +NBCP +NRCP linearly

independent equations which determine the bond charges. NAtoms, NBCP, and

NRCP denote the number of atoms, bond critical points (BCPs) and ring critical

points (RCPs), respectively. Note that we need to subtract one redundant equation

in order to account for a neutral system (q = 0) and one redundant Eq. (4.10) for

each cage critical point (CCP) from the number of independent equations [207],

NAtoms+NBCP+NRCP−NCCP−1. The charge transfer term can then be written

as,

µc =
∑

A

XAqA =
∑

A

[

XA

∑

B

q(A|B)

]

. (4.11)

2 µc is called a charge transfer term in the literature, even though it may contain no explicit

expression for charge transfer between atoms. However, for a neutral system, the partial charges

contributing to this simplest formulation of µc are indeed resulting from charge transfer (or

“charge rearrangement”) within the molecule.
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If we now reformulate the nuclear coordinates with respect to BCPs Xc(A|B) be-

tween atoms A and B, XA =
∑

B [XA −Xc(A|B)] +
∑

B Xc(A|B), the origin-

dependent term of the charge transfer contribution disappears [403,404],

µc =
∑

A

∑

B

[XA −Xc(A|B)] q(A|B)

︸ ︷︷ ︸

µc
A

+
∑

A

∑

B

Xc(A|B)q(A|B)

︸ ︷︷ ︸

=0, since q(A|B) = −q(B|A)

and Xc(A|B) = Xc(B|A)

. (4.12)

Thus, the origin-independent atomic dipole moment of atom A can be defined as,

µA =
[
µ

p
A + µc

A

]
= µ

p
A +

∑

B

[XA −Xc(A|B)] q(A|B), (4.13)

which is implemented in the program PolaBer [384]. Note that in PolaBer, a

bond weighting factor (reciprocal bond strengths) is assigned to the bond charge

in Eq. (4.10) to counteract any unrealistic changes in the intramolecular and inter-

molecular bond paths.

As discussed above, we are often interested in the dipole moment of a group of

atoms (molecular fragment F ). The fragment dipole moment can be expressed as

µF =
∑

A ∈ F

µA =
∑

A ∈ F

{

µ
p
A +

∑

B

[XA −Xc(A|B)] q(A|B)

}

. (4.14)

Commonly used implementations of the Bader partitioning schemes provide atomic

properties, such as atomic charges and polarizations. In order to obtain the bond

charges q(A|B) in Eq. (4.14), an explicit critical point (CP) search is needed – a

feature which is not implemented in some AIM codes for reasons of computational

efficiency [427–429], and which may not be available at all when a different local

partitioning scheme is employed or when nonbonded fragments are studied.

4.3. Derivation of a generalized approach to calculate local

dipole moments

In this section, we present an alternative way of calculating fragment dipole mo-

ments that requires only specific bond critical points (or more generally, internal

reference points (IRPs) that need not be BCPs) between the fragment and the resid-

ual groups. Our approach is inspired by Bader and Laidig’s exemplary presentation

of calculating the charge transfer contribution of methyl and methylen groups [404].

Based on these examples, a derivation of a general description for fragment dipole

moments is provided in Section B.3 in the Appendix. However, their approach re-

quires critical points as well for achieving origin-independence, and it is necessary
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to define a fragment atom which shares an interatomic surface with the residual

group. The latter is usually not well defined for systems that are partitioned into

more than two fragments unless all residual groups are bonded to one fragment

atom.

Here, we focus on calculating fragment dipole moments without the need for a

previous critical point search, and tailored towards systems where an arbitrary

number and arrangement of residual groups calls for a flexible choice of internal

reference points (IRPs) [430]. A schematic representation of partitioning a system

into a fragment and residual groups is given in Figure 4.4.

Figure 4.4.: Partitioning of a system into subsystems, namely fragment F and one

or more residual group(s) R. The internal reference point Xr(F |R) connecting the

subsystems is indicated as a green dot.

First, the charge transfer contribution is divided into fragment F and n residual

group Ri contributions (with i = 1, 2, ..., n),

µc =
∑

A

XAqA =
∑

A ∈ F

XAqA +

n∑

i=1

∑

A ∈ Ri

XAqA. (4.15)

All nuclear coordinates XA are reformulated with respect to an internal reference

point between the fragment F and the respective residual groups Ri, X
r(F |Ri),

µc =
∑

A ∈ F

[XA −Xr(F |Rn)] qA +Xr(F |Rn)qF +
n∑

i=1

Xr(F |Ri)qRi

+
n∑

i=1

∑

A ∈ Ri

[XA −Xr(F |Ri)] qA, (4.16)
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In order to demonstrate that µc does not depend on the choice of the origin, we

insert qF = −
∑n

i=1 qRi
,

µc =
∑

A ∈ F

[XA −Xr(F |Rn)] qA +

n−1∑

i=1

[Xr(F |Ri)−Xr(F |Rn)] qRi

+
n∑

i=1

∑

A ∈ Ri

[XA −Xr(F |Ri)] qA. (4.17)

In Eq. (4.17), the second term is a difference between IRPs (Note that it vanishes

if i = n) and, thus, origin-independent. If we define local dipole moments, this

term either needs to be assigned to the fragment or to the residual contribution.

Here, the former is used to get the following expression for the dipole moment of a

fragment F ,

µF =
∑

A ∈ F

µ
p
A +

∑

A ∈ F

[XA −Xr(F |Rn)] qA +

n−1∑

i=1

[Xr(F |Ri)−Xr(F |Rn)] qRi
.

(4.18)

The first term of the charge transfer contribution represents the intrafragment

charge transfer and the second term represent the interfragment charge transfer.

This expression of the fragment dipole moment is origin-independent, but it depends

on the arbitrary numbering of the respective residual groups unless, of course, there

is only one remainder. In practice, a different numbering of the residual groups

(especially Rn) has a rather small effect on the fragment dipole moments [208])

and, moreover, in nanoscience applications, we often only have to deal with two

subsystems (e.g. adsorbate and surface or adsorbate and nanotubes).

4.4. Implementation in GenLocDip

Having developed a generalized approach to for calculating local electric dipole mo-

ments for fragments of (supra)molecular systems, we are now going to present the

main steps implemented in the program GenLocDip (available online at https://

www.chemie.uni-hamburg.de/ac/herrmann/software/genlocdip_e.html), followed

by benchmark calculations on small isolated and intramolecular systems. This in-

cludes a study on how the fragment dipole moment depends on the internal ref-

erence points and on the numbering of the residual groups, and how it compares

with previous local dipole definitions from the literature. Furthermore, an example

for a non-covalently bonded molecule–surface system is given to demonstrate the

capabilities of the program.

Two different technical approaches for Bader partitioning are available: A wave-

function approach (based on wavefunction files, e.g. files containing the molecular
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Chapter 4. Charge transfer and dipole effects in functionalized carbon nanotubes

orbital coefficients of a Kohn–Sham or Hartree–Fock Slater determinant) and an

electronic-density-on-a-grid approach (often based on so-called cube files). Using

the wavefunction approach, the gradient of the charge density with respect to Carte-

sian coordinates r can be calculated from derivatives of an analytic wavefunction

(implemented in early AIM programs, e.g. Aimpac [431–433]). First, the algorithm

finds stationary points (hereinafter referred to as critical points) in the charge den-

sity by following trajectories along the density gradient until the path terminates

at a nucleus where the electron density exhibits its local maximum. Gradient paths

originate at saddle points or local minima, for example between atom pairs which are

connected by a chemical bond (bond critical points). Within the theory [207, 420],

an atom is defined as an open system bounded by interatomic surfaces which cannot

be crossed by any trajectories in applying the zero flux condition, ∇ρ(r) · n = 0,

n being the unit vector perpendicular to the dividing surface. Thus, integrating

over volumes assigned to individual atoms (atomic basins) yields atomic charges or

well-defined atomic energies. However, it has been criticized [422,428,434] that the

method is computationally expensive and not robust enough to be applied to large

molecules or to complex bonding geometries. Instead of explicitly representing the

interatomic surfaces, the grid-based approach assigns each volume element of the

system to an atomic volume by tracing an approximate electron density gradient

vector trajectory from the center of the volume element back to an atomic nucleus,

and assigns the volume element to that atom [427]. Since the most time-consuming

step (searching for critical points) is bypassed, this approach is well suited for large

solid-state physical systems and for plane-wave based DFT calculations. The com-

putational time depends only on the size of the three-dimensional grid used to

represent the electron density, and scales linearly with the total number of grid

points [427]. The accuracy of the method depends on the grid spacing, hence it

is necessary to check for convergence. An overview of different software packages

available for the analysis of the electron density according to the theory of AIM is

given in Table B.1 in Section B.3 of the Appendix.

The starting point of GenLocDip [209] is the electron density which can be gener-

ated from a Kohn–Sham determinant in a DFT calculation [435]. In general, the

following steps are necessary:

1. Perform an electronic structure calculation using software such as Gaus-

sian [371], Turbomole [436] or Quantum Espresso [437].

2. Generate a wavefunction (.wfn/.wfx), a formatted checkpoint (.fchk) or a

density-on-a-grid (.cube) file.

3. Run a local dipole calculation by typing localdip and choose an AIM pro-

gram which will be started automatically (GenLocDip currently interfaces to

Aimall [438], Multiwfn [439] and Bader [427]).
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4. The relevant information from the AIM analysis is extracted: Cartesian atomic

coordinates XA, partial charges qA and atomic polarizations µ
p
A.

If a wavefunction-based AIM program is selected, coordinates of the BCPs,

RCPs and CCPs are read as well and the bond charges q(A|B) are calculated

numerically. Furthermore, the atomic dipole moments µA are calculated using

Eq. (4.14), with the fragment F being a single atom A.

5. The molecular system is partitioned into subsystems based on the user input

(see Sec. B.3 of the Appendix for examples of GenLocDip prompts and user

response).

6. Choose an option to define the internal reference point(s) (IRPs) between the

fragment and the residual group(s). Available options are shown in Table 4.1.

Table 4.1.: Different options to choose an IRP between a fragment and a residual

group.

Keyword Description

man X Y Z atomF atomR man: manually type in IRP coordinates between

fragment and residual group

X,Y,Z: coordinates of the IRP (in Bohr)

atomF,atomR: fragment and residual atom number

sel BCPnum sel: select a BCP from a previous BCP search

BCPnum: number of the BCP

bond atomF atomR fac bond: guess an IRP between fragment and residual

group along the bond of atom pairs

atomF,atomR: fragment and residual atom number

fac: shifting factor (0 < fac < 1), e.g. fac = 0.5

corresponds to the midpoint of atom pairs

aprx atomF atomR aprx: check which grid point of the Bader volume of

the fragment is closest to atomR, and drop a perpen-

dicular from this point to the straight line connecting

atomF and atomR.

atomF,atomR: fragment and residual atom number

7. A fragment dipole moment is calculated using Eq. (4.18).

8. An output file containing a summary of the calculation and a POVray input

file illustrating the coordinates of the studied system, BCPs/IRPs between

the fragment and residual groups, as well as the fragment dipole moment are

written.
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Choose a program for AIM analysis

grid-based approach:
bader

wfn-based approach:
aimall

multiwfn

Partition the system into subsystems

Choose IRP between fragment and residual group(s)

Calculates and visualizes the fragment dipole moment

.wfn/.wfx/.fchk.cube/.fchk

Figure 4.5.: Schematic picture of the main steps in a calculation of the fragment

dipole moment using the program GenLocDip.

Figure 4.5 shows the main steps in a calculation of the fragment dipole moment as

implemented in the GenLocDip code [209]. The code is written in Fortran90 and

was compiled using the gfortran 4.8.2 compiler on an Ubuntu 14.4 operating system

with eight 64-bit Intel Xeon CPUs. Furthermore, GenLocDip has been successfully

installed on a 64-bit Mac OS X 10.7.5 system with a 2.0 GHz Intel Core i7 processor

using gfortran 4.6.2. In principle, it can be installed on any machine with access to

an Fortran compiler (and POVray if a graphical representation is desired).

MeOH PyUrea

Figure 4.6.: Optimized structures of methanol (MeOH), urea and pyridine (Py)

using G09(BP86)/TZVP. The bond critical points were calculated using Aimall and

are marked as green dots. The molecules are partitioned into the framed fragments.

We start with calculations on isolated molecules of methanol, urea and pyridine.

The first two molecules were chosen based on the examples given in the Fragdip
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(methanol) and the PolaBer (urea) manual, and pyridine as an example for an

aromatic molecule (containing a ring critical point). The optimized structures are

shown in Fig. 4.6 and partitioned into fragments as illustrated. A comparison of

the total dipole moment with the fragment sums (µ =
∑

F µF , where µF is defined

by Eq. (4.18)) using different electronic-structure and AIM programs is shown in

the graphs below. Figure 4.7 shows the results obtained using wavefunction-based

AIM methods. It is evident that the summed-up fragment dipoles obtained using

Turbomole 6.6 (TM6.6) deviate strongly from the reference values. This happens

when wavefunction files fail the normalization check of Aimall [438] (which accord-

ing to Aimall output may be due to an “orientation inconsistency”). The dipole

moments obtained using Gaussian 09 (G09) in combination with the two AIM pro-

grams investigated, however, are quite good (< 3 %). Although the errors using

Multiwfn do not differ significantly from those using Aimall, care must be taken

when using Multiwfn because it is sometimes difficult to find all critical points,

especially for complex systems.

MeOH Urea Py

−4

0

4

8

12

%
er
ro
r
in

|µ
|

Aimall

Turbomole 6.6

Gaussian 09
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Figure 4.7.: Deviation of the total dipole moment from the fragment sums µ =
∑

F µF (where µF is defined by Eq. (4.18)) in % for isolated test systems using

different quantum chemical electronic structure packages and wavefunction-based

AIM programs and choosing the sel option in order to set the IRP.

The results obtained using the grid-based program Bader are plotted in Figure 4.8.

Again, the errors obtained using TM are huge, at least for small grid sizes3. This is

due to the fact that already the fragment charges differ heavily (see Sec. B.3, Fig. B.6

in the Appendix). However, the accuracy of the TM dipoles scales nearly linearly

with the total number of grid points leading to results that are sufficiently well

3Note that the default setting in TM represents a grid spacing of 0.02 Bohr, which shows a

deviation of up to 10 % in Figure 4.8.
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converged, which applies also to G09 and Quantum Espresso 5.0 (QE5.0). It

should be stressed that the errors reported in Figures 4.7 and 4.8 indicate that care

should be taken to prevent numerical issues on the level of electronic structure and

AIM programs, and does not indicate a failure of the GenLocDip program.
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Figure 4.8.: Deviation of the total dipole moment from the fragment sums µ =
∑

F µF (where µF is defined by Eq. (4.18)) in % for isolated test systems using

different quantum chemical electronic structure packages in combination with a

grid-based AIM program and choosing the aprx option in order to set the IRP.

Each volume element of the grid is 0.30, 0.20, 0.15, 0.10, and 0.05 Bohr wide (from

left to right).
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In order to illustrate the influence of intermolecular interactions, we will first con-

sider two water molecules with different intermolecular distances. The left panel of

Fig. 4.9 shows water dimers interacting though a H· · ·O hydrogen bond. The dipole

of one water molecule induces a change in the dipoles of the nearby water molecule,

thus, both water molecules are polarized. If the distance between the two water

molecules is sufficiently large, no BCP can be determined as shown in the right

panel of Fig. 4.9. In such a case, wavefunction-based AIM programs fail because

the Poincaré–Hopf relationship [207], which states that NAtoms −NBCP +NRCP −
NCCP − 1 = 1, can not be met (and the bond charges are not defined). Therefore,

the dipole moment of each H2O was calculated using the grid-based method as im-

plemented in the Bader program in combination with IRPs (defined as the midway

between both oxygen atoms) leading to magnitudes of the local dipole moments

that are approximately the same for both molecules.

Figure 4.9.: Left: Two optimized water molecules using G09(BP86-

D3(BJ))/TZVP separated by a small distance (d(O1-O2) = 3 Å). AIM analysis

was performed using Aimall. The respective water dipole moment was calculated

with respect to the intermolecular BCP as IRP. Right: Single point calculation us-

ing G09(BP86-D3(BJ))/TZVP of two water molecules separated by a large distance

(d(O1-O2) = 7 Å). AIM analysis has been performed using Bader. The IRP was

set midway between both water molecules. The total dipole moment of an isolated

water molecule with the same settings is µtot(H2O) = 2.13 D. Local dipole moments

were evaluated according to Eq. (4.18).
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Dependence on the choice of internal reference point

Figure 4.10 shows that several critical points are found between pyridine and ben-

zene and that the fragment dipole moment (at least for noncovalent molecular in-

teractions) is not highly sensitive to which BCP (RCP) was chosen as an IRP.

Figure 4.10.: Optimized structures of a benzene stacked with pyridine in a parallel

offset conformation using G09(BP86-D3(BJ))/TZVP separated by an interplane

distance of dplane = 3 Å. AIM analysis has been performed using Aimall. The

pyridine dipole moments were calculated with respect to three different bond (ring)

critical points as IRPs. The total dipole moment of an isolated pyridine molecule

with the same settings is µtot(pyridine) = 2.28 D. Local dipole moments were

evaluated according to Eq. (4.18).
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Dependence on the numbering of the residual groups

Figure 4.11 shows the dependence on the arbitrary numbering of the respective

residual groups of the fragment dipole moment (as implemented in the program

GenLocDip) for methanol. For the partitioning examples considered here, a differ-

ent numbering of the residual groups produces an error in the range of 0.05−0.15%

of the value of the fragment dipole moments compared to the summed-up atomic

dipole moments in the fragment.

Figure 4.11.: Comparison of the fragment dipole moment calculated using Gen-

LocDip with the summed-up atomic dipole moments in the fragment (% error in

|µF |) for methanol. Settings: G09(BP86-D3(BJ))/def-TZVP in combination with

AIMAll. Local dipole moments were evaluated according to Eq. (4.18).
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A comparison with fragment dipole definitions in the literature

In the following, we will compare our approach with different definitions of the

fragment dipole moment which can be found in the literature (see Table 4.2). As

we have mentioned in the beginning of Section 4.3, one can derive a more general

expression from the examples provided in Refs. [404] and [403] (see Sec. B.3 in

the Appendix for details). Starting from Eq. (4.15), we reformulate all nuclear

coordinates XA that correspond to the fragment and residual contribution, with

respect to an atom AR and bond critical points between F and Ri,

µc =
∑

A 6=AR ∈ F

[

XA −X(AR)
]

qA +X(AR)qF +
n∑

i=1

Xc(F |Ri)qRi

+

n∑

i=1

∑

A ∈ Ri

[XA −Xc(F |Ri)] qA, (4.19)

where X(AR) indicates the nuclear coordinate of an atom A which has a common

interatomic surface with the residual group(s) and qRi
denotes the charge of the

residual group i. Rewriting the third term with respect to Xr(F |Rn), then leads

to

µc =
∑

A 6=AR ∈ F

[

XA −X(AR)
]

qA +X(AR)qF +Xc(F |Rn)
n∑

i=1

qRi

+

n−1∑

i=1

[Xc(F |Ri)−Xc(F |Rn)] qRi

+

n∑

i=1

∑

A ∈ Ri

[XA −Xc(F |Ri)] qA. (4.20)

Inserting qF = −∑n
i=1 qRi

(as the system has neutral charge) into Eq. (4.20),

results in an origin-independent expression for the charge transfer contribution,

µc =
∑

A6=AR ∈ F

[

XA −X(AR)
]

qA +
[

X(AR)−Xc(F |Rn)
]

qF

+

n−1∑

i=1

[Xc(F |Ri)−Xc(F |Rn)] qRi
+

n∑

i=1

∑

A ∈ Ri

[XA −Xc(F |Ri)] qA.(4.21)

Finally, assigning the second term to the fragment contribution, we obtain a general

definition of fragment dipole moments of which Eqs. (B.3) and (B.5) are special

cases,

µc
F =

∑

A 6=AR ∈ F

[

XA −X(AR)
]

qA +
[

X(AR)−Xc(F |Rn)
]

qF

+

n−1∑

i=1

[Xc(F |Ri)−Xc(F |Rn)] qRi
. (4.22)
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In what follows, we demonstrate that Eq. (4.22) can be reformulated is such a way

that X(AR) vanishes and an equation results which is equivalent to our approach

provided that BCPs are chosen as IRPs in the latter.
∑

A 6=AR ∈ F

[

XA −X(AR)
]

qA +
[

X(AR)−Xc(F |Rn)
]

qF

=
∑

A 6=AR ∈ F

XAqA −
∑

A 6=AR ∈ F

X(AR)qA +X(AR)qF −Xc(F |Rn)qF

=
∑

A 6=AR ∈ F

XAqA −
∑

A 6=AR ∈ F

X(AR)qA +
∑

A∈ F

X(AR)qA

︸ ︷︷ ︸

X(AR)q
AR

−Xc(F |Rn)qF

=
∑

A∈ F

XAqA −Xc(F |Rn)qF =
∑

A∈ F

[XA −Xc(F |Rn)] qA (4.23)

From this follows that Eq. (4.22) equals Eq. (4.18) if the IRPs in Eq. (4.18) are

defined as BCPs.

Table 4.2.: Calculated partial charges qF (in unit charges), local dipole vectors

µF in three dimensions (x, y, z) and local dipole magnitudes |µF | (in Debye) for

methanol fragments (framed in red) using different definitionsa for the fragment

dipole moment.

2 subsys. 3 subsys. 4 subsys. 5 subsys.

Equation Fragment

properties

C2

H1

H5

H6

O3

H4

C2

H1

H5

H6

O3

H4

C2

H1

H5

H6

O3

H4

C2

H1

H5

H6

O3

H4

C2

H1

H5

H6

O3

H4

C2

H1

H5

H6

O3

H4

C2

H1

H5

H6

O3

H4

C2

H1

H5

H6

O3

H4

qF 0.4611991 0.4257206 0.4193291 0.4129384

Eq. (4.14) µF (x) 0.1002744 0.2127758 0.1431273 0.0734792

µF (y) −0.2192165 −0.1760974 −0.1133782 −0.0506587

µF (z) −0.0001752 −0.0001739 0.1202053 −0.0001742

|µF | 0.6127183 0.7020184 0.5556455 0.2268503

Eq. (4.18) µF (x) 0.1002685 0.2127791 0.1431264 0.0734740

µF (y) −0.2193552 −0.1762333 −0.1135103 −0.0507870

µF (z) −0.0001752 −0.0001739 0.1202132 −0.0001742

|µF | 0.6130327 0.7022451 0.5558292 0.2270248

a Note that when a fragment of interest is part of a ring (i. e., a residual group is attached

to it via two bonds), Eq. (4.14) has a natural advantage due to using bond charges. In

Eqs. (4.22), one would need to decide for one of the two possible BCPs in that case. In

our approach (Eq. (4.18)), rings can be treated if a suitable internal reference point is

chosen.
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Application to noncovalently bonded supramolecular systems

For the chiral-selective synthesis of single-walled carbon nanotubes (SWCNTs) us-

ing in-solution techniques, it is crucial to control and understand the effect of re-

maining water on the conductivity of a carbon nanotube. Experimental studies

have obtained contradictory results [249, 440–442]. Recently, the long-range elec-

tron density redistribution effects of a single water molecule adsorbed on metallic

and semi-conducting SWCNTs have been investigated theoretically using plane-

wave based DFT [443]. Mostofi et al. have found that the charge transfer between

SWCNT and water is negligible, which indicates that water has a rather weak effect

on the conductivity of the nanotubes. Furthermore, they showed that the dipole

moment of water induces a long-ranged polarization of the electronic charge density

of the CNT which is strongly dependent of the orientation of the adsorbed water

molecule.

In order to investigate how the dipole moment of the water molecule depends on

the adsorption structure, we have calculated the dipole moment of a single water

molecule adsorbed on a metallic (5,5) SWCNT using a plane-wave based method

in combination with the Bader AIM program and GenLocDip. Figure 4.12 shows

different orientations of the water molecule and the obtained adsorbate dipole mo-

ments. Our results confirm that the Bader charge transfer between SWCNT and

water is negligible. The magnitudes of the local dipole moments increases with

larger orientation angles (0 ◦ < 45 ◦ < 90 ◦ < 180 ◦).

Figure 4.12.: Structures of water molecules adsorbed on a metallic (5,5) single-

walled carbon nanotube with four different angles between the water C2 axis and

the normal to the carbon nanotube surface (0 ◦, 45 ◦, 90 ◦, and 180 ◦). Single point

calculations are done using QE5.0/PAW-PBE-D2. AIM analysis has been performed

using Bader. The total dipole moment of an isolated H2O molecule with the same

settings is µtot(H2O) = 1.81 D. Local dipole moments were evaluated according to

Eq. (4.18).
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4.5. Effects of truncating a CNT on adsorbate-induced property changes

4.5. Effects of truncating a carbon nanotube on simulating

adsorbate-induced property changes

Since the first reports on detecting gaseous molecules with individual single-walled

carbon nanotubes4, published in 2000 [444, 445], the effect of adsorption on the

conductivity of CNTs has been the subject of several experimental [446–450] and

theoretical studies [451–459]. Kong et al. showed experimentally that a large shift

of transistor characteristics towards lower gate voltages is caused by NH3 adsorp-

tion, whereas NO2 adsorption leads to a large shift towards higher gate voltages.

However, the mechanism by which the transport properties of the nanotube is af-

fected has been controversially discussed in the literature [448, 457, 460–463]. In

this regard, there are several aspects that have to be taken into account. In transis-

tors, the nanotube is contacted by (typically) metallic electrodes acting as a source

and a drain [464]. Thus, gas adsorption may occur on the metal surface, on the

nanotube surface, as well as at the interface between the nanotube and the metal

contacts [59, 465]. In order to assess which of these adsorption mechanisms is re-

sponsible for the changes in the conductance, the transistor characteristics have

been experimentally studied by selectively masking different parts of the device.

However, the reported results are ambiguous depending on the passivation mate-

rials and environmental conditions used in the experiments. For instance, Bradley

et al. proposed that NH3 mainly adsorbs on the nanotube surface [466], while Zhang

et al. had doubts about an on-tube adsorption mechanism. Based on the long re-

sponse times and small current changes as a result of poly(methyl methacrylate)

(PMMA)-passivated contacts, they rather assumed that adsorption takes place at

the metal contacts [448]. This is consistent with studies using Si3N4 as the passi-

vation material [467] and with investigations that cover the effect of the electrode

material on NO2 detection [468].

Theoretical studies have mainly focused on understanding the adsorbate–nanotube

interactions within the channel region. Goldoni et al. attributed the process of

NO2 gas adsorption to a chemical reaction on the CNT surface forming NO3 and

NO [446, 447, 469]. Such a dissociative adsorption was supported by evidence of

strong binding energies for NO3 by Peng et al. [461], which were later challenged by

Dai et al. [470,471]. Furthermore, a charge transfer mechanism (NH3 molecules act-

ing as donors and NO2 molecules acting as acceptors) has been considered by many

theoretical studies [451–453, 472–474]. For NH3-CNT systems, however, very little

or no charge transfer from the NH3 to the tube has been observed [451–453, 459].

Electron transport calculations of NO2-CNT systems by Sadrzadeh et al. suggested

that a strong electric dipole moment of the gas molecules might be responsible for

4Unless stated otherwise, “carbon nanotubes” always refers to single walled carbon nan-

otubes.
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Chapter 4. Charge transfer and dipole effects in functionalized carbon nanotubes

shifts in the conductance curve [457]. Moreover, the impact of NO2 concentration

on the transport characteristics has been studied [457], indicating that an increase

of the NO2 concentration leads to a shift of the density of states to lower ener-

gies. Recent investigations by Li et al. using a multiscale approach have provided

new insights on the adsorption–conductance relation by explicitly taking the CNT–

electrode interface into account [475]. They showed that NH3 and NO2 physisorb

on the CNT and chemisorb at the contact region, while the latter is suggested to

be the dominant mechanism affecting the conductance.

Given the – sometimes contradictory – statements in the literature and the broad

range of calculated adsorption energies (0.01–1.80 eV) that have been reported for

on-tube adsorption of NH3 and NO2, we systematically compare structures, ad-

sorption energies, local charges and dipole moments between a description under

periodic boundary (PB) conditions and an approach using truncated nanotubes of

two different lengths. Specifically, our goal is to evaluate whether the truncated

model based on localized, atom-centered single-particle basis functions, whose ad-

vantages have been pointed out in Section 4.1, can yield data consistent with the

periodic-boundary approach. We focus on NH3 as an example of a “simple” ph-

ysisorbed molecule and on NO2 providing a more challenging test case due to its

open-shell nature and its potential for chemisorption, on the basis of which the

reliability of the truncated approach can be evaluated.

Adsorption energies and structures of NH3 and NO2 on CNTs

Since several reports on the adsorption mechanism of NH3 and NO2 on CNTs

showed that the binding energy is quite insensitive to the orientation with respect

to the tube surface [451, 453, 461] (within a given method), only one orientation of

the attached molecule was studied here (see Figure 4.13). At the beginning of each

structure relaxation, the respective adsorbate is placed in an upright position on

top of a carbon atom. Considering the adsorption configuration, the NO2 molecule

stays perpendicular to the CNT surface (with the oxygen atoms pointing away

from it). The NH3 molecule is adsorbed such that the hydrogen atoms are pointing

towards the nanotube. Structural and local properties are given in Table 4.3 and 4.4

for NH3 and NO2 adsorption, respectively. Further figures of optimized adsorption

structures using PBE-D2 are provided in Sec. B.4 of the Appendix. Both – NO2

and NH3 – molecules adsorb with the nitrogen on top of a carbon atom in an

upright orientation using the PB approach when including (see Figure 4.13a) or

not including dispersion correction. If not explicitly mentioned, the following refers

to calculations including dispersion correction (using the D2 and D3 versions of

Grimme’s empirical approach [198,476]).
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Table 4.3.: N–H and N–C distance d (in Å), H–N–H angle θ (in ➦), adsorption

energy Ea (in eV), AIM partial charge qNH3
(in unit charges) and local dipole mo-

ment µNH3
(in Debye) of a NH3 molecule on a single-walled CNT using a periodic-

boundary (PB) code and a truncated approach (Basis set: def-TZVP) with different

tube lengths (short: 8 Å and long: 19 Å). The preferred adsorption sites: T (top of

a carbon atom), H (center of a carbon hexagon), and B (center of C–C bond) and

orientations: ↑ (upright) and −→ (tilted) are indicated by arrows.

Method Functional Position dN−H dN−C θ Ea qNH3
µNH3

m
e
ta

ll
ic

(5
,5
)
C
N
T

PB PBE T ↑ 1.02 3.90 106.4 0.00 0.00 1.55

PBE-D2 T ↑ 1.02 3.38 105.8 −0.08 0.00 1.69

Trunc. PBE-D2 H −→ 1.02 3.33 105.7 −0.18 0.02 1.82

(short) PBE-D3 T −→ 1.02 3.53 105.9 −0.15 −0.02 2.05

BP86-D3 B ↑ 1.02 3.40 105.6 −0.15 0.00 1.92

B3LYP-D3 T −→ 1.01 3.52 106.7 −0.13 0.00 1.91

Trunc. PBE-D2 T ↑ 1.02 3.41 105.9 −0.13 −0.03 2.10

(long) PBE-D3 T ↑ 1.02 3.49 106.0 −0.13 0.01 1.78

BP86-D3 T ↑ 1.02 3.41 105.9 −0.14 −0.02 2.04

B3LYP-D3 T ↑ 1.01 3.52 106.9 −0.12 −0.02 2.02

se
m
i-
c
o
n
d
u
c
ti
n
g
(8

,0
)
C
N
T

PB PBE T ↑ 1.02 3.92 106.4 0.00 0.00 1.54

PBE-D2 T ↑ 1.02 3.23 106.0 −0.07 0.00 1.69

Trunc. PBE-D2 H −→ 1.02 3.38 106.1 −0.17 −0.01 1.98

(short) PBE-D3 H −→ 1.02 3.50 106.2 −0.16 0.01 1.77

BP86-D3 H −→ 1.02 3.45 106.0 −0.33 0.00 1.89

B3LYP-D3 H −→ 1.02 3.53 107.1 −0.30 −0.02 1.96

Trunc. PBE-D2 H ↑ 1.02 2.97 106.0 −0.16 0.01 1.83

(long) PBE-D3 H ↑ 1.02 3.11 106.2 −0.16 0.00 1.84

BP86-D3 T ↑ 1.02 3.34 106.0 −0.13 0.00 1.90

B3LYP-D3 T ↑ 1.01 3.41 106.9 −0.22 0.01 1.79

is
o
la
te
d

N
H

3

PB PBE − − 1.02 − 106.4 − 0.00 1.49

PBE-D2 − − 1.02 − 106.5 − 0.00 1.48

Trunc. PBE-D2 − − 1.02 − 107.1 − 0.00 1.75

PBE-D3 − − 1.02 − 107.0 − 0.00 1.76

BP86-D3 − − 1.02 − 107.1 − 0.00 1.76

B3LYP-D3 − − 1.01 − 107.8 − 0.00 1.74
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Table 4.4.: N–O and N–C distance d (in Å), O–N–O angle θ (in ➦), adsorption

energy Ea (in eV), AIM partial charge qNO2
(in unit charges) and local dipole

moment µNO2
(in Debye) of a NO2 molecule on a single-walled CNT using a

periodic-boundary (PB) code and a truncated approach (Basis set: def-TZVP)

with different tube lengths (short: 8 Å and long: 19 Å). The preferred adsorption

sites: T (top of a carbon atom), H (center of a carbon hexagon), and B (center of

C–C bond) and orientations: ↑ (upright) and −→ (tilted) are indicated by arrows.

Method Functional Position dN−O dN−C θ Ea qNO2
µNO2

m
e
ta

ll
ic

(5
,5
)
C
N
T

PB PBE T ↑ 1.22 3.30 129.4 −0.43 −0.21 2.16

PBE-D2 T ↑ 1.22 2.96 129.2 −0.53 −0.22 2.16

Trunc. PBE-D2 T −→ 1.22 2.97 129.1 −0.25 −0.25 2.39

(short) PBE-D3 T −→ 1.22 2.99 129.1 −0.25 −0.21 1.98

BP86-D3 T −→ 1.22 2.95 128.7 −0.27 −0.30 2.85

B3LYP-D3 T −→ 1.20 3.00 131.4 −0.18 −0.12 1.36

Trunc. PBE-D2 T −→ 1.22 2.87 130.0 −0.20 −0.19 1.84

(long) PBE-D3 T −→ 1.22 2.92 130.0 −0.20 −0.17 1.64

BP86-D3 T −→ 1.22 2.84 129.6 −0.22 −0.16 1.61

B3LYP-D3a T −→ − − − − − −

se
m
i-
c
o
n
d
u
c
ti
n
g
(8

,0
)
C
N
T

PB PBE T ↑ 1.22 3.44 130.7 −0.08 −0.14 1.63

PBE-D2 T ↑ 1.22 2.95 130.6 −0.17 −0.16 1.66

Trunc. PBE-D2 T ↑ 1.23 1.58 126.4 −2.08 −0.42 3.35

(short) PBE-D3 T ↑ 1.23 1.58 126.4 −2.07 −0.41 3.22

BP86-D3 T ↑ 1.23 1.58 126.4 −2.08 −0.38 3.12

B3LYP-D3 T ↑ 1.22 1.58 126.0 −2.71 −0.41 3.30

Trunc. PBE-D2 T ↑ 1.22 1.77 127.6 −0.74 −0.29 2.66

(long) PBE-D3 T ↑ 1.22 1.75 127.6 −0.71 −0.29 2.68

BP86-D3 T ↑ 1.22 1.77 127.5 −0.77 −0.30 2.69

B3LYP-D3 T ↑ 1.21 1.67 126.8 −1.64 −0.41 3.30

is
o
la
te
d

N
O

2

PB PBE − − 1.21 − 134.1 − 0.00 0.27

PBE-D2 − − 1.21 − 134.1 − 0.00 0.27

Trunc. PBE-D2 − − 1.21 − 133.9 − 0.00 0.21

PBE-D3 − − 1.21 − 133.9 − 0.00 0.21

BP86-D3 − − 1.21 − 133.8 − 0.00 0.21

B3LYP-D3 − − 1.19 − 134.3 − 0.00 0.31

a
The results of the B3LYP-D3 calculation are not shown due to convergence problems.
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4.5. Effects of truncating a CNT on adsorbate-induced property changes

First, we focus on the results obtained using a plane-wave method under periodic

boundary conditions. For NH3 adsorption, the length of an N–H bond and the H–N–

H angle near the nanotube has not changed compared with 1.02 Å and 106➦ for the

isolated NH3 molecule when optimized with the same computational settings. The

adsorption energy calculated including dispersion correction is very small, indepen-

dent of the electronic nature of the nanotube (metallic:−0.08 eV; semi-conducting:

−0.07 eV). If Grimme’s D2 dispersion correction is not included in the calculations,

there is no binding of the NH3 to the nanotube at all.

For NO2 adsorption, the length of an N–O bond is 1.22 Å, which is a little longer

than for an isolated NO2 molecule (1.21 Å). The O–N–O angle is around 130➦ and,

thus, slightly smaller than for the isolated NO2 molecule (134➦). The adsorption

energy calculated including dispersion correction for NO2 on a metallic (5,5) CNT

is stronger than for NH3 and twice as high (−0.53 eV) as for their semi-conducting

counterpart (−0.17 eV), which has also been observed in Ref. [309]. The interaction

between the NO2 molecule and the CNT is weaker if dispersion correction is not

included in the calculations.

The truncated approach is considered next. For short truncated nanotube lengths,

despite starting from the same initial structure, we obtain different adsorption sites

(at the top of a carbon atom, at the center of a hexagon or at the center of a

C–C bond) for NH3 molecules on a metallic CNT depending on the functional

and dispersion correction used. For NH3 adsorption on a semi-conducting tube,

NH3 molecules adsorb at the center of the hexagon and they are slightly tilted to

one side. For no functional or dispersion correction scheme (D2 or D3) the same

adsorption structure as for the PB (PBE-D2) calculation is obtained for the short

truncated nanotube. Extending the nanotubes’ lengths leads to NH3 adsorption

above a carbon atom in an upright orientation on a metallic and semi-conducting

tube (except for the NH3–(8,0) CNT system using PBE), in agreement with the

PBE-D2 PB calculation. For NH3, the structural parameters of the truncated

model are in very good agreement with the PB approach. All adsorption energies

are within the range of −0.12 to −0.33 eV, which is higher than the binding energies

obtained using the PB model. This is in line with the frequently observed necessity

to have sufficiently extended structures (e.g. through PB conditions and sufficiently

thick slabs when modeling surfaces) for quantitative adsorption energies.

For both truncated metallic tube lengths, NO2 molecules are adsorbed in top posi-

tion, however, they are slightly tilted to one side (30➦−40➦) in contrast with the PB

description. The binding energies are calculated to be between −0.16 and −0.33 eV,

which is smaller than the energy obtained with the PB approach (−0.53 eV).

The optimized structures of NO2 molecules on semi-conducting CNTs with different

tube lengths is shown on the left hand side of Figure 4.13 (blue: 8 Å; red: 19 Å).
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Figure 4.13.: Optimized structures of NH3 (upper panel) and NO2 (lower panel)

adsorption on a semi-conducting (8,0) CNT using a PB model (left; PAW-PBE-

D2) and a truncated approach (right; PBE-D2/def-TZVP) with two different tube

lengths (blue: 8 Å; red: 19 Å).

In contrast to the proposed physisorption mechanism in the literature and to the

relaxed structures using the PB approach (see right hand side of Figure 4.13),

we obtain very short N–C distances for short and longer tube lengths (1.58 Å and

1.77 Å, respectively) and large binding energies in the range of chemisorption (Ea ≤
−0.80 eV).

Thus, while NH3 adsorption structures on CNTs can be described correctly by a

truncated model provided that the tube is long enough, NO2 adsorption structures

cannot be predicted this way. This may be related to the NO2’s capability of

chemisorption, as opposed to the NH3 being able to bind only through a physisorp-

tion mechanism. Adsorption energies, as expected, are not reliable when obtained

from a truncated model up to the length considered here.

Changes in local properties due to adsorption

In Figure 4.14, the charge transfer between adsorbates and nanotubes and the ad-

sorbates’ dipole moments obtained from AIM analysis in combination with the PB

approach are depicted. Additional Mulliken and Löwdin partial charges are pro-

vided in Table B.2 of Sec. B.4 in the Appendix. The calculated partial charges

show fairly little charge transfer from the NH3 to the nanotube in agreement with

the literature [451–453, 459]. The local dipole moment of the NH3 molecule does
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not change for different tube chiralities (1.69 D) and is a little larger than the

self-consistent field (SCF) dipole moment for an isolated NH3 molecule (1.49 D to

1.73 D depending on the method).

For the NO2-CNT system, the total charge transfer from the metallic (semi-con-

ducting) tube to the NO2 molecule is 0.22 (0.16) unit charges for PBE-D2 under

PB conditions. Thus, it can be deduced that NO2 acts as an acceptor, which is in

agreement with the density of states (see Fig. B.15 of Sec. B.4 in the Appendix).

The NO2 molecules’ dipole moment increases strongly due to adsorption compared

to the SCF dipole moment of an isolated molecule (0.2 D to 0.3 D). Furthermore,

the local dipole moment of NO2 on a metallic CNT is about 0.5 D larger than the

one of NO2 on a semi-conducting CNT (1.66 D).

The truncated approach also indicates that the charge transfer between NH3 mol-

ecules and nanotubes is negligible. The NH3 molecules’ dipole moments are within

the range of 1.77 − 2.10 D depending on the tube chirality and length, which is a

little larger compared to the ones obtained with the PB approach. The PBE-D2 re-

sults for the shorter semi-conducting nanotube deviate more from the PB PBE-D2

data than the PBE-D2 values for the longer tube, but both are quite close to the

PB data. Moreover, both truncated tube lengths indicate that the semi-conducting

versus metallic nature of the tube barely affects the adsorbate dipoles, which sug-

gests that these dipole moments may be interpreted qualitatively.

Figure 4.14.: Local dipole moments (in Debye) and charge transfer (in unit

charges) of (a) NH3 and (b) NO2 molecules adsorbed on a metallic and a semi-

conducting nanotube, respectively. Optimized structures were obtained using PAW-

PBE(-D2) (PB approach). The dipole moment is indicated as a red arrow pointing

towards the negatively charged part. Internal reference coordinates (marked as

green dots) were used to determine the adsorbates’ dipole moment within the the-

ory of AIM.

The AIM analysis shows large charge transfer from the nanotube to the NO2

molecule (about −0.20 unit charges) for NO2 adsorption on truncated metallic
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nanotubes and an even larger charge transfer (−0.30 to −0.42 unit charges) for

semi-conducting nanotubes. In the latter case, these deviations from the PB de-

scription are a result of the strong binding of NO2 to the truncated (8,0) CNT

whereas for the metallic CNT, the deviations from the PB approach are small,

indicating that tilting of the adsorbate does not influence its electronic structure

significantly. This is consistent with the molecular orbital diagrams for the isolated

subsystems (see Figs. B.17 and B.18 of Sec. B.4 in the Appendix) showing that the

lowest unoccupied molecular orbital (LUMO) is energetically close to the HOMO-

LUMO gap of the truncated carbon nanotube. The local dipole moment of NO2

molecules on truncated (5,5) CNTs scatters between 1.36 D and 2.85 D, depend-

ing on the functional and the dispersion correction used, again showing reasonable

agreement with the PB values for PBE-D2. On semi-conducting nanotubes, the

NO2 molecular dipole moment is calculated to be around 3.00 D, consistent with

a large change in binding compared with the PB approach. This suggested that

the dipole effect on the transistor characteristics is similar for both NO2 and NH3

adsorption. Thus, if we consider only on-tube adsorption, the changes in the con-

ductance can be attributed to a dipolar mechanism (with the positive part of the

dipole moment pointing towards the CNT). In case of NO2, an additional contribu-

tion occurs through charge transfer from the CNT to the NO2. However, as stated

in Ref. [475], physisorption mediated adsorbate–CNT interactions have only a mi-

nor impact on changes in the conductance. Regardless of the chemical gating effect,

we conclude that the length of metallic nanotubes can be fairly small (as this does

not significantly affect the adsorption structure) when studying adsorbate–CNT in-

teractions. Semi-conducting nanotubes on the other hand tend to be affected more

severely by truncating the nanotube.

4.6. Noncovalent functionalization of carbon nanotubes by

diarylethene photoswitches

One widely studied class of photochromic molecular switches are diarylethene (DAE)

derivatives [118,120] which can undergo a ring-opening or a ring-closing reaction by

illumination with ultra-violet (λ < 400 nm) or visible (λ = 400 − 700 nm) light,

respectively (see Figure 4.15). The conjugation extends across the molecule in the

closed form, whereas it is broken in the open form. In particular, cyclopentene-

bridged DAE switches (lower panel of Fig. 4.15) with different substituents (e.g.,

halogens [120], pyridines [477], porphyrins [106], and ferrocenes [478,479]) or intro-

duced into supramolecular systems [480, 481], have been studied intensively in the

literature over the past decades [482]. Recently, Steenbock et al. showed that the

switching behavior of cyclohexene-bridged DAE switches (upper panel of Fig. 4.15)

is comparable to the cyclopentene counterpart and that they offer the advantage of
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allowing for chiral modification of the cyclohexene unit [483].

Figure 4.15.: Photoreactivity of dithienylcyclohexene (upper panel) and dithienyl-

cyclopentene (lower panel) derivatives. By illumination with ultra-violet

(λ < 400 nm) light the closed form is obtained and reversed to the open form

under visible light (λ = 400− 700 nm).

The overall length of DAE molecules does not change significantly during the

isomerization process, which suggests that the mechanical freedom of conforma-

tional changes is preserved when sandwiched between electrodes. Inserting a DAE

molecule in a molecular device would enable the switching between two conductance

states: a high- (closed) and a low-conductance (open) state. The design of switch-

able devices typically requires an interface between molecules and metals, which is a

rather difficult task since it is not self-evident that the molecule retains its function-

ality when attached to electrodes. Experimental studies showed that switching from

the closed to the open state is irreversible for thiophene-substituted DAE molecules

in a Au–DAE–Au junction [117, 122], presumably because of the strong covalent

bond between sulfur and gold [484, 485]. Studies using CNTs as electrodes showed

that DAE can only be converted from the open to the closed state [486–488] (con-

trary to what was observed for gold electrodes). In order to overcome the strong

electronic coupling to the electrodes, the photoswitching behavior of DAE has been

investigated using insulating spacers and/or other anchoring groups (e.g., pyridine,

amide and pyrrole) [121,486,489–494]. However, decreasing the molecule–electrode

coupling is often accompanied by a reduced closed (“on”) state conductivity [495].

In order to compensate poor conductivity, arrays of nanoparticles with connecting

DAE switches have been used increasing the number of photoactive units [72,496].

Another approach based on a single-walled carbon nanotube network and DAE

polymers has been presented by Sciascia [497].
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Recently, Wurl et al. investigated the non-covalent functionalization of single-walled

carbon nanotubes with different DAE derivatives, namely 1,2-bis(5-chloro-2-methyl-

thien-3-yl)cyclohexene (6H), 1,2-bis(5-chloro-2-methylthien-3-yl)cyclopentene (5H),

and 1,2-bis(5-chloro-2-methylthien-3-yl)perfluorocyclopentene (5F) [498, 499], by

means of current–voltage (I − Vg) measurements in a carbon nanotube field-effect

transistor (CNTFET) configuration. They observed a shift in the transistor char-

acteristics upon photoswitching the DAEs.
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Figure 4.16.: Left: The transistor characteristics of a carbon nanotube field-effect

transistor (CNTFET) at VDS = −1 V before (black) and after incubation (blue)

with the closed form of the 6H switch and after photoswitching from the closed

to the open form (red). The first and second switching from the closed to the

open form (respectively vice versa) of the DAEs are indicated by the numbers 1.

and 2., respectively. The area between the dotted lines represents the shift of the

threshold voltage ∆Vth due to the incubation of the closed form. Right: Schematic

representation of the shifts in the threshold voltage for the systems under study.

The shifts refer to the forward sweeps of the hysteresis, which may be regarded

as more reproducible because no charges have been accumulated on the device yet

(at least in the first iteration). Note that the pristine nanotube voltages have been

shifted to zero for the sake of clarity.

The left panel of Figure 4.16 exemplarily shows the current IDS as a function

of the gate voltage Vg before and after functionalization with 6H using a drain–

source voltage of VDS = −1 V. The current-voltage forward and backward sweeps

are not identical showing a typical hysteresis of CNTFETs attributed to charging

and discharging of the system in the contact region. The shifts in the threshold
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voltage5 (Vth) are schematically shown in the right panel of Figure 4.16. As can be

seen, functionalization with (c)-6H (closed form) leads to a positive threshold shift

(∆Vth = +5 V) compared to the pristine CNT. Under visible light, an additional

shift of ∆Vth = +2 V in the same direction is observed and attributed to a ring-

opening process. The shifts due to irradiation with UV light (∆Vth = −5 V) and

subsequent ring-opening (∆Vth = +5.5 V) demonstrate that the photocyclization

of 6H is, to some extent, reversible. Functionalization with (o)-5H shows a positive

shift of ∆Vth = +4 V and closing the cylcopentene ring using UV light results in a

subsequent negative shift (∆Vth = −2 V). In contrast to 6H, the photocyclization

of 5H is irreversible since a subsequent ring-opening could not be achieved. In case

of 5F, functionalization with the open form shows a negative shift of ∆Vth = −2 V

and ring-opening a positive shift (∆Vth = +1 V). A reversible photocyclization of

the open form to the closed form was partly achieved as indicated by a slightly

negative shift (−0.5 V). Thus, an opposite effect is observed for the perfluorinated

DAE switch compared to the perhydrated ones as the ring-opening and ring-closing

results in a negative and a positive shift, respectively.

For similar noncovalently functionalized CNTFETs, different mechanisms that ex-

plain the observed threshold shifts have been proposed in the literature, including

a partial electron transfer to or from the nanotube [460,466,500,501] and a change

in the dipole moment concurrent with an isomerization process [141,142,380].

In order to determine the mechanism by which the DAE–nanotube interactions

change the nanotube conductance, we studied the chemical gating effect of four DAE

derivatives: 6H, 6F, 5H, and 5F (Fig. 4.15 illustrates the notation used). Table 4.5

summarizes the results obtained using a plane-wave periodic boundary (PB) DFT

methodology. Mulliken and Löwdin partial charges, which are provided in Table B.3

of Sec. B.4 in the Appendix. Figure 4.17 and Figure 4.18 show the optimized

structures of the perhydrated and perfluorinated DAE derivatives, respectively, on

a (5,5) single-walled carbon nanotube with parallel (upper panel) and perpendicular

(lower panel) orientation of the thiophene units with respect to the nanotube axis.

It should be noted that the DAE derivatives were attached to metallic nanotubes,

instead of semi-conducting ones as used in the experiments. However, the local

properties of the adsorbates are quite insensitive to the tube chirality as we have

demonstrated in Sec. 4.5.

The adsorption energy for 6H in the parallel configurations is −0.53 eV (open form)

and 0.53 eV (closed form), which is slightly smaller (about 0.03 − 0.04 eV) than

for the perpendicular ones. For 6F, the most favorable binding interaction occurs

when the DAE is oriented parallel to the nanotube axis (the binding energies are

5The threshold voltage Vth is defined as the minimum voltage applied between gate and

source, which is required to create a conducting channel.
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Table 4.5.: Shortest distance between the cyclopentene/cyclohexene ring and the

CNT surface d (in Å), adsorption energy Ea (in eV), Bader partial charge q (in unit

charges) and local dipole moment µ (in Debye) of a DAE photoswitch on a metal-

lic (5,5) SWCNT using a plane wave method with periodic boundary conditions

(PAW-PBE-D2). The thiophene units of the DAE molecules are oriented parallel

and perpendicular to the nanotube surface as shown in Figure 4.19. Note that the

dipole moments of the perfluorinated switches have opposite orientations with re-

spect to the perhydrated ones. The dipole moments for the isolated DAE molecules

are obtained using a localized single-particle basis (BP86-D3(BJ)/def-TZVP). Re-

sults for the perpendicular structures of (o)-5H and (c)-5F are not shown due to

convergence problems.

6H 5H 6F 5F

Properties open closed open closed open closed open closed

parallel

d 3.77 3.64 3.34 3.53 4.13 3.88 3.65 3.90

Ea −0.53 −0.51 −0.70 −0.56 −0.61 −0.60 −0.69 −0.68

q −0.16 0.04 0.00 0.00 −0.03 −0.04 −0.04 −0.03

µ 3.95 2.95 1.66 3.04 3.78 4.38 4.35 4.08

perpendicular

d 4.02 4.07 − 3.59 4.20 4.88 3.80 −
Ea −0.56 −0.55 − −0.52 −0.52 −0.45 −0.50 −
q −0.18 0.02 − 0.02 −0.03 −0.03 −0.02 −
µ 4.65 3.40 − 3.33 4.01 4.65 4.40 −

isolated DAEs

µ 2.69 3.59 2.04 3.56 3.08 4.08 3.88 3.80

about 0.10 eV larger compared to the perpendicular ones). Furthermore, (c)-5H

and (o)-5F favor the parallel configuration. Possibly, the preference for the same

adsorption mode in both the open and closed configuration for 6H could explain its

reversible switching behavior.

The AIM partial charges of the DAE molecules (see Table 4.5) suggest that the

charge transfer between the DAE switches and the CNT is negligible (< 0.04). An

exception is (o)-6H, which shows charge transfer from the nanotube to the DAE by

about 0.20 unit charges. Thus, it acts as an acceptor which would correlate with

the observed shift in the threshold voltage towards positive values. As shown in
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(o)-5H parallel (c)-5H parallel 

(c)-5H perpendicular

(o)-6H parallel (c)-6H parallel 

(c)-6H perpendicular(o)-6H perpendicular

Figure 4.17.: Optimized structures of a metallic (5,5) CNT functionalized with

the open and the closed form of 5H and 6H using PAW-PBE-D2. The thiophene

units are oriented parallel and perpendicular to the nanotube surface, respectively.

The preferred orientations are bordered in red. Note that the optimized structure

of (o)-5H with perpendicular orientation to the CNT surface could not be obtained

due to convergence problems.

Figure 4.19, the dipole moments of the perhydrated DAE molecules are oriented

with the positive center on the thiophene unit and opposite orientations for the

perflourinated DAE switches. For 6H, the dipole moment increases upon photo-

switching from the closed to the open form with the positive partial charge closer

to the nanotube. This would result in a shift of the threshold voltage towards

negative values as it acts as a positive gate, contradictory to what is suggested by

charge transfer and experimental findings. In case of 5H, the dipole moment in-

creases if we go from the open to the closed form, which might be responsible for

the observed shifts. The relatively small changes in the dipole moment of the per-

flourinated DAEs upon photoswitching and its parallel orientation to the nanotube

surface correlate with the less pronounced shifts of the threshold voltage. However,
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(o)-6F parallel (c)-6F parallel 

(c)-6F perpendicular(o)-6F perpendicular

(o)-5F parallel (c)-5F parallel 

(o)-5F perpendicular

Figure 4.18.: Optimized structures of a metallic (5,5) CNT functionalized with

the open and the closed form of a 5F and b 6F using PAW-PBE-D2. The thiophene

units are oriented parallel and perpendicular to the nanotube surface, respectively.

The preferred orientations are bordered in red. The optimized structure of (c)-5F

with perpendicular orientation could not be obtained due to convergence problems.

these changes do not explain the ∆Vth shift in negative direction (observed for 5F).

To conclude, we cannot yet make any reliable predictions whether a change in the

dipole moment or a charge transfer effect is responsible for the observed shifts in

the transport characteristics.
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(c)-6H parallel (c)-6H perpendicular

6H

(o)-6H parallel 

3.40 D2.95 D

(o)-5F perpendicular

5F

(c)-5F parallel (o)-5F parallel 

(o)-6F perpendicular (c)-6F perpendicular

6F

(c)-6F parallel (o)-6F parallel 

4.08 D

4.65 D

4.40 D4.35 D

3.78 D 4.01 D4.38 D

(c)-5H perpendicular(c)-5H parallel (o)-5H parallel 

5H 1.66 D 3.04 D 3.33 D

3.95 D

(o)-6H perpendicular

4.65 D

Figure 4.19.: Calculated local dipole moments of DAE derivatives. The dipole

moments are indicated as red arrows pointing towards the negative part (δ−). The

length of the dipole moment is specified in Debye (multiplied by a scaling factor of

2 for visualization). The internal reference points (small green dots on dotted line)

between CNT–DAE atom pairs (aprx option) were used to determine the DAE’s

dipole moment as implemented in GenLocDip. The AIM analyses were performed

using Bader.
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4.7. Conclusion

Local dipole moments for fragments of molecular or supramolecular systems are

important for understanding various phenomena in nanoscience, such as solvent

effects on the conductance of single molecules in break junctions or the interaction

between the tip and the adsorbate in atomic force microscopy. Therefore, we derived

a definition of fragment dipole moments which achieves origin-independence by

relying on internal reference points. Instead of bond critical points as in existing

approaches, we use as few as possible reference points, which are located between the

fragment and the remainder(s) of the system and may be chosen based on chemical

intuition. This approach is implemented in the GenLocDip program which uses

the Bader electron density partitioning scheme to define the atomic boundaries and

acts as a post-processing tool for AIM programs. Because our approach does does

not require the location of bond critical points, GenLocDip can also be used as an

interface for grid-based AIM programs (e. g., Bader) in combination with plane-

wave electronic structure calculations, when AIM fails to locate bond critical points

between, e. g., distant noncovalently bound molecular fragments, or when a local

partitioning scheme other than AIM is employed which does not provide critical

points.

Furthermore, we have described the supramolecular interaction between metallic

and semi-conducting carbon nanotubes (CNTs) and adsorbates using two differ-

ent density functional theory approaches, namely a periodic-boundary (PB) code

based on plane-wave single-particle basis functions and pseudopotentials, and a

truncated approach based on a localized basis set, where the CNTs were cut and

capped by hydrogen atoms. The latter approach has proven to be very useful in

practice because a large number of postprocessing quantum-chemical methods and

exchange–correlation functionals are available for finite systems. On the downside,

the results of truncated model calculations can be affected considerably by the choice

of the model size, in terms of optimized structures as well as electronic properties.

Since well-established adsorption structures exist for metallic and semi-conducting

SWCNTs functionalized with NH3 and NO2, respectively, these were used these

as benchmark systems. For NH3 adsorption, optimized adsorption structures and

binding energies Ea (the error in Ea is ≈ 0.05 eV) for the truncated nanotubes

qualitatively and to a good extent also quantitatively agree with the PB model on

condition that the finite tube length is sufficiently large (19 Å). Both models sug-

gest a physisorption mechanism and a negligible charge transfer to the nanotube. In

case of NO2 adsorption on a metallic (5,5) CNT, both studied truncated nanotubes’

lengths lead to tilted and sometimes shifted adsorption structures compared to the

PB model structures. However, both models suggest that NO2 is physisorbed and

acts as an acceptor. An unexpected chemisorption of NO2 on a semi-conducting
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nanotube surface is obtained for the truncated description, of course affecting the

charge transfer and dipole properties. Enlarging the tube length from 8 to 19 Å

leads to a less pronounced covalent binding, but still results in an inaccurate de-

scription in comparison to the PB description. This leads to the conclusion that

one must further enlarge the truncated nanotube or employ PB models in order to

produce accurate adsorption structures if a competition between chemisorption and

physisorption is possible. Local dipole moments are similar between metallic and

semiconducting tubes for physisorbed adsorbates.

Based on current–voltage (I − Vg) measurements of non-covalently functionalized

single-walled carbon nanotube field-effect transistors (CNTFETs) with diarylethene

(DAE) photoswitches, we studied the nanotube–DAE interactions using plane-wave

density functional theory. In order to explain the threshold voltage shifts that have

been observed in the transistor characteristics and to determine the mechanism by

which the DAE–nanotube interactions affect the conductance, we have calculated

the charge transfer and the local dipole moments of the DAE molecules with two

different orientations on a single-walled (5,5) carbon nanotube. In all cases except

for the open form of the perhydrated cyclohexene species, the charge transfer is

negligible and consequently plays no significant role in transistor characteristics. In

the aforementioned case, charge transfer from the nanotube might be responsible

for the shifts in the threshold voltage upon photoswitching from the closed to open

from. However, the change in the dipole moment offers grounds for contradictory

assumptions. On the other hand, a dipole mechanism would correlate with shifts

in the threshold voltage for perhydrated cyclopentene. Although, the changes in

dipole moment between open an closed forms of the perfluorinated photoswitches

do not explain the shift in negative direction, the relatively small changes and the

nearly parallel orientation of the dipole moment with respect to the CNT ”sur-

face“ do correlate with the less pronounced shifts of the threshold voltage for these

compounds. Also, the reversibility of the photoswitching may be related to the

preferred adsorption modes for the open and closed forms. Although some of the

results coincide with the experimental observations, others are not comparable. A

multiscale approach (based on the extraction of local dipole moments) taking into

account the metal–CNT contacts may provide a more comprehensive picture of the

dipole mechanism.
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5. Molecular conductance in competition with

energy transfer in nanoparticle arrays

5.1. Introduction

Colloidal quantum dots (QDs) such as CdS nanoparticles with adsorbed organic

dyes are a highly promising system for photovoltaics and optoelectronics [502–504].

In such QD–linker–dye systems (see Fig. 5.1a), competing processes can occur, in

particular electron transfer and exciton transfer. For a truly predictive theoretical

approach towards such devices, a multiscale ansatz would be needed, where transfer

rates are extracted from first-principles calculations and plugged into a framework

for solving the resulting rate equations. Here one step towards this goal is studied by

setting up such a system of rate equations and discussing the resulting populations

of states at different moments in time as a function of the (relative) rates. It will

also be discussed how their rates can be obtained from a first-principles theory.

As already noted, the conductance of a molecular junction (that is, a molecule

between two macroscopic electrodes acting as semi-infinite electron baths) and its

electron transfer properties (when the same bridge is linking a donor and an accep-

tor unit) can be related within the electron tunneling regime [194]. In this section,

electron transfer and Förster-type energy transfer processes are introduced, focusing

on the relationship between electron transfer in Donor-Bridge-Acceptor (DBA) sys-

tems and molecular conductance. The latter allows us to obtain a reliable estimate

of transfer rates from transport observables.

In general, the thermally averaged rate constant k for electron/energy transfer from

a donor vibronic state |d, χd〉 to an acceptor vibronic state |a, χa〉 is given by Fermi’s

golden rule

kD→A =
2π

~

∑

χd,χa

P d|〈d, χd|V̂ |a, χa〉|2δ(Ed,χd
− Ea,χa ), (5.1)

where Pd is the Boltzmann distribution of the donor states, V̂ is the interstate

coupling, and ~ is the reduced Planck constant. The nuclear states χd,a belong to

the electronic states d, a and Ed,χd
, Ea,χa are the energies of the donor and acceptor

vibrational levels, respectively. Since the Born–Oppenheimer approximation is used
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a b
nonadiabatic 
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Figure 5.1.: (a) A quantum dot–linker–organic dye system as an example for a

Donor–Bridge–Acceptor (DBA) complex. (b) Diabatic (red) and adiabatic (black)

potential energy surfaces of a donor–acceptor complex. The horizontal axis repre-

sents the motion of all nuclei (including solvent reorganization) and the parabolas

on the left and right represent the electronic ground state of donor and the acceptor,

respectively. In the nonadiabatic regime of electron transfer, the vibrational motion

is much faster than the electron motion (tel ≫ tvib) and the electronic coupling

Vd,a is small.

to describe the wave functions, that is |d, χd〉 = |d〉|χd〉, we can rewrite the rate

expression as follows,

kD→A =
2π

~
|〈d|V̂ |a〉|2

∑

χd,χa

Pd|〈χd|χa〉|2δ[Ed − Ea + εχd
− εχa ]

=
2π

~
|Vd,a|2

∑

χd,χa

Pd|〈χd|χa〉|2δ[εχa − εχd
+ EAD]

︸ ︷︷ ︸

F

(5.2)

where Vd,a = 〈d|V̂ |a〉 is the electronic coupling and EAD = Ea−Ed is the electronic

energy gap between the donor and acceptor diabatic electronic states, and εχd
, εχa

are the energies of the vibrational donor and acceptor levels. In deriving Eq. (5.2),

it was exploited that V̂ only acts on electronic states and not on nuclear ones. The

expression after the absolute square of matrix elements may be represented by the

thermally averaged Franck Condon weighted density of nuclear states F [505]. For

the electron transfer from the donor to the acceptor (kD→A ≡ kET ), the classical

Marcus expression [506, 507] for the Franck Condon factor F in the nonadiabatic

activated crossing limit (see Fig. 5.1b) is given by

F(EAD) =
1√

4πEλkBT
exp

{

− (EAD − Eλ)
2

4EλkBT

}

, (5.3)
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where kB is the Boltzmann constant and T is the temperature. The reorganization

energy Eλ (energy required for “vertical” electron transfer without displacement

of the nuclear coordinates) and the driving force EAD (the standard free-energy

change for the electron transfer, often referred to as ∆G0) can be obtained using

standard quantum chemistry methods [508]. Furthermore, a number of methods

are available to determine the electronic coupling Vd,a. Approaches based on min-

imizing the energy of a system are constrained density functional theory as ex-

ploited by Voorhis et al. [509] and symmetry-broken SCF calculations with external

perturbations [510, 511]. Another ansatz is to rotate adiabatic states into charge-

localized diabatic states by extending the generalized Mulliken–Hush (GMH) al-

gorithm [512, 513] analogous to Boys localization [514] as described by Subotnik

et al. [515].

5.1.1. Electron transfer in donor–bridge–acceptor systems and its

relation to electron transport in molecular junctions

Figure 5.2.: Simple level representation of a Donor–Bridge–Acceptor system be-

tween metal leads. The molecular bridge consists of identical subunits and is de-

scribed by a set of local orbitals. Only the first and the last molecular level in

the chain couples to the donor |d〉 and acceptor |a〉 state. In turn, the donor and

acceptor may be coupled to electronic continua of the metal leads ({l} for left, {r}
for right electrode).

Let us consider a model system in which the molecular bridge is described by a

chain of N effective single-particle states, {|1〉, |2〉, ..., |N〉} as shown in Fig. 5.2

(without taking into account the coupling to the leads). Following the derivation in

Ref. [194], we assume (1) only nearest-neighbor coupling and (2) that the first state

|1〉 couples to the donor state |d〉 and the last |N〉 couples to the acceptor state |a〉.
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The effective single-particle Hamiltonian for such a DBA system is defined as

Ĥ = Ed|d〉〈1|+
N∑

n=1

En|n〉〈n|+ Ea|a〉〈a|

+Vd,1|d〉〈1|+ V1,d|1〉〈d|+ Va,N |a〉〈N |+ VN,a|N〉〈a|

+

N−1∑

n=1

(

Vn,n+1|n〉〈n+ 1|+ Vn+1,n|n+ 1〉〈n|
)

. (5.4)

We now calculate the eigenstates of the Hamiltonian in the general form ψ = cd|d〉+
ca|a〉+

∑N
n=1 cn|n〉. The secular equation then takes the form
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= 0. (5.5)

Alternatively, Eq. (5.5) can be written as









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



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.
..
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..
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
























c1

c2

..

.

cN−1

cN














= −














V1,dcd

0

..

.

0

VN,aca














,

(5.6)

with

(Ed − E)cd + Vd,1c1 = 0, (5.7)

(Ea − E)ca + Va,N cN = 0. (5.8)

In matrix notation, Eq. (5.6) is given by

(HB − E)cB = −u (5.9)

⇔ cB = −u(HB − E)−1

︸ ︷︷ ︸

−GB

= GBu, (5.10)
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where GB is the Green’s function matrix of the bridge. From Eq. (5.10), we get

the following expressions for the coefficients c1 and cN ,

c1 = GB
1,1V1,dcd +GB

1,NVN,aca (5.11)

cN = GB
N,1V1,dcd +GB

N,NVN,aca (5.12)

Inserting Eq.(5.11) into Eq.(5.7) leads to

(Ed − E + Vd,1G
B
1,1V1,d)cd + Vd,1G

B
1,NVN,aca = 0 (5.13)

⇔ (Ẽd − E)cd + Ṽd,aca = 0, (5.14)

with the donor energy and donor-acceptor coupling modified by the bridge defined

as

Ẽd = Ed + Vd,1G
B
1,1V1,d, (5.15)

Ṽd,a = Vd,1G
B
1,NVN,a. (5.16)

If we insert Eq. (5.16) for the coupling V̂ in the golden rule expression, Eq. (5.1),

we get the electron transfer rate

kET =
2π

~
|Ṽd,a|2F(EAD) =

2π

~
|Vd,1VN,a|2|GB

1,N |2F(EAD). (5.17)

The effective coupling Ṽd,a depends on the energy E through the Green’s function

GB = (E −HB)−1. (5.18)

Since we focus on the case where the manifold of bridge levels {n} is energetically

distinct from the donor and acceptor levels, we can substitute E by the donor/ac-

ceptor energy Ed/a (Ed/a = Ed = Ea) in Eq. (5.18) and only the lowest-order term

in the Dyson expansion1 can contribute to the matrix element of the bridge Green’s

function

GB
1,N =

1

(Ed/a − E1)
V1,2

1

(Ed/a − E2)
V2,3 · · ·

1

(Ed/a − EN−1)
VN−1,N

1

(Ed/a − EN )
.

(5.19)

If we assume that the bridge consists of identical units, we can define that all

coupling elements and energies of the bridge states are equal (hereinafter referenced

as VB and EB , respectively). This leads to

GB
1,N =

1

VB

(

VB

Ed/a − EB

)N

, (5.20)

1For example, Ĝ(z) = Ĝ0(z) + Ĝ0(z)V̂ Ĝ(z), where Ĝ0(z) is the Greens function for the

interacting electron system.
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and

Ṽd,a =
Vd,1VN,a

VB

(

VB

Ed/a − EB

)N

. (5.21)

Now, the DBA complex is sandwiched between two metal electrodes. Note that the

donor and acceptor orbitals are only coupled to their adjacent metal contact. Within

the tight-binding approximation, the transmission coefficient T (cf. Eq. (2.51))

evaluated at the Fermi energy EF takes the form

T (EF) = Tr[ΓLGB†(EF)Γ
RGB(EF)] = ΓL

d Γ
R
a |GB

d,a(EF)|2. (5.22)

where ΓL
d and ΓR

a are, respectively, widths of the donor and acceptor levels due to

their coupling to the electrodes (cf. Eq. (2.33) and Eq. (2.32), respectively). The

Greens function matrix element of the DBA system is given by

GB
d,a(EF) = GB

d,1(EF)Vd,1G
B
1,N (EF)VN,aG

B
N,a(EF), (5.23)

with

GB
d,1(EF) =

1

EF − Ed +ΣL(E)
=

1

EF − Ẽd + i
2
ΓL
d

, (5.24)

GB
N,a(EF) =

1

EF − Ea +ΣR(E)
=

1

EF − Ẽa + i
2
ΓR
a

. (5.25)

where Ẽd/a is the donor/acceptor energy shifted by the respective real part of

the self energy ΣL/R and where the energy-dependence of Γ has been neglected.

Eq. (5.22) can be further simplified using the approximations that (1) the renormal-

ized donor and acceptor energies are close to the Fermi energy, so that EF = Ẽd =

Ẽa, (2) the electronic structure of the bridge does not change significantly upon

attaching to the electrodes and (3) the denominators in Eq. (5.24) and Eq. (5.25)

are dominated by Γ,

T (EF) =
ΓL
d Γ

R
a |Vd,1VN,a|2|GB

1,N (EF)|2

[(EF − Ẽd)2 − (ΓL
d/2)

2][(EF − Ẽa)2 − (ΓR
a /2)

2]

=
16|Vd,1VN,a|2|GB

1,N (EF)|2

ΓL
d Γ

R
a

. (5.26)

Now, we recall that the conductance2 is G = G0T (EF) (cf. Eq. (1.9), with G0 =
2e2

h
), insert Eq. (5.26), and compare with Eq. (5.17). In the weak coupling limit

of the Landauer formula, we get an approximate expression of G which depends on

the electron transfer rate from the donor to the acceptor,

G ≈ 8e2

π2ΓL
d Γ

R
a F(EAD)

kD→A. (5.27)

2Not to be confused with the Greens function element of the bridge GB .
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Using typical values of ΓL
d = ΓR

a ≈ 0.5 eV, Eq. (5.27) yields g ≈ 5×10−19kETF−1.

At room temperature, Eq. (5.3) yields F ≈ 3 · 10−4 (eV)−1, with a typical a value

of the reorganization energy Eλ = 0.9 eV [516], Ed = Ea, and kBT = 0.026 eV.

5.1.2. Fluorescence resonance energy transfer

When the donor is excited by a photon, the excitation energy can be transferred to

the acceptor. Fig. 5.3 shows two common mechanisms of energy transfer, namely

dipole-induced Förster (or Coulombic) energy transfer [211] and exchange-induced

Dexter energy transfer [517]. In this section, we focus on the former mechanism.

D* A D A* D* A D A*

(a) Förster energy transfer (b) Dexter energy transfer

Figure 5.3.: (a) Förster energy transfer and (b) Dexter energy transfer between an

exited donor state and an acceptor state (in its ground state), D∗ + A → D + A∗,

respectively.

We describe the ground states of the donor and acceptor by their vibronic manifolds

{|d, χd〉}, {|a, χa〉} and the exited states by {|d′, χd′ 〉}, {|a′, χa′ 〉}, respectively.

Note that the zeroth-order wave functions can be defined as products of terms

associated with the individual molecules or donor and acceptor parts of the system,

e. g. |dχd, a
′χa′ 〉 = |d, χd〉|a′, χa′ 〉. If we assume that intermolecular coupling is

electrostatic and that the extent of the individual molecular charge distributions is

much smaller than the intermolecular distance, we can expand the intermolecular

coupling V̂ between donor D and A in a multipole series. The dominant interaction

is the dipole–dipole coupling which is represented by

V̂ =
µ̂A · µ̂D − 3(µ̂A · uR)(µ̂D · uR)

R3

= µ̂Aµ̂D · uA · uD − 3(uA · uR)(uD · uR)

R3
, (5.28)

where uR is a unit vector in the direction from donor to acceptor and R is the dis-

tance between them. The dipole operators associated with the donor and acceptor,

µ̂A and µ̂A, can be written as unit vectors multiplied by the normalized transition

dipole moment, e. g. µ̂A = uAµ̂A.

In the following, part of the numerator in Eq. (5.28) will be represented by an
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orientation factor

κ = uA · uD − 3(uA · uR)(uD · uR), (5.29)

In order to evaluate the golden rule rate, we can write the absolute square of matrix

elements in the form

|〈d′χd′ , aχa|V̂ |dχd, a
′χa′ 〉|2 = |〈d′χd′ , aχa|µ̂Aµ̂D|dχd, a

′χa′ 〉|2 × κ2

R6

= |〈d′, χd′ |µ̂D|d, χd〉|2|〈a, χa|µ̂A|a′, χa′ 〉|2

× κ2

R6
. (5.30)

Inserting Eq. (5.30) in the golden rule expression of Eq. (5.2) leads to

kXT =
2π

~

κ2

R6

∑

χa,χa′,χd,χd′

Pd′Pa|〈d′, χd′ |µ̂D|d, χd〉|2|〈a, χa|µ̂A|a′, χa′ 〉|2

×δ(Ed + Ea′ − Ed′ − Ea). (5.31)

Next, we use the relation

δ(Ed + Ea′ − Ed′ − Ea) =

∞∫

−∞

dEδ(E + Ea − Ea′ )δ(E + Ed − Ed′ ), (5.32)

in Eq. (5.31), to obtain the rate expression for energy transfer from the donor to

the acceptor as

kXT =
~

2π

κ2

R6

∫ ∞

−∞
dE

2π

~

∑

χd,χd′

Pd′ |〈d′χd′ |µ̂D|dχd〉|2δ(E + Ed − Ed′ )

︸ ︷︷ ︸

kd′→d(E)

×2π

~

∑

χa,χa′

Pa|〈a, χa|µ̂A|a′χa′ 〉|2δ(E + Ea − Ea′ )

︸ ︷︷ ︸

ka→a′ (E)

=
~

2π

κ2

R6

∫ ∞

−∞
dEka→a′ (E)kd′→d(E), (5.33)

where ka→a′ is the adsorption lineshape of the acceptor and kd′→d is the emis-

sion lineshape of the donor. Expressed in terms of measurable quantities, the rate

constant of energy transfer yields

kXT = k0D

(
R0

R

)6

with R6
0 =

~

2π
κ2

R6

∫∞
−∞ dEka→a′ (E)kd′→d(E)

k0D
, (5.34)

where k0D is the internal decay rate of the excited donor state (in the absence of

transfer) and R0 is the critical donor–acceptor distance (Förster radius) [518]. At
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the distance of the Förster radius, the energy transfer rate is equal to k0D. Typical

values of Förster radii for biological donor–acceptor systems are in the range of

R0 = 8− 10 nm [519].

5.2. Excitation pathways as a function of transfer rates

D B A

Initial state Excitation

Electron transfer

Energy transfer

Charge  transfer 

exciton 

D B*AD*B A

D B
+
A

D
+
B A

D B A*

D
+
B A

D
+
B A

Figure 5.4.: Possible electronic processes in a Donor–Bridge–Acceptor system.

In DBA systems, such as CdSe quantum dot (QD) functionalized with organic dyes,

the donor may be excited via optical excitation followed by various transfer pro-

cesses which can be described by first-order kinetics. Thus, being able to make

reliable predictions about the dominant processes and the populations of the dif-

ferent states as a function of time is desirable. We used the open-source program

Wxmaxima [520] to analytically solve the master equations for the populations of

different states corresponding to possible excitation pathways for different transfer

rate constants [212]. Figure 5.4 illustrates possible tunneling pathways in DBA

systems and Table 5.1 lists the notations used.
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Table 5.1.: Notations used to define the respective states in Fig. 5.4 (X = D,B,A).

Notation Definition

X Subsystem X is in its ground state.

X∗ Subsystem X is in its excited state.

X− An additional electron is introduced to subsystem X.

X+ An electron is removed from subsystem X.

The corresponding kinetic equations which describe the time evolution of the prob-

abilities in the system lead to Eqs. (5.35)−(5.41).

d[DBA]

dt
= −k1[DBA] + k−1[D

∗BA] (5.35)

d[D∗BA]

dt
= −(k−1 + k2 + k3 + k4)[D

∗BA] + k1[DBA]

+ k−2[D
+B−A] + k−3[DB

∗A] + k−4[DB
+A−] (5.36)

d[DB∗A]

dt
= −(k−3 + k5 + k6 + k8)[DB

∗A] + k3[D
∗BA]

+ k−5[D
+B−A] + k−6[DB

+A−] + k8[DBA
∗] (5.37)

d[D+B−A]

dt
= −(k−2 + k−5 + k7)[D

+B−A] + k2[D
∗BA]

+ k5[DB
∗A] + k−7[D

+BA−] (5.38)

d[DB+A−]

dt
= −(k−4 + k−6 + k9 + k10)[DB

+A−] + k4[D
∗BA]

+ k6[DB
∗A] + k−9[DBA

∗] + k−10[D
+BA−] (5.39)

d[DBA∗]

dt
= −(k−8 + k−9)[DBA

∗] + k8[DB
∗A] + k9[DB

+A−] (5.40)

d[D+BA−]

dt
= −(k−7 + k−10)[D

+BA−] + k7[D
+B−A] + k10[DB

+A−] (5.41)

Solving the kinetic equations, we obtain populations of the respective states as a

function of time as shown in Figure 5.5a. Energy and electron transfer rates in the
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right panel of Figure 5.5b were taken from time-resolved experiments by Wachtveitl

et al.. They have investigated photo-induced interfacial electron transfer from CdSe

quantum dots to methylviologen as a function of QD size and the acceptor con-

centration [521]. More recently, they studied photo-induced fluorescence resonance

energy transfer (FRET) dynamics in a perylene diimide derivative attached to a Cd-

Se/CdS/ZnS multishell quantum dot also in terms of acceptor concentration [522].

Figure 5.5b shows that the initial state (ground state, blue) is virtually no longer

populated after 0.04 ns since the reverse processes of electron and energy transfer

are blocked (k−2 and k−3 are assumed to be negligibly small). At the same time,

the electron (green) and the energy (yellow) transfer state approach their limits.

The photoexcited state (red) reaches a maximum at time t = 0.01 ns. In order to

assess how the population will qualitatively depend on the actual value of the elec-

tron and transfer rate constants, we have systematically varied these rate constants

in a range of 0−200 ns−1 for a given population at a certain time (see Figs. 5.5c-f).

Figure 5.5c-d illustrate how the population of the photoexcited state depends on

the electron kET and the energy kXT transfer rate at the time of its (c) maxi-

mum (t = 0.01 ns) and decrease (t = 0.04 ns). With an increase of both electron

and energy transfer rates, the photoexcited state decreases uniformly toward zero.

Figure 5.5e-f illustrate that we obtain a 50:50 population for the electron and the

energy transfer state if their transfer rate constants are equal.

5.3. Conclusion

The approximate relation between electron transfer rate constants and molecular

conductance derived by Nitzan [194] provides a reliable basis for comparing esti-

mates of both observables involving the same molecular system [523]. The well

established donor–bridge–acceptor model can be applied to nanoscopic systems in

which the donor/acceptor may function as a molecule or molecular subunit, but also

as a molecule (or subunit) attached to an electrode. In the latter case, the vibronic

bath is replaced by the electronic bath (continuum of states of a metal electrode).

In practice, a remarkably good agreement (within about one order of magnitude)

between Eq. (5.27) and experimental values has been found [516] considering the

number of assumptions made (e. g., the electronic structure of a molecule does not

change significantly when incorporated in a junction and D/A levels are near the

Fermi energy). Thus, the approach presented here may provide a good basis for

a multiscale description of population dynamics in colloidal quantum dot systems

since (estimated) rate constants of electron transfer and other competing processes

(i. e. energy transfer) can be entered in this rather simple kinetic model to facilitate

identifying the dynamics of state populations.
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Figure 5.5.: (a-b) Populations of different states (shown in Figure 5.4) as a function

of time. (a) All transfer rates were set to 1 ns−1. (b) All transfer rates were set

to zero, except for the photoexcitation/relaxation (k1 = 102 ns−1/ k−1 = 1 ns−1),

the electron (k2 = 17 ns−1 [521]), and the energy (k3 = 66 ns−1 [522]) transfer

rates from the initial photoexcited state. (c-f) Population of different states as a

function of the electron kET (k2) and the energy kXT (k3) transfer rate, respectively.

Population of the photoexcited state at (c) time t = 0.01 ns (dotted vertical line

in b) and (d) time t = 0.04 ns (dashed vertical line in b). Population of the (e)

electron transfer and (f) energy transfer state at time t = 0.04 ns.
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Modeling molecular electronic devices requires computational methods that cover a

broad range of time and length scales in order to combine the proper treatment of

e. g., macroscopic metal contacts and the nanoscopic system. To account for such

large length scales, the systems must be simplified and/or the theoretical methods

must be coarse-grained, focusing only on the relevant properties. A possible way

to link methods for different scales is to use data from accurate calculations on

small subunits of the system to parametrize a coarse-grained model at larger scales

[524]. However, multiscale approaches are still under development and the exact

calculation of the respective parameters is often difficult and depends highly on the

system under study, especially when the properties in the nanoscopic system are,

as in our case, manipulated chemically or mechanically.

The aim of this thesis was twofold: to understand the mechanisms for mechani-

cally and photochemically induced changes in the transport properties of nanoscale

junctions and, for this purpose, to introduce new approaches towards coarse gained

methods.

6.1. Summary

We simulated STM and AFM processes by combining constrained optimizations us-

ing DFT and Landauer-type electron transport calculations in order to investigate

structural and electronic properties of various molecular systems under mechanical

stress (see Chapter 3). Given the flexibility of the platform-mounted Zn-porphyrin

molecule discussed in Section 3.2, a MD simulation would probably be indispens-

able to achieve a comprehensive understanding of the structural changes. However,

by taking two important configurations into account, we were able to reproduce

and explain the major features observed in the experiment using static DFT. In

applying this approach to other systems of interest such as (1) trioxotriangulenium-

based platforms (Section 3.3) and (2) manganocene as an example for investigating

mechanically-induced spin crossover phenomena (Section 3.4), we had to face the

lack of an accurate description with regards to non-covalently bound systems us-

ing a cluster rather than models employing periodic boundary conditions. Still, we

could show that conductance curves for the platforms depend on chemical func-
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tionalization in rough agreement with the experiment, and that for manganocene,

cyclopentadienyl rings slipping sideways under mechanical stress may prevent the

desired spin crossover from happening. In Section 3.5, the importance of local

dipole moments in atomic force microscopy experiments was pointed out. In this

context, we could show that a truncated cluster approach has its limitations when

it comes to modeling experimental tip structures. For an adequate description of

tip–molecule interactions, calculating local dipole moments of periodic slabs instead

of finite clusters is desirable, and thick slabs in combination with large tip repre-

sentations may be required for describing long-range tip–sample interactions. Still,

a new approach to local dipole moments developed during this thesis suggests that

inversions of local dipole moments depending on the adsorption position may have

been overestimated in previous studies.

Following this idea, we showed in Chapter 4 which challenges and hurdles can

be encountered when calculating local dipole moments of both physisorbed and

chemisorbed adsorbates and their chemical gating effect on the nanotubes’ elec-

tronic properties. To address these challenges, we developed a flexible approach for

calculating local electric dipole moments for fragments of molecular or supramolec-

ular systems and implemented it in the new post-processing computer program Lo-

calDip. In Section 4.5 we investigated the effect of truncating a carbon nanotube

on local properties. To this end, we systematically compared two different den-

sity functional theory methodologies: a plane-wave periodic boundary model and a

truncated approach employing a localized single-particle basis. Our results suggest

that truncated CNTs provide a good description of non-covalent adsorbate–CNT

interactions, thus allowing to use the broad variety of quantum chemical meth-

ods implemented in non-periodic electronic-structure codes for future studies of

such systems. In order to understand the underlying mechanism of photoswitch-

able molecules interacting with single-walled CNTs, we studied charge transfer and

dipole effects in Section 4.6. However, although there is correlation between the ex-

perimental findings and calculations, we cannot yet give any final conclusions with

regards to the dipole moment and charge transfer effect on the transport charac-

teristics of carbon nanotube-based transistors. To gain a comprehensive picture of

the relevant adsorption mechanisms, a multiscale approach (based on the extraction

of local dipole moments) taking into account the metal–CNT contacts should be

considered in successive investigations.

Chapter 5 presents an ansatz to integrate electron transfer rate constants and those

of competing processes (e. g., energy transfer) into a coarse grained model. As

shown by Nitzan [149], electron transfer rate constants can be approximated using

calculated conductance values of donor–bridge–acceptor systems. This allows to

predict the transfer dynamics of state populations corresponding to possible excita-

tion pathways in e. g., cadmium selenite quantum dots functionalized with organic
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dyes which may be relevant for e. g., solar cells, lasers, and light-emitting diodes.

6.2. Outlook

Building on the insights and implementations provided in this thesis, further inves-

tigations may involve a coarse grained description of (more) complicated systems:

❼ The postprocessing tool presented in Sec. 4.4 makes the calculation of local

dipole moments more accessible for a variety of applications, such as chemical

gating and solvent effects in nanoelectronics, interpretations of atomic force

microscopy data, and vibrational infrared absorption intensities. While first

steps towards these applications have been taken in this work, the general

applicability of such an approach remains to be tested in future work.

❼ Program packages such as NanoTCAD ViDES [171, 172] are promising for

simulating functionalized carbon nanotube-based field effect transistors. The

coarse grained description based on maximally localized Wannier functions

enables to combine plane-wave electronic structure codes with the Greens

function approach. It has not been systematically tested for molecule-based

nanodevices yet. Alternatively, it would also be conceivable to establish

quantum-chemical local projection operators for a coarse grained description

of subsystems (e. g., similar to population analysis).

❼ Since the analytical method developed in Sec. 5.2 allows to determine the

dominant transfer pathway in Donor–Bridge–Acceptor systems, it would be

particularly intriguing to apply this model to a realistic system and therefore

to calculate electron transfer and exciton dynamics of e. g. CdSe quantum

dots functionalized with organic dyes based on first-principles input.

❼ Our transport code Artaios may be extended towards a flexible multiscale

simulation package in order to describe electron transport of various nanoscale

devices such as gold nanoparticle (NP) arrays based on similar ideas as in-

troduced in Ref. [75], and possibly extended by, e. g., the effect of molecular

adsorbates on dielectric properties (see below), and taking local dipole effects

(see Section 4.3) into account. The current through an array of nanoparticles

can be expressed by an Arrhenius-type activated tunneling model [77,525]

G ∝ exp(−βδ)exp
(−Eact

kBT

)

, (6.1)

where β is the tunneling decay constant, δ is the interparticle distance, kB is

the Botzmann constant, and T is the temperature. The thermal activation
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energy Eact of the nanoparticles can be described by Marcus theory [526]

Eact =
Eλ

4
=

e2

16πǫ0

(
1

ǫop
− 1

ǫs

)(
1

2r1
+

1

2r2
− 1

d

)

, (6.2)

where Eλ is the “outer-sphere” reorganization energy, r1 and r2 are radii of

neighboring NPs (ideally equal), d is the center-to-center distance between

nanoparticles, ǫ0 is the vacuum permittivity and ǫop and ǫs are the medium

optical and static dielectric constants, respectively. Thus, the response of

conductance in nanostructured films to adsorbate molecules (e. g. for sensor

applications) can be characterized by two opposing effects: an increase in

spacing between NPs due to swelling and an increase in the permittivity of

the organic matrix, which result in a decrease and increase of conductance, re-

spectively. In order to assess the analyte’s contribution to the permittivity of

the ligand shells, it would be interesting to explore how the analyte molecules

are sorbed into the film using MD simulations. Furthermore, calculating di-

electric constants for different analytes using first-principles methods (e. g.,

Quantum Espresso) will allow for gaining further important insights.
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A. Computational methodology

Density functional theory (DFT) is often described as the “workhorse” of electronic-

structure calculations, because it provides a good compromise between accuracy and

computational costs. In view of the relatively large number of atoms involved in

most of our model systems, all calculations were carried out using Kohn–Sham

DFT. Today, a variety of DFT-based quantum chemical program packages is avail-

able, each of which having its pros and cons with regards to e. g., area/range of

application and performance, and postprocessing/analysis methods implemented.

The majority of the existing computer codes can be divided into two types, using

either (1) a basis set of localized orbitals or (2) (augmented) plane waves as a ba-

sis set. The plane wave (PW) model is often used in theoretical solid state and

surface physics where peridodic boundary conditions are employed, implemented

e. g. in the codes vasp [527] or Quantum Espresso (QE) [437]. A drawback is the

(in practice) often limited choice of pseudopotentials in PW codes (and thus the

limited choice of exchange–correlation functionals). Codes based on atom-centered

basis functions can most often take advantage of a well-developed pool of diverse

exchange–correlation functionals, which is in some cases essential even for an ac-

curate qualitative description, and allow for easy interfacing with various quantum

chemical analysis tools. A linear combination of Gaussian-type orbitals is imple-

mented (among many others) in the program packages Gaussian 09 (G09) [371]

and Turbomole (TM) [528]. Of course there are also codes such as CP2K [367]

which are flexible with respect to using both atom-centered basis functions and

plane waves under periodic boundary conditions.

Electronic structure calculations

All finite-system structure optimizations were performed using Turbomole (Ver-

sion 6.0, 6.5, and 6.6), because it provides a fast and stable implementation of

DFT. The convergence criterion in the self-consistent field algorithm was a change

of energy below 10−7 hartree. The convergence criterion in the structure optimiza-

tion was a gradient below 10−4 a.u. As a standard, the gradient-corrected density

functional BP86 [184,185] and a triple-ζ quality [529] all-electron basis set with po-

larization functions on all atoms (def-TZVP) were employed. Additional molecular
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Appendix A. Computational methodology

structure optimizations were performed using the PBE functional [186,530] and the

B3LYP hybrid functional [191, 531], with 20% of exact exchange admixture. For

all pure functionals (BP86 and PBE) we used the resolution-of-the-identity (RI)

approximation [532, 533]. In Sections 3.3 and 3.5, a def-SVP [534] and a def2-

TZVP [535] basis set were employed, respectively.

Most exchange–correlation functionals describe dispersion interactions poorly. There-

fore, dispersion interactions were taken into account via Grimme’s empirical correc-

tion according to versions D2 [476] and D3 [198] with Becke-Johnson (BJ) damp-

ing [536]. In this correction schemes, an empirical dispersion term Edisp is added

to the (conventional) DFT energy,

Edisp = −s6
∑

A<B

CAB
6

R6
AB

fdmp(RAB), (A.1)

where s6 is a global scaling factor that only depends on the functional used and RAB

is the distance between the atoms A and B. The damping parameter fdmp ensures

the correct behavior for small distances.The CAB
6 dispersion coefficient of the atom

pair AB is calculated from the C6 coefficients as CAB
6 =

√

CA
6 C

B
6 (where the CA

6

coefficients are fitted parameters). Note that in Turbomole 6.0 no C6 parameters

are available for gold.

Spin-unrestricted calculations were performed for NO2 (Sec. 4.5) and MnCp2 (Sec.

3.4) systems. NO2 has formally one unpaired electron, and the high-spin and low-

spin state of MnCp2 have five and two unpaired electrons, respectively.

Optimized molecular structures under periodic boundary conditions were obtained

using the open-source electronic structure code Quantum Espresso 5.0, which uses

plane waves to account for the valence electrons and pseudopotentials for treat-

ing nuclei plus core electrons. Projector-augmented plane-wave pseudopotentials

generated with GGA-PBE (PAW-PBE) [537] with Grimme’s empirical correction

(D2) [476] were employed. In Table A.2, the settings for the respective model sys-

tems are shown. A Monkhorst-Pack-Grid with a Marzari-Vanderbilt smearing of

0.01− 0.02 Ry to sample the Brillouin zone was used.

Given that it is not relevant for plane-wave calculations, and given the relatively

large size of the employed atom-centered basis set, the basis superposition error

was assumed to be negligible. The density functionals and basis sets used for the

structure optimizations, frequency analyses and calculations of molecular properties

are summarized in Table A.1.
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Table A.1.: Computational settings used for the structure optimizations, vibra-

tional frequency analyses and calculations of molecular properties using Turbomole

(TM) and Quantum Espresso (QE) in the various sections of this thesis. Curly

braces indicate constrained optimizations in which parts of the system were held

fixed.

Sec. System Functional Basis set Prog.

3.2 {Au20 tip}+Por-TATA BP86-D2 def-TZVP TM6.0

Por-TATA BP86-D2, B3LYP-D2 def-TZVP TM6.0

Zn-porphyrin BP86-D2, B3LYP-D2 def-TZVP TM6.0

3.3 TOTA derivatives BP86-D2, B3LYP-D2 def-TZVP TM6.0

TOTA+{3L Au90} BP86-D3(BJ) def-SVP TM6.5

3.4 MnCp2 BP86-D2, B3LYP-D2 def-TZVP TM6.0

Au20 BP86-D2 def-TZVP TM6.0

{Au20 tip}+MnCp2 BP86-D2 def-TZVP TM6.0

3.5 CO+4L Pt(111) PAW-PBE QE5.0

CO+{3L Cu22}/{4L Cu38} BP86-D3(BJ) def2-TZVP TM6.6

CO+3L Cu(111) PAW-PBE QE5.0

{Cu10 tip}+CO+{4L Cu38} PBE-D3(BJ) def2-TZVP TM6.6

4.4 H2O+(5,5)CNT PAW-PBE-D2 QE5.0

4.5 NH3/NO2 BP86-D3(BJ) def-TZVP TM6.6

B3LYP-D3(BJ) def-TZVP TM6.6

PBE-D3(BJ), PBE-D2 def-TZVP TM6.6

PAW-PBE-D2, PAW-PBE QE5.0

PAW-PBE-D2 QE5.0

NH3/NO2+(5,5)/(8,0)CNT BP86-D3(BJ) def-TZVP TM6.5

B3LYP-D3(BJ) def-TZVP TM6.5

PBE-D3(BJ), PBE-D2 def-TZVP TM6.5

PAW-PBE-D2, PAW-PBE QE5.0

4.6 6H/5H/6F/5F BP86-D3(BJ) def-TZVP TM6.5

PAW-PBE-D2 QE5.0

6H/5H/6F/5F+(5,5)CNT BP86-D3(BJ) def-TZVP TM6.5

PAW-PBE-D2 QE5.0
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Table A.2.: Dimensions of the unit cells, minimum plane-wave cutoff for wavefunc-

tions (Ecut) and charge density (ρcut), and k point settings for the model systems

studied under periodic boundary conditions.

System Cell dimensions (Å3) Ecut (Ry) ρcut (Ry) k points

CO, NO2, NH3 50 × 50 × 50 47 264 Γ point

(5,5) CNT 25 × 25 × 6.89 47 264 1 × 1 × 16

(8,0) CNT 25 × 25 × 8.86 47 264 1 × 1 × 16

H2O + (5,5) CNT 20 × 20 × 7.39 50 800 1 × 1 × 16

NH3/NO2 + (5,5) CNT 25 × 25 × 6.89 47 264 1 × 1 × 16

NH3/NO2 + (8,0) CNT 25 × 25 × 8.86 47 264 1 × 1 × 16

6H/5H + (5,5) CNT 30 × 35 × 14.83 50 800 1 × 1 × 16

6F/5F + (5,5) CNT 30 × 35 × 14.83 50 800 1 × 1 × 16

CO + 4 layers Pt(111) 5.54 × 4.80 × 18.11 50 800 6 × 6 × 1

CO + 3 layers Cu(111) 7.67 × 8.85 × 20 50 800 4 × 4 × 1

Electron transport calculations

The transmission functions, conductance at zero-voltage, central subsystem MOs,

and local transmissions were calculated using the post-processing tool Artaios

[206, 215]. In order to obtain the overlap and Fock matrices, single-point calcu-

lations using the G09 quantum chemistry program package [371] with the B3LYP

functional and the Los Alamos (LANL2DZ) effective core potentials with matching

basis sets [538–541] were employed. A small basis set was chosen to reduce ghost

transmission [215], and B3LYP to bypass convergence problems occasionally en-

countered with BP86. The central subsystem MOs were calculated by solving the

central subsystem’s secular equations and assigned by comparing their shape with

the MOs of the isolated molecular bridges [542].
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Molecular structures and local properties

The structures were generated with avogadro [543], oriented with modco 1.2

written by J. Neugebauer (University of Münster) and mainly visualized with py-

mol [544]. The (subsystem) MOs were visualized with Molden.

The adsorption energy (Ea) is defined as the difference between the energy of the

total adsorbate–surface (or CNT) system (Eads−surf) and the summed-up energy

of the surface (Esurf) alone and the isolated adsorbate (Eads),

Ea = Eads−surf −
(

Esurf + Eads
)

. (A.2)

Mulliken and Löwdin partial charges were calculated using a locally modified version

of Moloch [396]. Bader charges and atomic polarizations were obtained using

Aimall [438], Multiwfn [439], and Bader [427, 429, 545]. The grid-based Bader

tool written by the Henkelman group is well suited for large solid-state physical

systems due to its computational efficiency. Each volume element of the three-

dimensional grid was 0.10 Bohr wide, unless otherwise stated. Reference points

and dipole moments were calculated using the LocalDip tool presented in Sec. 4.4.

Dipole moments and local transmissions were visualized with a tool written by G.

C. Solomon (University of Kopenhagen) for modifying POVray files.

For the calculation of molecular vibrations, the MoViPac code [546] was employed

using TM gradients. Jmol [547] and VMD [548] were used for the graphical rep-

resentation of the normal modes and the electrostatic potential, respectively. The

calculated data was plotted using Gnuplot [549] und figures were illustrated using

Inkscape [550].
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B. Additional data

B.1. Local transmissions

Figure B.1.: Representative local transmission plots for the TATA platform at

an internuclear Au–H distance of dAu−H = 2.70 Å. The diameter of the arrows is

defined by the value of the local transmission for the atom pairs normalized to the

largest contribution. Local transmission contributions in the same or opposite di-

rection as the total current are indicated by blue and red arrows, respectively. Only

contributions to the transmission larger than 10 % of the largest local transmission

are shown. B3LYP/LANL2DZ.
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Figure B.2.: Representative local transmission plots for the Por-TATA at an in-

ternuclear Au–H distance of dAu−H = 2.70 Å (corresponding to a tip–molecule

distance of d = 1.00 Å). The diameter of the arrows are defined by the value of the

local transmission for the atom pairs normalized to the largest contribution. Local

transmission contributions in the same or opposite direction as the total current

are indicated by blue and red arrows, respectively. Only contributions to the trans-

mission larger than 10 % of the largest local transmission are shown. Note that

the local transmission plots to the left and to the right of the graph at energies of

−6.05 eV and −4.15 are affected by ghost transmission. B3LYP/LANL2DZ.
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B.2. Infrared spectra

B.2. Infrared spectra
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Figure B.3.: Infrared line spectra of manganocene (upper panel) and Au20 (lower

panel). BP86/def-TZVP.
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Figure B.4.: Infrared line spectra of manganocene (upper panel) and Au20 (lower

panel). B3LYP/def-TZVP.
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Figure B.5.: Infrared line spectra of decamethylmanganocene using BP86/def-

TZVP (upper panel) and B3LYP/def-TZVP (lower panel).
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B.3. Additional data on local dipole moments
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Figure B.6.: Summed atomic charges of methanol (MeOH), urea and pyridine (Py)

as a function of the width of each grid volume element (in Bohr). Atomic charges

are calculated using Turbomole 6.6 in combination with the Bader tool.

126



B.3. Additional data on local dipole moments

Available software packages available for the analysis of the

electron density

An overview of different software packages available for the analysis of the electron

density according to the theory of AIM is given in Table B.1. No claim is made to

completeness, timeliness, and accuracy.

Table B.1.: An overview of different software packages available for the analysis

of the electron density according to the theory of Atoms-In-Molecules.

A
IM

P
A
C

[4
3
1
–
4
3
3
]

A
IM

A
ll
[4
3
8
]

A
IM

2
0
0
0
[5
5
1
,5
5
2
]

M
u
lt
iw

fn
[4
3
9
]

B
a
d
er

[4
2
7
–
4
2
9
]

A
D
F

[3
6
8
]

X
A
IM

[5
5
3
]

D
G
ri
d
[5
5
4
]

X
D
2
0
0
6
[5
5
5
]

H
o
rt
o
n
[5
5
6
]

P
A
M
o
C

[5
5
7
]

T
o
p
C
h
em

[5
5
8
]

T
o
p
M
o
D

[5
5
9
]

D
en

sT
o
o
lK

it
[5
6
0
]

M
O
R
P
H
Y

[5
6
1
,5
6
2
]

Type of license

Open source × × × × × × × × × × ×
Free demo × ×
Commercial × × × ×
Operating system

Windows × × × × ×
Linux × × × × × × × × × × × × ×
Mac OS X × × × ×
Input format

.wfn/.wfx × × × × × × × × × × × ×

.cube × × × × ×
Other × ×
AIM properties

Critical points × × × × × × × × × × × × ×
Atomic charges × × × × × × × × × ×
Atomic polarizations × × × × × × × × ×
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Examples of GenLocDip prompts and user response

Wavefunction-based AIM program

-------------------------------------------------

>> Choose Bader AIM program (default=aimall)

-------------------------------------------------

multiwfn (m) : needs .wfn/.wfx/.fchk input file

aimall (a) : needs .wfn/.wfx/.fchk input file

bader (b) : needs .cube/.fchk input file

-------------------------------------------------

a

-------------------------------------------------

>> Name of input file (.wfn|.wfx|.fchk|.cube):

-------------------------------------------------

waterdimer.wfn

-------------------------------------------------

>> List of atoms in fragment 1

(i.e. 1-5,12,34-55) ?

-------------------------------------------------

1-3

-------------------------------------------------

>> How many residual groups are connected to fragment 1? default=1

-------------------------------------------------

1

-------------------------------------------------

>> BCP b/w fragment 1 and residual 1 (default= sel Bcpnum)

-------------------------------------------------

man <X Y Z> <atomF> <atomR> - type in BCP coordinates manually

sel <Bcpnum> - select a BCP from a previous BCP search

1 2.1476832246893700E-008 0.25979566099244700 3.0054016182053100 O1 H5

bond <atomF> <atomR> <fac> - guess a BCP along the bond of atom pairs

(0 < fac < 1)

aprx <atomF> <atomR> - approximate a BCP from summed Bader volumes

of the fragment

-------------------------------------------------

sel 1

-------------------------------------------------

>> Do you want to continue (y/n)? default: n

-------------------------------------------------

n
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Grid-based AIM program

-------------------------------------------------

>> Choose Bader AIM program (default=aimall)

-------------------------------------------------

multiwfn (m) : needs .wfn/.wfx/.fchk input file

aimall (a) : needs .wfn/.wfx/.fchk input file

bader (b) : needs .cube/.fchk input file

-------------------------------------------------

bader

-------------------------------------------------

>> Name of input file (.wfn|.wfx|.fchk|.cube):

-------------------------------------------------

waterdimer.cube

-------------------------------------------------

>> List of atoms in fragment 1

(i.e. 1-5,12,34-55) ?

-------------------------------------------------

1-3

-------------------------------------------------

>> How many residual groups are connected to fragment 1? default=1

-------------------------------------------------

1

-------------------------------------------------

>> BCP b/w fragment 1 and residual 1 (default= sel Bcpnum)

-------------------------------------------------

man <X Y Z> <atomF> <atomR> - type in BCP coordinates manually

sel <Bcpnum> - select a BCP from a previous BCP search

bond <atomF> <atomR> <fac> - guess a BCP along the bond of atom pairs

(0 < fac < 1)

aprx <atomF> <atomR> - approximate a BCP from summed Bader volumes

of the fragment

-------------------------------------------------

aprx 1 4

-------------------------------------------------

>> Do you want to continue (y/n)? default: n

-------------------------------------------------

n
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A closer look at charge transfer contributions

Here, we will take a closer look at some crucial equations derived by Laidig, Keith,

Gough and Bader in Refs. [403] and [404], where it is suggested to express the charge

transfer contribution to the dipole moment µc as a sum of origin-independent terms,

indicated as Eq. (16) in Ref. [403] and Eq. (12) in Ref. [404], respectively,

µc =

n∑

i=1

qiXi =

n−1∑

i=1

q′i(Xi −Xi+1), (B.1)

with q′i being the net charge of a group of atoms i, q′i =
∑i

j=1 qj (atom j =

1, 2, ..., i). In what follows, Eq. (B.1) is verified with additional intermediate steps,

and examples are discussed. We reformulate Eq. (B.1) as

n∑

i=1

qiXi =

n−1∑

i=1

i∑

j=1

qj(Xi −Xi+1)

=

n−1∑

i=1

i∑

j=1

qjXi −
n−1∑

i=1

i∑

j=1

qjXi+1

=

n−1∑

i=1

i∑

j=1

qjXi −
n∑

i=2

i−1∑

j=1

qjXi

= (q1X1 +

n−1∑

i=2

i∑

j=1

qjXi −
n−1∑

i=1

i−1∑

j=1

qjXi −
n−1∑

j=1

qjXn

= q1X1 −
n−1∑

j=1

qjXn +

n−1∑

i=2





i∑

j=1

qjXi −
i−1∑

j=1

qjXi





= q1X1 −
n−1∑

j=1

qjXn +

n−1∑

i=2

qiXi

= q1X1 +

n−1∑

i=2

qiXi + qnXn

=
n∑

i

qiXi. (B.2)
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Furthermore, the charge transfer contribution to the dipole moment of a methyl

group µc(CH3) connected to a residual group is given as an example, indicated as

Eq. (18) in Ref. [403] and Eq. (14) in Ref. [404], respectively,

µc(CH3) =

3∑

k=1

[
XHk

−XC

]
qHk

+ [XC −Xc(CH3|R)] qCH3
, (B.3)

where index C and Hk (k = 1, 2, 3) denote the carbon atom and the hydrogen atoms,

respectively, and Xc(CH3|R) is the bond critical point between the methyl group

and the remainder R. The carbon atom is singled out the atom within the fragment

which makes the chemical bond to the remainder of the system.

In the following equation, we show that the methyl group dipole moment derived

in Eq. (B.3) is consistent with the expression one can derive starting from the total

charge transfer contribution of a CH3–R system which is given by

µc(CH3 − R) =
3∑

k=1

qHk
XHk

+ qCXC + qRXR

=
3∑

k=1

qHk

[
XHk

−XC

]
+ qRXR + qCXC +

3∑

k=1

qHk
XC

︸ ︷︷ ︸
qCH3

XC

=

3∑

k=1

qHk

[
XHk

−XC

]
+ qR [XR −Xc(CH3|R)]

+qCH3
[XC −Xc(CH3|R)] + qRXc(CH3|R) + qCH3

Xc(CH3|R)
︸ ︷︷ ︸

=0, since qR = −qCH3

=

3∑

k=1

qHk

[
XHk

−XC

]
+ qCH3 [XC −Xc(CH3|R)]

︸ ︷︷ ︸

CT contribution from CH3, equals Eq. (B.3)

+ qR [XR −Xc(CH3|R)]
︸ ︷︷ ︸

CT contribution from R

. (B.4)
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As another example, the charge transfer contribution to the dipole moment of a

methylene group µc(CH2) connected to two residual groups is defined, indicated as

Eq. (16) in Ref. [404],

µc(CH2) =

2∑

k=1

qHk

[
XHk

−XC

]
+ qCH2

[
XC −Xc(CH2|R′)

]

+qR
[
Xc(CH2|R)−Xc(CH2|R′)

]
, (B.5)

where Xc(CH2|R) and Xc(CH2|R′) are the bond critical points that correspond to

the remainder R and R′, respectively. Eq. (B.6) shows that the methylene group

dipole moment derived in Eq. (B.5) is as well consistent with the expression one

can derive starting from the total charge transfer contribution of a R − CH2 − R′

system. The latter can be expressed as

µc(R− CH2 − R′) =

2∑

k=1

qHk
XHk

+ qCXC + qRXR + qR′XR′

=

2∑

k=1

qHk

[
XHk

−XC

]
+ qRXR + qR′XR′

+ qCXC +
2∑

k=1

qHk
XC

︸ ︷︷ ︸
qCH2

XC

=
2∑

k=1

qHk

[
XHk

−XC

]
+ qRXR + qR′XR′

+qCH2

[
XC −Xc(CH2|R′)

]
+ qCH2

Xc(CH2|R′)

=

2∑

k=1

qHk

[
XHk

−XC

]
+ qRXR

+qR′

[
XR′ −Xc(CH2|R′)

]
+ qCH2

[
XC −Xc(CH2|R′)

]

+qCH2X
c(CH2|R′) + qR′Xc(CH2|R′)

︸ ︷︷ ︸

=−qRXc(CH2|R′), since qCH2
+qR′=−qR
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=
2∑

k=1

qHk

[
XHk

−XC

]
+ qR [XR −Xc(CH2|R)]

+qR′

[
XR′ −Xc(CH2|R′)

]
+ qCH2

[
XC −Xc(CH2|R′)

]

+ qRXc(CH2|R)− qRXc(CH2|R′)
︸ ︷︷ ︸

=qR[Xc(CH2|R)−Xc(CH2|R′)]

=

2∑

k=1

q(Hk)
[
XHk

−XC

]
+ qR [XR −Xc(CH2|R)]

+qR′

[
XR′ −Xc(CH2|R′)

]
+ qCH2

[
XC −Xc(CH2|R′)

]

+qR
[
Xc(CH2|R)−Xc(CH2|R′)

]
. (B.6)

Based on these examples, we now derive a general expression for the dipole moment

of a fragment within Bader and Laidig’s approach.

The charge transfer contribution is divided into fragment F and n residual group

Ri contributions (with i = 1, 2, ..., n),

µc =
∑

A

XAqA =
∑

A ∈ F

XAqA +
n∑

i=1

∑

A ∈ Ri

XAqA. (B.7)

We reformulate all nuclear coordinates XA, that correspond to the fragment con-

tribution, with respect to an atom AR within the fragment, sharing an interatomic

surface with the remaining group(s) of the system,

µc =
∑

A 6=AR ∈ F

[

XA −X(AR)
]

qA +X(AR)qF +

n∑

i=1

∑

A ∈ Ri

XAqA,(B.8)

and all XA coordinates of the second term (contributions of residual group) with

respect to an bond critical point between the fragment F and the respective residual

groups Ri, X
c(F |Ri),

µc =
∑

A 6=AR ∈ F

[

XA −X(AR)
]

qA +X(AR)qF +

n∑

i=1

Xc(F |Ri)qRi

+
n∑

i=1

∑

A ∈ Ri

[XA −Xc(F |Ri)] qA, (B.9)
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By reformulating the third term with respect to Xr(F |Rn), we get

µc =
∑

A 6=AR ∈ F

[

XA −X(AR)
]

qA +X(AR)qF +Xc(F |Rn)
n∑

i=1

qRi

+

n−1∑

i=1

[Xc(F |Ri)−Xc(F |Rn)] qRi

+
n∑

i=1

∑

A ∈ Ri

[XA −Xc(F |Ri)] qA. (B.10)

In Eq. B.10, we can insert qF = −
∑n

i=1 qRi
(as the system has neutral charge)

which leads us to an origin independent expression for the charge transfer contri-

bution,

µc =
∑

A 6=AR ∈ F

[

XA −X(AR)
]

qA +
[

X(AR)−Xc(F |Rn)
]

qF

+

n−1∑

i=1

[Xc(F |Ri)−Xc(F |Rn)] qRi

+

n∑

i=1

∑

A ∈ Ri

[XA −Xc(F |Ri)] qA, (B.11)

Finally, assigning the second term to the fragment contribution, we obtain a general

definition of fragment dipole moments,

µc
F =

∑

A6=AR ∈ F

[

XA −X(AR)
]

qA +
[

X(AR)−Xc(F |Rn)
]

qF

+

n−1∑

i=1

[Xc(F |Ri)−Xc(F |Rn)] qRi
. (B.12)
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B.4. Additional data on noncovalent functionalization of

CNTs

Molecular structures

Figure B.7.: Optimized structures of a metallic (5,5) and a semi-conducting (8,0)

single-walled CNT functionalized with NH3 (upper panel) and NO2 (lower panel)

using (a) a periodic boundary (PB) approach (PAW-PBE-D2), a (b) short and (c)

long truncated model (PBE-D2/def-TZVP).
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open form closed form

6H

5H

6F

5F

Figure B.8.: Optimized structures of DAE-functionalized metallic (5,5) CNTs

using a truncated model (19 Å tube length). The thiophene groups are oriented

parallel to the nanotube axis. BP86-D3(BJ)/def-TZVP.
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open form closed form

6H

5H

6F

5F

Figure B.9.: Optimized structures of DAE-functionalized metallic (5,5) CNTs

using a truncated model (19 Å tube length). The thiophene groups are oriented

perpendicular to the nanotube axis. BP86-D3(BJ)/def-TZVP.
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open form closed form

6H

5H

6F

5F

Figure B.10.: Optimized structures of DAE-functionalized metallic (5,5) CNTs

using a truncated model (36 Å tube length). The thiophene groups are oriented

parallel to the nanotube axis. BP86-D3(BJ)/def-TZVP.
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Löwdin and Mulliken charges

Table B.2.: Partial Mulliken and Löwdin charges (in unit charges) of a NH3 and

a NO2 molecule on a metallic (5,5) CNT and a semi-conducting (8,0) CNT using a

periodic-boundary code and a truncated approach (Basis set: def-TZVP) with two

different tube lengths (short: 8 Å and long: 19 Å).

Method Functional Mulliken Löwdin

(5,5) CNT (8,0) CNT (5,5) CNT (8,0) CNT

NH3 molecule

Periodic-boundary PBE − − 0.15 0.03

PBE-D2 − − 0.15 0.06

Short truncated PBE-D2 0.05 0.05 0.04 0.04

PBE-D3 0.02 0.04 0.02 0.03

BP86-D3 0.04 0.05 0.03 0.03

B3LYP-D3 0.02 0.02 0.02 0.02

Long truncated PBE-D2 0.04 0.05 0.03 0.04

PBE-D3 0.03 0.04 0.03 0.04

BP86-D3 0.04 0.05 0.03 0.03

B3LYP-D3 0.03 0.03 0.02 0.02

NO2 molecule

Periodic-boundary PBE − − 0.04 0.10

PBE-D2 − − 0.02 0.09

Short truncated PBE-D2 −0.21 −0.05 −0.17 −0.12

PBE-D3 −0.21 −0.05 −0.17 −0.12

BP86-D3 −0.22 −0.06 −0.18 −0.13

B3LYP-D3 −0.12 −0.09 −0.09 −0.14

Long truncated PBE-D2 −0.16 −0.11 −0.12 −0.13

PBE-D3 −0.16 −0.10 −0.12 −0.13

BP86-D3 −0.17 −0.11 −0.13 −0.14

B3LYP-D3a − −0.11 − −0.15

a The results for the NO2–(5,5) CNT system using B3LYP-D3 are not shown due to convergence

problems.
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Table B.3.: Partial Mulliken and Löwdin charges (in unit charges) of DAE

molecules on a metallic (5,5) CNT using a periodic-boundary code and a trun-

cated approach (Basis set: def-TZVP) with two different tube lengths (short:

19 Å and long: 36 Å). The thiophene groups are oriented either parallel (‖) or

perpendicular (⊥) to the nanotube axis.

6H 5H 6F 5F

Method Functional o c o c o c o c

Mulliken

Short ‖ BP86-D3(BJ) 0.00 0.04 0.02 0.04 −0.02 0.00 0.12 0.00

⊥ BP86-D3(BJ) 0.01 0.05 0.03 0.03 −0.01 0.01 0.09 0.03

Long ‖ BP86-D3(BJ) 0.00 0.03 0.03 0.04 −0.02 0.01 0.00 0.00

Löwdin

PB ‖ PBE 1.28 1.24 1.22 1.18 1.58 1.51 1.44 1.38

‖ PBE-D2 1.19 1.39 1.28 1.32 1.64 1.57 1.49 1.44

⊥a PBE-D2 1.20 1.34 − 1.27 1.64 1.57 − 1.51

Short ‖ BP86-D3(BJ) 0.12 0.12 0.13 0.12 0.12 0.11 0.30 0.10

⊥ BP86-D3(BJ) 0.12 0.13 0.13 0.11 0.12 0.05 0.31 0.11

Long ‖ BP86-D3(BJ) 0.14 0.13 0.13 0.12 0.13 0.12 0.14 0.10

a The results for (o)-5H and (c)-5F with perpendicular orientation could not be obtained

due to convergence problems.
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Electrostatic potentials

Figure B.11.: Total electrostatic potential of a NH3 and a NO2 molecule on a

metallic (5,5) CNT (left) and a semi-conducting (8,0) CNT (right) using a periodic

boundary code (PAW-PBE-D2). Sliced perpendicular to the nanotube axis and

passing through the adsorbate. The contour value is 0.00 to 0.05 au.

Figure B.12.: Total electrostatic potential of a NH3 and a NO2 molecule on a

metallic (5,5) CNT (left) and a semi-conducting (8,0) CNT (right) using a short

truncated model (PBE-D2/def-TZVP). Sliced perpendicular to the nanotube axis

and passing through the adsorbate. The contour value is 0.00 to 0.05 au.
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Figure B.13.: Total electrostatic potential of DAE molecules on a metallic (5,5)

CNT using a short truncated model (BP86-D3(BJ)/def-TZVP). The thiophene

units are oriented parallel to the nanotube axis. The contour value is 0.01 to

0.05 au.
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Density of states

Figure B.14.: Upper panel: Total DOS plots for a metallic (5,5) and a semicon-

ducting (8,0) carbon nanotube depending on the number of k points in z-dimension

Mz = 16, 32, 48, 64, 114. Lower panel: p contributions of the projected DOS using

114 k points along the tube axis (s contributions are neglected). The unit cell of

a pristine semiconducting (8,0) consists 25× 25× 4.44 Å3 (32 atoms) or a metallic

(5,5) 25× 25× 2.48 Å3 (20 atoms) carbon nanotube. Settings: PAW-PBE-D2. The

vertical dotted line marks the Fermi energy EF.

In the upper panel of Figure B.14, the total densities of states (DOS) for a metal-

lic (5,5) and a semiconducting (8,0) CNT using different numbers of k points in

z-dimension, Mz = 16, 32, 48, 64, 114 (and the tetrahedron method for Mz = 114),

are plotted against the energy. The projected DOS (PDOS) are plotted in the

lower panel of Figure B.14 for a metallic (5,5) and semiconducting (8,0) CNT, re-

spectively. Since the PDOS is determined by the p contributions, the s contributions

are neglected.

Using a low number of k points results in a DOS equal to zero even for a metallic

CNT, which would lead to an artificial band gap near the Fermi energy. The DOS

starts to oscillate around the expected one upon increasing the number of k points,

leading to accurate results with a number of k points of Mz = 114. For a (5,5)
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metallic CNT, the density of states at the Fermi energy is constant as a function of

energy, while there is a energy gap for a (8,0) semiconducting CNT. The DOS for

both nanotubes show van Hove singularities of one-dimensional systems.

Figure B.15.: Density of states (DOS) of a semi-conducting (8,0) CNT (upper

panel) and a metallic (5,5) CNT (lower panel) functionalized with NO2 (left) and

with NH3 (right) compared with a pristine nanotube (middle) using the PB model

(PAW-PBE-D2, tetrahedron method). A higher value of k points in z-dimension is

used for the pure nanotube (Mz = 114) in comparison to the functionalized tubes

(Mz = 16). The vertical dotted (red) line marks the Fermi energy EF.

To further elucidate the changes in the electronic structure due to gas adsorption,

analyses of the density of states (DOS) were performed using the PB model. DOS

diagrams of a (5,5) CNT and a (8,0) CNT before and after the gas adsorption are

shown in Figure B.15. For NH3 adsorption, there is no hybridization, and only

little interaction between orbitals of the gas molecule and the CNT is visible. Thus,

the charge transfer to the nanotube is expected to be negligible. It is important

to note that lower values of k points in z-dimension are used for the functionalized

nanotubes (Mz = 16) in comparison to the pure tubes (Mz = 114), as the unit cell

is smaller in that direction for the latter. Therefore, artificial fluctuations in the

DOS at the Fermi energy (vertical dotted line) occur. The left pannel of Figure B.15

shows that an additional peak around the Fermi energy appears for “spin-down”

electrons in the NO2 case. This state is missing for the “spin-up” electrons. The

lowest unoccupied molecular orbital (LUMO) is energetically close to the Fermi

level of the pristine carbon nanotube. This indicates a large charge transfer from

the nanotube to the NO2 molecule.

144



B.4. Additional data on noncovalent functionalization of CNTs

Band structures

Figure B.16.: Electronic band structures of a semi-conducting (8,0) (left) and a

metallic (5,5) (right) CNT functionalized with NO2 and with NH3 compared with

the pristine nanotubes using the PB model (PAW-PBE-D2). The dotted line marks

the Fermi energy EF.
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Molecular orbital diagram
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Figure B.17.: Calculated molecular orbital (MO) diagrams for isolated

subsystems:NH3, NO2, (5,5) and (8,0) single-walled CNTs using PBE-D2/def-

TZVP (upper panel) and B3LYP-D3(BJ)/def-TZVP (lower panel).
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Figure B.18.: Enlarged section from Fig. B.17 for truncated (5,5) and (8,0) single

walled CNTs of different length using PBE-D2/def-TZVP (left panel) and B3LYP-

D3(BJ)/def-TZVP (right panel).
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C. List of notations

A acceptor. 103

a vector along the carbon nanotube axis. 57

c circumferential (“chiral”) vector. 57

χd,a nuclear states of donor and acceptor state. 97

C coefficient. 16

d diameter. 58

d distance. 34, 53

D donor. 103

e unit charge. 9

Ea adsorption energy. 81

Eee electron–electron interaction energy. 10

E0 ground state energy. 10

E energy eigenvalue. 9

EF Fermi energy. 11, 12, 21

Egap HOMO-LUMO energy gap. 46

εχd
, εχa nuclear energies of donor and acceptor state. 98

ε level energy, molecular orbital energy. 25

η decay rate. 17

Exc exchange–correlation functional. 10

f Fermi–Dirac distribution. 21

FHK Hohenberg–Kohn functional. 10
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F fragment. 66

F thermally averaged Franck Condon weighted density of nuclear states. 98

G conductance. 12

G0 conductance quantum. 13

Γ Gamma point. 59

Γ level broadening. 18

G Greens function. 19

gK Greens function of the electrode K. 29

h Planck constant. 13, 102

Ĥ Hamiltonian. 9, 16

Ĥe electronic Hamiltonian. 9

~ reduced Planck constant. 16

I electric current. 12

IDS drain–source voltage. 88

J classical contribution to the potential energy. 10

J flux. 20

K K point. 59

kB Boltzmann constant. 21, 98

k0D decay rate of the excited donor state. 104

k force constant. 35

kET electron transfer rate constant. 101

kXT energy transfer rate constant. 104

Λ level shifting. 18

Eλ reorganization energy. 99

L left electrode. 15
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me mass of an electron. 9

µ dipole vector. 63

µc charge transfer contribution to the dipole moment. 64

µ magnitude of dipole moment. 50

µp polarization contribution to the dipole moment. 64

n barrier state. 18

NA electron population of atom A. 64

∇2 Laplace operator dependent on the three spatial coordinates. 9

ν̃ vibrational wavenumber. 46

P Boltzmann distribution. 97

PP Chauchy principal part. 18

Ψ wave function. 9, 16

q partial charge. 53

q(A|B) bond charge (charge transfer from atom A to atom B). 64

q quantization. 58

R0 Förster radius. 104

R residual group(s). 66

ρ charge density. 10

R right electrode. 15

S overlap matrix. 28

Σ self energy. 18

t coupling between molecular levels. 25

T temperature. 99

θ angle. 53

T̂ kinetic energy. 9

Tr trace. 21
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T transmission function. 12, 13

T transmission matrix. 27

TAB local transmission for electrons between atomic centers A and B. 30

TS kinetic energy of the non-interacting fermions. 10

V̂ coupling matrix. 103

V bias voltage. 12

Ṽd,a effective coupling. 101

VDS drain–source current. 88

V̂ee Coulomb interation between electrons. 9

Vg gate voltage. 88

V̂Ne Coulomb interation between electron and nuclei. 9

∆Vth threshold voltage. 88

X nuclear coordinate. 63

Xc bond critical point. 65

Xr internal reference point. 66

Z nuclear charge. 63
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D. List of abbreviations

5F 1,2-bis(5-chloro-2-methylthien-3-yl)perfluorocyclopentene. 88, 89

5H 1,2-bis(5-chloro-2-methylthien-3-yl)cyclopentene. 88, 89

6H 1,2-bis(5-chloro-2-methylthien-3-yl)cyclohexene. 88, 89

AFM atomic force microscope. 2, 31, 33, 48–50, 53, 54

AIM atoms in molecules. 14, 50, 53, 62, 65, 85, 90

BCPs bond critical points. 64, 65

BDT 1,4-benzenedithiol. 31, 32

BOA Born–Oppenheimer approximation. 9

CCP cage critical point. 64

CNT carbon nanotube. 57, 58, 60, 79, 83, 85–87, 90, 93

CNTFET carbon nanotube field-effect transistor. 88

CP critical point. 65

Cp cyclopentadienyl. 44, 46, 49

DAE diarylethene. 6, 86–91, 93, 95

DBA Donor-Bridge-Acceptor. 97, 100, 102, 105

DFT density functional theory. 9, 10, 13, 14, 31, 32, 35, 55, 63

DFT-MD density functional theory-based molecular dynamics. 8

DOS density of states. 58

FRET fluorescence resonance energy transfer. 107

G09 Gaussian 09. 115, 118
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GGA generalized gradient approximation. 11

GMH generalized Mulliken–Hush. 99

HF Hartree–Fock. 11

HOMO highest occupied molecular orbital. 5, 11, 12, 28, 35, 39

HS high-spin. 44–47

IR infrared. 48

IRPs internal reference points. 65

LDA local density approximation. 11

LDOS local density of states. 29

LS low-spin. 44–47

LUMO lowest unoccupied molecular orbital. 5, 11, 12, 28, 35, 39

MCBJ mechanically controllable break junction. 2, 4, 37

MD molecular dynamics. 8, 32, 54, 109

MO molecular orbital. 35, 45

NEGF non-equilibrium Green’s function. 9

PB periodic-boundary. 51, 80, 84, 85, 89

PES potential energy surface. 35

Por-TATA Zn-porphyrin-triazatriangulenium. 33–37, 41, 54, 55, 122

QD quantum dot. 105, 107

QDs quantum dots. 97

QE Quantum Espresso. 115, 117

RCPs ring critical points. 64

RI resolution-of-the-identity. 116

SCF self-consistent field. 85, 99
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SCO spin crossover. 7, 44

STM scanning tunnelling microscope. 2, 4, 7, 31, 33–35, 42, 55

STM-BJ STM-based break junction. 4

TATA triazatriangulenium. 32–35, 37, 41, 42, 54, 121

TDSE time-dependent Schrödinger equation. 16, 20

TM Turbomole. 115, 117

TOTA trioxotriangulenium. 42, 43, 55

WBL wide-band-limit. 23, 29
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[249] D. Krüger, R. Rousseau, H. Fuchs, and D. Marx. Towards ”Mechanochem-

istry”: Mechanically Induced Isomerizations of Thiolate–Gold Clusters.

Angew. Chem. Int. Ed., 42(20) (2003) 2251–2253.

[250] B. M. Szyja, H. C. Nguyen, D. Kosov, and N. L. Doltsinis. Conformation-

dependent conductance through a molecular break junction. J. Mol. Model.,

19(10) (2013) 4173–4180.

[251] N. Sergueev, L. Tsetseris, K. Varga, and S. Pantelides. Configuration and con-

ductance evolution of benzene-dithiol molecular junctions under elongation.

Phys. Rev. B, 82 (2010) 073106.

[252] R. B. Pontes, A. Reily Rocha, S. Sanvito, A. Fazzio, and A. J. Roque da

Silva. Ab Initio Calculations of Structural Evolution and Conductance of

Benzene-1,4-dithiol on Gold Leads. ACS Nano, 5(2) (2011) 795–804. PMID:

21226481.

[253] Y. Ie, T. Hirose, H. Nakamura, M. Kiguchi, N. Takagi, M. Kawai, and Y. Aso.

Nature of Electron Transport by Pyridine-Based Tripodal Anchors: Potential

for Robust and Conductive Single-Molecule Junctions with Gold Electrodes.

J. Am. Chem Soc., 133(9) (2011) 3014–3022. PMID: 21309569.

[254] T. Hirose, Y. Ie, and Y. Aso. Synthesis of Tripodal-anchor Units Having

Pyridine or Amine Functional Groups and Their Adsorption Behavior on

Metal Electrodes. Chem. Lett., 40(2) (2011) 204–205.
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187

http://dx.doi.org/10.1021/jp0219855
http://dx.doi.org/10.1021/jp0219855
http://dx.doi.org/10.1021/jp0219855
http://dx.doi.org/10.1021/om1004385
http://dx.doi.org/10.1021/om1004385
http://dx.doi.org/10.1021/om1004385
http://dx.doi.org/10.1021/cr960083v
http://dx.doi.org/10.1021/om050307c
http://dx.doi.org/10.1021/om050307c
http://dx.doi.org/10.1021/om050307c
http://dx.doi.org/10.1021/om050307c
http://dx.doi.org/10.1021/jp105532n
http://dx.doi.org/10.1021/jp105532n
http://dx.doi.org/10.1021/jp105532n
http://dx.doi.org/10.1103/physrevlett.98.197202
http://dx.doi.org/10.1103/physrevlett.98.197202
http://dx.doi.org/10.1103/physrevlett.100.117207
http://dx.doi.org/10.1103/physrevlett.100.117207
http://dx.doi.org/10.1021/ja7100246
http://dx.doi.org/10.1021/ja7100246
http://dx.doi.org/10.1021/ja7100246
http://dx.doi.org/10.1103/physrevb.85.085413
http://dx.doi.org/10.1103/physrevb.85.085413
http://dx.doi.org/10.1103/physrevb.85.085413
http://dx.doi.org/10.1021/ja054751i
http://dx.doi.org/10.1021/ja054751i
http://dx.doi.org/10.1021/ja054751i
http://dx.doi.org/10.1088/0957-4484/18/49/495402
http://dx.doi.org/10.1088/0957-4484/18/49/495402
http://dx.doi.org/10.1088/0957-4484/18/49/495402


Appendix G. Bibliography

terplay of structure and spin–orbit strength in the magnetism of metalbenzene

sandwiches: from single molecules to infinite wires. Nanotechnology, 18(49)

(2007) 495402.

[327] L. Shen, S.-W. Yang, M.-F. Ng, V. Ligatchev, L. Zhou, and Y. Feng. Charge-

Transfer-Based Mechanism for Half-Metallicity and Ferromagnetism in one-

Dimensional Organometallic Sandwich Molecular Wires. J. Am. Chem Soc.,

130(42) (2008) 13956–13960.

[328] M. L. Hays, D. J. Burkey, J. S. Overby, T. P. Hanusa, S. P. Sellers, G. T. Yee,

and V. G. Young. Steric Influence on the Structure, Magnetic Properties,

and Reactivity of Hexa- and Octaisopropylmanganocene. Organometallics,

17(25) (1998) 5521–5527.

[329] A. Haaland. The molecular structure of high-spin manganocene, (n-

C5H5)2Mn, by gas phase electron diffraction: a rerefinement. Inorganic and

Nuclear Chemistry Letters, 15(5-6) (1979) 267–269.

[330] D. P. Freyberg, J. L. Robbins, K. N. Raymond, and J. C. Smart. Crys-

tal and molecular structures of decamethylmanganocene and decamethylfer-

rocene. Static Jahn-Teller distortion in a metallocene. J. Am. Chem Soc.,

101(4) (1979) 892–897.

[331] O. Salomon, M. Reiher, and B. A. Hess. Assertion and validation of the

performance of the B3LYP∗ functional for the first transition metal row and

the G2 test set. J. Chem. Phys., 117(10) (2002) 4729.

[332] M. Swart, A. R. Groenhof, A. W. Ehlers, and K. Lammertsma. Validation

of Exchange-Correlation Functionals for Spin States of Iron Complexes. J.

Phys. Chem. A, 108(25) (2004) 5479–5483.
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A. Hellweg, B. Helmich, S. Höfener, H. Horn, C. Huber, U. Huniar, M. Kat-
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[552] F. Biegler-König and J. Schönbohm. Update of the AIM2000-Program for

atoms in molecules. J. Comp. Chem., 23(15) (2002) 1489–1494.

[553] J. C. O. Alba. Xaim–A graphical user interface to programs that can perform

the Bader analysis, 2015.

[554] M. Kohout. DGrid 4.6 – A program for the generation of property values on

an equidistant grid and the analysis of those gridded fields, inclusive the basin

search. http://www.cpfs.mpg.de/ kohout/dgrid.html, 2014.

[555] A. Volkov, P. Macchi, L. J. Farrugia, C. Gatti, P. Mallinson, T. Richter, and

T. Koritsanszky. XD2006 - a computer program for multipole refinement,

topological analysis of charge densities and evaluation of intermolecular ener-

gies from experimental or theoretical structure factors, 2006; available from

http://xd.chem.buffalo.edu/.

[556] T. Verstraelen, S. Vandenbrande, M. Chan, F. H. Zadeh,
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