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Abstract 

The activity of voltage-gated ion channels is instrumental in governing neuronal 

excitability and network activity patterns in the central nervous system (CNS). 

Developing neuronal networks undergo dramatic changes in the composition of voltage-

gated ion channels in order to orchestrate the maturation of functional connectivity and 

are especially vulnerable to abnormal activity. Any perturbation in the function or 

expression pattern of voltage-gated ion channels that occurs during development can 

therefore potentially impair maturation of neuronal networks and result in abnormal 

brain activity and behavior.    

Unlike the majority of voltage-gated channels, hyperpolarization-activated cyclic 

nucleotide-gated (HCN) channels are unique in their activation upon hyperpolarized 

potentials close to the resting membrane potential. Activated HCN channels conduct a 

depolarizing mixed Na+/K+ current – I(h), which critically influences the neuron’s 

membrane potential, input resistance, and integrative properties. Accordingly, I(h) 

contributes to a wide range of physiological phenomena; such as pacemaker activity, 

dendritic integration, plasticity mechanisms and information processing underlying 

learning and memory, resonant and oscillatory behavior of single neurons and neuronal 

networks, complex behavior, and disease. Furthermore, a growing body of evidence is 

indicating that I(h) plays a significant role in neuronal development. The functional 

diversity of I(h) is met by four HCN channel subunits (HCN1-4) that form homo- or 

heterotetrameric HCN1-4 channels with individual expression patterns, gating properties, 

and regulation by cyclic nucleotides and auxiliary subunits. Consequently, currents 

yielded by HCN1-4 channels are functionally diverse. Commonly used mouse models 

for studying I(h) are usually targeted to a specific HCN channel subunit, but no models 

are yet available that are designed to restrict I(h) deficiency to specific developmental 

stages.  

This study was aimed at investigating the physiological roles of HCN subunit-mediated 

currents, independent of the endogenous subunit composition, with specific focus on the 

functional roles of I(h) in early postnatal development. To this end, two mouse models 

with conditional loss of I(h) restricted to forebrain projection neurons or cerebellar 
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Purkinje neurons were characterized. I(h) was functionally ablated through expression of  

a non-conducting, i.e. dominant-negative, HCN channel subunit (HCN-DN).  

Functional I(h) ablation caused intrinsic neuronal hyperexcitability in vitro that resulted 

in network hypoexcitability in immature and mature neuronal networks in vivo. I(h) 

attenuation was accompanied by behavioral hyperactivity, mild cognitive deficits, gait 

abnormalities and motor dysfunction. Of note, the behavioral phenotype observed was 

critically dependent on I(h) during early postnatal development because loss of I(h) at 

more mature stages had only mild effects. 
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1. Introduction 

1.1.  Hyperpolarization-activated cyclic nucleotide-gated cation 

channels 

I(h) was originally observed in cat motor neurons (Araki et al., 1961; Ito and Oshima, 

1965), and first described in rod photoreceptors as a Cs+-sensitive, depolarizing, inward 

current activated upon hyperpolarization (Bader et al., 1979), later termed I(h) 

(Yanagihara and Irisawa, 1980). Around the same time, sinoatrial node cells (Noma and 

Irisawa, 1976) and Purkinje fibers of the mammalian heart were found to express a 

similar cation current that conducts both, Na+ and K+ ions, and was termed funny 

current, or I(f) (Barbuti et al., 2007). The first equivalent of I(h) in the central nervous 

system (CNS) was recorded in hippocampal pyramidal neurons and termed queer current 

(I(q)) (Halliwell and Adams, 1982). Since their initial discovery 55 years ago, HCN 

channels have been extensively studied in the heart and CNS. By driving a depolarizing 

Na+ current upon activation at hyperpolarized potentials that drives the membrane 

voltage toward the action potential firing threshold, I(h) critically determines the basic 

biophysical properties which control neuronal excitability, i.e. the neuron’s resting 

membrane potential and input resistance. Accordingly, I(h) contributes to a wide range 

of physiological phenomena; such as pacemaker activity, dendritic integration, plasticity 

mechanisms and information processing underlying learning and memory, resonant and 

oscillatory behavior of single neurons and neuronal networks, as well as complex 

behavior, and disease (as reviewed in (Pape, 1996; Robinson and Siegelbaum, 2003; Biel 

et al., 2009; DiFrancesco and DiFrancesco, 2015)).  

1.1.1. HCN channel-mediated currents – I(h) 

The HCN channel-mediated current is a mixed Na+ and K+ current, and unlike the 

majority of other voltage-gated channels, HCN channels activate upon hyperpolarized 

potentials negative to resting membrane potentials of –50 to –60 mV. The ratio of K+ to 

Na+ permeability is (3-5):1, yielding reversal potentials between –25 and –40 mV. 

Consequently, I(h) activated at hyperpolarized potentials is driven by a depolarizing 
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inward Na+ current (Fig. 1-1 A). Under current clamp conditions, activation of I(h) with 

negative current injections is typically reflected by a depolarizing sag in the voltage 

response of the membrane that brings it back towards resting membrane potential, and 

often, at the end of the current pulse rebound depolarization that is driven by the 

remaining Na+ influx before HCN channels deactivate can be observed (Fig. 1-1 B). 

When rebound depolarization does not exceed the action potential firing threshold, 

deactivation of HCN channels (and concomitant activation of potassium currents) at 

depolarized potentials brings the membrane back to resting potential. In dynamic 

interaction with other ion channels, I(h) greatly determines the stability of a neuron’s 

resting membrane potential (RMP) (Robinson and Siegelbaum, 2003). By being active at 

subthreshold levels (i.e., at potentials between RMP and firing threshold), I(h) acts like a 

leak current and reduces a neuron’s input resistance. The current activation and 

deactivation kinetics range from milliseconds to seconds with half-maximally activated 

currents at voltages between –60 and –90 mV (V1/2). Current responses to 

hyperpolarizing voltages can be described by a sigmoidal curve (Fig. 1-1 C), and are 

significantly modulated by intracellular cyclic adenosine monophosphate (cAMP). 

Elevated cAMP levels facilitate I(h) activation by shifting the voltage dependence to 

more positive potentials (by 10 mV and more), and accordingly a decrease in 

intracellular cAMP reduces current activation by shifting the activation curve to more 

negative values (Accili et al., 2002; Robinson and Siegelbaum, 2003). I(h) can be 

blocked by low concentrations of external Cs+ and various organic compounds, including 

anesthetics (Chen et al., 2005a, 2005b) or ZD7288 (Gasparini and DiFrancesco, 1997), 

and the heart-rate reducing agents ivabradine (Bois et al., 1996) and zatebradine 

(DiFrancesco, 1994). Pharmacological upregulation of I(h) is achieved using the 

anticonvulsant drug lamotrigine (Poolos et al., 2002). 
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1.1.2. HCN channel family and regulation 

The HCN channels belong to the superfamily of voltage-gated K+ channels and are 

encoded by four mammalian genes, HCN1-4 (Santoro et al., 1997, 1998; Ludwig et al., 

1998, 1999; Seifert et al., 1999). Each isoform consists of six transmembrane segments 

(S1 to S6) with a positively charged voltage sensor in S4, and a pore-forming P region 

containing the glycine-tyrosine-glycine (GYG) motif responsible for K+ selectivity, 

which is located between S5 and S6 (Macri et al., 2012). The cytoplasmic carboxy 

terminus harbors the cyclic nucleotide-binding domain (CNBD), which mediates the 

channel’s responsiveness to cAMP. HCN1-4 subunits assemble into homo- or 

heteromeric tetramers (Xue et al., 2002) with subunit-specific voltage-dependence of 

activation, current kinetics, and regulation by cAMP (Fig. 1-2) (Wahl-Schott and Biel, 

2009). The HCN1 channel isoform activates at the most depolarized membrane 

potentials (V1/2 of –70 mV) with the fastest kinetics (100-300 milliseconds) and the 

lowest response to cAMP (shift in V1/2 by about 2-4 mV); HCN2 to HCN4 channel 

isoforms gradually exhibit more hyperpolarized activation potentials (V1/2 between –80 

and –100 mV) and slower kinetics (2.5-10 seconds), and HCN2 and HCN4 channels 

show the highest cAMP-mediated facilitation of I(h) activation by shifting the voltage-

dependence to more positive potentials (up to 10 mV and more). HCN3 channels are not 

regulated by cAMP (Santoro et al., 1998; Ludwig et al., 1999; Altomare et al., 2001; 

Chen et al., 2001; Moosmang et al., 2001; Stieber et al., 2005). The extent to which the 

binding of cAMP to HCN channels modulates their gating properties was shown to be 

dependent on the efficacy of CNBD-mediated inhibition (i.e., gating is shifted to more 

negative potentials), which varies among isoforms (Wainger et al., 2001). Besides the 

modulation by cyclic nucleotides, HCN channels are influenced by many more factors 

(as reviewed in (He et al., 2014)), including: i) small molecules (phosphatidylinositol-4, 

5-bisphosphate (PIP2), acidic lipids, intracellular protons (pH)), ii) protein kinases 

(serine/threonine kinases, PKA and PKC, Ca2+/calmodulin-dependent protein kinase II 

(CAMKII)), and iii) auxiliary proteins (tetratricopeptide repeat-containing Rab8b 

interacting protein (TRIP8b), scaffolding proteins, min-K related protein (MiRP1)), and 

vi) a repertoire of neurotransmitters (acetylcholine, glutamate, serotonin, dopamine, 

norepinephrine), glutamate, nitric oxide, and neuropeptides. For example, TRIP8b 

targets HCN1 and HCN2 channels to distal dendrites of hippocampal and cortical 

neurons (Lewis et al., 2011; Huang et al., 2012), and regulates HCN channel gating and 

kinetics (Lewis et al., 2009; Santoro et al., 2009). 
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(Moosmang et al., 1999; Santoro et al., 2000). HCN3 can only be detected at very low 

levels, but is mostly found in the olfactory bulb and hypothalamus (Moosmang et al., 

1999). HCN4 is selectively expressed in thalamic nuclei, distinct basal ganglia 

populations, and olfactory bulb (Moosmang et al., 1999; Santoro et al., 2000; Chan et al., 

2004).  

Within one cell, I(h) expression also varies depending on the subcellular localization. For 

example, in neocortical layer 5 pyramidal neurons (Stuart and Spruston, 1998; Lörincz et 

al., 2002) and hippocampal CA1 pyramidal neurons (Magee, 1998),  I(h) is expressed in 

a somatodendritic density gradient, with current density increasing with distance from 

the soma. In contrast, interneurons of the medial septum, hippocampus, and cerebellum 

were shown to preferentially express HCN channels at the soma or axon terminals 

(Maccaferri and McBain, 1996; Luján et al., 2005; Aponte et al., 2006; Bender et al., 

2007; Brewster et al., 2007). In cases in which HCN channel isoforms overlap in their 

expression pattern, e.g. HCN1 and HCN2 channels in pyramidal neurons of the 

neocortex and hippocampus, the resulting I(h) may be mediated either by separate 

homomeric channels formed by HCN1 and HCN2, or by heteromultimeric channels (He 

et al., 2014). This further adds to the variance in I(h). Evidence for heteromerization of 

HCN channel isoforms first came from studies in heterologous expression systems, 

including Xenopus laevis oocytes (Chen et al., 2001; Ulens and Tytgat, 2001) and human 

embryonic kidney (HEK) cells (Much et al., 2003). Coexpression of the HCN1 and 

HCN2 subunits in oocytes has been reported to yield currents with intermediate features 

to those expressed by HCN1 or HCN2 homomeric channels alone (Chen et al., 2001; 

Ulens and Tytgat, 2001). Of note, each subunit may exert specific dominant effects on 

the voltage dependence of activation and on the regulation of channel gating by cAMP of 

heteromeric channels (Accili et al., 2002). For example, HCN1 and HCN2 heteromers 

were shown to have HCN1-like activation potentials and HCN2-like regulation by 

cAMP (Chen et al., 2001; Ulens and Tytgat, 2001). HCN1 and HCN2 channels were co-

immunoprecipitated from whole mouse brain lysates (Much et al., 2003), as well as from 

lysates of subdissected hippocampal CA1 area (Lewis et al., 2011). Finally, pathological 

brain states were shown to induce heteromerization of HCN channels, as shown for 

HCN1 and HCN2 channels in rat hippocampus when developmental seizures were 

induced (Brewster et al., 2005).  
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Another contributor to the high variance is development. The HCN subunit expression 

changes during embryonic and postnatal development, with immature stages 

characterized by slow I(h) and mature stages by prominent fast currents. The postnatal 

developmental expression profile of HCN channels has been studied in substantia nigra 

(Washio et al., 1999), hippocampus (Bender et al., 2001), and olfactory sensory cortex 

(Sciancalepore and Constanti, 1998), and can differ in terms of age of onset of 

expression, density, and subunit composition of HCN channels. Inthe mouse 

hippocampus, for instance, the HCN channel expression patterns evolve in the first three 

postnatal weeks before reaching mature states, and are differently regulated in CA1, 

CA3, and dentate gyrus (DG) pyramidal neurons and interneurons (Bender et al., 2001; 

Brewster et al., 2007). In CA1 pyramidal neurons, an increase in HCN1 expression is 

accompanied by downregulation of the HCN4 subunit. Although HCN2 levels stay 

relatively constant, their subcellular localization changes from somatic to dendritic 

during the developmental period. In CA3, HCN2 and HCN4 were shown to increase 

with age, whereas HCN1 channels disappear. Lastly, HCN1 and HCN2 protein levels in 

DG increased with age, whereas HCN4 levels did not change much during the 

developmental period. Additionally, pyramidal neurons precede interneurons in HCN 

channel expression, and it was found that interneurons in hippocampal layers CA1 and 

CA3 precede interneurons in the DG at the onset of HCN channel expression (Bender et 

al., 2001; Brewster et al., 2007). 

As described above, HCN channel-mediated currents are highly versatile. Depending on 

subunit composition, subcellular localization, maturational state, and on the respective 

environment, I(h) exerts various heterogeneous physiological roles that influence a 

neuron’s excitability and communication within a network.  

1.2.  Physiological roles of I(h)  

1.2.1. From excitability to behavior 

The stabilizing and depolarizing effects of I(h) on the membrane potential endows it with 

its most prominent role as a pacemaker current, I(f), in sinoatrial node cells and Purkinje 

fibers in the heart (Barbuti et al., 2007); and in thalamocortical relay neurons 

(McCormick and Pape, 1990), brainstem inferior olive neurons (Bal and McCormick, 
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1997), substantia nigra dopaminergic neurons (Franz et al., 2000; Neuhoff et al., 2002), 

or hippocampal interneurons located in stratum oriens of CA1 (Maccaferri and McBain, 

1996) in the CNS.  

In spontaneously active cells, I(h) stabilizes the resting membrane potential to promote 

ongoing firing activity, such as in cerebellar Purkinje neurons (Raman and Bean, 1999), 

and hippocampal interneurons in stratum lacunosum moleculare (Chapman and Lacaille, 

1999). Cerebellar Purkinje neurons, for instance, usually fire tonically at high 

frequencies, but when I(h) was blocked, their activity was shown to switch between high 

firing episodes and states of relative silence (Williams et al., 2002). These findings 

demonstrate the important function of I(h) by limiting the extent of membrane 

hyperpolarization brought about by inhibitory postsynaptic potentials (IPSPs) in order to 

keep the membrane close to firing threshold (Robinson and Siegelbaum, 2003). The 

ability to maintain persistent spiking in cerebellar Purkinje neurons and, concomitantly, 

their integrative properties associates HCN channel-mediated currents with a role in 

motor learning (Nolan et al., 2003). The authors showed that a general Hcn1 deletion 

impairs learning of coordinated movements, whereas mice with forebrain-restricted 

Hcn1-/- had normal motor performance. Similar deficits in the expression of motor 

functions were also observed in Hcn2ap/ap and TRIP8b-/- mice (Chung et al., 2009; Lewis 

et al., 2011). In addition, I(h) is implied to play a role in working memory by a 

mechanism not yet fully resolved but shown to be orchestrated by the interaction of 

HCN1 channel-mediated currents, cAMP, and alpha2-adrenergic receptors (Wang et al., 

2007; Barth et al., 2008; Thuault et al., 2013).  

In neurons that are not spontaneously active, I(h) critically contributes to the dendritic 

integration of incoming excitatory postsynaptic potentials (EPSPs) (Magee, 1998, 1999). 

Active I(h) at subthreshold hyperpolarized levels reduces the input resistance and thus 

affects the summation of local dendritic EPSPs. As a result, I(h) exerts a shunting effect 

on EPSP summation that increases with current density (Magee, 1999). This led to the 

assumption that I(h) constrains hippocampus-dependent learning and memory, since 

mice with a forebrain-restricted Hcn1 deletion exhibited a better performance in the 

hippocampus-dependent water maze task (Nolan et al., 2005). I(h) suppression in CA1 

pyramidal neurons was shown to increase long term potentiation (LTP) at perforant path 

synapses on CA1 stratum lacunosum moleculare, but not Schaffer collateral input to 

stratum radiatum (Nolan et al., 2005). Facilitation of LTP is thought to be a result of the 
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hyperpolarized membrane potential upon Hcn1 deletion, which decreases the steady-

state inactivation of T- and N-type voltage-gated calcium channels, leading to elevated 

calcium spikes and LTP induction upon depolarizing inputs (Tsay et al., 2007). 

Furthermore, presynaptic HCN channels may influence information processing, since 

they regulate glutamate release on entorhinal cortex layer 3 pyramidal neurons by 

suppressing voltage-gated calcium channel activity (Huang et al., 2011). Besides, HCN 

channels influence the size and stability of the firing fields of place cells of the 

hippocampus and grid cells of the entorhinal cortex, which encode the spatial location of 

an animal and thereby contribute to spatial learning and memory (Giocomo et al., 2011; 

Hussaini et al., 2011). 

In addition to influencing the firing behavior of a neuron, I(h) also contributes to 

subthreshold membrane potential oscillations, and to the oscillatory activity of neuronal 

networks (Nolan et al., 2007; Giocomo and Hasselmo, 2009). The basis for network 

oscillations is provided by intrinsic resonant properties of the neuron’s membrane 

potential, which is known to be determined by I(h) (Pike et al., 2000; Hu et al., 2002) 

and other active membrane conductances, such as Kv7 channels (Peters et al., 2005). In 

CA1 pyramidal neurons, I(h) mediates theta resonance at hyperpolarized potentials (Hu 

et al., 2002), and resonance frequency correlates with current density (Narayanan and 

Johnston, 2007). Entorhinal cortex stellate neurons also show a clear resonant peak at 

theta frequency, which is shifted to lower values (< 4 Hz) in the absence of HCN1 

channel-mediated currents (Nolan et al., 2007). At the network level, theta oscillations 

are a prominent feature of the hippocampal and entorhinal cortex activity patterns 

(Chrobak, 2000; Buzsáki, 2002; Buzsáki and Draguhn, 2004). It has repeatedly been 

shown that suppression of HCN1 channel-mediated currents increases the power of theta 

oscillations in hippocampal CA1 pyramidal neurons (Nolan et al., 2005; Hussaini et al., 

2011). In the entorhinal cortex, theta oscillations exhibit a frequency gradient along the 

dorsal to ventral axis that is disrupted in mice with a global Hcn1 deletion (Giocomo and 

Hasselmo, 2008, 2009), indicating a contribution of HCN channels to the theta gradient. 

Considering that theta oscillations are involved in memory functions, I(h)-mediated 

changes in frequency or power of theta can also affect learning and memory mechanisms 

(Buzsáki, 2005; Buzsáki and Moser, 2013).  
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1.2.2. HCN channel dysfunction is associated with disease 

I(h) mediated by HCN4 channels is crucial for pacemaking: global or cardiomyocyte-

restricted Hcn4 deletion is embryonically lethal due to the lack of pacemaking potentials 

in the developing sinoatrial node (SAN) (Stieber et al., 2003). Mice with a global 

deletion of Hcn2 are viable, but have cardiac sinoatrial dysrhythmia (Ludwig et al., 

2003). In humans, dysfunction of HCN4 channels is linked to sinus node dysfunction 

(Schulze-Bahr et al., 2003; Milanesi et al., 2006). I(h) has been intensely studied in 

association with epilepsy, one of the most common neurological disorder that affects 

approximately 3% of the general population (Aylward, 2008). Several findings in human 

epileptic patients demonstrate a contribution of I(h) to the pathophysiology of epilepsy. 

A direct link between HCN channel dysfunction and epilepsy was found very recently in 

human patients with early infantile epileptic encephalopathy (EIEE), revealing de novo 

mutations in HCN1 (Nava et al., 2014a). Patients with generalized idiopathic epilepsy 

(IGE) were found to have functional variants of the HCN1 and/or HCN2 (Tang et al., 

2008; Dibbens et al., 2010; Difrancesco et al., 2011). In addition, the HCN1 channel 

subunit has been shown to be upregulated in patients with temporal lobe epilepsy (TLE) 

(Bender et al., 2003). In the last years, studies in rodent models have shed light on the 

potential mechanisms by which altered HCN channel expression and function can 

promote seizure activity in the brain. When induced in neonatal rats, febrile seizures, the 

most common seizure type in childhood, were accompanied by long-term alterations of 

the neuronal network that caused a reduction in the threshold of pharmacologically 

induced seizures in adulthood (Dube et al., 2000). Thereby, changes in the expression 

pattern of HCN1 and HCN2 channels in the hippocampus, such as seizure-induced 

downregulation of HCN1 channels or heteromerization of HCN1 and HCN2 subunits 

(Brewster et al., 2002, 2005), were found to be associated with increased excitability of 

CA1 pyramidal neuron dendrites (Dyhrfjeld-Johnsen et al., 2008), suggesting that an 

“acquired channelopathy”, i.e. deregulation of HCN channels upon pathological activity, 

contributes to disease susceptibility (Richichi et al., 2008). Likewise, pharmacologically 

induced status epilepticus in rat models of TLE was accompanied by deregulated HCN 

channels and altered excitability of hippocampal and entorhinal cortex neurons (Shah et 

al., 2004; Jung et al., 2007). Besides, mice with a global deletion of Hcn2 (Ludwig et al., 

2003) and mice with a spontaneous mutation in Hcn2 that truncates the protein 

(apathetic, HCN2ap/ap (Chung et al., 2009)) displayed spontaneous absence seizures. 

Absence seizures resulted from changes in the firing mode of thalamocortical neurons 
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when of HCN2 channel-mediated current is deficient. Normally, thalamocortical neurons 

either fire bursts of spikes that are triggered by voltage-gated T-type calcium channels, 

or they exhibit a tonic firing of single action potentials. Without I(h), the firing mode of 

thalamocortical neurons was shifted from tonic to burst state, which was due to the 

hyperpolarized membrane potential and concomitant decrease in the steady-state 

inactivation of T-type calcium channels. As a consequence, depolarization elevated 

calcium currents and triggered spikes, resulting in typical spike-and-wave discharges in 

absence epilepsy (Ludwig et al., 2003).  In comparison, a global deletion of Hcn1 in 

HCN1-/- mice caused increased cortical excitability and increased susceptibility to 

pharmacologically induced seizures, but spontaneous seizures were not observed (Huang 

et al., 2009; Santoro et al., 2010). 

Besides epilepsy, HCN channels have also been implicated to play a role in Parkinson’s 

disease (PD), a neurodegenerative disorder that is characterized by loss of dopamine 

neurons in substantia nigra pars compacta (SNc) and accompanied by progressive motor 

symptoms (Rivlin-Etzion et al., 2006). Animal models of PD revealed that HCN2 

channel-mediated currents are important to maintain rhythmicity in neurons of the 

globus pallidus external segment (GPe), and become downregulated upon induction of 

the parkinsonian state in mice (Chan et al., 2011). Furthermore, a deletion in HCN1 was 

found in humans with autism spectrum disorders (ASD) and intellectual disability (Nava 

et al., 2014b). Of note, HCN1 mutations in human patients were also associated with 

other conspicuous traits, such as absence of language, behavioral disturbances, attention 

deficit/hyperactivity disorder (ADHD), motor delay and ataxia (Nava et al., 2014a, 

2014b). Suppression of I(h) mediated by HCN1 and HCN2 channels exerts 

antidepressant- and anxiolytic-like behaviors in mice (Lewis et al., 2011; Kim et al., 

2012).  

1.2.3. Role of I(h) in CNS development 

Developing networks need to adapt to a series of changes in the external and internal 

environment, which are influenced by spontaneous activity guiding maturation and 

connectivity. Intracellularly recorded GABA-mediated giant depolarizing potentials 

(GDPs) are a hallmark of the spontaneous activity in immature networks (Ben-Ari et al., 

1989; Ben-Ari, 2001). In immature hippocampal slices, GDPs are generated by 

population bursts in CA3 and present in the first two postnatal weeks (Khazipov and 
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Khalilov, 2004; Sipilä et al., 2005). I(h), due to its large variety as described above, may 

play a critical role in meeting the various requirements of developmental activity 

changes and is thus proposed to influence the development of neuronal networks to a 

substantial degree (Rocha et al., 2006; Bender and Baram, 2008). Indeed, blocking I(h) 

in the developing hippocampus has been shown to reduce the frequency of GDPs in rat 

hippocampal slices (Strata et al., 1997; Bender et al., 2005), and thereby modifying their 

regularity (Agmon and Wells, 2003). HCN channel-mediated currents thus participate in 

the generation of early network activity patterns in the hippocampus. Of note, the 

hippocampal expression pattern of HCN channels changes remarkably within the first 

three postnatal weeks of life with respect to subunit composition and density of the 

underlying current. The neonatal stage is the period during which the highest number of 

hippocampal neurons express I(h) (Bender et al., 2005). Especially in CA3, I(h) density 

is highest during the first postnatal week and declines thereafter (Vasilyev and Barish, 

2002). In contrast, CA1 pyramidal neurons were shown to switch from slow HCN2- and 

HCN4- to fast HCN1-mediated currents (Brewster et al., 2007), together with a strong 

increase in current amplitude between postnatal days 1 and 20 (Vasilyev and Barish, 

2002). However, not only the subunit composition and density of HCN channels located 

in CA1 and CA3 pyramidal neuron dendrites are subjected to developmental regulation, 

but also the presynaptic localization in axon terminals of entorhinal cortex perforant path 

projections (Bender and Baram, 2008). The perforant path provides the major input to 

the hippocampus, and in immature rats, HCN1 channel expression in axonal terminals 

were was pronounced during the developmental period and contributed to synaptic 

activity in the immature hippocampus, whereas it decreased with maturation (Bender et 

al., 2007). Adult EC neurons still express HCN1 channels at their perforant path neurons, 

but additional dendritic HCN1 (Nolan et al., 2007; Huang et al., 2011; Wilkars et al., 

2012). These data demonstrate that HCN channel expression and function are highly 

regulated during postnatal development, suggesting a significant influence on 

development-dependent activity and concomitant maturation of neuronal networks. 

Neuronal activity itself can affect HCN channel regulation as well. This becomes 

especially evident in the presence of abnormal activity, such as seizures, to which 

developing networks are very susceptible (Ben-Ari and Holmes, 2006). Febrile seizures 

have been shown to substantially and persistently deregulate the expression of HCN 

channels in the hippocampus, which even increases the predisposition to epileptogenesis 

when induced later in life (Dube et al., 2000; Brewster et al., 2002, 2005; Zhang et al., 
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2006; Richichi et al., 2008). In addition to the hippocampus, immature cortical layer 5 

pyramidal neurons undergo significant increases in I(h) during postnatal maturation 

(Zhu, 2000). In a rat model of absence seizures, HCN1 protein expression was markedly 

reduced and accompanied by decreased I(h) in cortical layer 2/3 and 5 pyramidal neurons 

that caused hyperexcitability (Strauss et al., 2004). As HCN channelopathy was 

prevented by early neonatal treatment with the anticonvulsant ethosuximide (Blumenfeld 

et al., 2008), deregulated HCN channels in immature networks are very likely to promote 

further abnormal activity that might contribute to disease predisposition in adulthood.  

Furthermore, the age-dependent changes in I(h) overlap with network activity changes 

observed in hippocampal and cortical slices (Garaschuk et al., 1998, 2000) and in the 

developing neocortex and hippocampus in vivo (Khazipov and Luhmann, 2006; Mohns 

and Blumberg, 2008; Yang et al., 2009; Seelke and Blumberg, 2010). Neonatal network 

activity is characterized by a transformation from discontinuous to continuous 

electroencephalogram (EEG) patterns (Khazipov and Luhmann, 2006). In neonatal 

rodent somatosensory and visual cortex, early network activity during the first two 

weeks changes from slow immature to more fast mature oscillations that are 

characterized by early network oscillations (ENOs (Adelsberger et al., 2005)), slow 

activity transients (SATs (Colonnese and Khazipov, 2010)), spindle bursts (SB, 5-25 Hz 

(Khazipov and Luhmann, 2006)) and gamma oscillations (30-40 Hz (Yang et al., 2009)). 

Given that I(h) and its underlying subunit composition seem to be very susceptible to 

external influences during neonatal development and mutations in HCN1 are linked to 

infantile epileptic encephalopathy in humans (Nava et al., 2014a), abnormal I(h) is likely 

to contribute to altered spontaneous activity in vivo during a critical developmental 

period, which might manifest in persistent abnormal neuronal activity and behavior in 

the adult. However, studies of the consequence of I(h) deficiency for in vivo network 

oscillations in the neonatal brain have yet to be performed.   
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1.3.  Aims of the study 

Hyperpolarization-activated cyclic nucleotide-gated (HCN) channels are voltage-gated 

ion channels that are unique in their activation upon hyperpolarization to potentials close 

to the resting membrane potential. Activated HCN channels conduct a depolarizing 

mixed Na+/K+ current – I(h) that critically influences the neuron’s membrane potential, 

input resistance, and integrative properties. I(h) acts like a leak current by stabilizing the 

RMP and preventing it from excessive hyperpolarization. As a consequence, I(h) 

contributes to a wide range of physiological phenomena. The functional diversity of h-

currents is mediated by the underlying four different HCN channel subunits (HCN1-4) 

that form homo- or heterotetramers with specific expression patterns, gating properties, 

and regulation by cyclic nucleotides and auxiliary subunits. Currents yielded by HCN1-4 

channels thus comprise functionally heterogeneous effects. Growing evidence further 

supports the notion of I(h) as a critical contributor to postnatal developmental processes. 

Mouse models for studying I(h) in the CNS include a general or region-restricted 

knockout of the HCN1 channel subunit (HCN1-/- general, HCNf/f,cre in forebrain, 

HCNf/f,L7cre in cerebellar Purkinje neurons (Nolan et al., 2003, 2005; Rinaldi et al., 

2013)), a general knockout of HCN2 (HCN2-/- (Ludwig et al., 2003)), or mice with a 

spontaneous mutation in HCN2 (HCN2ap/ap (Chung et al., 2009), and TRIP8b-knockout 

mice that exhibit reduced HCN1 and HCN2 channel surface expression in the neocortex 

and hippocampus (Lewis et al., 2011). However, these models are restricted to specific 

HCN channel subunits and report residual I(h) expression.  

This study was aimed at investigating the physiological roles of HCN subunit-mediated 

currents per se, i.e. independent of the endogenous subunit composition. To this end, a 

dominant-negative (i.e., non-conducting) transgenic approach was used to ablate I(h), 

which is similar to the one applied by our laboratory for studying I(f) in mouse heart 

(Alig et al., 2009; Mesirca et al., 2014) or Kv7/M-currents in mouse brain (Peters et al., 

2005; Marguet et al., 2015). The human HCN4 pore mutant transgene construct 

(hereafter referred to as HCN-DN) contains a mutation in the pore motif that changes 

GYG to GYS (G480S), which is known to exert dominant-negative effects in KCNQ2 

channels (Schroeder et al., 1998), and was modeled based on a mutation identified in the 

human KCNQ1 gene in patients with congenital long QT syndrome (Russell et al., 1996). 

KCNQ and HCN channels share the GYG selectivity filter in the pore region. Thus, GYS 
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was applied to HCN channels and the corresponding transgene expressed in mice 

(Sandke, 2006). By using the CaMKIIα promoter to drive HCN-DN expression, this 

study, which was focused on neurons that are not spontaneously active, was aimed at 

examining the effects of I(h) on somatodendritic integration and population activity in 

the forebrain. Another focus was on the functional roles of I(h) in early postnatal 

development. We previously showed that mice with functional I(h) ablation in the 

forebrain exhibit several behavioral abnormalities, such as delayed sensorimotor reflex 

development at neonatal ages, hyperactive behavior, motor dysfunctions, and moderate 

cognitive deficits in adults (Sandke, 2006; Merseburg, 2011). To be able to discriminate 

between effects resulting from either the homeostatic roles of I(h) in the adult brain, or 

from the consequences of I(h) deficiency during early postnatal period of brain 

development, a conditional system driving HCN-DN expression was used. Temporal 

control of I(h) deficiency was mediated by the Tet-Off system through a doxycycline-

dependent transgene expression.  

In the following study, the effects of I(h) deficiency at different stages of brain maturity 

(i.e., during early postnatal brain development and at adult ages) on neuronal activity and 

behavior were investigated. Electrophysiological acute and chronic recordings were 

performed to assess the consequences of suppressed I(h) for neuronal excitability and 

neuronal population activity. At the behavioral level, mice deficient in I(h) at different 

developmental stages were analyzed with respect to their general activity, cognitive 

performance, and motor functions.  
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2. Material and Methods 

2.1.  Animals and husbandry  

All experimental procedures were approved by the Ministry of Science and Public 

Health of the City State of Hamburg, Germany (46/07). Animals (mice, Mus musculus) 

were kept in type II long plastic cages under standard housing conditions (21 ± 2°C, 40 

to 60% relative humidity, rodent chow (ssniff Spezialitäten GmbH) and water ad libitum, 

nesting material provided). Mice were kept on an inverted 12:12 light:dark cycle (light 

on at 20:00 h) and once per week transferred to clean cages. Transgenic mice carrying 

human HCN4 (C57BL/6J-Tg(tetO-HCN4G480S,-EGFP) (Krestel et al., 2001)) were cross-

bred with a line expressing the regulative tetracycline-responsive transcriptional 

transactivator (tTA) under control of either the calcium-calmodulin-dependent kinase II 

alpha (CaMKIIα) promoter (C57BL/6J-Tg(CamK2α-tTA)Mmay/J (Mayford et al., 

1996)), or the Purkinje cell protein-2 (PCP2) promoter (FVB-Tg(Pcp2-tTA)3Horr/J (Zu, 

2004)), to obtain double-transgenic (mutant) mice. Littermates carrying only one of the 

transgenes were used as controls. All behavioral tests and in vivo depth recordings in 

behaving mice were performed during the dark cycle between 8:30 h and 18:00 h.    

2.2.  Genotyping 

2.2.1. Isolation of genomic DNA from tail biopsies 

Tail biopsies were lysed overnight at 54°C by constant shaking in 100 µl DirectPCR-Tail 

lysis reagent (Viagen Biotech) containing 0.2 mg/ml Proteinase K. Then, lysed tail 

biopsies were incubated for 30 min at 87°C to inactivate Proteinase K. 

2.2.2. Isolation of genomic DNA from ear biopsies 

Ear biopsies were lysed overnight at 54°C under constant shaking in 70 µl lysis buffer 

(100 mM NaCl, 50 mM Tris HCl pH 8.0, 1 mM EDTA, 0.2% Nonidet P-40, 

0.2% Tween 20, 0.1 mg/ml Proteinase K).  
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2.2.3. Polymerase chain reaction 

Polymerase chain reaction (PCR) was performed to detect both, the region coding for the 

transcriptional transactivator (tTA) and the hHCN4-G480S transgene (sequences are 

given in Tab. 2-1). For the tTA transgene a touchdown protocol was followed, 

instructing a stepwise reduction of the hybridization temperature, approaching the 

expected melting temperature Tm of the primers. In addition, simultaneous amplification 

of the Terd (coding for the conserved part of the delta chain of the T cell receptor) was 

performed, which functioned as internal control over the quality of the genomic DNA. 

Reactions were performed in a thermoblock (T3 Thermocycler, Biometra®) with a 

reaction volume of 50 µl. Programs applied are given in Tab. 2-2 and 2-3. 

2.2.4. Agarose gel electrophoresis 

After PCR reaction 10 µl of 5x loading dye (50% glycerine, 60 mM EDTA, 

0.025% Xylene cyanol, 0.025% bromophenol blue) was added to 50 µl PCR product, 

and 15 µl PCR product containing loading dye was loaded into agarose gel wells (1.5% 

agarose in 1x TAE buffer (40 mM Tris, 10 mM acetic acid, 1 mM EDTA pH 8.0)) and 

electrophoretically separated in 1x TAE buffer at 100-130 V. 
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Table 2-1: Nucleotide sequences of oligonucleotides used for PCR and expected product size. 

Primer Sequence Product size 

Terd_1 5´- CAA ATG TTG CTT GTC TGG TG -3´ 
200 bp 

Terd_2 5´- GTC AGT CGA GTG CAC AGT TT 3´ 
tTA_6c 5´- CGC TGT GGG GCA TTT TAC TTT AG -3´ 

450 bp 
tTA_7nc 5´- CAT GTC CAG ATC GAA ATC GTC -3´ 
HCN4_PCR_1c 5´- GGC ATG TCC GAC GTC TGG CTC AC -3´ 

350 bp 
HCN4_PCR_2nc 5´- TCA CGA AGT TGG GGT CCG CAT TGG -3´ 

 

 

Table 2-2: Touchdown PCR protocol to amplify the tTA transgene.  

Cycle Step description Temperature Duration 

1 initial denaturation 94°C 3 min 

2-13 
denaturation 94°C 30 s 

annealing 64°C - 0.5°C/cycle 45 s 
elongation 72°C 45 s 

14-39 
denaturation 94°C 35 s 

annealing 58°C - 0.5°C/cycle 30 s 
elongation 72°C 45 s 

40 final elongation 72°C 5 min 

Hybridization temperatures were gradually lowered by 0.5°C per cycle. 

 

Table 2-3: PCR protocol to amplify hHCN4-G480S transgene. 

Cycle Step description Temperature Duration 

1 initial denaturation 94°C 3 min 

2-30 
denaturation 94°C 30 s 

annealing 60°C 30 s 
elongation 72°C 30 s 

31 final elongation 72°C 5 min 
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2.3.  In situ hybridisation 

The in situ hybridization procedure was performed in collaboration with Susanne Fehr of 

the service unit Morphology (ZMNH, Hamburg) as described (Fehr et al., 1987). 

2.3.1. Preparation of probe 

A 280 bp long fragment of the mutated human HCN4 channel subunit (hHCN4-G480S) 

was amplified from tail/ear biopsies via PCR with primers shown in Table 2-4, prepared 

as described (Schlusche, 2011) and kindly provided by Anna Katharina Schlusche 

(Experimental Neurophysiology, DZNE & UzK Cologne). Radioactively labeled cRNA 

probes were made with the DIG RNA labeling method using DIG RNA labeling kit for 

transcription with 35S-UTP (T7, Boehringer).  

2.3.2. Hybridisation protocol 

Mice were decapitated, the brain was carefully removed, embedded in Tissue Tek and 

immediately frozen on dry ice. 16 µm cryostat-cut sections were mounted on cold 

SUPERFROST® PLUS slides (Thermo scientific) and stored at -80°C. For fixation, slides 

were then incubated for 10 min in freshly prepared and cold 4% paraformaldehyde 

(PFA) in phosphate buffered saline (PBS; 150 mM NaCl, 8 mM Na2HPO4, 2 mM 

KH2PO4), and washed twice in PBS for 5 min each. To block unspecific binding, slides 

were incubated for 10 min in freshly prepared, cold acetylation buffer (PBS, 0.1 M 

Triethanolamine (Sigma), 0.9% 5 M NaCl, 2.5 ml/l acetic anhydride (Sigma)). Slides 

were then dehydrated by placing them for 5 min each in 60%, 80%, 90%, 95% and 100% 

ethanol, and then for 5 min in chloroform, and dried at room temperature. 

Prehybridisation was performed by applying 1 ml of prehybridisation buffer (50% 

deionized formamide, 5X hybridization salts (0.75 M NaCl, 0.025 M EDTA, 0.025 M 

Pipes, pH 6.8), 5X Denhardt’s (0.1% Ficoll, 0.1% polyvinylpirrolidon, 0.1% bovine 

serum albumin (BSA)), 0.2% SDS, 10 mM dithiothreitol (DTT), 250 µg/ml denatured 

herring sperm DNA, 250 µg/ml yeast tRNA) to the slides and incubating them for 3 

hours at 50°C in a chamber containing filter paper that was soaked with 50% formamide. 

The prehybridisation buffer was drained and the hybridization step followed. For 

hybridization, 100 µl hybridization buffer (prehybridisation buffer plus 10% dextran 
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sulfate) containing 1 µl of the probe (2 x 106 cmp) was applied, sections were covered 

with a cover slip, and slides incubated overnight at 50°C in a closed chamber. After 

hybridization cover slips were removed, the slides were dipped into 4X SSC, and then 

washed three times for 5 min each in 4X SSC. Incubation for 30 min at 37°C in 40 µg/ml 

RNase A (Boehringer)-containing buffer (0.5 M NaCl, 10 mM Tris-HCl pH 7.5, 1 mM 

EDTA) followed. Then the slides were washed again in the same buffer but without 

RNase A for 30 min at 37°C, and dehydrated through 60%, 80%, 90%, 95% and 100% 

ethanol, and dried at room temperature. The dried slides were exposed to X-ray film 

(Kodak Biomax MR) or dipped into Kodak NTB-3 nuclear track emulsion at 42°C. After 

exposure at 4°C overnight, autoradiograms were developed with Kodak chemicals at 

16°C:  5 min Kodak D19, 1 min H2O, 3 x 5 min Kodak Unifix, 3 x 5 min H2O. The 

slides were then counterstained with hematoxylin eosin solution, rinsed in H2O, and then 

1% HCl in 70% ethanol to remove excess staining solution. Dehydration with 60%, 80%, 

90%, 95% and 100% ethanol was followed by 2 x 10 min incubation in xylol and slides 

were coverslipped.   

 

Table 2-4: Primer for in situ hybridization probe specific to hHCN4-G480S 

Primer Sequence Product size 

HCN4_ISH_4c 5’-TGT CGG AAG CTG GTG GCC TCC A -3’ 

280 bp 
HCN4_ISH_4nc 

5’- TAA TAC GAC TCA CTA TAG GGG GCC GCG TTG CTG 
GCG TTT TTC CAT AGG CAG TAG GTG TCG GCC CTC ACG 
CT -3’   
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2.4.  Western blot 

The western blot technique was used to detect the HCN-DN protein via the attached N-

terminal hemagglutinin tag (HA-tag, 132 kDa). Mice were decapitated and brains were 

carefully removed. Separation of forebrain and cerebellum tissue was performed on ice 

in cold 0.9% NaCl. The tissue was then homogenized dissolved in 500 µl ice cold 

extraction buffer containing protease inhibitors, and gently agitated for 10 min at 4°C. A 

centrifugation step for 5 min at 1000 x g and 4°C followed, and the resulting supernatant 

was kept as cytosolic fraction. The pellet was dissolved in 1 ml ice cold PBS, and 

centrifuged again for 5 min at 1000 x g/rcf and 4°C. The supernatant was discarded and 

the pellet dissolved in 200 µl extraction buffer to obtain the membrane fraction. 

Incubation for 15 min at 4°C with gentle agitation followed, another centrifugation step 

for 15 min at 16000 x g and 4°C, and the supernatant was kept as membrane fraction. 

Protein concentrations were determined with the bicinchoninic acid (BCA) assay. 

Proteins (40 µg) were then separated with SDS-PAGE (150 V, 30 min), and 

electrophoretically transferred (2h at 80 V and 30 min at 90 V) to PROTAN 

nitrocellulose membranes (Whatman) in transfer buffer (150ml MeOH, 850 ml buffer). 

Membranes could be stored at 4°C in TBS-Tween (10 mM Tris pH 7.5, 150 mM NaCl, 

0.05% Tween) before further use. Blocking was performed with blocking solution (5% 

milk powder in TBS-Tween) for 1 hour at room temperature. Then, primary antibody 

(rat anti-HA antibody, Roche) was applied in a 1:500 dilution (in 5% milk powder in 

TBS-Tween) and incubated for 1 hour at room temperature. The antibody was then 

removed and could be stored at -20°C for further use. A washing procedure in TBS-

Tween followed for once shortly and 3 x 5 min at room temperature. The secondary 

antibody (anti-rat horse radish peroxidase (HRP), Vector Laboratories) was applied in a 

1:2000 dilution (in 1% milk powder in TBS-Tween). Washing for 3 x 5 min was 

followed by application of 2 ml of the Luminata™ Crescendo Western HRP Substrate 

(Millipore), incubation for 5 min at room temperature and signal detection with a CCD 

camera using LAS 4000 min (Fujifilm). 
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2.5.  Histology  

2.5.1. Perfusion 

For transcardial perfusion animals were anaesthetized via intra peritoneal (i.p.) injection 

of 1 µl/gb.w. anaesthetic (12% Ketanest, 8% Sedaxylan in 0.9% NaCl solution). A 

thoracotomy was performed and the right atrium was perforated. The mouse was 

perfused by pumping 150 ml of PBS into the left ventricle. For tissue fixation, 50 ml of 

4% PFA (Roti® Histofix, Roth) was injected afterwards. Mice were then decapitated and 

the brain was carefully removed, fixed overnight in 4% PFA at 4°C, and stored in PBS at 

4°C. 

2.5.2. Slice preparation 

For vibratome sections, brains were glued to a socket, submerged in PBS and 50 µm or 

100 µm sagittal sections were cut using a vibratome (VT1000S, Leica). Slices were kept 

at 4°C in 24-well plates filled with PBS. For cryosections, brains were incubated in 15% 

and 30% sucrose (in PBS) each overnight at 4°C and then frozen on dry ice in tissue 

glue. 20 µm coronal or sagittal sections were mounted on SUPERFROST® PLUS 

(Thermo scientific) microscope slides and stored at -20 °C.   

2.5.3. Immunolabeling 

Cryosections were washed 3 x 5 min each in PBS. Antigen retrieval was performed in 10 

mM sodium citrate buffer (pH 9) at 70°C for 30 min. After cooling down at room 

temperature, slides are washed 4 x 5 min each in PBS. The tissue was blocked in 5 % 

normal goat serum, 0.2 % Triton X-100 in PBS for 1 h at room temperature. The primary 

antibody CaMKIIα (monoclonal mouse antibody, Sigma) was diluted 1:1000 in PBS-

Carrageenan and applied overnight at 4°C. Brain slices were washed 3 x 15 min each in 

PBS before application of the secondary antibody Alexa Fluor® 546 Goat Anti-Mouse 

IgG (Molecular Probes®) which was diluted 1:500 in 0.5 % Triton X-100 in PBS at 

room temperature. Slides were washed 4 x 5 min each in PBS and embedded in DAPI 

Fluoromount-G® (Biozol). 
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2.5.4. Microscopy 

Brain sections were investigated with a Zeiss AX10 microscope using an AxioCam 

MRC colour camera and the corresponding software AxioVision (Zeiss), and with an 

Olympus Fluoview FV1000 confocal laser-scanning microscope and corresponding 

software (Olympus). 

2.6.  Whole-cell patch clamp recordings 

2.6.1. Electrophysiological recordings from neonatal CA1 pyramidal 
neurons 

Recordings in neonatal brain slices were performed by PD Dr. Axel Neu (Experimental 

Neuropediatrics, ZMNH, Hamburg). For in vitro patch clamp recordings from neonatal 

CA1 pyramidal neurons, neonatal P7-8 mice were decapitated and brains rapidly 

transferred to ice-cold sucrose-solution (in mM: 85 NaCl, 1.25 NaHPO4, 2.5 KCl, 0.5 

CaCl2, 4 MgCl2, 25 glucose, 75 sucrose, 25 NaHCO3) oxygenated with carbogen (95% 

O2/ 5% CO2). Coronal sections (300 µm) were cut with a vibratome (Leica VT1200s), 

incubated for at least 30 min in 31-33°C sucrose-solution and then transferred to 

artificial cerebral-spinal fluid (ACSF, in mM: 126 NaCl, 1.25 NaHPO4, 2.5 KCl, 2 

CaCl2, 2 MgCl2, 25 glucose, 25 NaHCO3) at room temperature (20-22°C). For 

electrophysiological recordings, slices were transferred to a chamber continuously 

perfused with ACSF at room temperature containing bicuculline (10 µM) and CNQX (10 

µM). Intracellular recording solutions contained: in mM 135 K-gluconate, 5 KCl, 10 

HEPES, 0.1 EGTA, 2 MgCl2, 2 MgATP, 0.2 NaGTP, pH 7.3 with KOH). Whole-cell 

patch-clamp recordings were filtered at 4 kHz and digitized at 10 kHz using an EPC9 

amplifier and PULSE software (HEKA Elektronik, Germany). CA1 pyramidal cells were 

voltage-clamped from a holding potential of -60 mV to test potentials of -50 to -120 mV 

in steps of 10 mV followed by a voltage step to -120 mV. Series resistances were below 

20 MegaOhm and electronically compensated by 60%. For current-clamp recordings, 

cells were clamped to -60 mV and then hyperpolarized by current injections of -20 pA 

until -120 mV were reached. 
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2.6.2. Electrophysiological recordings from adult CA1 pyramidal 
neurons 

The recordings were performed by Prof. Dr. Dirk Isbrandt (DZNE Research Team 

Experimental Neurophysiology, DZNE Bonn and University Cologne) and Prof. Dr. 

Jochen Roeper (NEUROSCIENCE CENTER, Goethe University, University Hospital 

Frankfurt). Coronal hippocampal slices (250 mm) of adult mice were sectioned after 

intracardial perfusion with ice-cold sucrose–artificial cerebrospinal fluid (ACSF) (in 

mM: 50 sucrose, 75 NaCl, 25 NaHCO3, 2.5 KCl, 1.25 NaH2PO4, 0.1 CaCl2,6MgCl2, 

and 2.5 glucose, oxygenated with 95% O2/5% CO2). After 90 min of recovery, slices 

were transferred to a recording chamber and perfused continuously at 2–4 ml min–1 with 

oxygenated ACSF (2.5 mM glucose, 22.5 mM sucrose) at 36 °C. Fast excitatory and 

inhibitory synaptic transmission was inhibited by 20 mM CNQX (6-cyano-7-

nitroquinoxaline-2,3-dione) and 10 mM gabazine. CA1 pyramidal neurons were 

visualized by infrared–differential interference contrast (IR-DIC) video microscopy and 

epifluorescence for detection of EGFP. Whole-cell recordings, data acquisition and 

analysis were essentially as described (Neuhoff et al., 2002; Liss et al., 2005). 

2.6.3. Electrophysiological recordings from adult entorhinal cortex 
layer III pyramidal neurons 

Whole-cell recordings of entorhinal cortex layer III pyramidal neurons were performed 

by Z. Huang in the laboratory of Prof. Mala Shah, UCL School of Pharmacy, London, 

UK (collaboration) as described (Huang et al., 2009). Adult 6-9 week old mice were 

anesthetized and perfused intracardially with ice-cold modified ACSF (in mM: 110 

choline chloride, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 0.5 CaCl2, 7 MgCl2, 10 dextrose, 

1.3 ascorbic acid), bubbled continuously with 95% O2 / 5% CO2 to maintain pH at 7.2. 

The brain was then removed, and 400 µm thick slices were prepared with a vibratome 

(Leica VT 1000S). The slices were incubated in a holding chamber at 36°C for 10-15 

min followed by 1 hour at room temperature. The holding chamber contained external 

recording solution (in mM: 125 NaCl, 2.5 KCl, 1.25 NaH2PO4, 25 NaHCO3, 2 CaCl2, 2 

MgCl, 10 dextrose, bubbled continuously with 95% O2 / 5% CO2 to maintain pH at 7.2). 

Whole-cell recordings were obtained from both the soma and dendrites of entorhinal 

cortex layer 3 (EC L3) pyramidal neurons. For recording purposes, slices were placed in 

a chamber containing external recording solution (supplemented with 0.05 mM APV, 
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0.01 mM CNQX, 0.01 mM bicuculline, 0.001 mM CGB 55845) maintained at 34-36°C. 

The internal recording pipette solution contained, in mM: 120 KMeSO4, 20 KCl, 10 

HEPES, 2 MgCl2, 0.2 EGTA, 4 Na2ATP, 0.3 Tris-GTP, 14 Tris-phosphocreatine; pH 

adjusted to 7.3 with KOH. Pipettes had resistances of 5-12 MΩ. Whole-cell current 

clamp recordings were obtained using a bridge-mode amplifier (AxoClamp 2B, 

Molecular Devices, UK), filtered at 10 kHz and sampled at 50 kHz. αEPSPs were 

generated by current injection of the order: 

A = (t/τ)*exp(1-(t/τ). 

 A is the amplitude of the current injected and τ is the rise time constant. Tungsten 

electrodes (A-M systems) were placed in EC LI to elicit EPSPs by extracellular 

stimulation. ZD7288 (15µM) was bath applied, effects occurred within 15 min and 

recordings were usually made within 25 min of application. For analysis, pClamp 

software was used. The input resistance was calculated from 400 ms hyperpolarizing 

pulses of 100 pA applied from a holding potential of -70 mV. The αEPSP decay time 

constants were obtained by fitting the double exponential function: 

A1e
(-t/τ1) + A2e

(-t/τ2). 

τ1 and τ2 represent time constants of initial and falling phase of the αEPSPs. Since I(h) 

is activated during the falling phase of the αEPSP, only τ2 was used. The summation 

ratio of EPSPs was calculated as the ratio of the peak of the fifth EPSP to that of the first 

EPSP. Action potential threshold was determined as the point before the first derivative 

of the trace was no longer equal to zero.  

2.7.  In vivo depth recordings 

2.7.1. In vivo depth recordings in neonatal head-fixed mice 

Neonatal mice at postnatal day (P) 6-8 were anesthetized with 1.5-2% isoflurane in 

100% oxygen. A midline skin incision was made on the skull. The periosteum was 

denatured using 10% H2O2 and subsequently removed. The skull bone was rinsed with 

0.9% NaCl solution and dried. Skin incisions were treated with a bupivacaine solution 

(Bucain®-Actavis 0.25%). A silver wire as common ground and reference electrode was 

inserted into a hole drilled above the cerebellum and fixed with dental cement. The 
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following stereotaxic coordinates were used(Paxinos, G., Hallyday, G., Watson, C., 

Koutcherov, Y. & Wang, 2007): for primary visual cortex silicone probes, burr holes 

were placed at 0.1 mm anterior to lambda and 2.0-2.1 mm left from the midline. For 

somatosensory cortex and hippocampal silicone probes, burr holes were placed 1.4-1.6 

mm anterior from bregma and 1.5-1.6 mm left from the midline. All coordinates were 

adjusted according to the distance between lambda and bregma for each individual 

animal. After surgery isoflurane anesthesia was turned off. Awake mice were recorded 

while being head fixed and resting in the stereotaxic instrument. Body temperature was 

maintained at ambient nest temperature of about 34°C using a homeothermic heating pad 

(Stoelting). Linear 16- or 32-site silicon probes with 50 µm spacing (A1x16/32-50-5mm-

703-A16/32, NeuroNexus Technologies) were lowered vertically into the primary 

somatosensory cortex and hippocampus, and with a lateral tilt of 10° into the primary 

visual cortex. The silicon probe was connected to a 1x preamplifier (Neuralynx) 

mounted to the stereotaxic instrument (Stoelting). Data were digitally filtered (0.5-9000 

Hz bandpass) and digitized as 16-bit integers with a sampling rate of 32 kHz using a 

Digital Lynx data acquisition system (Neuralynx). Animal movements were detected by 

a piezoelectric sensor placed under the animal`s thorax. Data acquisition was started 

about 15-30 minutes after probe insertion when recording conditions were stable. Probe 

positions were marked by silicone probes covered with fluorescence dye (DiI, Molecular 

Probes, Life Technologies) and verified in DAPI (Fluoromount-G®, Biozol)-stained 

coronal slices. 

2.7.2. In vivo depth recordings in adult behaving mice 

Adult male mice (> 8 weeks old) were anesthetized with 3.5-4% isoflurane in 100% 

oxygen and kept at 0.8-1.5% isoflurane throughout the surgery. For analgesia mice 

subcutaneously received 0.05 mg/kg buprenorphine (Temgesic) and 5.0 mg/kg Caprofen 

(Rimadyl), and 7.5 mg/kg of the antibiotic Enrofloxacin (Baytril). Mice were placed in a 

stereotaxic apparatus (Stoelting) and the body temperature was maintained at 36.5°C 

using a homeothermic heating pad and rectal thermometer (ATC 1000, World Precision 

Instruments). The head was then shaved and povidon iodine (Betaisodona®, 

Mundipharma GmbH) was applied. A midline skin incision was made on top of the 

skull. The periosteum was denatured using 10% H2O2, removed, and rinsed with 0.9% 

NaCl. A single component self-etch dental adhesive (OptiBond™ All-In-One, Kerr) was 
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applied to the skull and dried with UV light (Woodpecker) for 15 seconds. Two wires, 

each soldered to a skull screw, were implanted above the cerebellum and used for ground 

and reference. The stereotaxic coordinates for the hippocampus electrode were 1.7-2.0 

mm posterior to bregma and 1.5-1.6 mm right from the midline(Franklin and Paxinos, 

2007). A 16-site linear silicone probe with 100 µm spacing (CM16LP, 177 µm2 site area, 

NeuroNexus) was lowered vertically into the dorsal hippocampus along the CA1-dentate 

gyrus axis (2.0-2.2 mm depth) and fixed to the skull with a wooden framework and 

dental cement (Tetric EvoFlow A3, Dentsply). Copper mesh was used to surround and 

protect the implant. It was fixed to the skull with dental cement, and used to solder the 

electrode’s and animal’s ground wire on to. The electrode’s reference wire was soldered 

to the animal’s reference wire. Then the skin incision was sutured together and covered 

with povidon iodine. Mice were allowed to recover for at least 3 days.  

2.7.3. Data acquisition and analysis 

Amplifying headstages (2x or 20x, Plexon) were attached to the silicone probe and 

connected to the Digital Lynx data acquisition system (Neuralynx). Data were digitally 

filtered (0.5-9000 Hz bandpass) and digitized as 16-bit integers with a sampling rate of 

32.552 kHz. Two LEDs were attached to the headstage and used to simultaneously video 

record the position of the mouse. For analysis, the 32.552 kHz broadband signal was 

downsampled to 1.252 kHz. Current-source-densities (CSDs) were built from the second 

spatial derivative of 1-200 Hz filtered local field potential (LFP) signal. All in vivo data 

were analyzed and visualized in Matlab (Mathworks) or Neuroscope 

(neuroscope.sourceforget.net). Multitaper spectrograms were computed using Chronux 

(www.chronux.org); for visualization wavelets were also used. In neonatal recordings, 

sharp waves (SPW) were considered the point of maximum negativity in deep 

hippocampus after automatically detecting high variance across CSD traces; SPW 

amplitudes were quantified by the maximum peak to minimum trough in the LFP. 

Stratum radiatum oscillations (SROs), cortical spindle bursts, and slow activity transients 

were detected by hand and verified by independent observers. 



MATERIAL AND METHODS 

28 

2.8.  Telemetric electrocorticogram recordings 

2.8.1. Implantation of radio transmitters 

Telemetric electrocorticogram (ECoG) analyses were performed using implantable radio 

transmitters (models TA10EA-F20, TA10ETA-F20, or TA11ETA-F10, Data Sciences 

International). Adult male mice received 0.1 mg/kgbody weight buprenorphine for analgesia 

and were anesthetized with 0.5-4% isoflurane in 100% oxygen. Additionally, animals 

received 5.0 mg/kgb.w of the analgesic Caprofen (Pfizer) and 7.5 mg/kgb.w of the 

antibiotic Baytril (Bayer HealthCare) subcutaneously during surgery. Body temperature 

was maintained by placing the animal on 37°C heating pad during the surgery. A midline 

skin incision was made on top of the skull. The transmitter body was implanted 

subcutaneously in a pouch made in the loose skin of the back. The two lead wires were 

tunneled subcutaneously through the incision on the skull. The pericranium was 

mechanically removed and the bone was dried with compressed air. Using a dental drill a 

skull hole was drilled above the cortex and dorsal hippocampus (1.8 mm lateral and 1.8 

mm caudal from bregma) for the recording electrode. The reference electrode was placed 

above the cerebellum. The tips of the EEG leads were wrapped around the two scull 

screws that served as cortical surface electrodes (1.0 mm in diameter). The electrode 

wires and screws were sealed with dental cement (Grip cement, Dentsply). Radio 

transmitters allowed the simultaneous recording of ECoG and motor activity in 

undisturbed, freely moving mice while housed in their home cages. Animals were 

allowed to recover from surgery for 2-3 days. Telemetric data recording was started no 

earlier than one week after surgery. A receiver board placed underneath the cage was 

used to detect the ECoG signal and synchronized video recordings of the mice were 

digitally stored using ART-Acquisition 4.2 software (Data Sciences International (DSI)) 

and visualized with NeuroScore (DSI™, St. Paul, Minnesota). 

2.8.2. Data analysis 

Telemetric ECoG recordings in adult mice allowed for continuous recording of neuronal 

activity and behavior over multiple days. Behavioral states were scored by means of 

power in specific frequency (delta frequency 1-4 Hz, theta frequency 4-9 Hz) bands, 

activity counts made by the transmitter, and periods of high-amplitude and high-
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frequency signals in the ECoG. The 100-200 Hz filtered ECoG signal was thereby used 

for artefact detection. The NeuroScore rodent sleep scoring detector (NeuroScore, 

DSI™, St. Paul, Minnesota) was used to automatically assign a behavioral state to each 

epoch (epoch duration of 10 seconds), and manual corrections were performed when 

necessary and based on video monitoring. The detector discriminated between four 

different behavioral states: wake, active wake, slow wave sleep and paradoxical or REM 

sleep. Epochs were scored as wake if delta power was high, theta power low, and activity 

levels below threshold for active wake activity levels. Active wake was assigned if delta 

power was low, theta power high, and activity levels above the previously set threshold. 

Slow wave sleep was scored when delta power was high, theta power low, and activity 

levels low. Paradoxical or REM sleep was assigned when delta power was low, theta 

power high, and activity levels low. Thresholds for activity and artefact detection were 

set individually for each mouse, due to high variations in the signal amplitude and noise 

ratio between individual radio transmitters.  

2.9.  Behavioral analysis 

2.9.1. Home cage activity 

Mice were continuously monitored in their home cage over three consecutive days to 

assess their general activity in a familiar environment. Individual animals were kept in 

type II long plastic cages under standard housing conditions. One day prior to recording 

the food pellets were transferred into the cage to allow detection of the mouse from the 

top of the cage. A metal rack was placed on top of the cage. Movement was recorded 

with an infrared sensing data logger (Mouse-E-Motion, Infra-e-motion, Henstedt-

Ulzburg, Germany) that was placed in the metal rack. The sensor detects body 

movement (at least 1.5 cm from one sample point to the next one) by sensing the 

animal`s body heat. 

2.9.2. Grip strength 

The grip strength test was used to measure the forelimb strength of the mice with a 

GripStrengthMeter system (TSE Systems, Bad Homburg, Germany) and performed as 

described (Morellini and Schachner, 2006). Mice were suspended by the tail and allowed 
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to grasp a stainless steel grip attached to a dynamometer with the front paws. Mice were 

pulled back until they released the grip. The maximal force applied was recorded. Mice 

underwent 4 sessions of 3 trials each (intertrial interval (ITI) = 5 sec, intersession 

interval (ISI) = 60 min). The mean of the 4 maximal values among 3 trials within each 

session was used for analysis. 

2.9.3. Pole test 

In the Pole test mice were placed head upward on the top of a vertical wooden rod 

(60 cm long, 7 mm diameter) so that they grasp the rod with all four paws, and had to 

climb down the rod in a headfirst position. For motivation to climb down nest material 

was placed at the bottom of the pole. To test motor learning, mice were scored 3 times 

with an ITI of 30 seconds, during which they were placed into their home cage. 

Maximum trial duration was 120 seconds. Time needed to reach the floor with all four 

paws and the manner by which mice descended from the top of the pole (falling, 

climbing down after 180° body rotation at levels 1, 2 or 3) was assessed as 

described(Freitag et al., 2003) . 

2.9.4. Rotarod 

In the accelerated Rotarod test mice had to walk on a turning, corrugated rod (3.2 cm 

diameter, Jones & Roberts, TSE Systems), and performance was evaluated by scoring 

the latency to fall. Mice were allowed to make one passive rotation. After a second 

passive rotation, mice were gently pulled off the Rotarod and the trial was considered 

completed. Mice with forebrain-restricted I(h) deficiency underwent 5 trials with an ITI 

of 45 min. Trials 1 and 2 were done to familiarize the mice to the Rotarod and performed 

at slow, constant speed (4 rpm) for a maximum duration of 3 min. In trials 3 to 5 mice 

were subjected to the accelerating protocol (4 rpm to 40 rpm in 4 min, 5 min maximum 

duration). Mice underwent a 6th trial on the accelerating rod (4-40 rpm, 5 min trial 

duration) at the next day as described (Morellini and Schachner, 2006).  

 Mice with cerebellar Purkinje cell-restricted I(h) deficiency underwent a different 

training protocol. Mice were trained for 4 days with 4 trials per day on the accelerating 

rod (4-40 rpm in 5 min, 5.5 min maximum duration, ITI = 20 min). Mice that did not fall 

off the Rotarod within 5 min were allowed to continue for another 30 sec at constant 
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speed (40 rpm). On the 5th day, mice underwent one trial at constant speed (40 rpm, 3 

min trial duration).  

2.9.5. Beam walk 

In the Beam walk test mice were trained to cross a wooden beam (100 cm long, elevated 

at a height of 50 cm) to reach their home cage. Familiarization was performed with a 4.5 

cm-wide beam. At the following 2 days mice were tested over 2 sessions of 3 trials each 

(ITI = 30 sec). A 2 cm-wide beam was used in sessions 1 and 4, a 1 cm-wide beam was 

used in sessions 2 and 3. Latency to cross the beam and number of hind limb faults were 

recorded. A fault was defined as any foot slip off the top surface. Sessions 2 and 3 were 

used for analysis. A mean foot fault score was calculated by averaging the 3 trials per 

session and normalized by the total number of steps, as described (Morellini and 

Schachner, 2006). 

2.9.6. Catwalk 

For the automated gait analysis system Catwalk mice had to run on an enclosed walkway 

on a glass plate. Run duration variation was set to 0.5-20 sec, with a maximum speed 

variation of 60%, and a minimum of ten consecutive steps. A minimum of eight runs per 

mouse was collected. Runs were classified with the Catwalk XT software (Noldus, 

Wageningen, The Netherlands). Foot prints were detected automatically by the software 

and manually corrected by visual inspection. The following parameters were used for 

analysis: running speed, stand (duration in seconds of contact of a paw with the glass 

plate), stride length (distance between successive placements of the same paw in 

centimeter), step cycle (the time in seconds between two consecutive paw placements), 

base of support (BOS, the average width between the hind paws), step sequence 

(contains information on the order in which four paws are placed), and regularity index 

(expresses the number of normal step sequence patterns relative to the total number of 

paw placements in percent). 
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2.9.7. Open field 

The open field was performed in a box (50 x 50 x 40 cm) illuminated with 100 lux. Mice 

were placed in one corner of the arena and could freely move for 15 min. Tracks were 

recorded and analyzed with the software EthoVision (Noldus) and the following 

parameters were obtained: distance moved, running velocity, number of rotations, time 

in border (an imaginary 5 cm wide border around the arena), and time in center (an 

imaginary inner square of 20 x 20 cm).  

2.9.8. Spontaneous alternation 

Spontaneous alternation in the Y maze was performed to test for working memory 

performance. The maze consisted of three equally sized arms (34 x 5 x 30 cm) made of 

transparent Plexiglas. Mice were placed in the center of the maze and allowed to freely 

explore the maze until they performed 27 transitions. An entry into any arm was 

considered as transition. An entry into a new arm after having visited the two other arms 

was considered as alternation. Maximum trial duration was 20 minutes. 

2.9.9. Water maze 

The maze consisted of a circular pool (145 cm in diameter, 40 cm walls above water 

surface area, 22.0°C ± 1.0°C water temperature, non-toxic white paint was used to make 

the water opaque) placed in the corner of the experimental room and surrounded by two 

white walls and two black curtains. For orientation 4 landmarks with different 

black/white patterns were attached to the walls of the maze. The arena was 

homogeneously illuminated with white light. Mice underwent two pre-training days with 

4 trials per day (maximum trial duration 60 seconds, inter-trial interval (ITI) of 10 

minutes) for familiarization. To avoid any interference with learning, familiarization 

took place under red light in a different maze (42.5 x 26.5 cm and 15.5 cm high, circled 

by a black curtain) than that used for learning in the water maze. The position of the 

platform (diameter of 10 cm, 1 cm below the water surface) was unpredictable, since its 

location was randomized and did not provide any information that could guide the 

animals. Thus, mice had to swim at random to escape from the water. After the pre-

training mice underwent 3 learning days during which they had to learn the location of a 

hidden platform. Starting position and direction from which mice were taken out of the 
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maze were randomized. At learning day (LD) 1 mice underwent 4 learning trials 

(maximum duration 90 seconds, ITI of 20 minutes. LD 2 consisted of 5 trials. Trials 1, 2, 

4 and 5 were learning trials. Trial 3 was a so-called probe trial during which the platform 

was removed. LD 3 consisted of 1 probe trial. The probe trials had a fixed duration of 60 

seconds. All trials were video recorded and the position of the mice was tracked using 

the software EthoVision (Noldus). 

2.9.10. Contextual fear conditioning 

Mice had to learn the association between unconditioned (electric foot shock) and 

conditioned (context) stimuli. The conditioned stimulus was a chamber (23.5 x 23.5 x 

19.5) with Plexiglas walls and ceiling and a stainless steel grid floor. The chamber was 

surrounded by three black plastic sheets with different white patterns. The set up was 

illuminated with 8 lux. At day 1 mice were placed in the chamber and received three foot 

shocks (0.35 mA, 1 seconds duration) at 120, 160 and 200 seconds. After 240 seconds 

the recording was terminated and mice were immediately returned to their home cage. 24 

hours later mice underwent a recall phase by being placed in the conditioning chamber 

for 4 minutes without receiving a foot shock. The time the mice spent freezing was used 

as a read-out for the conditioned response. Freezing was defined by the absence of body 

movement for at least 1 second. Motion was automatically analyzed using the movement 

detector Mouse-E-Motion (Infra E-Motion). The sensor detects body movement (at least 

0.5 cm from one sample point to the next one) by sensing the animal`s body heat. 

2.10. Statistics 

Unless otherwise stated, group measures are given as mean ± standard error of the mean 

(S.E.M.) Statistical analysis was performed using the software STATISTICA (StatSoft, 

Tulsa, Oklahoma) and GraphPad Prism (GraphPad Software, Inc., La Jolla, California). 

Mutant mice and their respective treatment and littermate controls were compared with a 

Student’s t test, or Mann-Whitney U test when data did not meet the requirements for 

parametric analysis. For multifactorial analysis of paired values (different time intervals 

for open field, and fear conditioning; different trials for water maze and Rotarod), a 

mixed ANOVA for repeated measures was performed. When appropriate, post hoc 

Newman-Keuls analysis followed. To compare between controls and mutants the 
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proportion of mice showing a particular performance, as in the Pole test, a Fisher’s exact 

probability test was used. To compare values to expected chance, either a parametric 

one-sample t test or a nonparametric Wilcoxon signed-rank test was applied. All tests 

were unpaired, two-tailed and significance accepted at P < 0.05. 
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3. Results 

In the following study, I investigated the consequences of dysfunctional hyperpolarization-

activated currents, i.e. I(h) deficiency, for brain development and behavior. The study was 

based on earlier findings that forebrain-restricted I(h) deficiency causes strong behavioral 

abnormalities, including delayed reflex development in neonatal mice and behavioral 

hyperactivity, impairments in motor function, and cognitive deficits in adult mutant mice 

(Sandke, 2006; Merseburg, 2011). It was not clear, however, which abnormalities resulted 

from a lack of homeostatic roles of I(h) in the adult brain, and which from I(h) deficiency 

during the early postnatal period of brain development. This study was thus aimed at 

investigating the physiological roles of the HCN channel-mediated currents in neuronal 

network activity and behavior at different stages of brain maturity, i.e. during early postnatal 

brain development and at adult ages. The Tet-Off system, in which the activity of the 

transcriptional transactivator (tTA) is regulated by doxycycline administration (Fig. 3-1 A), 

was used to obtain temporal control of I(h) deficiency. Without doxycycline, the 

transcriptional transactivator induces I(h) deficiency. Doxycycline will reversibly inactivate 

the transcriptional transactivator, and thus restore I(h). Doxycycline treatment will further be 

referred to as ON condition and no treatment as OFF. Three different doxycycline treatment 

groups were compared in this study (Fig. 3-1 B): The OFF group never received doxycycline, 

and mutant mice were thus always deficient in I(h) throughout development and adulthood. 

Data included in the OFF group was partially generated during my previous study 

(Merseburg, 2011), but is required for comparison and was extended here to include results 

obtained from additionally tested mice . A second group of control and mutant littermates 

received doxycycline after weaning (weaning age is postnatal day 21), affecting early brain 

development by I(h) deficiency, which was restored by continuous doxycycline treatment 

from postnatal day 21 throughout adulthood. This group will further be referred to as 

OFF/ON, and may provide an estimate about the requirements for I(h) during early postnatal 

brain development, that cannot be compensated by restored I(h) at the juvenile stage. In the 

third group, mutants had an intact early postnatal development due to doxycycline treatment 

until weaning age of postnatal day (P) 21, and were deficient in I(h) only after early postnatal 

development of the CNS was completed. Mice were thus receiving an ON/OFF doxycycline 

treatment. Results obtained from this group may allow an insight into functional roles of I(h) 

in the mature brain.  
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Figure 3-1: Tet-Off system to study I(h) deficiency at different developmental stages.  

A: Scheme of the Tet-Off system to obtain temporal control of I(h) deficiency via doxycycline treatment. The 
transcriptional transactivator is regulated by doxycycline administration (further referred to as ON, left). Doxycycline 
causes conformational changes of the transcriptional transactivator and thus, prevents it from inducing I(h) 
deficiency. Without doxycycline (further referred to as OFF, right), the transcriptional transactivator induce I(h) 
deficiency. B: Doxycycline treatment regime to induce I(h) deficiency at different time points during development. 
The timeline depicts developmental stages from conception (W-3, around 3 weeks before birth), to birth (P0, 
postnatal day 0), weaning (P21) and through juvenile (until W6, 6 weeks of age) and adult ages. Mutant animals 
without doxycycline treatment (OFF) are deficient in I(h) from around birth throughout life (depicted by the dark grey 
bar). OFF/ON animals did not receive doxycycline during the neonatal period (OFF until P21) and mutants OFF/ON 
were therefore deficient in I(h) during the early postnatal development until weaning; doxycycline treatment started 
with weaning (ON from P21, blue bar) and I(h) was restored in mutants. ON/OFF animals received doxycycline until 
weaning (ON until P21, light gray bar) and had normal I(h) during the early postnatal period until weaning; 
doxycycline treatment ended with weaning (OFF from P21), which induced I(h) deficiency in mutant ON/OFF.   
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3.1.  I(h) deficiency causes hyperexcitability in forebrain 

projection neurons 

3.1.1. Mice with forebrain-restricted I(h) deficiency in projection 
neurons 

In order to suppress the HCN/h channel-mediated currents – I(h), mice with conditional 

expression of a non-conductive (dominant-negative) HCN channel subunit were used, in 

which HCN-DN subunits can co-assemble with endogenous subunits to suppress HCN 

channel-mediated currents in a subunit-unspecific manner. The Tet-Off system allowed for 

regional control of transgene expression via the promoter mouse, as well as temporal control 

via doxycycline administration (Fig. 3-2 A). Double-transgenic (mutant) mice were obtained 

by cross-breeding mice that expressed the tetracycline transactivator (tTA) under control of 

the CaMKIIα promoter (Fig. 3-2 A, promoter line) with mice that carried a human HCN4 

pore mutant construct (hHCN4-G480S, further called dominant-negative HCN subunit, 

HCN-DN), fused to a bidirectional promoter containing the tetracycline-response element 

(TRE) (Fig. 3-2 A, response line). The G480S pore mutation changed the GYG motif to 

GYS, which is known to exert dominant-negative effects (Schroeder et al., 1998). The 

bidirectional promoter allowed for simultaneous expression of HCN-DN and enhanced green 

fluorescent protein (EGFP) (Krestel et al., 2001). The CaMKIIα promoter restricted 

transgene expression to the forebrain, including cortex, hippocampus, striatum, and olfactory 

bulbs, as visualized via EGFP autofluorescence (Fig. 3-2 B) (Mayford et al., 1996). HCN-DN 

mRNA levels in forebrain projection neurons were detected by in situ hybridization with a 

probe specific for the human HCN4 transgene in mutant mice (Fig. 3-2 C). In brains of 

mutant mice receiving doxycycline (mutant ON dox), no mRNA was detectable (Fig. 3-2 C), 

demonstrating that transgene expression is prevented by doxycycline administration. The 

intracellular expression of EGFP allowed for indirect localization of HCN-DN-expressing 

cells (Fig. 3-2 B). To detect the HCN-DN protein on the subcellular level, immunolabeling of 

the N-terminal HA-tag attached to the transgene was used (Fig. 3-2 A). The results 

demonstrated that HA-immunostaining was located at distal dendrites of hippocampal CA1 

pyramidal neurons (Fig. 3-2 D), indicating that the HCN-DN is localized to sites of 

endogenous HCN channel subunits. Whole-cell voltage and current-clamp recordings in 

adult hippocampal slices revealed a strong attenuation of I(h) in mutant CA1 pyramidal 

neurons  that express HCN-DN (Fig. 3-2 E-G). In control CA1 pyramidal neurons, 

hyperpolarization of the membrane activated I(h), visible by the typical depolarizing voltage 
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sag under current-clamp conditions (Fig. 3-2 E left), and by increasing current amplitudes 

upon increasing hyperpolarizing voltage steps under voltage-clamp conditions (Fig. 3-2 E 

right). In contrast, mutant HCN-DN expressing pyramidal neurons showed no depolarizing 

voltage sag in response to hyperpolarizing currents (Fig. 3-2 F left), and current amplitudes 

were strongly reduced (Fig. 3-2 F right). In ON mutants, I(h) amplitudes were at control 

levels (Fig. 3-2 G), demonstrating effective suppression of HCN-DN expression by 

doxycycline treatment. In addition, recordings in neonatal P7-8 hippocampal slices revealed 

that I(h) was functionally ablated in neonatal mutant mice at P7-8 (Fig. 3-2 H-I). CA1 

pyramidal neurons of neonatal mutant mice had a hyperpolarized RMP (control: ncells = 15, 

Vm = –57.4 ± 0.6 mV; mutant ncells = 10, Vm = –59.6 ± 0.8 mV; P = 0.042, Student’s t test), 

and a significantly increased input resistance (control: ncells = 15, Rin = 669 ± 48 pA; mutant 

ncells = 10, Rin = 939 ± 61 pA; P < 0.01, Student’s t test). The time course of doxycycline-

dependent HCN-DN expression was previously analyzed in our lab and demonstrated that 

HCN-DN mRNA levels were detectable as early as three days after doxycycline withdrawal, 

and reached full expression levels within three weeks (Sandke, 2006). 

In summary, the data demonstrate that I(h) was functionally ablated by HCN-DN expression 

in a region- and time-dependent manner in neonatal P7 and adult mutant hippocampal CA1 

pyramidal neurons. Furthermore, HCN-DN was shown to be localized to distal dendrites of 

CA pyramidal neurons, which is the site of endogenous HCN channel subunit localization. In 

a next step, the distribution of EGFP autofluorescence among the CaMKIIα-expressing 

population was analyzed in more detail.  
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Figure 3-2: Mice with forebrain-specific I(h) ablation. 

A: Region-specificity of transgene expression is achieved via the promoter line that drives the expression of the 
tetracycline-responsive transcriptional transactivator (tTA). The CaMKIIα promoter limits tTA expression to forebrain 
projection neurons. The response line carries the dominant-negative HCN channel subunit (HCN-DN, red). Double-
transgenic mutant mice are obtained by cross-breeding promoter and response lines. Doxycycline administration 
prevents transcription of HCN-DN due to a conformational change of the tTA upon binding of doxycycline. HCN-DN 
is tagged with a hemagglutinin (HA)-tag and driven by a bidirectional promoter for simultaneous expression of 
enhanced green fluorescent protein (EGFP, green). B: Sagittal brain section showing forebrain-specific HCN-DN 
expression visualized by EGFP expression (green). Cell nuclei are stained with DAPI (blue). C: HCN-DN expression 
depends on genotype and doxycycline administration, as shown for control (left), mutant (middle), and mutant mice 
ON dox (right) via in situ hybridization with a HCN-DN specific probe. D: Immunofluorescence images of the adult 
mutant hippocampal CA1 region. Transgene expression localized via intracellular EGFP autofluorescence (green, 
top left). Immunostaining of the HCN-DN-attached HA-tag (red, top right) demonstrating that HCN-DN is localized to 
distal dendrites. Cell nuclei are stained with TO-PRO (blue, bottom left). Bottom right shows merged image. Images 
in C and D were modified with permission from Sandke (2006). E-G: In vitro whole-cell current (left) and voltage 
(right) clamp recordings obtained from adult CA1 pyramidal neurons in hippocampal acute slices, showing the 
response of E: control, F: mutant and G: mutant ON dox mice to hyperpolarizing current and voltage steps. I(h) is 
only absent in mutants without doxycycline treatment, and completely restored in mutants ON doxycycline. Patch-
clamp recordings shown in E-G were obtained by Prof. Dirk Isbrandt and Prof. Jochen Roeper. H-J: Whole-cell 
current (left) and voltage clamp (right) recordings from neonatal P7 CA1 pyramidal neurons in acute hippocampal 
slices of H: control and I: mutant neonatal mice, displaying the absence of functional I(h) in mutant neonates. J: 
Quantification of tail currents recorded from control (closed circles) and mutant (open circles) CA1 pyramidal 
neurons showing strongly reduced currents in mutant cells. (Patch-clamp recordings in P7 hippocampal slices 
shown in H-J were performed by PD. Dr. Axel Neu, ZMNH, Hamburg.) 
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3.1.2. Localization of HCN-DN expression via EGFP in forebrain 
regions 

The bidirectional promoter driving HCN-DN expression allowed for simultaneous 

intracellular expression of EGFP. Immunolabeling with an antibody against CaMKIIα was 

used to compare EGFP expression with endogenous CaMKIIα expression in double-

transgenic brains. According to Mayford et. al (1996), the CaMKII-alpha promoter-mediated 

expression of tTA and hence, HCN-DN is expected to be present in forebrain regions, 

including the cortex, striatum, hippocampal CA1 and CA3 regions, and the dentate gyrus 

(Mayford et al., 1996). As shown in Fig. 3-2 B, EGFP expression was seen throughout the 

cortex. However, EGFP expression was restricted to specific layers. For example, in the 

primary and secondary motor area, EGFP expressing cell bodies were located in layer 2/3 

and 6a, and co-immunolabeled with CaMKIIα-positive neurons (Fig. 3-3 A). In layer 5 of the 

motor cortex, CaMKIIα-expressing cell bodies showed no overlay with EGFP (Fig. 3-3 A). 

In the somatosensory hind limb area (S1HL), EGFP expression was prominent in layers 2/3, 

4 and 6a, but again absent in layer 5 projection neurons (Fig. 3-3 B). In both cortical regions, 

the neuropil in layer 1 also showed an EGFP signal that was colocalized with CaMKIIα-

immunoreactivity (Fig. 3-3). The hippocampal formation displayed the strongest EGFP 

signal and prominent CaMKIIα immunostaining (Fig. 3-4). In CA1, EGFP labeling was seen 

in deep cell bodies of the pyramidal cell layer and their distal dendrites in radiatum and 

lacunosum moleculare (Fig. 3-3 A), whereas in the CA3 region especially the neuropil in 

stratum lucidum showed strong EGFP fluorescence (Fig. 3-4 B), presumably coming from 

mossy fibers of dentate granule cells, which also showed strong EGFP fluorescence (Fig. 3-4 

C). In subcortical brain areas, the caudoputamen of the striatum showed prominent EGFP 

labeling, in particular in cell bodies and neuropil in the matrix, with strong CaMKIIα co-

staining (Fig. 3-5 A). In the dorsal globus pallidus, EGFP-positive cells and neuropil were 

detected and colocalized with CaMKIIα immunolabeling (Fig. 3-5 B). In accordance with the 

lack of HCN-DN in layer 5 pyramidal neurons of the motor cortex, the pyramids of the 

corticospinal tract did not express HCN-DN (Fig. 3-5 C). A few EGFP-positive cells were 

found in the raphe nucleus region, but did not colocalize with the CaMKIIα signal. In the 

cerebellum, EGFP-expressing afferent projections were detected in the granule cell layer, but 

there was no overlay with CaMKII-alpha positive Purkinje cells, or their dendrites in the 

molecular layer (Fig. 3-5 D). In all brain regions examined it was observed that a proportion 

of CaMKIIα-positive cell bodies of presumed projection neurons did not express EGFP, and 
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3.1.3. HCN-DN expression causes hyperexcitability in brain slices 

To further examine how HCN-DN expression affects cellular excitability, in vitro whole-cell 

current clamp recordings were performed (collaboration with Prof. Mala Shah, UCL 

London). The membrane voltage response of adult entorhinal cortex layer 3 (EC L3) 

pyramidal neuron dendrites (Fig. 3-6 A-F) and somata (Fig. 3-6 G-L) to current injections 

ranging from -150 pA to +200 pA was recorded in acute slice preparations. In control EC L3 

neuron dendrites, hyperpolarizing current steps activated I(h), which was reflected by the 

voltage sag response (Fig. 3-6 A left). Depolarizing current injections evoked action potential 

firing in control EC L3 neurons (Fig. 3-6 A left and B). Application of the HCN channel 

blocker ZD7288 (ZD) to control neurons hyperpolarized the RMP at the dendrites (Fig. 3-6 

A middle and E), caused elevated action potential firing upon depolarization (Fig. 3-6 A 

middle and B), and increased the input resistance of the neurons (Fig. 3-6 F). Thus, blocking 

HCN channels with ZD increased the excitability of control EC L3 neurons. In contrast to 

control cells in the absence of ZD, mutant HCN-DN-expressing neurons had a 

hyperpolarized membrane potential at rest (Fig. 3-6 C left and E), an increased input 

resistance (Fig. 3-6 F), did not show a voltage sag response to hyperpolarizing currents (Fig. 

3-6 C left), and elicited more action potentials upon depolarizing current pulse injections as 

compared to control neurons (Fig. 3-6 C left and D). In other words, mutant EC L3 

pyramidal cells showed responses similar to those obtained for control neurons upon ZD-

mediated block of HCN channels. In addition, mutant EC L3 pyramidal neurons were not 

affected by ZD application (Fig. 3-6 C right). The somatic response of control and mutant EC 

L3 pyramidal neurons was similar to the above-described dendritic response (Fig. 3-6 G-L). 

This indicates that HCN-DN expression functionally blocked I(h), thereby causing neuronal 

hyperexcitability in vitro.  

Changes in RMP and input resistance can affect the integration of incoming excitatory 

postsynaptic potentials (EPSPs). It was thus examined whether HCN-DN expression affects 

the integration of incoming single EPSPs or a train of EPSPs (Fig. 3-7). When recorded at the 

dendrites of control EC L3 pyramidal neurons, single EPSPs (Fig. 3-7 A top) had a greater 

amplitude (Fig. 3-7 C) and decay time (Fig. 3-7 D) upon blocking I(h) with ZD. In addition, 

the summation ratio of a train of five EPSPs (Fig. 3-7 A bottom) was increased in control 

neurons in the presence of ZD (Fig. 3-7 E). HCN-DN-expressing mutant neurons had a larger 

EPSP amplitude and decay time, as well as a larger summation ratio under baseline 

conditions, and were not altered by ZD administration (Fig. 3-7 B-E). The responses obtained 
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at the soma were again similar to those obtained at the dendrites of EC L3 pyramidal neurons 

(Fig. 3-7 F-J). 

 

 
 

Figure 3-6: Lack of I(h) increases entorhinal cortex layer 3 pyramidal neuron excitability in vitro.  

A: Example traces obtained from dendritic whole-cell current clamp recordings of control entorhinal cortex layer III 
pyramidal neurons in response to current injections from -150 pA to +200 pA under control conditions (left) and 
following bath application of 15 µM ZD7288 (ZD, middle). ZD application in control cells caused a hyperpolarization 
of the membrane potential (HRMP), therefore recordings were made at the original RMP (ORMP, right) for 
comparison. B: Number of action potentials elicited upon 400 ms depolarizing current injections in the absence 
(black) and presence of ZD (red for HRMP, green for ORMP) in control neurons. Note elevated action potential firing 
in control cells upon ZD application. C: Mutant neuron dendrites had a hyperpolarized RMP, fired more action 
potentials (left) and did not respond to ZD application (right). D: Elevated action potential firing in mutant cells in the 
absence (black) and presence (red) of ZD.  E: RMP of control and mutant neurons in the absence and presence of 
ZD. F: Input resistance (Rn) of control and mutant neurons in the absence and presence of ZD. Note that mutant 
HCN-DN-expressing cells had a hyperpolarized RMP and that Rn was not further affected by ZD application. G-L: 
Recordings obtained from the soma of EC L3 neurons revealed responses similar to those described for dendritic 
recordings. Data represent mean ± S.E.M. * P < 0.05 with Student’s t test. The data shown were generated in 
collaboration with Prof. Mala Shah, UCL School of Pharmacy, London.   
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Figure 3-7: I(h) ablation affects integration of EPSPs. 

A: Example of a single dendritic EPSP (top) or a train of EPSPs (bottom) recorded from control and B: mutant 
dendrites under baseline conditions (black traces) and after application of ZD (red traces). Blocking HCN channels 
with 15 µM ZD in control dendrites increased the amplitude and summation ratio of EPSPs. ZD had no effect on 
HCN-DN-expressing mutant dendrites. C: Quantification of EPSP amplitude and D: decay time of single EPSPs 
before (black) and after (red) ZD application in control (filled bars) and mutant (open bars) dendrites; and E: the 
summation ratios of trains of EPSPs before and after ZD application in control (black) and mutant (red) dendrites. F-
J: Recordings obtained from the soma of EC layer III pyramidal neurons for F: control and G: mutant cells. Data 
represent mean ± S.E.M. * P < 0.05 with Student’s t test. The data shown were generated in collaboration with Prof. 
Mala Shah, UCL School of Pharmacy, London. 

 

Taken together, these data show that HCN-DN expression successfully ablates the current in 

a time- and region-dependent manner. The HCN-DN protein was localized to sites of 

endogenous HCN subunit expression (Sandke, 2006), and HCN-DN transgene expression 

mimicked the effects of the specific HCN channel blocker ZD. I(h) attenuation changed the 

intrinsic electrophysiological properties of EC L3 neurons, i.e. the resting membrane 

potential, input resistance and dendritic integration, causing neuronal hyperexcitability in 

vitro. 

Next, the question was addressed of whether HCN-DN-mediated neuronal hyperexcitability 

was reflected in the behavior of neuronal network activity in vivo.   
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3.2.  In vivo cortical and hippocampal activity is affected by I(h) 

deficiency 

Local field potentials (LFPs) were recorded in awake and behaving mice to study the effect 

of ablated I(h) on neuronal population activity. In my previous study, I observed the earliest 

phenotypic abnormality at P6, which was expressed as delayed sensorimotor reflex 

development in mutant neonatal mice (Merseburg, 2011). Thus, hippocampal and cortical 

activity was recorded in awake mice at P6-P8. 

3.2.1. Functional suppression of I(h) alters spontaneous local field 
potential activity in neonatal mice 

LFPs were recorded with extracellular 16-channel silicon probes placed in hippocampus (Fig 

3-8 A), and somatosensory (Fig. 3-9 A) and visual (Fig. 3-10 A) cortices in head-restrained, 

awake neonatal mice.  

Hippocampal LFPs were recorded along the dorsal CA1-dentate gyrus axis (Fig. 3-8 A), and 

were characterized by sharp waves (SPWs) and stratum radiatum oscillations (SROs) with 

intermittent periods of silence. SPWs were short field events, characterized by negative 

deflections that were largest in channels located in stratum lacunosum moleculare of apical 

dendrites, a phase reversal in CA1 pyramidal layer, and positive deflections in stratum oriens 

of basal dendrites (Fig. 3-8 B). SPWs either occured alone or in combination with SROs, 10-

30 Hz oscillations that were most prominent in channels located below the phase reversal in 

stratum radiatum and lacunosum moleculare (Fig. 3-8 C). Quantification of the properties of 

SPWs and SROs, including mean SPW rate and amplitude; mean SRO rate and length, and 

time mice spent in SROs during the recording epoch (~ 1.5 hours), and the number of SPWs 

co-occuring with SROs revealed no significant differences between control and mutant mice 

(Fig. 3-8 D-F) (Table 6-1). However, mutant mice tended to have lower SPW rates and 

amplitudes (Fig. 3-8 D), as well as lower SRO rates of slightly longer duration (Fig. 3-8 E).  
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Figure 3-8: Hippocampal local field potential activity is not affected by I(h) ablation. 

A: Position of the 16-channel (white dots, 50 µm spacing) linear electrode (marked with DiI in red) along the CA1-
dentate gyrus (DG) axis of the hippocampus in a mutant mouse (EGFP expression in green), with corresponding 
reference atlas picture below. B: Representative local field potential recording during two sharp waves (SPWs, left). 
The depth-profile shows negative deflections in lacunosum moleculare (l.m.) and radiatum (rad), phase reversal in 
pyramidale (pyr), and positive deflections in oriens (ori). Current-source density (CSD, middle) demonstrates the 
most negative deflections in lacunosum moleculare (current sink), and most positive deflections in oriens (current 
source). Color CSD (right) demonstrating the current sinks in lacunosum moleculare (cold colors), and 
corresponding current sources in oriens (warm colors). C: Representative LFP with color CSD recording during two 
SPWs followed by stratum radiatum oscillations (SROs). Below the corresponding 10-40 Hz LFP spectrum of 
channel 13 is shown. D: SPW rate and SPW amplitude in radiatum. E: SRO rate, mean length, and time in SRO as 
percentage of total recording duration. F: Amount of SPWs co-occurring with SROs. Control n = 19, mutant n = 9. 
Data represent mean ± S.E.M. Mann-Whitney U test revealed no statistically significant differences between control 
and mutant mice (Table 6-1). 

 

In both, somatosensory and visual cortex, the LFP was characterized by two types of activity, 

slow activity transients (SATs) and beta oscillations. Based on their depth profiles, SATs 

were further subdivided into type I (SAT I) and type II (SAT II) that were observed on single 

or multiple channels up to 500 µm deep in the cortex. SAT I events were prominent positive 

LFP changes recorded on superficial cortical channels of the probe (Fig. 3-10 B), and carried 

negative components of lower amplitude in underlying channels (Fig. 3-9 B). SAT II events 

were characterized as solely negative LFP deflections and recorded on various channels (Fig. 

3-9 B and 3-10 B). Beta oscillations (spindle bursts, SBs) were 10-30 Hz oscillations on 

superficial channels around 300 µm deep in the cortex (Fig. 3-9 C and 3-10 C). In 

somatosensory cortex, quantification of SATs and SBs revealed no significant differences 

when I(h) was deficient (Fig. 3-9) (Table 6-2). SAT I rates were similar in control and mutant 

mice (Fig. 3-9 D),  but mutants tended to display lower SAT II (Fig. 3-9 E) and SB rates 
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(Fig. 3-9 F), due to the absence of detectable events in a higher number of mutant than 

control mice (Fig. 3-9 G, F). In contrast, suppression of I(h) in visual cortex was found to 

exert a more pronounced effect (Fig. 3-10) (Table 6-3). The overall occurrence rate of SATs 

was significantly reduced in mutant mice (Fig. 3-10 D). This reduction was attributable to a 

significant decrease in SAT I rates, with the majority of mutant mice having no detectable 

SAT I events (Fig. 3-10 E). In contrast, SAT II events occurred with similar rates in control 

and mutant mice (Fig. 3-10 F). SB occurrence was also significantly reduced, but the mean 

length was not changed (Fig. 3-10 G). Again, a high proportion of mutant mice did not show 

any SB activity during the recording epochs of up to 1.5 h.  

 

 

Figure 3-9: Activity in somatosensory cortex is slightly affected by suppressed I(h). 

A: Position of the 16-channel (white dots, 50 µm spacing) linear electrode (marked with DiI in red) in somatosensory 
cortex (S1) of a P7 mutant mouse (EGFP, green), with corresponding atlas reference picture. B: Representative 
traces of slow activity transients (SAT) of type I (left) and type II (right). C: (Top) 0-50 Hz spectrogram of the current-
source density (CSD) constructed from the first recording channel of the electrode (channel 1), showing three 
spindle burst (SB) events between 1.3 and 2 minutes. The first SB highlighted by white rectangular ticks is shown in 
more detail below. (Bottom left) 5-25 Hz LFP spectrogram of the SB highlighted above for channels 2, 4 and 6. 
(Bottom right) Corresponding LFP traces of the top 8 recording channels. D: SAT I rate and proportion of mice 
without any SAT I events. E: SAT II rate and proportion of mice without any SAT II events. F: SB rates and 
proportion of mice without any SBs in S1 over the recording epoch of ~1.5 hours. Control n = 11, mutant n = 6. Data 
represent mean ± S.E.M. Mann-Whitney U test for SAT and SB rates and Fisher’s exact probability test for 
proportion of mice without SATs and SBs revealed no statistically significant differences between control and mutant 
mice (Table 6-2). 
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Figure 3-10: Spontaneous activity in visual cortex is attenuated upon I(h) deficiency. 

A: Position of the 16-channel (white dots, 50 µm spacing) linear electrode (marked with DiI in red) in visual cortex 
(V1) of a P7 mutant mouse (EGFP, green), with corresponding atlas reference picture. B: Example traces of slow 
activity transients (SAT) of type I (left) and type II (right). C: (Top) 0-50 Hz spectrogram of the current-source density 
(CSD) constructed from the first recording channel of the electrode (channel 1), showing a spindle burst (SB, 
marked by white rectangular ticks). (Bottom left) 10-30 Hz LFP spectrogram of the SB shown above for channels 2, 
4 and 6. Bottom right shows corresponding LFP traces of the top 8 recording channels. D: The overall SAT rate was 
reduced in mutant neonatal mice. E: SAT I rate was reduced (left) due to a higher proportion of mutant mice without 
SAT I events. F: SAT II rates were unchanged. G: Mutant mice had lower SB rates of similar mean length. Control n 
= 21, mutant n = 10. * P < 0.05, ** P < 0.01 with Mann-Whitney U test. # P < 0.01 Fisher’s exact probability test 
(Table 6-3). 

 

In summary, it was observed that attenuated I(h) tended to reduce network activity in the 

hippocampus and cortex of neonatal mutant mice, with the strongest effects seen on visual 

cortex activity. Therefore, in neonatal mice, the neuronal hyperexcitability characterizing 

mutant neurons in acute slices in vitro (Figs. 3-6, 3-7), did not result in neuronal network 

hyperactivity, but rather showed the opposite. Next it was determined, whether adult 

neuronal network activity was altered when I(h) was deficient. 
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3.2.2. Adult network activity is affected by I(h) deficiency 

To investigate whether suppressed I(h) causes changes in brain activity in adulthood, 

hippocampal LFPs were recorded in adult behaving mice implanted with a 16-site linear 

probe along the dorsal hippocampal CA1-DG axis (Fig. 3-11 A). Since the behavior of 

animals during sleep is less variable than during wake states, sleep brain activity was 

considered to be more representative of the internal network properties. Therefore, 

recordings were performed while mice were sleeping in their home cages. Hippocampal LFP 

patterns were found to show characteristics as had been described for adult mice (Buzsáki et 

al., 2003). During slow-wave sleep, the most prominent activity pattern was the sharp wave-

ripple complex (SPW-Rs) (Fig. 3-11 B). Ripples were short high frequency oscillations (120-

180 Hz), with their highest amplitude in the pyramidal layer, which were accompanied by a 

negative sharp wave (SPW) in stratum radiatum of CA1 (Fig. 3-11 B). REM sleep was 

characterized by theta oscillations (4-12 Hz) with nested gamma oscillations (30-80 Hz) (Fig. 

3-12 C). Theta oscillations changed their phase gradually and reached full reversal in stratum 

lacunosum moleculare. Accordingly, gamma oscillations along the CA1-DG axis occurred at 

the peak of the theta wave in stratum oriens and pyramidal layer, and at the trough in layers 

below the pyramidal layer (Fig. 3-12 C).  

For each mouse multiple recordings of sleep activity were performed, but not every sleep 

recording contained both, slow-wave sleep and REM episodes. In addition, the animal 

number per group was limited. Therefore, analysis of the number of recordings obtained per 

genotype was performed. Slow-wave sleep episodes were analyzed regarding the specific 

properties of SPW-R, including ripple frequency and duration, SPW amplitude in stratum 

radiatum, and SPW-R occurrence rate over the course of a slow-wave sleep epoch (Table 6-

4). Quantification of SPW-R properties revealed strongly reduced ripple peak frequencies in 

mutant mice (Fig. 3-12 A-B). When comparing the average spectral ripple peak for each 

recording performed in control and mutant mice, a strong peak was seen at around 150 Hz in 

control mice, whereas the majority of ripples recorded in mutant mice had lower peak 

frequencies that averaged around 130 Hz (Fig. 3-12 B-C). Together with significantly shorter 

frequencies, mutant SPW-R were of significantly shorter duration and showed higher SPW 

amplitudes, as well as lower occurrence rates during the slow-wave sleep (Fig. 3-12 D). 
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Figure 3-11: Hippocampal LFP sleep patterns in adult mice.  

A: Position of the 16-site (100 µm spacing) linear recording electrode (implanted at bregma -1.9) along the CA1-DG 
axis in a mutant mouse, with corresponding reference atlas picture below. Ctx, cortex; or, stratum oriens; pyr, 
stratum pyramidale; rad, stratum radiatum; l.m., stratum lacunosum moleculare; DG, dentate gyrus. B: Example LFP 
traces recorded from a control mouse during a sharp wave/ripple (SPW-R). Ripples had the highest amplitude in the 
pyramidal layer (pink) and were accompanied by a negative SPW in stratum radiatum (blue). C: Example LFP traces 
obtained during REM sleep of a control mouse, demonstrating 4-12 Hz theta waves with nested 30-80 Hz gamma 
oscillations. Note that theta oscillations change their phase along the CA1-DG axis, reaching full reversal in stratum 
lacunosum moleculare. The same colors as in C.  

 

Changes in SPW-R properties might be the cause of an abnormal early postnatal 

development due to attenuated I(h). To study the effect of functional I(h) ablation 

independently of I(h) deficiency during the early postnatal developmental period, adult mice 

were recorded receiving doxycycline until P21 (mutant ON/OFF animals). Mutant ON/OFF 

mice had functional I(h) until weaning age, and were deficient in I(h) from juvenile ages 

onward. In contrast to the significant changes found in mutant mice, ripple peak frequencies 

of mutant ON/OFF animals were not affected (Fig. 3-12 C). In mutant ON/OFF animals, too, 

SPW-R properties were not changed in terms of either ripple frequency and duration, or SPW 

amplitude as compared to control mice, but the SPW-R occurrence rate was significantly 

lower, as was similarly seen in mutant OFF animals (Fig. 3-12 D). This indicated that 

suppression of I(h) during the postnatal developmental period (mutant OFF mice) caused 

persistent changes in hippocampal network activity of adult mice, whereas post-

developmental I(h) suppression (mutant ON/OFF mice) had only mild effects on SPW-R 

properties during slow-wave sleep.  
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Figure 3-12: Ripple frequency is reduced upon developmental I(h) attenuation. 

A: Representative LFP trace of a ripple recorded from the pyramidal layer of a control (left) and mutant (right) 
animal. The spectral peak in ripple frequency (left axis) is indicated by a white line on the left (color coded 
background with warm colors demonstrating the frequency peak). The ripple midpoint is set to 0 ms. Right axis 
shows the amplitude range (in mV) of the ripple LFP trace. Control ripple peak frequency was at around 150 Hz. 
Ripple frequency was lower in the mutant animal (right), indicated by the downshift of the spectral peak from 150 Hz 
to 130 Hz. B: Histogram of the average ripple peak frequency expressed as percentage of the total number of ripple 
events recorded from control (n = 40 recordings/8 mice) and mutant (n = 14 recordings/3 mice). Quantification of the 
average spectral ripple peak is shown in the boxplot below. C: Average normalized ripple peak frequency per group 
for control, mutant OFF, and mutant ON/OFF mice demonstrating a clear reduction in the ripple frequency seen in 
OFF mutants, but not in ON/OFF mutants. D: Quantification of SPW-R properties; ripple frequency and mean length 
were significantly reduced in mutant OFF animals. The normalized SPW amplitude was higher in mutant OFF mice. 
The SPW-R occurrence rate was lower in mutant OFF and ON/OFF mice. Control n = 42 recordings/8 mice, mutant 
OFF n = 14 recordings/4 mice, mutant ON/OFF n = 17 recordings/4 mice. * P < 0.05, ** P < 0.01, *** P < 0.001 
Newman-Keuls post hoc comparison after one-way ANOVA. (Table 6-4) Four of the eight control animals belonged 
to a different promoter mouse line (C57BL/6J-Tg(Nop-tTA)Mmay) and were recorded by Kolja Meier (ZMNH, 
Hamburg).    

 

The analysis of REM sleep episodes was focused on peak theta frequencies across layers of 

CA1 and on interlaminar coherence (Fig. 3-13) (Table 6-4, 6-5). Theta frequencies in stratum 

oriens, radiatum, and moleculare were similar among groups, but in pyramidal layer of CA1 

the peak theta frequency tended to be slightly increased in mutant OFF mice, and to a larger 

extent in mutant ON/OFF animals as compared to controls (Fig. 3-13 A). Coherence is a 

measure of the phase relationship of two oscillations of a certain frequency, e.g. between 

theta or gamma in the pyramidal layer and theta or gamma in stratum lacunosum moleculare, 

respectively. The coherence in both theta and low-gamma frequencies between stratum 

lacunosum moleculare and pyramidal layer was significantly increased in mutant OFF and 

ON/OFF animals (Fig. 3-13 B left). Stratum radiatum and pyramidal layer theta coherence 

was also significantly increased in both mutant groups; low-gamma coherence in mutant OFF 
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mice tended to be higher, and was significantly higher in mutant ON/OFF animals (Fig. 3-13 

B middle). The phase relationship of oscillations in strata lacunosum moleculare and 

radiatum was not affected by suppressed I(h) (Fig. 3-13 B right).  

 

 

Figure 3-13: Theta oscillations during REM sleep are affected by I(h) deficiency  . 

A: Peak theta frequency along layers in CA1; strata oriens (or), pyramidale (pyr), radiatum (rad) and lacunosum 
moleculare (l.m.), tended to be increased in mutant OFF and ON/OFF animals. B: Interlaminar coherence between 
l.m. and pyr (left) and rad and pyr (middle) was increased for theta and low gamma frequencies in mutant OFF and 
ON/OFF animals, but not affected between l.m. and rad (right). Control n = 33 recordings/7 mice, mutant OFF n = 11 
recordings/4 mice, mutant ON/OFF n = 17 recordings/4 mice. ** P < 0.01, *** P < 0.001 after one-way ANOVA 
(Table 6-4, 6-5). 

3.3.  I(h) deficiency causes behavioral abnormalities 

To test for behavioral correlates of neuronal hyperexcitability and altered neuronal network 

activity, behavioral experiments were performed to analyze waking and sleeping behavior, 

cognitive performance, including working memory, and spatial learning and memory, gait, 

coordination and motor learning. Control and mutant mice of all doxycycline-treated groups 

consisted of both genders. Unless otherwise stated, mice in control and mutant groups were 

compared independent of sex.  

3.3.1. General behavioral hyperactivity  

It was previously observed that mutant mice OFF doxycycline show hyperactive behavior in 

their home cages (Sandke, 2006; Merseburg, 2011) (Fig. 3-14 A). As mice are nocturnal 

animals, they are active during the night while sleeping during the day. Compared to control 

OFF mice, mutant OFF and ON/OFF mice spent significantly more time moving during the 

active phase, and the effect was more prominent in mutant OFF than mutant ON/OFF 

animals OFF (Fig. 3-14 A) (Table 6-6). During the inactive sleeping phase, no differences in 
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the time spent moving were obtained. This indicated that I(h) attenuation causes general 

hyperactive movement behavior during waking. In a next step, motor activity and 

exploratory/anxiety-like behavior in the open field were assessed (Table 6-7, 6-8). Motor 

activity was indicated by the distance moved, and running speed of the mice. With increasing 

time in the arena, a decline in the distance moved was observed in all control mice indicating 

a reduction in locomotion with increasing familiarization with the open field environment 

(Fig. 3-14 D). Control mice of all groups showed anxiety-like behavior (thigmotaxis), in that 

they preferentially stayed in the border zone of the arena and avoided the center area (Fig. 3-

14 G-H), but crossed it occasionally (Fig. 3-14 B). In contrast, mutant OFF mice covered 

significantly longer distances (Fig. 3-14 C), and exhibited increased locomotion over time 

(Fig. 3-14 D). Mutant OFF mice also moved faster (Fig. 3-14 E) and expressed their high 

motility drive as rapid circling, which was reflected by a significant increase in the number of 

rotations per minute (Fig. 3-14 F). Compared to control OFF littermates, mutant OFF mice 

covered the whole arena (Fig. 3-14 B), spent less time in the border zone (Fig. 3-14 G) and 

more time in the center of the arena (Fig. 3-14 H), which indicates reduced anxious behavior 

in the open arena. Results obtained for mutant OFF/ON animals were similar. Although not 

generally hyperactive in terms of total distance moved (Fig. 3-14 C), mutant OFF/ON mice 

showed tended to rotate more per minute (Fig. 3-14 F), and increased their activity over time 

similarly to OFF mutants, but not significantly different when compared to control OFF/ON 

littermates (Fig. 3-14 D). As seen in mutant OFF mice, mutants OFF/ON also spent 

significantly less time in the border zone, and more in the center area of the open field (Fig. 

3-14 G-H), which is indicative of a reduction in anxiety-like traits. In contrast, the behavior 

of mutant ON/OFF mice in the open field was not distinguishable from control littermates 

motor activity and exploratory and anxiety-like behavior, except for a significantly lower 

mean running speed (Fig. 3-14 D).  
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3.3.2. Sleep behavior  

Telemetric electrocorticogram (ECoG) recordings and simultaneous video monitoring in 

adult mice allowed for ECoG-based scoring of behavioral states over multiple days. Four 

behavioral states were distinguished: wake and active wake behavior, and slow-wave sleep 

and paradoxical (REM) sleep behavior. Wake periods included behaviors such as eating, 

grooming, and building a nest. Running and climbing activities were scored as active wake 

behavior. Sleeping episodes were behaviorally accompanied by very low to no movement 

activity. The distribution of the four behavioral states over time of the day (mean of three 

days per animal) showed highest wake and active wake periods during the active dark phase, 

and highest proportion of slow-wave sleep and REM sleep during the sleeping or light phase 

of the day (Fig. 3-15 A). Mutant mice seemed to stay up longer, and entered prolonged slow-

wave sleep periods later in the day as compared to control animals (Fig. 3-15 A). Comparing 

the times spent in a certain state (Table 6-9) showed a tendency for mutant mice to have 

more wake and REM states and less slow-wave sleep. Times in active wake periods were 

similar between control and mutant animals (Fig. 3-15 B). The mean duration of the 

behavioral states (i.e. bout duration) showed a trend for mutant mice to have shorter active 

wake periods, whereas REM sleep bouts tended to be longer (Fig. 3-15 C). The overall 

number of wake, and active wake states seemed to be higher in mutants (Fig. 3-15 D). Due to 

the high variance in signal to noise ratio of the ECoG signal obtained for individual animals, 

as well as poor statistical performance on small groups, a definite conclusion as to whether 

I(h) suppression affects the distribution or amount of certain behavioral states was not 

possible.  

Ablation of I(h) in the forebrain thus changes general behavioral traits, which was reflected 

by hyperactive behavior and slight changes in the sleep pattern of mutant mice. Next, it was 

tested whether loss of functional I(h) in forebrain pyramidal neurons alters cognitive abilities 

of mutant mice. Cognition was tested in terms of working memory, spatial learning and 

memory, and contextual fear learning.   
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Figure 3-15: Distribution of waking and sleeping behavior over the day. 

A: Distribution of wake (top left), active wake (top right), slow-wave sleep (bottom left), and REM sleep (bottom right) 
behavioral states; expressed as percentage of time in each state over time of the day (24 hours). The active waking 
phase started at 7 a.m., the inactive sleeping phase at 7 p.m. (indicated by the blue box). Thick lines indicate the 
mean of three days per mouse, thin lines represent individual days per mouse. B: Quantification of the percentage 
of time spent in wake, active wake, slow-wave sleep and REM sleep behavior. Mutant OFF mice tended to spend 
more time in REM sleep. C: Mean bout duration of wake, active wake, slow-wave sleep, and REM sleep episodes. 
Data represent mean ± S.E.M. Mann-Whitney U test to compare groups. Control OFF n = 4, mutant OFF n = 3 
(Table 6-9). 
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3.4. Cognitive deficits are dependent on age of onset of I(h) 

deficiency 

3.4.1. Working memory 

Working memory, which is needed to plan and execute behavior, is a cognitive function 

relying on attention, short-term memory and processing of information (Morellini, 2013). It 

was tested by scoring the spontaneous alternation in the Y maze task. The Y maze consisted 

of three identical arms (A, B, and C; as depicted in Fig. 3-16 A) that the mice could freely 

explore. For example, when visiting arms A and B, the mouse is expected to next enter a 

novel and unexplored arm C, i.e. to make a novel arm choice. A preference for the novel arm 

was indicated by values higher than chance (50%). The percentage of novel arm choices was 

above chance for control and mutant mice of all groups (Fig. 3-16 B). Mutant mice, however, 

tended to make fewer novel arm choices, which was significant in the OFF/ON group. In 

addition, mutant mice of the OFF and ON/OFF group needed significantly more time for the 

total number of required alternations than their control littermates (Fig. 3-16 C) (Table 6-10).  

 

 

Figure 3-16: Working memory performance in the spontaneous alternation task.  

A: The Y maze consisted of three identical arms (A-C), which the mice could freely explore during the trial. B: Novel 
arm choices are expressed as percentage of total transitions in the maze. Control and mutant mice of all treatment 
groups showed a preference for the novel arm, but mutant mice made fewer novel arm choices, which was 
significant in the OFF/ON group. C: The time mice needed for the required amount of alternations was significantly 
increased in mutants of the OFF and ON/OFF group. Control OFF n = 31, mutant OFF n = 21, control OFF/ON n = 
19, mutant OFF/ON n = 16, control ON/OFF n = 23, mutant ON/OFF n = 32. Data represent mean ± S.E.M..# P < 
0.05 as compared to chance level of 50% with Wilcoxon signed-rank test. * P < 0.05 with Student’s t test (Table 6-
10). 
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3.4.2. Spatial learning and memory in the water maze 

The water maze task was used to test for spatial learning and long-term memory. In learning 

trials, mice had to find a hidden platform by using distal landmarks. A reduction in both the 

distance moved to find the platform, and the escape latency over trials was an indicator of 

spatial learning (Fig. 3-17 A-C) (Table 6-11, 6-12). Over two learning days, control OFF 

mice showed a reduction in distance moved and latency to reach the platform over trials, 

which thus reflected spatial learning of the hidden platform position. In comparison, mutant 

OFF mice covered greater distances and had longer escape latencies over all trials, without 

showing a clear reduction in both parameters, which is indicative of difficulties in learning 

the position of the platform (Fig. 3-17 B, and C left). In the OFF/ON treatment group, 

learning of the platform position was less obvious in control mice, especially during the first 

learning day (trials 1-4). Over the course of the second learning day (trials 5-8), control 

OFF/ON mice showed a reduction in their distance moved and concomitantly in escape 

latencies. However, the mixed two-way ANOVA did not reveal an effect of the interaction 

group x trial on distance moved or escape latency. Mutant OFF/ON animals were not 

significantly different from control littermates, but tended to move longer distances moved 

and have longer latencies to find the platform, which was similar to mutant OFF mice (Fig. 

3-17 B, C middle). A reduction in both parameters was not seen over trials for mutant 

OFF/ON mice, again indicating a similar learning deficit as seen in mutant OFF mice. In 

comparison, control and mutant mice of the ON/OFF group performed equally well and 

improved their performance over trials, though mutants ON/OFF tended to perform worse 

during the second learning day (trial 5) as compared to control ON/OFF littermates (Fig. 3-

17 B, C right). Long-term spatial memory of the platform position was further tested in the 

recall trial after two learning days. The platform was removed and time periods spent by the 

mice in the quadrant of the former platform location (i.e. target quadrant) were compared. A 

preference for the target quadrant over the other quadrants (left, right, opposite) is indicated 

by occupation times higher than expected by chance of 25% (Fig. 3-17 D). Control mice of 

all groups had a clear preference for the target quadrant. Mutant mice of the OFF and 

OFF/ON group, but not the ON/OFF group, tended to spend less time in the target quadrant 

as compared to respective control littermates. Mutants OFF/ON also did not exceed chance 

level (Fig. 3-17 E). Together, the results are suggestive of deficits in learning and 

remembering the spatial location of the hidden platform in  mutant OFF and OFF/ON mice.  
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Figure 3-17: Spatial learning in the water maze is dependent on age of onset of I(h) deficiency.  

A: Water maze with the hidden platform for learning trials. B: Distance moved to find the platform over 8 trials/two 
learning days (separated by dotted line) was higher for mutants OFF over trials (left). Control and mutant mice of the 
OFF/ON group showed similar performance, but note that mutant OFF/ON mice exhibited no decrease over time 
(middle). Mutant ON/OFF mice were not different from controls (right). C: Corresponding escape latencies over 
trials. D: Long-term memory of the platform position was tested in the recall trial without the platform (target, former 
platform position is indicated by the dotted circle). A preference for the target quadrant (T) over the quadrants left 
(L), right (R), and opposite (O) is reflected by occupation times higher than expected by chance (25%). E: A 
preference for the target quadrant was observed in control mice of all groups and in mutants of the OFF (left) and 
ON/OFF (right) groups, but not in mutant OFF/ON mice (middle). Note that mutants OFF and OFF/ON tended to 
spend less time in the target quadrant. Control OFF n = 22, mutant OFF n = 13, control ON/OFF n = 8, mutant 
ON/OFF n = 11, control OFF/ON n = 15, mutant OFF/ON n = 14. Data represent mean ± S.E.M. * P < 0.05, ** P < 
0.01 after two-way mixed ANOVA for repeated measurements (Group x Trial interaction). # P < 0.05 as compared to 
chance level of 25% with Wilcoxon signed-rank test (Table 6-11, 6-12). 
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3.4.3. Contextual fear conditioning 

The contextual fear conditioning protocol tests for learning the association of a foot shock 

(unconditioned stimulus) applied in a certain environment, i.e. context (conditioned 

stimulus). It can be assessed by means of increased immobility or freezing behavior of the 

mouse 24 hours later in the recall trial, when the mouse is exposed to the same environment, 

in which the shocks were received. For conditioning, mice were placed in the chamber in 

which they received three foot shocks after a certain delay for recording baseline freezing 

levels. Mice of all groups and treatment expressed similarly low baseline freezing, which 

increased after having received the foot shocks (Fig. 3-18 A) (Table 6-13). When being 

placed into the same arena 24 hours later, mice again showed immobility that increased from 

the first to the second minute, but then declined in the third minute (Fig. 3-18 B). Only 

control mice of the OFF/ON group did have similar freezing periods over the whole time in 

the arena (Fig. 3-18 B middle). However, the overall freezing behavior was not significantly 

different between control and mutant mice, irrespective of the treatment (Fig. 3-18 C). OFF 

mutants OFF exhibited more freezing. OFF/ON mutants appeared to freeze less, but the 

strong variation between individual values does not allow a definite conclusion to be drawn. 

Contextual fear memory thus appears not to be affected by I(h) deficiency.   
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Figure 3-18: Context-dependent fear memory does not rely on I(h). 

A: Freezing behavior, which is expressed as percentage of time spent freezing vs. total time in arena, strongly 
increased from baseline levels after footshocks were given, and was similar in control and mutant animals of the 
OFF (left), OFF/ON (middle), and ON/OFF (right) groups. B: Recall trial after 24 hours demonstrating that freezing 
increased within the first two minutes and then declined in the third minute. C: Total time freezing during the recall 
trial tended to be higher in mutants OFF and lower in mutants OFF/ON. Baseline and footshock: Control OFF n = 24, 
mutant OFF n = 16; Recall: control OFF n = 27, mutant OFF n = 19. Control OFF/ON n = 6, mutant OFF/ON n = 5. 
Baseline and footshock: Control ON/OFF n = 11, mutant ON/OFF n = 18. Recall: control ON/OFF n = 15, mutant 
ON/OFF n = 24. Data represent mean ± S.E.M. (Table 6-13). 
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3.5.  I(h) exerts functional roles in motor coordination and motor 

learning 

3.5.1. Gait abnormalities develop at early postnatal ages 

Based on the observation that mutant OFF mice seemed to have abnormal walking patterns, 

characterization of the gait was performed using the automated gait analysis system Catwalk 

(Noldus) (Fig. 3-19 A). Control and mutant mice (control OFF n = 6, mutant OFF n = 6, 

control ON/OFF n = 10, mutant ON/OFF n = 13, control OFF/ON n = 19, mutant OFF/ON n 

= 14, Table 6-18) were compared for the parameters running speed, stand (duration of paw 

contact with the glass plate), step cycle (time between two consecutive paw placements on 

the glass plate), stride length (distance between two consecutive placements of the same 

paw), base of support (BOS, width between hind or front paws) between the hind paws, 

regularity index of the step pattern (which expresses the number of normal step sequence 

patterns relative to the total number of paw placements in percent), and step sequence 

patterns (alternating and rotating). Irrespective of treatment, control and mutant mice 

exhibited similar running speeds (Fig. 3-19 B). When compared to their respective controls, 

mutants OFF and OFF/ON made faster and shorter steps, indicated by a decrease in stand 

(Fig. 3-19 C) and step cycle duration (Fig. 3-19 D), and a shorter stride length (Fig. 3-19 E). 

However, the functional relevance of the difference in stand and step cycle in OFF/ON 

mutants is not clear, as values are still similar to controls in the OFF and ON/OFF group. It 

rather seems as if control mice in the OFF/ON group had an unusually high stand and step 

cycle duration when compared to controls OFF and ON/OFF. There was no difference 

between control and mutant ON/OFF mice (Fig. 3-19 C-E). The BOS between hind paws 

was increased in mutants OFF and OFF/ON, but not affected in mutants ON/OFF (Fig. 3-19 

F). Changes in the temporal relationship between the four paws were further reflected by the 

regularity index of the step pattern (Fig. 3-19 G), which was reduced in OFF and OFF/ON 

mutants, but not in mutants of the ON/OFF group. The observed decreased regularity was a 

consequence of less alternating (Fig. 3-19 H) and more rotating step sequences (Fig. 3-19 I) 

in OFF and OFF/ON mutants.  

In summary, compared to control mice, the gait of mutant OFF and OFF/ON mice was 

characterized by irregular steps, which were shorter and faster. Mutants ON/OFF did not 

show altered walking behavior. The gait analysis thus revealed that I(h) deficiency during 

early postnatal development, but not in adulthood, significantly affects locomotion. 
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Considering that the HCN-DN transgene is expressed in forebrain motor structures (Fig. 3-3) 

and in afferents to the cerebellum (Fig. 3-5 D), it was hypothesized that I(h) deficiency also 

affects motor learning behavior.  

 

Figure 3-19: Gait abnormalities upon I(h) deficiency during early development.  

A: (Top left) Illustration of a mouse on the runway, (bottom left) expanded view of the paw prints seen above (RH 
right hind, RF right front, LH left hind, LF left front),  (top right) timing view of consecutive paw placements within 1s 
of a run, demonstrating stand (duration of paw contact with the glass plate) and step cycle (time between two 
consecutive paw placements on the glass plate), (bottom right) step sequence demonstrating stride length (distance 
between two consecutive placements of the same paw) and base of support (BOS, width between hind or front 
paws). B: Mean running speed was similar between control and mutant mice of all groups. C: Stand and D: Step 
cycle duration, and E: Stride length was decreased in mutants OFF and OFF/ON when compared to respective 
controls. F: Base of support (BOS) between hind paws was increased in mutants OFF and OFF/ON. G: Regularity in 
the step patterns of mutants OFF and OFF/ON was decreased due to H: Less alternating and I: More rotating step 
sequence patterns. Control, mutant OFF: n = 6, control ON/OFF: n = 10, mutant ON/OFF: n = 13, control OFF/ON: n 
= 19, mutant OFF/ON: n = 14. Data represent mean ± S.E.M. B-G, * P < 0.05, ** P < 0.01 with Student’s t test. H-I, * 
P < 0.05 with Mann-Whitney U test (Table 6-18).  
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3.5.2. I(h) deficiency during development affects motor learning 

The pole, Rotarod, and grip strength tests were used to assess motor coordination, motor 

learning performance, and forelimb strength (Fig. 3-20) (Table 6-14 to 6-17). The OFF and 

OFF/ON treatment groups included female and male mice in both genotype groups. There 

was no gender effect in control OFF mice, the data of which were thus pooled. In mutant 

OFF mice, female and male littermates were different from each other and were thus 

presented separately and compared to gender-pooled control OFF littermates. OFF/ON 

control and mutant mice showed no gender effects and were also pooled. The ON/OFF 

treatment group only consisted of male littermates. 

In the pole test, motor coordination/skill learning over three trials to perform a certain 

strategy to climb down was tested: (as described (Freitag et al., 2003)): control mice turned 

the body by 180° and climbed down headfirst with all four paws and with the tail “wrapped” 

around the pole. While the majority of control OFF mice turned and climbed down the pole, 

a significantly lower proportion of mutant male OFF mice were able to do so (Fig. 3-20 A 

left panel) (Table 6-14). Mutant males OFF, irrespective of trial, mostly failed to fully turn 

their body and were circling down with the body perpendicular to the pole, or falling down.  

Mutant females OFF performed better than mutant males OFF. However, mutant females 

OFF did not fully reach the performance of control males OFF, and were significantly 

different in the second trial (Fig. 3-20 A left). Mutant OFF/ON mice also had difficulties in 

climbing down the pole over all trials (Fig. 3-20 A middle), and their performance was 

significantly different from controls in the third trial. In contrast, mutants of the ON/OFF 

treatment group performed in the same way as their control littermates and had no difficulties 

in turning and climbing down the pole (Fig. 3-20 A right). Motor learning and coordination 

was further tested with the Rotarod (Fig. 3-20 B). Results were analyzed with a two-way 

mixed ANOVA for repeated measurements, having Group as between groups factor and 

Trial (trials 1-4) as within groups factor (Table 6-15). For mice of the OFF treatment group, 

an effect of group (control OFF, mutant male OFF, mutant female OFF) on the mean latency 

to fall over all trials was seen, and Newman-Keuls post hoc analysis revealed that mutant 

males OFF fell faster from the Rotarod as compared to controls OFF, whereas mutant 

females OFF showed a better performance and were not different from controls (Fig. 3-20 B 

left panel). In addition, control and mutant females OFF increased their latency to fall over 

trials, which indicates motor learning over trials. In contrast, mutant males OFF had a similar 

performance over all trials, suggesting absence of motor learning in male mutants of the OFF 

group. Mutant OFF/ON animals also had an overall worse performance on the Rotarod as 
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compared to control OFF/ON littermates (Fig. 3-20 B middle). There was a significant effect 

of the interaction group and trial, but Newman-Keuls post hoc analysis did not detect any 

significant difference for single trials between groups. Control and mutant mice of the 

ON/OFF group did not differ in their performance, and improved their performance over 

trials (Fig. 3-20 B right). Note that during the course of the study, the performance of control 

mice on the Rotarod significantly declined (Fig. 3-20 C). Therefore, it was difficult to 

interpret Rotarod results obtained for OFF/ON and ON/OFF mutant animals (Table 6-16). 

The grip strength test revealed significantly reduced forelimb strength in mutants of all three 

treatment groups as compared to control littermates (Table 6-17). However, mutants OFF and 

OFF/ON seemed to have a more pronounced reduction in forelimb strength than mutants 

ON/OFF (Fig. 3-20 D). 

Taken together, the results indicate that suppression of I(h) in the forebrain during early 

postnatal development significantly affects gait properties along with motor learning and 

coordination abilities. The importance of functional HCN channels during development is 

supported by the observation that normal I(h) function during postnatal development and 

post-weaning onset of I(h) ablation in mutant ON/OFF mice normalizes motor functions back 

to control levels, except for the forelimb grip strength.  
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Figure 3-20: Motor function deficits were partially linked to early developmental I(h) ablation. 

A: Pole test showing the percentage of mice successfully climbing down the wooden rod over three consecutive 
trials. Mutant males OFF (left) and mutant OFF/ON animals (middle) had significant difficulties, whereas mutant 
ON/OFF mice (right) did not differ from their control littermates. ** P < 0.01, *** P < 0.001 with Fisher’s exact 
probability test. B: Performance on the Rotarod shown as latency to fall over four trials. Male mutant OFF mice 
showed the strongest difficulties in staying on the rod. C: Rotarod performance, shown as the mean of four trials, of 
control mice declined significantly. ** P < 0.01, *** P < 0.001 Newman-Keuls post hoc comparison after two-way 
mixed ANOVA. D: Forelimb strength measured with the grip test was decreased in mutants, independent of 
doxycycline treatment. * P < 0.05, ** P < 0.01, *** P < 0.001 with Student’s t test. Control OFF: n = 30, mutant male 
OFF: n = 13, mutant female OFF: n = 7, control OFF/ON: n = 19, mutant OFF/ON: n = 14. Pole ON/OFF, control: n = 
12, mutant: n = 16; Rotarod ON/OFF, control: n = 17, mutant: n = 23, grip ON/OFF, control: n = 8, mutant: n = 11 
(Table 6-14 to 6-17). 
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3.5.3. I(h) ablation in cerebellar Purkinje cells does not affect motor 
behavior 

Functional I(h) in cerebellar Purkinje cells has been proposed to be important for motor 

learning (Nolan et al., 2003; Rinaldi et al., 2013). Considering that the results described 

above were obtained from mice with forebrain-restricted I(h) deficiency that showed HCN-

DN-expressing projections to the cerebellum (Fig. 3-5 D) , it cannot be determined whether 

the effects seen are specific to changes in forebrain motor circuits, or due to altered signaling 

from forebrain projections to the cerebellum that potentially affect cerebellar processing of 

motor commands. Therefore, mice with Purkinje cell-restricted I(h) deficiency were 

generated and analyzed for gait properties and motor learning performance. 

Double-transgenic mutant mice expressed the tTA under control of the Purkinje cell protein-

2 (PCP2) promoter (Zu, 2004) and the HCN-DN under control of the bidirectional promoter 

containing TRE (Krestel et al., 2001) to simultaneously express EGFP (Fig. 3-21 A). HCN-

DN expression in mutant cerebellar Purkinje cells was confirmed by in situ hybridization 

against an hHCN4-G480S specific probe (Fig. 3-21 B) and western blot detection of HCN-

DN by immunolabeling of the attached HA-tag (Fig. 3-21 C). Specificity of transgene 

expression was further quantified by co-immunostaining with an antibody against PCP2 

(EGFP-expressing cells immunostained for PCP2: mutant OFF 89.23 ± 1.72 % 

EGFP+/PCP2+ cells, mutant ON/OFF 86.15 ± 8.29 % EGFP+/PCP2+ cells) (Fig. 3-21 D). In 

vitro patch clamp recordings in brain slices (15-16 days old animals, con: nAnimals = 3, 

nCells = 9; mut: nAnimals = 4, nCells = 9) revealed strong attenuation of I(h) in mutant PCs (Fig. 3-

21 E, I(h) at -120 mV: controls -879 ± 64 pA vs. mutants -63 ± 12 pA, Students t test, P < 

0.001). Together, the data show successful functional I(h) ablation due to HCN-DN 

expression in mutant cerebellar PCs. Next the consequences of I(h) ablation in cerebellar 

Purkinje cells for gait properties, motor learning and motor coordination in control and OFF 

mutants, and in ON/OFF mutants were analyzed. Mice were tested with the Catwalk gait 

analysis system, and with pole, accelerating Rotarod, and beam walk tests (control OFF 

n = 8, mutant OFF n = 9, mutant ON/OFF n = 11, Table 6-19 to 6-21). Gait properties were 

not different between all three groups (Fig. 3-22 A-G), except for mutants ON/OFF whose 

gait is characterized by shorter steps as compared to control or mutant OFF littermates (Fig. 

3-22 D). Mice of all groups had the same motor learning and coordination performance (Fig. 

3-22 H-J), with the exception that mutants ON/OFF had a better initial Rotarod performance 

on day 1 when compared to control or mutant OFF mice (Fig. 3-22 I).  
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Figure 3-21: Mice with cerebellar Purkinje cell-specific I(h) ablation.  

A: Cerebellar Purkinje cell-restricted HCN-DN expression. The promoter line drives tTA expression in Purkinje cells 
via the Purkinje cell protein-2 (PCP2) promoter, the response line carries the HCN-DN subunit, tagged with a HA-tag 
and driven by a bidirectional promoter for simultaneous expression of EGFP. B: Detection of HCN-DN mRNA in 
double-transgenic mutant mice. C: Western blot detection of HCN-DN with anti-HA antibody (132 kDa) in control 
(con) and mutant (mut) forebrain (FB) and cerebellum (CB) membrane fractions (+ refers to positive control). D: 
(Top) Sagittal brain section of a mutant showing EGFP expression in the cerebellum. (Bottom) Co-labeling of EGFP 
with PCP2 immunostaining demonstrating that EGFP expression was detected in cerebellar Purkinje cell bodies and 
their dendrites in the molecular layer. E: Current traces of control (left) and mutant (right) Purkinje cells in response 
to hyperpolarizing voltage steps demonstrating the absence of I(h) in mutant cells expressing HCN-DN. F: 
Quantification of I(h) in response to different hyperpolarizing to depolarizing voltage steps. Data are represented as 
mean ± S.E.M. (Whole-cell patch-clamp recordings shown in E-F were performed by PD. Dr. Axel Neu, ZMNH, 
Hamburg.) 
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Figure 3-22: Cerebellar Purkinje cell-specific I(h) ablation does not affect gait properties or motor learning.  

A-G: Gait analysis demonstrating A: Average running speed, B: stand (duration of contact of a paw with the glass 
plate), C: step cycle (time between two consecutive paw placements on the glass plate), D: stride length, E: base of 
support (BOS) of the hind limbs, F: regularity index, and G: percentage of alternating step sequence patterns. H: 
Percentage of mice climbing down the pole over three consecutive trials in the pole test. I: Latency to fall on the 
accelerating Rotarod, shown as the mean of four trials per day over four consecutive days. Mutant ON/OFF animals 
showed a significantly better performance on day 1 as compared to control and mutant OFF mice. J: Beam walk 
test, showing the percentage of hindlimb slips as proportion of all steps. Data represent mean ± S.E.M. Control OFF 
n = 8, mutant OFF n = 9, mutant ON/OFF n = 11. * P < 0.05 with D: Newman-Keuls post hoc comparison after one-
way ANOVA and I: two-way mixed ANOVA for repeated measurements (Table 6-19 to 6-21). 

 

Together these findings indicate that I(h) deficiency in cerebellar Purkinje cells, either 

permanent or starting at later stages, does not affect motor functions.  
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4. Discussion 

The main findings of the present study were: 1) I(h) was functionally ablated by HCN-DN 

expression, which caused neuronal hyperexcitability; 2) Loss of I(h) attenuated neonatal 

hippocampal and cortical network activity; 3) Functional I(h) deficiency in forebrain 

projection neurons resulted in strong behavioral hyperactivity and motor function deficits, 

but only in mild cognitive impairments; 4) Loss of I(h) in cerebellar Purkinje cells did not 

affect motor functions, independent of age of onset; and 5) Functional I(h) during the early 

postnatal period is crucial for preventing long-term effects on neuronal network activity and 

behavior.   

4.1.  Advantages and limitations of functional I(h) ablation by 

HCN-DN expression 

In this study, I(h) was reliably ablated in a subunit-unspecific manner by expressing a 

dominant-negative human HCN4 (HCN-DN) subunit. The use of specific Tet-Off system 

promoter mouse lines allowed the for restriction of HCN-DN expression to either forebrain 

projection neurons (CaMKIIα promoter line (Mayford et al., 1996)) or cerebellar Purkinje 

cells (PCP2 promoter line (Zu, 2004)). As frequently observed in transgenic mouse lines, 

which were generated by random transgene integration into the mouse genome, which often 

only contain fragments of the original promoter, the resulting expression pattern was found 

to overlap with the endogenous protein to varying degrees. 

4.1.1. HCN-DN subunit expression functionally ablates endogenous 
HCN1-4 channel-mediated currents 

Commonly used mouse models for studying I(h) are usually targeted to a specific HCN 

channel subunit, by either a general deletion in all cells or restricting the deletion to a 

specific brain region using promoter lines that express cre recombinase (Ludwig et al., 

2003; Nolan et al., 2003; Stieber et al., 2003; Rinaldi et al., 2013). Given that HCN channels 

are formed by four different subunits with developmentally regulated variable gene 

expression, specific activation kinetics and sensitivity to regulation by cyclic nucleotides, 
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the resulting currents are very diverse. Moreover, in neurons with expression of at least two 

HCN channel isoforms, such as hippocampal CA1 pyramidal neurons, deletion of only one 

subunit is not sufficient to study I(h) function in these cells, because residual h-current 

mediated by the other subunit will remain and might even be increased by homeostatic 

mechanisms. Another approach to attenuate I(h) is to affect the subcellular localization of 

HCN channels by deleting the auxiliary subunit TRIP8b (TRIP8b-/-), which reduced HCN1 

and HCN2 channel surface expression in CA1 pyramidal neurons (Lewis et al., 2011). 

However, TRIP8b-/- mice were still shown to have residual I(h) in distal dendrites of CA1 

pyramidal cells that was sensitive to ZD7288. Therefore, a dominant-negative approach is 

more suitable. The functionality of dominant-negative HCN subunit constructs in 

suppressing currents mediated by HCN1 and HCN2 channels was previously shown in 

oocytes; here, the GYG pore motif in Hcn1 was replaced with alanines (GYG349-351AAA), 

which exerted dominant-negative effects on channel activity in vitro (Xue et al., 2002). We 

previously reported dominant-negative effects of a conditionally expressed HCN4 mutant 

construct with deleted cAMP-binding site on I(f), as I(h) is called in the heart (Alig et al., 

2009). The data presented in this study show that I(h) was functionally ablated by 

expression of the HCN-DN construct, in which the pore motif GYG in HCN4 was changed 

to GYS. This pore mutation was originally identified in the human KCNQ1 potassium 

channel subunit and is known to exert dominant-negative effects on Kv7/M-currents 

(Schroeder et al., 1998). Additionally, a pore mutant construct of the KCNQ2 channel 

subunit carrying the GYS motif was shown by our laboratory to suppress Kv7/M-currents in 

CA1 neurons of transgenic mice (Peters et al., 2005). Here, it was demonstrated that this 

GYS pore mutation ablates HCN channel-mediated currents. The dominant-negative 

approach thus allowed us to study the role of I(h) in a subunit-unspecific manner. This is 

supported by the finding that even in neurons with predominant HCN1 and HCN2 subunit 

expression, such as CA1 pyramidal neurons and cerebellar Purkinje cells, I(h) was strongly 

attenuated by HCN-DN expression. It also provides further evidence for the potential of 

HCN1, HCN2, and HCN4 subunits to form heteromeric channels in vivo. We previously 

observed that HCN-DN expression was accompanied by upregulation of endogenous HCN2 

protein levels in cortex and striatum of mutant mice (Sandke, 2006). However, the 

dominant-negative approach should “compensate” for endogenously upregulated HCN 

channel subunits. Strongly reduced currents obtained by whole-cell patch clamp recordings 

in hippocampal CA1 and entorhinal cortex layer 3 pyramidal neurons, and cerebellar 

Purkinje cells demonstrate more effective I(h) attenuation than through genetic deletion of 
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individual subunits (Ludwig et al., 2003; Nolan et al., 2003, 2005; Lewis et al., 2011). 

Additional proof was obtained by the complete absence of a response of HCN-DN-

expressing neurons to the specific HCN channel blocker ZD7288. HCN-DN expression thus 

mimicked the effects of ZD7288 seen for control neurons and caused neuronal 

hyperexcitability, which is in line with what was reported previously (Huang et al., 2009). 

This demonstrates that I(h) was fully suppressed by the HCN-DN subunit and highlights the 

advantage of our strategy over single subunit KO models that display compensatory 

upregulation of other HCN subunits and significant residual I(h) amplitudes (Nolan et al., 

2003; Lewis et al., 2011). Striatal medium spiny neurons do not seem to express I(h) (Boyes 

et al., 2007), and only weak HCN2 and HCN4 expression levels were reported in the 

striatum (Santoro et al., 2000; Chan et al., 2004). Therefore, CaMKIIα promoter-mediated 

ectopic HCN-DN expression in the striatum is not expected to exert effects on the 

biophysical properties of medium spiny neurons. Further electrophysiological recordings of 

HCN-DN-expressing medium spiny neurons would be needed to clarify this possibility. 

4.1.2. The transgenic CaMKIIα promoter line limits HCN-DN 
expression to a smaller subset of the endogenously CaMKIIα-
expressing neuronal population 

The CaMKIIα-tTA-driven HCN-DN/EGFP expression pattern in cell bodies of presumed 

principal neurons was found to be restricted to the forebrain, heterogeneous between brain 

areas, and with distinct laminar distribution within a certain region. Comparison of 

immunofluorescence labeling of CaMKII-alpha with EGFP-expressing cells in mutant 

brains revealed a highly mosaic expression pattern, which was generally in line with the 

description in the original publication (Mayford et al., 1996) showing expression restricted 

to forebrain regions such as cerebral cortex, hippocampus, and striatum. However, they also 

reported expression in the amygdala, which was not seen in the present study. Instead, 

additional labeling of the globus pallidus external segment (GPe) was detected in the present 

study, which has not been described earlier. Changes in CaMKIIα promoter-mediated 

expression patterns among different double transgenic lines were, however, also reported in 

the original study, which indicates that potential integration site-dependent effects may 

account for varying results (Mayford et al., 1996). A more recent study used the same 

CaMKIIα promoter construct to drive GFP expression, with the purpose of characterizing 

CaMKIIα expression (Wang et al., 2013). They reported the most abundant signal in 

forebrain regions as well, with similar laminar distribution differences in cortical regions as 
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compared to those seen in the present study, although CaMKIIα immunoreactivity was 

detected in all cortical layers. However, the thalamus, hypothalamus, and Purkinje cells of 

specific cerebellar lobes were additionally reported to express EGFP (Wang et al., 2013), 

which was neither seen in the present, nor in the original study (Mayford et al., 1996). 

Especially the reported distinct expression pattern in the cerebellum indicates integration 

site-dependent effects in this study. It further supports the assumption that differences 

mediated by the CaMKIIα promoter line are due to effects specific for the transgenic 

approach, which may be additionally dependent on the transgene whose expression should 

be driven by the CaMKIIα promoter construct. The CaMKIIα isoform has been shown to be 

the predominant subunit in the forebrain, and can be detected in all cortical areas, 

hippocampus, amygdala, thalamic nuclei, substantia nigra (Erondu and Kennedy, 1985; 

Miller and Kennedy, 1985). In addition, CaMKIIα is known to show a certain laminar 

intensity distribution in the expression, in that labeling in layer 2/3 and 6 is stronger than in 

layer 5 pyramidal neurons (Ouimet et al., 1984; Burgin et al., 1990). However, CaMKIIα 

can also be detected in the cerebellar Purkinje cell layer, although at lower levels as 

compared to the CaMKIIβ, the main subunit in the cerebellum (Miller and Kennedy, 1985; 

Walaas et al., 1988; Nagasaki et al., 2014). The endogenous expression pattern of the 

CaMKIIα subunit is thus broader than those reported for the CaMKIIα promoter construct. 

Therefore, the presently observed patterns of transgene expression most likely differ due to 

both the use of a partial fragment of the promoter and to integration site-specific effects 

(depending on number of copies integrated in a certain region, integration site that 

influences gene expression, ectopic expression) and thus, must not necessarily be in line 

with endogenous expression patterns both in terms of regional distribution and amount of 

expression. To this assumption adds the mosaicism observed in EGFP expression, i.e. cell-

to-cell variations in transgene expression within a certain region. This has been observed in 

the CA1 pyramidal layer, for example, in which deep pyramidal cell bodies but not 

superficial ones were found to be labeled with EGFP. This phenomenon is a common 

observation in transgenic mouse lines and thought to be due to incomplete promoter 

functions (Wang et al., 2013). In our transgenic lines EGFP and HCN-DN expression were 

driven from the same bidirectional promoter, which was shown to produce a high level of 

co-expression with low variability between founder lines (Krestel et al., 2001). As co-

expressed EGFP and HCN-DN have different subcellular distribution patters and, most 

likely, different half-lifes, the EGFP labeling intensities were likely not always completely 

congruent with HCN-DN expression. However, patch-clamp recordings from CA1 (Fig. 3-
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2), EC layer 2 (Figs. 3-6 and 3-7) and cerebellar Purkinje cells (Fig. 3-21) in acute brain 

slices revealed that all EGFP-positive cells did have strongly attenuated I(h). Therefore, we 

are confident that the pattern of EGFP expression reflects the pattern of functional I(h) 

suppression by HCN-DN.  

4.2.  HCN-DN-mediated neuronal hyperexcitability affects 

neonatal and adult network activity 

Studies that were aimed at investigating the role of I(h) on in vivo network patterns have 

been sparse so far. Here, neonatal and adult network activities in hippocampal and cortical 

brain regions in mice with I(h) attenuation were investigated. Although loss of I(h) caused 

neuronal hyperexcitability, immature networks containing HCN-DN-expressing neurons 

displayed hypoexcitable properties. In adult animals hippocampal activity patterns showed 

specific changes of population activity and communication among layers. Interestingly, no 

signs of epileptic seizures were detected in any of the acute or chronic recordings from 

neonatal or adult mice, respectively. 

4.2.1. I(h) ablation reduces neonatal spontaneous cortical activity 

Hippocampal activity recorded in neonatal (P6-8) mutant mice along the CA1-DG axis was 

not found to be altered by loss of functional I(h). Mutant mice only tended to have slightly 

lower SPW rates and amplitudes, as well as lower SRO rates. SPWs in the LFP were 

proposed to represent the in vivo correlates of giant depolarizing potentials (GDPs) recorded 

intracellularly in vitro from CA3 neurons in the immature hippocampus (Leinekugel et al., 

2002). The current finding that hippocampal activity is unaltered contrasts with contrast to 

in vitro studies that reported a role for I(h) in the generation and frequency of spontaneously 

occurring GDPs, because blocking I(h) reduced GDP frequency and regularity (Strata et al., 

1997; Agmon and Wells, 2003; Bender et al., 2005). Over the course of early postnatal 

development, it has been demonstrated that I(h) recorded in CA1 and CA3 pyramidal 

neurons in vitro undergoes substantial changes in terms of current amplitude, kinetics, and 

density; in CA1 pyramidal neurons, especially between P5 and P10, I(h) amplitude and 

activation speed were shown to almost double as compared to currents recorded between P1 

and P5 (Vasilyev and Barish, 2002). However, it is not clear whether the changes around 
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P5-10 occur linearly or are rather skewed towards earlier or later ages. It might thus be 

possible that when recorded at P7, I(h) in the hippocampal formation is still of too low 

amplitude, kinetics, conductance or density for any potential alteration to be reflected in 

extracellular LFP patterns at this age. This notion is supported by present findings that adult 

hippocampal activity in mutant mice was significantly affected by the loss of functional 

I(h). Besides, another study showed that the generation of GDPs in CA3  was independent 

of I(h), and GDP frequency was shown to increase rather than decrease upon acute blockade 

I(h) with Cs+ or ZD7288 (Sipilä et al., 2006). While the physiological roles and nature of 

GDPs are still controversial (Bregestovski and Bernard, 2012; Dzhala et al., 2012; Valeeva 

et al., 2013), data from our laboratory indicate that hippocampal network activity in P7 

wild-type mice is mostly driven by EC layer 3 input via the perforant path (Hinsch et al., 

2015). The LFP patterns in acute depth-profile recordings with linear silicon probes along 

the CA1-DG allow a quantification of layer-specific inputs to CA1 to be made. The CSD 

depth profiles recorded from mouse neonates in this study (Fig. 3-8 B and C) also suggest 

that SPWs and SROs originated from EC rather than from CA3. Altered maturation of CA3 

networks as a result of I(h) attenuation might therefore not be detectable using our 

preparation. Furthermore, although I(h) is called ‘pacemaker’ current, I(f)-deficient sinus 

node cells in mice are still able to generate rhythmic activity in vivo, which is, however, 

lower than in controls and better compensated for in sinoatrial node (SAN) cells than in 

atrioventricular node (AVN) cells (Baruscotti et al., 2011; Mesirca et al., 2014).  

Cortical activity in mutant neonates was found to be differentially affected by I(h) ablation. 

Whereas the activity in somatosensory areas was only mildly and insignificantly changed, 

the occurrence rates of SATs and SBs in the visual cortex of mutant mice were significantly 

reduced. Immature early brain activity of neonatal mice during the first two weeks after 

birth is mostly spontaneously generated and characterized by early network oscillations 

(ENOs), slow activity transients (SAT), and spindle bursts (SBs, 8-25 Hz) (Garaschuk et al., 

2000; Khazipov et al., 2004; Adelsberger et al., 2005; Colonnese and Khazipov, 2010). 

ENOs have been shown to be driven by cortical Ca2+ waves (Adelsberger et al., 2005). Two 

potential mechanisms may underlie the generation of SATs: first, migrating Ca2+ waves, as 

demonstrated in vitro (Garaschuk et al., 2000; Dupont et al., 2006; Allène et al., 2008), and 

supported by in vivo findings (Adelsberger et al., 2005; Yang et al., 2009), and second, 

spontaneous peripheral input to the neocortex via e.g., myoclonic twitches or retinal waves 

(Khazipov et al., 2004; Hanganu et al., 2006; Colonnese and Khazipov, 2010). Independent 

of the mechanism of generation, a common property of spontaneous activity in cortical 
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regions is that they are greatly dependent on depolarizing stimuli that are mediated via 

GABAA-, NMDA- and AMPA-receptors (Garaschuk et al., 2000; Minlebaev et al., 2007). 

So far, I(h) has not been studied in association with spontaneous in vivo cortical network 

activity. The present study is the first to describe the effects of suppressed I(h) on immature 

network activity in somatosensory and visual cortices, and to show significantly reduced 

spontaneous events in the visual cortex. As the majority of mutant mice were found to show 

no visual cortex SAT or SB activity at all, suppression of functional I(h) might have resulted 

in a hyperpolarizing effect on network excitability that is strong enough to suppress 

spontaneous events in the visual cortex of neonatal mice. In contrast, since the activity in 

somatosensory areas has been shown to be predominantly driven by peripheral sensory 

stimuli, such as spontaneous myoclonic twitches (Khazipov et al., 2004; An et al., 2014), 

the resulting depolarization in the somatosensory cortex might be strong enough to evoke 

spontaneous events, and to explain why there was no effect of ablated I(h) on the activity in 

the somatosensory cortex. Cortical activity is characterized by traveling calcium waves. Due 

to its depolarizing effect on the membrane potential, I(h) constantly interacts with other 

voltage-dependent ion channels, such as voltage-gated calcium channels (VGCCs), thereby 

shaping neonatal and adult network activities. In adult cortical neurons, loss of I(h) 

decreases steady-state inactivation of VGCCs due to the hyperpolarizing effect on the RMP. 

Upon depolarization, the larger fraction of available VGCCs may mediate calcium currents 

eventually triggering action potentials (Huang et al., 2011). In immature neurons, 

hyperpolarization of the RMP induced by the loss of I(h) may reduce spontaneous activity 

when excitatory input is not strong enough to depolarize the membrane beyond the action 

potential threshold. Combined extracellular LFP recordings and calcium imaging studies 

(Kirmse et al., 2015) in mutant neonatal mice in vivo might help to shed light on a potential 

mechanism by which functional I(h) ablation reduces spontaneously driven intrinsic SATs 

and SBs in the visual cortex.  

4.2.2. I(h) contributes to sharp wave-ripple properties 

The most prominent LFP pattern in the hippocampus during states of immobility (e.g. 

consummatory behaviors) and slow wave sleep is the SPW-R (Buzsáki et al., 1983). SPWs 

in stratum radiatum reflect the depolarization of CA1 neurons due to synchronous 

population activity of CA3 pyramidal neurons that is conveyed onto CA1 distal dendrites 

via Schaffer collaterals (Buzsáki, 1986). In this context, it has been reported that a gradual 
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buildup of CA3 activity (AP firing, EPSC and IPSC events) precedes the SPW-R 

(Schlingloff et al., 2014). The depolarization of CA1 distal dendrites in turn induces ripples 

(140-180 Hz) in the pyramidal layer (Buzsáki et al., 1992), which are generated by the 

interaction between discharging pyramidal cells and interneurons (Stark et al., 2014). I 

found that SPW-R properties were strongly affected by attenuated I(h), which was seen as 

ripples with significantly reduced frequencies and duration, as well as higher SPW-R 

amplitudes but lower SPW-R occurrence rates in mutant mice. This indicated that I(h) in 

hippocampal pyramidal neurons contributes to SPW-R in vivo. How can suppressed I(h) 

interfere with SPW-R generation? Since I(h) determines the RMP, input resistance, and the 

integration of synaptic inputs, I(h) deficiency can cause changes in CA3 activity that could 

affect the amount of depolarization on stratum radiatum dendrites in CA1. In addition, CA1 

neurons deficient in I(h) will respond differently to incoming excitatory stimuli. Indeed, 

mutant mice had SPWs of greater amplitude, which is indicative of either increased 

depolarization by CA3 Schaffer collaterals, or increased summation of excitatory stimuli at 

the dendrites of CA1 pyramidal neurons. The latter would be in line with our in vitro 

findings demonstrating increased summation of incoming excitatory potentials upon HCN-

DN expression and concomitant I(h) ablation, which likely resulted in higher amplitude 

SPWs in vivo. This notion is also supported by findings demonstrating that blocking HCN 

channels with ZD7288 in vitro led to increased SPW amplitudes (Kranig et al., 2013). The 

intra-ripple frequency was reported to correlate with the magnitude of the SPW, in that high 

amplitude SPWs generate ripples of higher mean peak frequency (Sullivan et al., 2011; 

Patel et al., 2013). However, I(h) deficiency in mutant mice caused a reduction in ripple 

frequency, similar to what was observed upon Tetanustoxin-dependent block of the CA3 

output in vivo (Nakashiba et al., 2009). It thus seems as if HCN-DN expression 

differentially affected SPWs and ripple, in that a change in either depolarizing CA3 input to 

CA1, or changed CA1 pyramidal cell responses to EPSCs, was not necessarily reflected by 

the concomitant ripple oscillation. There are several sources known to contribute to the 

extracellular field ripple (Buzsáki, 2015). Spiking activity of depolarized CA1 pyramidal 

neurons and simultaneously activated interneurons is phase-locked to ripple frequency 

oscillations and has been reported to substantially contribute to the LFP ripple (Ylinen et al., 

1995; Schomburg et al., 2012; Schlingloff et al., 2014). Pyramidal neuron APs preferentially 

occur at the negative trough of the ripple, followed by interneuron spiking after a certain 

delay (Stark et al., 2014), whereas the peak of the ripple oscillations is generated by somatic 

IPSCs (Ylinen et al., 1995). The ripple in LFP recordings thus reflects the interplay of CA1 
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pyramidal neuron and interneuron responses to the depolarization by CA3 Schaffer 

collaterals. Both, optogenetic silencing of pyramidal neurons and optogenetic activation of 

interneurons have been shown to block ripple oscillations in vivo (Stark et al., 2014). We 

restricted HCN-DN expression to pyramidal neurons, whereas interneurons were not 

affected. It therefore seems unlikely that interneuron activity was directly affected by 

suppressed I(h). However, one possibility that might account for reduced frequencies might 

be altered responses of mutant CA1 pyramidal neurons to rhythmic somatic IPSCs 

generated by interneurons during the ripple. Functional I(h) would activate and counteract 

the hyperpolarization of the membrane brought about by IPSCs, thereby contributing to the 

generation of the next cycle in the oscillation. Without I(h), repolarization of the membrane 

might take longer, which could result in lower frequency ripples. It was indeed shown that 

blocking I(h) especially affects the IPSC component of an EPSC-IPSC sequence elicited in 

CA1 pyramidal neurons upon Schaffer collateral stimulation (Pavlov et al., 2011).  Another 

contributor to lower-frequency ripples might be a change in the spiking behavior of the 

pyramidal neurons during the ripple, especially since LFP ripples correlate and are coherent 

with the membrane potential oscillations of a pyramidal neuron during the ripple (English et 

al., 2014). Further combined recordings of the LFP and firing activity would help to clarify 

whether suppressed I(h) alters the electrical behavior of pyramidal neurons during a ripple 

in the intact brain. In addition, recordings of interneuron-pyramidal neuron pairs in brain 

slices of mutant mice could help elucidate the effects of HCN-DN expression on the 

integration of interneuron-mediated IPSCs by pyramidal neurons at the soma. It was also 

observed that the occurrence rate of SPW-R was lower in mutant mice. The termination of 

SPW-R was reported to be mediated by an afterhyperpolarization of the membrane and 

implied to create a refractoriness (English et al., 2014). I(h) deficiency might prolong the 

afterhyperpolarization and thus account for lower SPW-R rates. A different explanation 

proposed that reduced SPW-R rates obtained upon ZD7288-mediated HCN channel block is 

due to a hyperpolarized CA3 recurrent network (Kranig et al., 2013). Increased SPW 

amplitudes in mutant mice rather argue against that explanation (but could also be due to 

increased EPSP summation).   

4.2.3. I(h) contributes to theta frequency oscillations 

Several studies have shown that I(h) contributes to theta resonance in neurons and theta 

oscillations of neuronal networks in the hippocampus and entorhinal cortex. For example, 
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neurons in medial entorhinal cortex exhibit intrinsic membrane potential oscillations in theta 

frequency, which decreases along the dorsal to ventral axis (Giocomo et al., 2007; Garden et 

al., 2008; Giocomo and Hasselmo, 2008). This dorsal-ventral theta frequency gradient is 

mediated by HCN channel-mediated currents, and was shown to be disrupted upon deletion 

of HCN1 channels in HCN1-/- mice (Giocomo and Hasselmo, 2009). The change in the 

frequency of membrane potential oscillations from theta to lower subthreshold frequencies 

thereby has been shown to be due to reduced HCN1 channel-mediated currents (Nolan et al., 

2007). Likewise, in hippocampal pyramidal neurons, which are endowed with theta 

resonance mediated by h-currents at subthreshold levels (Hu et al., 2002, 2009), recordings 

from CA1 pyramidal neurons along the somatodendritic axis and combined computational 

models demonstrate the dependence of intrinsic resonant frequency on I(h) density 

(Narayanan and Johnston, 2007, 2008; Vaidya and Johnston, 2013). Here, LFP peak theta 

frequencies were found to be decreased in mice deficient in I(h). Furthermore, in control 

mice the theta frequency shifted to higher values from pyramidal layer to lacunosum 

moleculare, consistent with the somatodendritic gradient of I(h) (Magee, 1999; Lörincz et 

al., 2002), whereas mutant mice exhibited similar frequencies in all layers of CA1. These 

data indicate that I(h) deficiency decreases the frequency of network theta oscillations and 

eliminates the theta gradient in CA1 pyramidal neurons along the somatodendritic axis, 

consistent with previous findings. However, forebrain-restricted HCN1 channel deletions in 

HCN1f/f,cre  mice have also demonstrated increased power in theta oscillations (Nolan et al., 

2005; Giocomo et al., 2011; Hussaini et al., 2011), whereas functional I(h) deficiency in 

mutant mice was previously found to decrease the power of network oscillations 

(Merseburg et al., 2012). It thus seems as if a more complete ablation of I(h) rather leads to 

reduced oscillatory power. In support of this notion are findings reported for rat models of 

temporal lobe epilepsy (Marcelin et al., 2009; Laurent et al., 2015). Kainate- or pilocarpine-

induced status epilepticus is known to cause an HCN channelopathy in the hippocampus and 

entorhinal cortex, which is characterized by a reduction in I(h) due to deregulation and 

mislocalization of HCN1 and HCN2 channels (Shah et al., 2004; Jung et al., 2007; Shin et 

al., 2009). A reduction of available HCN channels was thereby shown to reduce both, theta 

oscillation frequency and power in epileptic rats (Marcelin et al., 2009). Furthermore, rats 

with temporal lobe epilepsy were found to have coherence differences in theta and gamma 

oscillations along the CA1-DG axis, although different to what has been observed in the 

present study, coherence was reduced rather than increased (Laurent et al., 2015). Although 

temporal lobe epilepsy is known to be accompanied by hippocampal sclerosis that might in 
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part account for changes in theta oscillations (Laurent et al., 2015), these data still support 

the assumption that functional I(h) deficiency causes deficits in oscillatory frequency and 

power.  

4.3.  Implications for the role of I(h) in learning and memory 

I(h) has been proposed to constrain learning and memory processes by mechanisms 

differing depending on brain regions and underlying involved cognitive processes. Working 

memory performance was shown to be enhanced upon block of HCN channels due to α2A 

adrenoceptor-mediated cAMP inhibition (Wang et al., 2007; Barth et al., 2008). However, 

other results propose the opposite by demonstrating that the presence of HCN1-mediated 

currents promotes intrinsic persistent firing activity of L5 pyramidal neurons in medial 

prefrontal cortex, and forebrain HCN1 deletion reduces working memory performance 

(Thuault et al., 2013). In the present study, functional loss of I(h) in the forebrain was found 

to exert only mild effects on working memory. An interesting finding is that the tendency 

towards a reduced performance was independent of the age of onset of I(h) deficiency. This 

would point towards a role for I(h) in contributing to persistent activity in the prefrontal 

cortex to execute working memory (Thuault et al., 2013), rather than to constrain working 

memory-related prefrontal cortex activity (Wang et al., 2007). 

Enhanced hippocampus-dependent spatial learning and memory in mice with forebrain 

HCN1 deletion was shown to result from LTP induction (Nolan et al., 2005; Tsay et al., 

2007). Two opposing studies, however, report either enhancing effects of presynaptic I(h) 

on LTP in mossy fibers that synapse on CA3 (Mellor et al., 2002), or no contribution of I(h) 

(Chevaleyre and Castillo, 2002). In contrast to what has been observed in mice with 

forebrain-restricted HCN1-channel deficiency (Nolan et al., 2005), enhanced spatial 

learning performance in the water maze task was not seen for mutant mice in the present 

study. On the contrary, mutant mice seemed to have difficulties in learning the platform 

position and tended to exhibit a lower performance in recalling the platform position. 

Impaired learning was reflected by increased distances the mutant mice had to swim and, 

concomitantly, increased escape latencies. Since, however, suppressed I(h) caused motor 

function deficits in mutant mice, these results can additionally be influenced by reduced 

swimming abilities. To account for such possibilities, the mice were previously tested using 

a visible platform and exhibited a reduced performance (Merseburg, 2011). Therefore, 
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impaired learning performance in the invisible platform water maze task is likely to be 

influenced in part by motor dysfunctions in mutant mice. Consistent with this notion are 

other results showing that mice with a general deletion in Hcn1, which are also reported to 

have sensorimotor function deficits, exhibit slightly impaired performance in the visible 

platform task (Nolan et al., 2003). The probe trial is designed for a preferential search in the 

target quadrant and might be a measurement that is more independent of swimming 

performance. Since mutant mice exhibited a lower performance in the probe trial, it can be 

proposed that functional I(h) ablation caused deficits in hippocampus-dependent learning. 

Contextual fear learning was unaffected by I(h) deficiency, a finding that is in line with 

results reported for TRIP8b-/- mice (Lewis et al., 2011). Together the data suggest that 

functional loss of I(h) in the forebrain did not affect, or only moderately affected the 

cognitive performance in mice.  

At the network level, this might be associated with the alterations observed in the SPW-R 

properties of adult mutant mice, as discussed earlier. SPW-R activity is known to promote 

replay of previous experience and, thus, contributes to memory consolidation (Lee and 

Wilson, 2002; Ji and Wilson, 2007; Nakashiba et al., 2009). In the rodent hippocampus, the 

activity of place cells in CA1 pyramidal layer recurs in a time-compressed manner during 

SPW-R, and suppression SPW-R has been shown to impair learning and memory 

(Girardeau et al., 2009, 2014; Girardeau and Zugaro, 2011). Besides, place cell properties 

are influenced by HCN1 channel-mediated currents (Hussaini et al., 2011). I(h) attenuation 

could thus contribute in several ways. However, since the present results revealed only mild 

effects of forebrain I(h) deficiency on cognitive performance, despite the pronounced effects 

on SPW-R properties and occurrence rates, this might not have a strong influence on overall 

behavior in the present study.    

4.4.  Motor function deficits and hyperactivity suggest roles of 

I(h) in cortico-basal ganglia communication 

I(h) is known to play a role in the execution of motor functions and learning of coordinated 

movements (Nolan et al., 2003; Chung et al., 2009; Lewis et al., 2011). Mice with a 

spontaneous loss-of-function mutation in Hcn2 (HCN2ap/ap) were shown to be severely 

impaired in the accelerating Rotarod and had an abnormal gait (Chung et al., 2009). Mice 

with a general deletion in Hcn1 had learning deficits on the Rotarod as well, although much 
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less pronounced than compared to those observed in HCN2ap/ap mice. Recordings in 

cerebellar Purkinje neurons of HCN1-/- mice revealed changes in the integrative properties 

due to prolonged hyperpolarization upon inhibitory input. In contrast, when loss of HCN1 

channel-mediated I(h) was restricted to the forebrain using the CaMKIIα promoter 

(HCN1f/f,cre), mice had normal motor functions. Thus, the authors concluded that HCN1 

channels in cerebellar Purkinje neurons are needed for learning of coordinated movements 

(Nolan et al., 2003). The present study demonstrates that a forebrain-restricted subunit-

unspecific I(h) deficiency causes deficits on the accelerating Rotarod and in the pole test, 

both of which require learning and execution of coordinated movements. Furthermore, gait 

analysis revealed significant changes in mutant mice, seen in shorter stand and stride length, 

an increase in the width between the hind limbs (base of support) and irregular step 

sequences. These results indicate that I(h) in forebrain structures does contribute to motor 

functions. Moreover, because mice with cerebellar Purkinje neuron-restricted I(h) 

deficiency performed well on the Rotarod and exhibited normal gait properties, it seems 

unlikely that loss of I(h) in cerebellar Purkinje neurons per se is responsible for the observed 

deficits, contrary to what has been proposed upon earlier findings.  

In HCN1f/f,cre mice the deletion is also restricted to CaMKIIα-expressing neurons, as HCN-

DN expression in the present study is CaMKIIα-dependent. However, our approach is 

subunit unspecific, whereas the former only targets HCN1 channels, leaving residual I(h) 

mediated by HCN2-4 channels. Additionally, it is likely that knockout of only one subunit 

induces compensatory mechanisms to account for the loss in HCN1 channel-mediated 

currents, potentially by increased expression of endogenous subunits or other homeostatic 

mechanisms (Chen et al., 2010). Consistently, the authors demonstrated increased HCN3 

protein in all areas of the brain upon deletion of Hcn1 (Nolan et al., 2003). The authors 

claimed that HCN3 protein overexpression might not be functionally relevant because 

HCN3 channels have so far not been found to express currents in heterologous systems. 

However, HCN3 channels have later been demonstrated to conduct I(h) in heterologous 

systems (Stieber et al., 2005), indicating that an increase in HCN3-channel expression might 

indeed exert compensatory effects on the overall current.  In contrast, in the present 

approach overexpression of the HCN-DN subunit can compensate for the compensatory 

upregulation of endogenous HCN channel subunits (as seen for HCN2 and HCN4 protein 

(Sandke, 2006)), which might explain why mutant mice lacking I(h) mediated by all four 

subunits in the forebrain show a more pronounced motor deficits than mice with a forebrain-
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restricted deletion of I(h) mediated by HCN1 channels. This highlights the limitations of the 

use of subunit-specific deletions of HCN channels in interpreting the function of I(h).  

In a follow up study, it was shown that mice with Purkinje cell-restricted deletion of Hcn1 

(HCN1f/f,L7Cre) were initially, i.e. at the first day of learning to balance on the accelerating 

Rotarod, not different from control animals, but had deficits in later stages of learning, 

supporting the earlier claim for the role of HCN1 channels in Purkinje neurons. In 

comparison, HCN1-/- mice were tested again in this study, and had an overall worse 

performance (Rinaldi et al., 2013). Contrasting results obtained for HCN1f/f,L7Cre mice versus 

mice with complete I(h) deficiency in Purkinje neurons are more difficult to interpret. In situ 

hybridization studies revealed HCN1 mRNA in the molecular layer and Purkinje cell layer, 

whereas HCN2 mRNA was shown to be present in the Purkinje cell layer and granular layer 

of the cerebellum (Moosmang et al., 1999); together with data demonstrating 

immunoreactivity for HCN2 in the molecular layer of the cerebellum, it shows that Purkinje 

neurons also express HCN2 channels (Notomi and Shigemoto, 2004). Therefore, HCN1-

specific I(h) deficiency in cerebellar Purkinje neurons might not completely ablate all I(h) in 

these cells. However, the worse performance of HCN1f/f,L7Cre mice on the Rotarod (Rinaldi 

et al., 2013) as compared to mice tested in the present study seems striking, as one would 

have predicted the opposite finding due to a more complete I(h) deficiency. Furthermore, it 

is worth mentioning that HCN1f/f,L7Cre mice performed initially as good as control mice and, 

whereas control mice maintained the initial performance, the mutant mice exhibited a 

decrease during the following learning trials (Rinaldi et al., 2013). It thus seems as if the 

observed differences are not necessarily due to differences in motor learning, but potentially 

due to differences in motivation to stay on the Rotarod. The current data showed that mutant 

mice steadily increased their performance over trials and maintained maximal performance 

during the following trials. Independent of inconsistencies between studies, the data still 

indicate that changes in the activity of cerebellar Purkinje neurons upon I(h) deficiency, 

targeted to one subunit or subunit-unspecific, exerts a functionally less pronounced role as 

has been suggested so far.  

The organization of movement in the brain, i.e. planning, initiation, execution, and 

termination, as well as error correction, is performed by tightly interconnected circuits, 

involving primary motor and premotor areas of the cortex, the basal ganglia, and the 

cerebellum. The highest level of motor control is performed by primary cortical motor and 

premotor areas, specifically by the corticospinal tract formed by layer 5 pyramidal neurons 
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that project directly to the spinal cord. The basal ganglia and cerebellum can be considered 

as feedback loops, which integrate sensory information from cortical areas and peripheral 

sensory input to fine tune corticospinal motor commands. In the following, it should be 

discussed in how far subcortical motor control structures could be affected by I(h) 

deficiency that potentially leads to the observed motor function abnormalities seen in 

mutant mice.  

4.4.1. Role of I(h) in the cortico-basal ganglia-thalamocortical loop 

The basal ganglia are comprised of four nuclei, including the striatum, globus pallidus 

(external and internal segment; GPe and GPi, respectively), substantia nigra pars reticulata 

(SNr) and pars compacta (SNc), and the subthalamic nucleus (STN). The striatum, with its 

major cell type being GABAergic medium spiny neurons, is the main input compartment of 

the basal ganglia and receives extensive cortical information via corticostriatal projections. 

Corticostriatal projections are formed by pyramidal neurons in layer 5 of the cortex, which 

are locally interconnected with layer 2/3 pyramidal neurons (Shepherd, 2013). Layer 2/3 

neurons express I(h) mediated by HCN2 channel isoforms (Santoro et al., 2000; Notomi and 

Shigemoto, 2004). In the present study it has been shown that presumptive layer 2/3 

pyramidal neurons express HCN-DN. Suppressed I(h) in these neurons might therefore 

affect the information that is conveyed onto layer 5 pyramidal neurons and subsequently 

onto the striatum via corticostriatal projections, and thus contribute to altered inputs to the 

basal ganglia. In contrast, HCN1 channel-mediated currents that are predominantly 

expressed by layer 5 pyramidal neurons might contribute to a much lesser extent to motor 

control. First of all, layer 5 pyramidal neurons in primary motor cortex were not found to 

express HCN-DN and should thus have functional I(h), yet mutant mice display profound 

motor deficits. This assumption is further supported by the finding that knockout of HCN1 

channels restricted to forebrain projection neurons were not found to result in a motor 

phenotype (Nolan et al., 2003), whereas loss-of-function mutations in Hcn2 contributes to 

severe deficits (Chung et al., 2009). Besides, pyramidal neurons in layers 2 and 3 of the 

neocortex have been shown to directly project to the striatum matrix (Gerfen, 1989). 

Together, the data indicate a potential deregulation already on the level of cortical motor 

command circuits induced by HCN-DN expression. Although strong EGFP fluorescence 

was detected in the striatum, which is indicative of HCN-DN expression in medium spiny 

neurons, it is not expected to influence their activity, as medium spiny neurons have not 
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been reported to express I(h) (Boyes et al., 2007). Corticostriatal input to the basal ganglia is 

next conveyed either via the direct pathway formed by GABAergic striatonigral projections 

to the STN, or the indirect pathway that first passes the GPe via inhibitory striatopallidal 

projections before synapsing onto the STN with inhibitory pallidal-subthalamic projections. 

The direct and indirect pathways thereby exert control over inhibition of the motor 

thalamus, which is the target structure of basal ganglia output, and which projects excitatory 

thalamocortical projections back to cortical motor areas. Activation of the direct pathway 

via dopamine and D1 receptors facilitates cortically initiated movements by disinhibiting the 

thalamus, whereas the indirect pathway, which is inhibited by dopamine acting on D2 

receptors, signals movement inhibition by increased inhibitory signaling to the thalamus 

(Alexander and Crutcher, 1990; Tepper et al., 2004). In addition, the hyperdirect pathway 

conveying direct cortical projections to the STN (Watabe-Uchida et al., 2012) represents 

another possibility for I(h) deficiency-mediated impairment of cortico-basal ganglia 

communication (Nambu et al., 2002). As basal ganglia dysfunction has been linked to 

several movement disorders, including Parkinson’s disease and Huntington’s disease, and 

also with cognitive and motivational disorders such as attention-deficit-hyperactivity 

disorder (ADHD) (Björklund and Dunnett, 2007), it is tempting to speculate that I(h) 

deficiency in basal ganglia nuclei contributes to movement disorders. Indeed, mutant mice 

exhibited strong hyperactive and stereotyped circling behavior, which could result from 

HCN-DN-induced deregulation of the direct or indirect pathway, leading to decreased 

thalamic inhibition and consequently elevated signaling of movement initiation. EGFP 

fluorescence was detected in the GPe in mutant mice, which points towards potential 

changes in the activity of the pathways responsible for conveying movement initiation 

signals back to the cortex. The severe motor phenotype observed in mice with deletions of 

Hcn2 supports this idea. Likewise, studies demonstrated that autonomous pacemaking 

activity in GPe neurons relies on HCN1 and HCN2 channel-mediated conductances, and 

that those neurons develop an HCN2 channelopathy upon induction of the parkinsonian 

state in mouse models of Parkinson’s disease (Chan et al., 2004, 2011). Behaviorally, those 

mice were also reported to show motor function deficits in the pole test and gait 

abnormalities, such as a shorter stride length, similar to what has been observed in the 

present study (Chan et al., 2011).  
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4.4.2. Role of I(h) in cerebellar motor control 

Although the integrative properties of cerebellar Purkinje neurons are compromised upon 

I(h) deficiency in vitro, which was reflected in prolonged hyperpolarization of the 

membrane potential in response to negative currents and concomitant pauses between tonic 

firing modes (Williams et al., 2002; Nolan et al., 2003), these changes are not necessarily 

reflected in the behaving animal, as was demonstrated in the present study for mice with 

Purkinje neuron-targeted I(h) deficiency. However, the finding that I(h) deficiency in the 

forebrain causes gait abnormalities and motor learning deficits in mutant mice still suggest a 

role for I(h) in information processing by the cerebellar motor feedback loop. Purkinje 

neurons provide the sole output of the cerebellar cortex, but receive excitatory input from 

afferent climbing and mossy fibers that provide central and peripheral sensory information, 

respectively. Climbing fibers convey sensory information from cortical areas, including 

somatosensory and visual cortices, and synapse on Purkinje cell dendrites in the molecular 

layer of the cerebellum. As discussed above, the cortico-basal ganglia-thalamocortical loop 

might be influenced by the lack of I(h), which in turn can have consequences for the activity 

that reaches Purkinje neurons via climbing fibers, and hence influence motor control 

mediated by the cerebellar circuits. Mossy fibers originate in the spinal cord and brainstem, 

and signal information from the periphery. Mossy fibers synapse onto granule cells of the 

cerebellar granular layer. Granule cells then form excitatory parallel fibers that target 

Purkinje neuron dendrites in the molecular layer. Analysis of the distribution of HCN-DN 

expression in brains of mutant mice with forebrain-restricted I(h) deficiency revealed 

EGFP-expressing fibers in the granular layer, which are presumably afferent mossy fibers. 

Preliminary data, which were not included in the present results, revealed EGFP-positive 

projections, potentially ectopic expression, in the spinal cord, seemingly located in regions 

that send projections to the brain. Therefore, it is likely that the observed motor phenotype is 

partially influenced by altered signaling coming from the periphery. In support of this 

notion is the present finding that mutant mice, independent of age of onset of I(h) 

deficiency, have a weaker grip strength. Spinocerebellar pathways are known to contribute 

to muscle weakness when impaired in their normal activity. In addition, it might explain the 

severe sensorimotor reflex development observed in neonatal mutant mice in my earlier 

study (Merseburg, 2011). However, the data is still preliminary and a thorough analysis of 

the morphology of EGFP-expressing projections would be needed for a definite conclusion 

to be drawn.   
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4.5.  I(h) is necessary during early postnatal development 

There is growing body of evidence that implies I(h) to play a significant role in 

development. However,  no models are available yet that are designed to restrict I(h) 

deficiency to specific developmental stages (Rocha et al., 2006; Bender and Baram, 2008). 

The present study is the first to describe a conditional doxycycline-dependent system for 

suppression of HCN channel-mediated currents. Our previous findings showed that mice 

deficient in I(h) from birth display behavioral abnormalities that become apparent as early 

as P6 and are reflected in impaired sensorimotor reflex development. Adult mutant mice 

display behavioral hyperactivity and reduced anxiety-like traits, gait abnormalities, motor 

learning deficits, and mild cognitive impairments (Sandke, 2006; Merseburg, 2011). The 

present study was aimed at investigating whether the abnormalities mentioned before were 

consequences of early postnatal I(h) deficiency, or mediated by effects of I(h) ablation on 

physiological functions, or a combination of both. Thus, a comparison was made between 

mice with I(h) deficiency from birth throughout life and mice with I(h) deficiency restricted 

to the early postnatal developmental period (OFF vs. OFF/ON) in order to address the 

developmental question. However, as I(h) has a wide range of different homeostatic effects 

on the adult brain that are independent of the early postnatal development, mice with late-

onset I(h) deficiency starting at juvenile ages were added to the comparison (OFF vs 

OFF/ON vs ON/OFF). Overall, it was found that mice with early postnatal I(h) ablation, i.e. 

OFF and OFF/ON mutant mice, showed a similar behavioral phenotype, whereas in most 

cases mutant mice with late-onset I(h) deficiency, i.e. ON/OFF mutants, were not 

distinguishable from control littermates. These data strongly indicate that functional I(h) 

during early postnatal development critically influences CNS maturation. 

In the present results, whole-cell recordings in acute hippocampal slices revealed strongly 

attenuated I(h) in CA1 pyramidal neurons of P7 neonatal mutants. Although I(h) in the 

hippocampus has been shown to be substantially regulated during development (Bender et 

al., 2001, 2005; Brewster et al., 2002, 2005, 2007; Vasilyev and Barish, 2002; Bender and 

Baram, 2008), early in vivo hippocampal activity was not found to be affected by 

functionally suppressed HCN channel-mediated currents in the current study (but see 4.2.1 

for discussion). Of note, some reports of HCN channel-deregulation during development 

were based on findings upon early developmental seizure-induction, and thus likely include 

homeostatic or maladaptive pathological changes that constrains an I(h)-specific 
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interpretation of the results (Brewster et al., 2002, 2005). In contrast to findings in the 

hippocampus, spontaneous cortical events in sensory areas were significantly attenuated by 

suppressed I(h) in neonatal mutant mice. As spontaneous activity in immature networks is 

crucial for proper maturation of functional connections, it can be assumed that a decrease in 

spontaneous cortical events upon I(h) deficiency causes persistent alterations in the adult 

network, and concomitantly in adult behavior. Consistent with this notion, adult 

hippocampal network activity was found to be significantly affected by permanent I(h) 

suppression in mutant mice. The strong reduction in intra-ripple frequency together with 

increased SPW amplitudes were not observed in mice with late-onset I(h) ablation. This is a 

strong indicator that a lack of functional h-currents during the development negatively 

influenced the maturation of functional connectivity within the hippocampus and between 

hippocampus and entorhinal cortex. The entorhinal cortex perforant path input to CA1 and 

dentate gyrus has been shown to have a development-dependent I(h) regulation (Bender et 

al., 2001, 2007; Bender and Baram, 2008). In addition, entorhinal cortex L3 pyramidal 

neurons exhibited strongly attenuated I(h) upon HCN-DN expression in the present study. 

Peak theta frequencies and interlaminar coherence differences were found to be affected by 

I(h) deficiency in both OFF and ON/OFF mutants during REM sleep. As resonance relies on 

active conductances and is mediated by I(h) at hyperpolarized subthreshold levels in CA1 

pyramidal neurons (Hu et al., 2002; Narayanan and Johnston, 2007), this finding most likely 

reflects homeostatic physiological functions of I(h). Yet, differences in peak theta 

frequencies were differentially expressed and lower in OFF than ON/OFF mutants, which 

points to an additional developmental component.  

Sleep is important for memory consolidation, and changes in hippocampal network activity 

during slow wave sleep or REM sleep can have consequences for cognition (see 4.3 

Discussion) (Diekelmann and Born, 2010). Furthermore, pre- and postsynaptic HCN1 

channels within the hippocampal-entorhinal cortex network were reported to influence 

synaptic transmission and long-term potentiation underlying memory formation processes 

(Nolan et al., 2005; Tsay et al., 2007; Huang et al., 2011) Yet, the cognitive performance in 

mutant mice deficient in I(h) were only mildly affected, and in contrast to previous reports, 

I(h) deficiency tended to impair learning and memory rather than enhancing it (Nolan et al., 

2005; Wang et al., 2007). Interestingly, the tendency of mutant mice to have deficits in 

working memory was independent of the doxycycline regime, thus highlighting the 

importance of I(h) in executive functions in the prefrontal cortex (Thuault et al., 2013).   
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Gait abnormalities and motor learning deficits only developed early in life, because only 

ON/OFF mutants with late-onset I(h) deficiency were indistinguishable from control mice, 

whereas OFF and OFF/ON mutants had an irregular gait and motor skill learning deficits in 

the Pole test. The interpretation of results obtained for motor learning abilities on the 

accelerating Rotarod is hampered at the moment due to the unusually low performance of 

control mice in the OFF/ON and ON/OFF doxycycline treatment groups. Testing of another 

cohort of control mice revealed that with additional training, mice were able to reach higher 

latencies to fall on the Rotarod (data not shown). Therefore, extending the protocol to 

include additional learning trials would help to improve the performance and potentially 

reveal differences between control and mutant mice in the OFF/ON group, because OFF/ON 

mutant mice were similarly impaired in the Pole test as OFF mutant animals. Functional I(h) 

ablation caused a reduction in forelimb grip strength that was independent of the age of 

onset.  

Lastly, I(h) deficiency contributed to stereotyped hyperactive circling behavior in mutant 

mice. The open field test allowed an assessment of exploratory behavior to be made and 

demonstrated that hyperactivity (i.e., increased distance moved, increasing locomotion with 

time in the arena) and reduced anxiety-like traits (i.e., increased time spent in center square 

vs. less time spent in border area) were due to developmental I(h) deficiency in OFF and 

OFF/ON mutants, whereas ON/OFF mutants were normal when compared to control mice. 

However, it has been reported that lentivirus-mediated knockdown of HCN1 channels in the 

dorsal hippocampus in adult rats causes similar anxiolytic effects as seen in the present 

study (Kim et al., 2012).  

In summary, the present data demonstrate that our model for conditionally suppressing I(h) 

independently of subunit composition is suitable for discrimination between development-

dependent and homeostatic physiological functions of I(h), and to confirm the notion of 

essential roles of I(h) in postnatal maturation of the brain.  
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6. Statistics 

All tests were unpaired, two-tailed and significance accepted at P < 0.05. All P values 

above 0.1 were given as not significant (ns). 

 

Table 6-1: Neonatal hippocampal activity. 
Mann-Whitney U test to compare differences between control and mutant mice. Control n = 16, mutant n = 9. 
SPW, sharp wave; SRO, stratum radiatum oscillations. 

Hippocampus 
Group 

U P 
SPW rate [Hz] 49.00 ns 

SPW amplitude [mV] 50.00 ns 
SRO rate [Hz] 56.00 ns 

SRO mean length [ms] 47.00 ns 
Time in SRO [%] 63.00 ns 
SPW in SRO [%] 68.00 ns 

 

 

Table 6-2: Neonatal somatosensory cortex activity. 
Mann-Whitney U test to compare differences between control and mutant mice. Control n = 11, mutant n = 6. 
SAT, slow activity transient; SB, spindle burst. 

Somatosensory cortex 
Group 

U P 
SAT I rate [counts/min] 28.00 ns 

SAT II rate [counts/min] 19.50 ns 
SB rate [counts/min]] 22.00 ns 

 

 

Table 6-3: Neonatal visual cortex activity. 
Mann-Whitney U test to compare differences between control and mutant mice. Control n = 21, mutant n = 10. 
For SB mean length: control n = 16, mutant n = 4. SAT, slow activity transient; SB, spindle burst.  

Visual cortex 
Group 

U P 
SAT rate [counts/min] 46.00 0.0114 

SAT rate I [counts/min] 40.00 0.0040 
SAT rate II [counts/min] 73.50 ns 

SB rate [counts/min] 51.00 0.0183 
SB mean length [ms] 26.00 ns 
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Table 6-4: Adult hippocampal activity.  
One-way ANOVA having Group (control, mutant OFF, mutant ON/OFF) as between groups factor. Analysis 
was performed on the number of recordings obtained for each group. Slow wave sleep: control recordings n = 
42, mutant OFF recordings n = 14, mutant ON/OFF recordings n = 17. REM sleep: control recordings n = 33, 
mutant OFF recordings n = 11, mutant ON/OFF recordings n = 17. SPW, sharp wave; SPW-R, sharp 
wave/ripple; or, stratum oriens; pyr, stratum pyramidale; rad, stratum radiatum; l.m., stratum lacunosum 
moleculare.  

 Group 
Slow wave sleep – SPW-R properties F2, 70 P 

Ripple frequency [Hz] 19.37 < 0.0001 
Ripple duration [ms] 6.040 0.0038 

SPW amplitude [normalized to mean minimum in radiatum] 6.064 0.0037 
SPW-R occurrence rate [Hz] 6.463 0.0027 

 Group 
REM sleep – peak theta frequency F2, 12 P 

Peak theta or [Hz] 2.860 0.0654 
Peak theta pyr [Hz] 3.722 0.0301 
Peak theta rad [Hz] 1.400 ns 
Peak theta l.m. [Hz] 2.520 0.0892 

 

Table 6-5: Adult hippocampal activity – coherence analysis. 
One-way ANOVA having group (control, mutant OFF, mutant ON/OFF) as between groups factor. Analysis was 
performed per recording. Control n = 33, mutant OFF n = 11, mutant ON/OFF n = 17. 

 Group 
REM sleep – coherence  F2, 58 P 

L.m. – pyr theta 7.954 0.0009 
L.m. – pyr beta 12.728 < 0.0001 

L.m. – pyr gamma 10.336 0.0001 
Rad – pyr theta 5.732 0.0054 
Rad – pyr beta 6.565 0.0027 

Rad – pyr gamma 6.583 0.0027 
L.m. – rad theta 1.735 ns 
L.m. – rad beta 2.035 ns 

L.m. – rad gamma 1.303 ns 
 

Table 6-6: Activity in the home cage 
Student’s t test to compare differences in home cage activity during the active phase of control OFF, mutant 
OFF and mutant ON/OFF mice. Control OFF n = 14, mutant OFF n = 14, mutant ON/OFF n = 13.  

 t df P 
control vs. mutant OFF 10.44 26 < 0.0001 

control OFF vs. mutant ON/OFF 3.659 25 0.0012 
mutant OFF vs. mutant ON/OFF 2.042 25 0.0519 

 

Table 6-7: Open field activity 
Student’s t test to compare control and mutants of the OFF, ON/OFF and OFF/ON groups. Control OFF n = 29, 
mutant OFF n = 18, control ON/OFF n = 21, mutant ON/OFF n = 27, control OFF/ON n = 19, mutant OFF/ON n 
= 17. 

 OFF ON/OFF OFF/ON 
 t df P t df P t df P 

Distance moved [cm] 2.192 45 0.0336 1.680 46 0.0997 0.3868 34 ns 
Run speed [cm/sec] 2.162 45 0.0360 2.633 46 0.0115 0.3626 34 ns 

Rotations [n/min] 6.605 45 <0.0001 1.519 46 ns 1.331 34 ns 
Time in border [%] 5.319 45 <0.0001 1.337 46 ns 2.344 34 0.0251 
Time in center [%] 4.002 45 0.0002 0.537 46 ns 2.387 34 0.0227 
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Table 6-8: Distance moved over time in the open field 
A two-way mixed ANOVA for repeated measurements with group (control and mutant) as between groups 
factor and time (3 x 5 min time bins) as within groups factor was performed. Control OFF n = 29, mutant OFF n 
= 18, control ON/OFF n = 21, mutant ON/OFF n = 27, control OFF/ON n = 19, mutant OFF/ON n = 17. 

Distance moved Group Time G x T 
 F1, 45 P F2, 90 P F2, 90 P 

control vs. mutant OFF 4.804 0.0336 7.559 0.0009 23.407 <0.0001 
       

 Group Time G x T 
 F1, 46 P F2, 92 P F2, 92 P 

control vs. mutant ON/OFF 2.823 0.0997 10.455 <0.0001 0.209 ns 
       

 Group Time G x T 
 F1, 34 P F2, 68 P F2, 68 P 

control vs. mutant OFF/ON 0.149 ns 3.112 0.0509 5.153 0.0082 
       

 

Table 6-9: Telemetric wake and sleep analysis. 
Mann Whitney U test to compare control and mutant mice. Control n = 4, mutant n = 3.  

 % time in state bout duration bout numer 
 U  P U  P U  P 

Wake 3.0  ns 3.0  ns 2.0  ns 
Active wake 6.0  ns 0  0.0571 2.0  ns 

Slow wave sleep 2.0  ns 4.0  ns 6.0  ns 
REM sleep 0  0.0571 1.0  ns 3.0  ns 

 

Table 6-10: Spontaneous alternation in the Y maze. 
Student’s t test to compare differences in the preference for the novel arm, and time needed for the total 
amount of alternations. Control OFF n = 31, mutant OFF n = 21, control OFF/ON n = 19, mutant OFF/ON n = 
16, control ON/OFF n = 23, mutant ON/OFF n = 32. 

 OFF OFF/ON ON/OFF 
 t df P t df P t df P 

Novel arm choices [%] 1.427 50 ns 2.494 33 0.0178 1.186 53 ns 
Time for alternation [s] 2.449 50 0.0179 1.044 33 ns 2.241 53 0.0292 
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Table 6-11: Water maze performance in learning trials. 
Analysis was performed with a mixed two-way ANOVA for repeated measurements, having group (control and 
mutant) as between groups factor and trial (8 trials over 2 days) as within groups factor. Control OFF n = 22, 
mutant OFF n = 13, control ON/OFF n = 8, mutant ON/OFF n = 11, control OFF/ON n = 8, mutant OFF/ON n = 
9. 

OFF 
Group Trial G x T 

F1, 33 P F7, 231 P F7, 231 P 
Distance moved [cm] 34.478 <0.0001 5.349 <0.0001 2.587 0.0138 
Escape latency [sec] 42.246 <0.0001 6.041 <0.0001 3.401 0.0018 

Distance to border [cm] 10.605 0.0033 3.345 0.0020 2.290 0.0284 
Distance to platform [cm] 32.346 <0.0001 16.701 <0.0001 2.174 0.0374 

Rotations [n] 60.932 <0.0001 4.211 0.0002 1.058 ns 

ON/OFF 
Group Trial G x T 

F1, 17 P F7, 119 P F7, 119 P 
Distance moved [cm] 2.710 ns 9.558 <0.0001 1.239 ns 
Escape latency [sec] 1.168 ns 12.167 <0.0001 1.206 ns 

Distance to border [cm] 0.012 ns 4.389 0.0002 0.726 ns 
Distance to platform [cm] 0.619 ns 23.499 <0.0001 0.537 ns 

Rotations [n] 4.267 0.0545 12.485 <0.0001 1.128 ns 

OFF/ON 
Group Trial G x T 

F1, 15 P F7, 105 P F7, 105 P 
Distance moved [cm] 4.029 0.0631 1.248 ns 0.783 ns 
Escape latency [sec] 4.117 0.0606 1.178 ns 0.757 ns 

Distance to border [cm] 1.322 ns 4.023 0.0006 1.130 ns 
Distance to platform [cm] 5.769 0.0297 4.675 0.0001 0.925 ns 

Rotations [n] 8.284 0.0077 1.079 ns 0.235 ns 

 

Table 6-12: Water maze, probe trial. 
Time spent in each of the four different quadrants (target, right, left, opposite) was expressed as percentage of 
total trial duration. The times spent in each quadrant for control and mutant mice were compared with Student’s 
t test. Control OFF n = 22, mutant OFF n = 13, control ON/OFF n = 8, mutant ON/OFF n = 11, control OFF/ON 
n = 15, mutant OFF/ON n = 14. 

 OFF ON/OFF OFF/ON 
 t df P t df P t df P 

Target [%] 1.108 33 ns 0.276 17 ns 1.371 27 ns 
Right [%] 0.186 33 ns 1.110 17 ns 1.716 27 0.0976 

Left [%] 0.857 33 ns 1.810 17 0.0880 1.477 27 ns 
Opposite [%] 0.766 33 ns 0.678 17 ns 1.204 27 ns 
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Table 6-13: Contextual fear conditioning.  
Student’s t test to compare OFF and ON/OFF animals. Mann-Whitney U test to compare OFF/ON animals. 
Baseline and footshock: Control OFF n = 24, mutant OFF n = 16; Recall: control OFF n = 27, mutant OFF n = 
19. Control OFF/ON n = 6, mutant OFF/ON n = 5. Baseline and footshock: Control ON/OFF n = 11, mutant 
ON/OFF n = 18. Recall: control ON/OFF n = 15, mutant ON/OFF n = 24.  

Freezing [%] 
OFF OFF/ON ON/OFF 

t df P U  P t df P 
Baseline 0.226 38 ns 10.00  ns 1.364 27 ns 

After footshock 0.128 38 ns 12.00  ns 0.776 27 ns 
Recall 1.795 44 0.0796 10.00  ns 0.478 37 ns 

 

Table 6-14: Pole test performance 
The Fisher’s exact probability test was used to compare between groups the number of mice successfully 
climbing down the pole with the number of mice not being able to climb down. Total number of mice per group 
is indicated in the table. Con = control, mut = mutant. 
 Trial 1 Trial 2 Trial 3 
 n P n P n P 

con vs. mut  male OFF 23/30 1/13 0.0000 28/30 3/13 0.0000 25/30 2/13 0.0000 
con vs. mut female OFF 23/30 4/7 ns 28/30 3/7 0.0068 25/30 5/7 ns 

mut male vs. female OFF 1/13 4/7 0.0307 3/13 3/7 ns 2/13 5/7 0.0223 
con vs. mut ON/OFF 10/12 13/16 ns 12/12 16/16 - 7/12 12/16 ns 
con vs. mut OFF/ON 12/17 7/15 ns 14/17 7/15 0.0617 15/17 6/15 0.0057 

 

Table 6-15: Rotarod performance 
A two-way mixed ANOVA for repeated measurements with Group (control and mutant) as between groups 
factor and Trial (Trials 1 to 4) as within groups factor was performed. Male and female mutants OFF were 
separately compared to controls OFF. Control OFF n = 30, mutant female OFF n = 7, mutant male OFF n = 13, 
control ON/OFF n = 17, mutant ON/OFF n = 23, control OFF/ON n = 17, mutant OFF/ON n = 10. 

Latency to fall [s] Group Trial G x T 
 F2, 47 P F3, 141 P F6, 141 P 

control vs. mutant male vs. mutant 
female OFF 

10.21 0.0002 7.64 0.0000 0.73 ns 

 Group Trial G x T 
 F1, 38 P F3, 114 P F3, 114 P 

control vs. mutant ON/OFF 0.00 ns 3.05 0.0316 0.99 ns 
 Group Trial G x T 
 F1, 30 P F3, 90 P F3, 90 P 

control vs. mutant OFF/ON 6.89 0.0135 5.66 0.0013 3.01 0.0342 

 

Table 6-16: Rotarod performance in control mice 
A two-way mixed ANOVA for repeated measurements with Group (OFF, ON/OFF, OFF/ON) as between 
groups factor and Trial (Trials 1 to 4) as within groups factor was performed. Control OFF n = 30, control 
ON/OFF n = 17, control OFF/ON n = 17. 

 Group Trial G x T 
 F2, 61 P F3, 183 P F6, 183 P 

Latency to fall [sec] 22.44 0.0000 12.70 0.0000 1.20 ns 

 

Table 6-17: Grip test 
Student’s t test to compare differences in forelimb strength. Control OFF n = 30, mutant OFF n = 20, control 
ON/OFF n = 8, mutant ON/OFF n = 11, control OFF/ON n = 17, mutant OFF/ON n = 15. 

 t df P 
control vs. mutant OFF 7.379 48 < 0.0001 

control vs. mutant ON/OFF 2.196 17 0.0423 
control vs. mutant OFF/ON 2.774 30 0.0094 
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Table 6-18: Gait analysis 
Student’s t test to compare differences in gait parameters. Control OFF n = 6, mutant OFF n = 6, control 
ON/OFF n = 10, mutant ON/OFF n = 13, control OFF/ON n = 17, mutant OFF/ON n = 15. 

 OFF ON/OFF OFF/ON 
 t df P t df P t df P 

Running speed [cm/s] 1.404 10 ns 1.578 21 ns 0.631 31 ns 
Stand [s] 2.214 10 0.0512 0.018 21 ns 2.133 31 0.0410 

Step cycle [s] 2.173 10 0.0549 0.373 21 ns 2.066 31 0.0473 
Stride length [cm] 2.109 10 0.0611 1.005 21 ns 2.922 31 0.0064 

BOS [cm] 2.683 10 0.0230 1.877 21 0.0745 2.332 31 0.0264 
Regularity index [%] 1.783 10 ns 0.776 21 ns 2.308 31 0.0279 

 
Mann-Whitney U test to compare differences in step sequence patterns.  

 OFF ON/OFF OFF/ON 
 U P U  P U P 

Step sequence Ab [%] 6 0.0584 33.50 0.0512 85 0.0815 
Step sequence Rb [%] 12 ns 56 ns 85.5 0.0084 

 

Table 6-19: Pole test performance of mice with PC-restricted I(h) deficiency 
The Fisher’s exact probability test was used to compare between groups the number of mice successfully 
climbing down the pole with the number of mice not being able to climb down. Total number of mice per group 
is indicated in the table. Control OFF n = 8, mutant OFF n = 9, mutant ON/OFF n = 11. Con = control, mut = 
mutant.  
 Trial 1 Trial 2 Trial 3 
 n P n P n P 

con OFF vs. mut OFF 4/8 2/9 ns 7/8 7/9 ns 7/8 6/9 ns 
con OFF vs. mut ON/OFF 4/8 4/11 ns 7/8 6/11 ns 7/8 10/11 ns 
mut OFF vs. mut ON/OFF 2/9 4/11 ns 7/9 6/11 ns 6/9 10/11 ns 

 

Table 6-20: Rotarod performance of mice with PC-restricted I(h) deficiency 
A two-way mixed ANOVA for repeated measurements with Group (control OFF, mutant OFF, and mutant 
ON/OFF) as between groups factor and Day (Days 1 to 4) as within groups factor was performed. Control OFF 
n = 8, mutant OFF n = 9, mutant ON/OFF n = 11. 

 Group Day G x D 
 F2, 25 P F3, 75 P F6, 75 P 

Latency to fall [s] 3.99 0.0312 45.03 0.0000 1.68 0.1375 

 

Table 6-21: Gait analysis of mice with PC-restricted I(h) deficiency 
One-way ANOVA with Group (control OFF, mutant OFF, mutant ON/OFF) as between groups factor. Control 
OFF n = 8, mutant OFF n = 9, mutant ON/OFF n = 11. 

 Group 
 F2, 25 P 

Running speed [cm/s] 1.49 ns 
Stand [s] 0.99 ns 

Step cycle [s] 1.09 ns 
Stride length [cm] 3.99 0.0312 

BOS [cm] 0.86 ns 
Regularity index [%] 0.71 ns 

Alternating step sequence [%] 1.08 ns 
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