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Abstract

In this thesis the results of Raman spectroscopy at transition metal material systems

are presented. In particular bio inorganic copper complex model systems were inves-

tigated by steady state UV and visible Raman spectroscopy. A systematic study was

performed investigating isotope shift in bis(µ-oxo)-dicopper(III) verifying a peroxo-

form and granting new insight into the catalytic behaviour. Furthermore, metal to

ligand (MTL) and ligand to metal (LTM) charge transfer was studied in guanidine-

quinoline copper complexes. A resonance study identi�es resonances at 3.4 eV for

CuI MTL charge transfer and CuII LTM charge transfer. High temperature su-

perconductor Bi2Ca2CuO2 was studied with the novel technique of time resolved

pump probe Raman spectroscopy. The study focuses on the superconducting order

parameter ∆ and its temporal evolution. Two separate components of ∆ at di�erent

timescales are identi�ed and a model is presented relating these two components to

hole-phonon interactions and spin-hole coupling. Time resolved Raman spectroscopy

was also used to study the melting and reformation of charge ordered domains in

doped La1−xCaxMnO3 via observing the decrease in intensity of Jahn-Teller modes.

A possible ansatz is discussed to explain the observed antiphasic oscillation of elec-

tronic background and Jahn-Teller width and intensity.

Also in this thesis the �rst results of VUV-Raman spectroscopy at two-leg spin-

ladders are presented. A resonance study at the Cu M-edge is presented and screen-

ing e�ects in doped compounds of the correlation energies are found and discussed.

Also the technical aspects of the novel VUV-Raman spectrometer at the Free Elec-

tron Laser Hamburg (FLASH) are discussed and in detail an alignment procedure of

its monochromators is given.



Inhaltsangabe

In dieser Arbeit werden die Ergebnisse der Untersuchungen mit Raman-Spektroskopie

an Übergangsmetallsystemen präsentiert. Bioanorganische Kupfer-Komplex-Modell-

systeme wurden mit stationärer UV- und sichtbarer Raman-Spektroskopie unter-

sucht. Eine systematische Studie wurde durchgeführt, welche eine Isotopenverschie-

bung in bis(µ-oxo)-di Kupfer(III) fand. Somit eine peroxo-Form nachweisen konnte,

welches neue Erkenntnisse über dessen Rolle in katalytisches Prozesen liefert. Wei-

terführend wurden Ladungstransfers von Metall zu Ligand (MZT) und Ligand zu

Metall (LZM) in Guanidin-Chinolin-Kupfer-Komplexen untersucht. Eine Resonanz-

studie identi�zierte Resonanzen bei 3.4 eV für den CuI MZL Ladungstransfer und

den CuII LZM Ladungstransfer.

Des weiteren wurde der Hochtemperatursupraleiter Bi2Ca2CuO2 mit der neuen

Messmethode der zeitaufgelösten �pump-probe�-Raman-Spektroskopie untersucht. Die

Studie untersucht im Besonderen die zeitaufgelöste Entwicklung des Supraleitungs-

ordnungsparameter ∆. Zwei Komponenten von ∆ wurden gefunden, welche sich auf

unterschiedlichen Zeitskalen verändern und ein Modell wird eingeführt, welches diese

beiden Komponenten mit Loch-Phonon Interaktionen und Loch-Spin Interaktionen

erklärt.

Auÿerdem wurde zeitaufgelöste Raman-Spektroskopie auch verwendet um das Schmel-

zen und die Reformation des Ladungsgeordneten Zustandes in La1−xCaxMnO3 zu

untersuchen. Dabei wurde die zeitabhängige Verringerung der Intensität von Jahn-

Teller Modi betrachtet. Ein möglicher Mechanismus wird diskutiert um die beobach-

teten antiphasischen Oszillationen vom elektronischen Hintergrund zur Breite und

Höhe der Jahn-Teller Modi zu erklären.

Ebenfalls werden in dieser Arbeit die ersten Ergebnisse von VUV�= Raman-Spektro-

skopie an zwei-beinigen Spin Leitersystemen präsentiert. Eine Resonanzstudie an der

Kupfer M-Kante wird beschrieben und Abschwächungse�ekte der Korrelationsener-

gien in dotierten Proben wurden gefunden und nachfolgend diskutiert. Auÿerdem

werden die technischen Aspekte des neuen VUV-Raman-Spektrometers am Freien

Elektronenlaser Hamburg (FLASH) vorgestellt und es wird eine detaillierte Justier-

anleitung der Monochromatoren gegeben.
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1. Introduction

Raman spectroscopy is a versatile tool for the research of solids and molecules in

�uids. Over the past century since the discovery of the Raman e�ect, Raman spec-

troscopy is used in many scienti�c �elds such as biology, chemistry, physics and life

sciences. With the rise of new light sources, namely the laser, pulsed laser systems,

free electron lasers and synchrotrons new Raman applications �nd its way into mod-

ern science while classical UV/VIS1 still as useful as always for scienti�c research.

In particular, resonance studies with steady state Raman can shad light on the in-

trinsic modes within a material which can be related to di�erent electronic, phononic,

magentic or even superconducting states. Also temperature dependent studies can

clarify phase transitions in a medium.

For time resolved Raman spectroscopy a highly stable pulsed laser source is a neces-

sity. Mode locked or q-switched laser provide such light sources over a wide range of

laser power, repition rates, pulse width and wavelength. By using two pulsed laser

the novel technique of two colour time resolved pump probe Raman spectroscopy

arises. With this Raman application it is possible to study the dynamic properties

of any given materialclasses, eg. the temporal evolution of phase transitions like the

formation of the superconducting phase. VUV-Raman spectroscopy or resonant in-

elastic soft x-ray scattering (RIXS) is the newest application in science of the Raman

e�ect. With the energies modern free electron lasers provide it is possible to probe

element speci�c eg. directly study the intrinsic behaviour at copper m-edges. Also

while UV/VIS Raman scattering is only probing samples at the Γ point due to very

small momentum transfers, in the VUV-range a larger portion of the Brillouin zone

can be observed.

In this thesis one of the focuses is the study of bioinorganic copper complexes by

resonance Raman spectroscopy. These complexes are in the focus of interest because

they can mimic the catalytic behaviour of proteins. This is particular interesting

for industrial applications like the catalysis of phenoles to quinoles. Furthermore,

combined with other techniques like X-ray absorption spectroscopy (XAS) also the

entatic nature (see chapter 3) can be investigated.

Furthermore, the superconducting order parameter ∆ is investigated in the high tem-

perature superconductor Bi2Ca2CuO2. The focus of interest is the up to this date

1UV/VIS stands for Ultraviolet- and visible Light
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Chapter 1. Introduction

still not completely clear nature of the mechanism of behind the superconducting

state in high TCs. With time resolved Raman the formation of the superconduct-

ing state could be observed and two di�erent contributions to ∆ could be identi�ed

(see chapter 5). Furthermore, also multiferroic materials like doped manganites ex-

hibit strong correlations between charge and magnetic orders which interplay is also

in the focus of todays science. Time resolved Raman provides a tool to study the

melting and formation of the charge ordered stated striped phase in 50 % doped

La1−xCaxMnO3. By heating with the pump beam the sample above the transition

temperature the decay into the striped ordering can be observed on its timescale and

interplay and couplings between charge and lattice degrees of freedom can be found.

With VUV-Raman the strongly correlated spinladder compounds Sr14−xCaxCu24O41

(SCCO) and La6Ca8Cu24O41 (LCCO) at the copper M-edge have been studied.

These systems inherit a quasi two dimensional substructure and hence can be un-

derstood in a two dimensional Hubbard model. While SCCO is intrinsically doped

LCCO is undoped with the same structure. In particular, VUV-Raman provides

insight into screening e�ect of the Coulomb one sight repulsion energies U depending

on the sample and the orientation of the sample. It also allows to directly observe

the hopping energies t and in a Fleury and Loudon model the superexchange energy

J.

While steady state Raman is a well known technique, which has been applied for

decades, Time resolved Raman and VUV-Raman are very new and unique experi-

mental setups. This thesis provides in detail a description of these setups and also

discusses technical details, as well as a newly developed alignment procedure of the

VUV-Raman instrument.

2



2. Theory

In this chapter the fundamental principles of the used experimental techniques are

presented and discussed. An overview of the Raman-e�ect and also an introduction

into time-resolved and VUV Raman is given.

2.1. The Raman e�ect

The Raman e�ect is an inelastic light scattering process, where an incident photon

looses or gains energy after interacting with a medium. It was discovered and �rst

published by Chandrasekhara Venkata Raman and Kariamanickam Srinivasa Krish-

nan in 1928 [1] by the investigation of molecules with sunlight. Independently from

Raman and Krishnan the Raman e�ect was observed in solids by Grigory Landsberg

and Leonid Mandelstam in 1928 [2]. In 1923 the Raman e�ect has been predicted

theoretically by Adolf Smekal [3].

C.V. Raman received the Nobel price for his work with inelastic scattered light in

1930. Over the years many applications of the Raman e�ect arose and with advances

in technology, especial the invention of the laser in the 1960s and the construction

of speci�c Raman spectrometers, which yield a signi�cant increase in resolution and

e�ciency. Today the Raman e�ect is used not only to characterise materials in solid

state physics, but also to investigate biological compounds such as RNA or complex

protein molecules [4].

The inelastic light scattering process can be divided in two di�erent kinds of scat-

tering. The so called Stokes scattering, where the scattered photon looses energy

compared to the incident photon energy, and the Anti-Stokes scattering, where the

scattered photon gains energy. For Anti-Stokes scattering the material needs to be

in an excited state and thus Anti-Stokes scattering is strongly suppressed compared

to Stokes scattering at room temperature and almost vanishes at low temperatures.

Due to the fact that the wave number k ∼ ω is very small for visible and UV light,

compared to common Brillouin zones it can be assumed that all Raman scattering

occurs at the Γ-Point (k = 0). However, this assumption is not completely valid

3



Chapter 2. Theory 2.1. The Raman e�ect

Figure 2.1.: Rayleigh, Stokes and Anti-Stokes process

anymore for higher energy ranges like the VUV. This topic is further discussed in

section 2.3.

Inelastic light scattering always comes with elastic light scattering. The elastic scat-

tered light, the so called Rayleigh scattering, has no energy change and is usually

the dominant process. The ratio of elastic to inealstic scattered light is in the order

of 106 when infrared, visible or ultraviolet light is used as incident photon energy.

Due to the fact that the intensity of the Raman e�ect in dipole approximation is

proportional to the fourth order of magnitude of the frequency of the incident photon

(see section 2.1.1), this ratio becomes much smaller for higher excitation energies in

the VUV range. Figure 2.1 shows schematically the three discussed processes related

to the Raman e�ect.

2.1.1. The Raman e�ect in quantum theory

The classical explanation of the Raman e�ect considers an electromagnetic wave

coupling to an electric dipole in the material. This process is well understood by a

classical approach [5, 6], but not su�cient to provide a complete picture about all

the other excitations that can occur, for example magnetic or indirect excitations.

To describe these phenomena it is necessary to evaluate the underlying Hamilto-

nian of these excitations and apply perturbation theory. Using Coulomb gauge the

Hamiltonian is given by

H =
1

2m

(
p− e

c
A
)2

(2.1)

H =
p2

2m
− e

mc
A · p+

e2

2mc2
A2. (2.2)

with the momentum p and the vector potential A,
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2.1. The Raman e�ect Chapter 2. Theory

A(r, t) =
∑
r,λ

√
2π~c
kV

(
ak,λek,λe

i(k r−ωkt) + a†k,λe
∗
k,λe

−i(k r−ωkt)
)
, (2.3)

where a†k,λ (ak,λ) creates (destroys) a photon with the wave vector k. λ represents the

polarisation, ek,λ are polarisation operators and V is a volume that denotes periodic

conditions and therefore sets speci�c values for k and ωk = kc [7]. The �rst term

of equation 2.2 can easily be identi�ed as H0, the second and third term contribute

to the electron photon interaction. The second term is linear in A and therefore is

a single photon interaction which does not contribute to the Raman process in �rst

order, and the third term is quadratic in A denoting a two photon process. The

matrix element MA2 can be calculated by using the charge density operator ρ in k

space and using Fermis golden rule the di�erential cross section becomes normalised

to the photon �ux [7]:

dσ

dΩk'

= r2
0

ωs
ωi
|ek,λe∗k,λ|2| 〈n| ρk-k' |0〉 |2 (2.4)

where ωi and ωs is the frequency of the incident and scattered photon, r0 is the classic

electron radius and ek,λ is the polarisation operator. Note, that transitions, that do

not change the polarisation of the light, are highly favored . If the binding energy of

the electron is very small compared to the incident photon energy, this leads to the

so called Thomson scattering [5]. For Raman scattering the incident photon energy

is much smaller than typical binding energies, resulting in a contribution of this term

to the Raman response.

The second order matrix element resulting from the p · A term of equation 2.2 is

linear in the vector potential and also a di�erential cross section can be obtained [7].

For a transition from the ground state |0〉 via an intermediate state |m〉 to a �nal

state |f〉 it becomes: R̂ is a position operator and the term iη in the denominator is

related to the adiabatic nature of the perturbation.

dσ

dΩk'

=
e3ωiω

3
s

c4

∣∣∣∣∣∑
m

(
〈n| R̂ · e∗k ',λ′ |m〉 〈m| R̂ · ek,λ |0〉

ε0 + ~ωi − εm + iη
+

〈n| R̂ · ek,λ |m〉 〈m| R̂ · e∗k',λ′ |0〉
ε0 − ~ωs − εm + iη

)∣∣∣∣∣
2

.

(2.5)

The denominator of equation 2.5 leads to resonance e�ects, when ~ωs ≈ εn−εm. This
kind of scattering is called Raman scattering. Depending on the energy di�erence

of incident and scattered photons this leads to Stokes (~ωi − ~ωs > 0), Anti-Stokes

(~ωi − ~ωs < 0), or Rayleigh scattering(~ωi − ~ωs = 0) as shown in �gure 2.1. It is
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Chapter 2. Theory 2.1. The Raman e�ect

�Phonon

Photon

Photon

p ·A

p ·A p ·A

p ·A

Photon

Photon

Figure 2.2.: Full Feynman diagram of the Raman scattering process. Due to the
p ·A terms resonances can occur.

obvious, that the intensity of the Raman scattering cross section times the scattering

volume is proportional to the fourth power of the frequency of the photons, which

are used in a Raman experiment. Therefore it is useful to choose UV or even VUV

light to increase signal intensity or shorten integration times.

2.1.2. Many-body response theory

To further investigate the in�uence of correlation e�ects in a medium with respect to

Raman scattering one has to apply modern response theory formalism. This complex

�eld of modern many-body quantum physics will be brie�y explained in this chapter.

For further reading please see [8, 9, 10, 11].

In many-body theory excitations are described by di�erent propagators, such as the

(free) electron propagator or the phonon propagator. Propagators describe the prob-

ability amplitude for a particle to move from one place to another in a given time

or to travel with a certain energy and momentum. In non relativistic quantum me-

chanics propagators are Green's functions [8]. An example for a classical propagator

and an introduction into Green's functions is given in appendix A. Figure 2.2 shows

the entire Raman scattering process in a Feynman diagram.

The di�erential scattering cross section for Raman spectroscopy is given by [10, 11]

d2σ

dωsdΩk
= −2π

~
α(~ωi)2(n(ωi) + 1)=[R(ω)]. (2.6)
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2.1. The Raman e�ect Chapter 2. Theory

where n(ωi) is the occupation function, which includes the Bose-Einstein statistical

factor representing the bosonic nature of photons, ~ωi) is denoting the scattering

geometry and R(ω) is the response function of the system [11]. Finding the response

function for Raman scattering is strongly dependent on the examined system. In

general for Raman the response function can be expressed as

R(ω) = −i
∑

k,k',ω′

γkG(k', ω′)G(k, ω + ω′)Γ(k,k', ω, ω′) (2.7)

where G(k', ω′) a Green's function representing the full single particle propagator,

i.e. the propagator plus all interactions with itself γ is vertex, which can be rewritten

as a tensor in terms of an e�ective mass m∗ and Γk is a vertex correction i.e. the

bare vertex with all possible interactions [8, 10, 9].

2.1.3. Electronic Raman scattering

Electronic Raman scattering can be understood as the creation of an electron-hole

polarisation bubble. Hereby an electron is excited to an intermediate state, leaving a

hole in the band of its origin. In case of resonant Raman scattering the intermediate

state corresponds to a real state in an unoccupied band. Starting from equation

2.7 one at �rst has to calculate the bare electron/hole propagator G0(k, ω) which is

given by [10, 8]

G0(k, ω) =
1

ω − εk ± iδk
. (2.8)

The sign in the denominator is dependent on the position of the particle in the k-

space. ′+′ for k > kfermi denotes an electron and ′−′ for k < kfermi denotes a missing

particle, i.e. a hole. With no interactions present in the system, the vertex correction

simpli�es to Γ = γk'δk,k', which leads to the response of the bare polarisation bubble

[9]:

R(ω) = −i
∑

k,k',ω′

γkG0(k'+ q
2 , ω

′)G0(k− q
2 , ω + ω′)γk'δk,k'. (2.9)

This non interacting case leads to the simplest electronic response in Raman scat-

tering:

R(ω) = −i
∑
k,ω′

γ2
k

1

ω′ − ε
k−q

2
+ iδ

1

ω + ω′ − ε
k+

q
2
− iδ

. (2.10)

If a weak interacting electron gas is considered, self energy contributions i.e. in-

teraction of the electrons with each other contributions have to be evaluated and

calculated into the electron/hole propagator G(k, ω) which leads to a Raman Inten-

sity of

7



Chapter 2. Theory 2.1. The Raman e�ect

I(ω) ∝ =

[
2ωp

ω2 − ω2
p + 2i

ωp
τ

]
, (2.11)

where ωp is the frequency of a free plasmon and τ is its lifetime. A detailed calculation

of equations 2.11 and further theoretical background can be found in reference [10].

In the superconducting state the bare propagator cannot be applied anymore because

of strong electron-hole interactions forming an electron hole-pair. The propagator

takes the form of [8]:

G =
u2

ω −
√
ε2 + ∆2 + iδ

+
v2

ω −
√
ε2 + ∆2 − iδ

. (2.12)

Here ∆ is the superconducting order parameter, u and v are solutions of the BCS

theory [8, 12]. It is clear that the electronic response is strongly dependent on the

nature of the superconducting order parameter, which makes Raman spectroscopy

an ideal tool to study superconductors [13, 14].

2.1.4. Phononic Raman scattering

Raman scattering at phonons can be treated as a two part process. First the light

creates an electron-hole polarisation bubble which then interacts with the lattice.

Figure 2.2 shows this process in terms of a Feynman diagram. In terms of the

interaction Hamiltonian Hint one has to consider additional contributions of the

bare phonons themselves and from the electron-phonon interactions in addition to

the electronic response:

H = Helectron +Hphonon +H int
electron−phonon. (2.13)

The additional components in equation 2.13 lead to additional terms in the self

energy of the particle-hole propagator and also to an extended vertex correction Γ.

The bare phonon propagator is given by [8]

D0(Q, ω) =
ΩQ

ω2 − Ω2
Q + iδΩQ

. (2.14)

Applying the diagrammatic methods described in section 2.1.2 it can be evaluated,

that the response function can be written as

R(ω) = Relectron(ω) +Relectron−phonon(ω). (2.15)

This shows that always the full electronic response is part of the phononic scattering

process. The simplest case is a discrete excitation of a phonon without interaction

8
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with an electronic background. In this case it can be shown that Relectron−phonon(ω)

is directly proportional to the bare phonon propagator [8, 10]:

Relectron−phonon(ω) ∼ 4π2T 2
p

Ω

ω2 − Ω2 + iδΩ
. (2.16)

Here, Tp is the phononic Raman matrix element, which is dependent on the electron

phonon coupling constant gk,q as well as the bare electronic vertex γk. Equation

2.16 leads to a Lorentzian lineshape of the phonon centered at the frequency Ω with

the width Γ in the Raman spectrum [6]:

I(ω) ∝ I0
ωΓ

(ω2 − Ω2)2 + ω2Γ2
. (2.17)

In case of coupling of the phonon with a continuum of electronic states, e.g. within

one band, the phononic response yields a typical Fano lineshape [15].

I(ω) ∝ I0
(q + (ω−Ω

Γ ))2

1 + (ω−Ω
Γ )2

. (2.18)

Here, q is the �Fano parameter�, which is responsible for the asymmetry of the

resulting lineshape. It contains information of the electronic and phononic Raman

matrix elements Te and Tp as well as the electron-phonon coupling constant gk,q and

the imaginary part of the electron-hole polarisation bubble ρ:

q ≈ Tp
Te

1

gk,qρ
. (2.19)

When the electron-phonon coupling constant is very small, i.e. gk,q → 0, q gets

very large and the Fano-pro�le exhibits a Lorentzian lineshape. Figure 2.3 shows the

Lorentz- and Fano lineshape.

W

0

0.5

1

(a) Lorentzian lineshape

W

0

0.5

1

(b) Fano lineshape

Figure 2.3.: (a) Lorentzian lineshape. (b) Fano lineshape. Both lineshapes are
normalised to 1, in the Fano Pro�le q was set to -3. Spectra were
calculated using equations 2.17 (a) and 2.18 (b).
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Chapter 2. Theory 2.2. Time-resolved spontaneous Raman spectroscopy

2.1.5. Magnetic Raman scattering

To understand magnetic excitations in ferromagnetic and anti-ferromagnetic com-

pounds, the interaction Hamiltonian responsible for magnetic scattering has to be

found. A �rst approach considers only nearest neighbour spin interactions in a half

�lled Hubbard model. The resulting Hamiltonian is [16]

H0 = J
∑
i,j

SiSj, (2.20)

where J is the superexchange constant (see also section 3.2.3) and SiSj denotes near-

est neighbour spin states. The e�ective interaction Hamiltonian from this approach

has been calculated by Fleury and Loudon in 1968 for magnetic Raman scattering

[16]:

Hint = J
∑
i,j

P (ωi, ωs, δ)SiSj. (2.21)

Here, P (ωi, ωs, δ) denotes the applied scattering geometry.

A simple picture to understand magnetic Raman scattering is to envision the number

of broken bonds that a spin �ip excitation would produce in a two dimensional

lattice. Every broken bond contributes J/2, so that a simple spin �ip would be seen

at 6 · J/2 = 3J in the Raman spectrum because 6 bonds have to be broken for the

full process to complete.

2.2. Time-resolved spontaneous Raman spectroscopy

In many condensed matter systems certain e�ects like the formation of domains or

the transition to normal into the superconducting state are on a short timescale

which can not be observed by �normal� Raman spectroscopy. Time resolved Raman

spectroscopy is a tool to observe e�ects that occur on short timescales i. e. in the

pico- and femtosecond range. The basic principal is to excite a sample out of its

equilibrium state by a �pump� energy, and then observe the non-equilibrium state by

a delayed probe beam. It is important to note that with this technique Fermis golden

rule can no longer be applied to calculate the response function in a straight forward

fashion. However, the Raman response can still be considered being spontaneous.

Therefore time-resolved Raman spectroscopy can be used to study the interesting

physics of �rst and second order phase transitions in solids.[17]

To introduce a phase transition di�erent pumping methods can be applied. The

simplest case is to use a pulsed laser beam to heat up the sample above a transition

temperature and then observe the decay, i.e. the time dependent phase transition

10
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into the ground sate. For the superconducting state a modi�ed heating theory exists

that relates the superconducting gap ∆ to the new quasi equilibrium temperature

T ∗ or the chemical potential µ∗ [18, 19, 20]. This leads to a temperature dependent

response of a given operator

< a†kak >=

(
e
εk(T∗)
kBT

∗ − 1

)−1

. (2.22)

Another approach is to only consider the parts of the Hamiltonian related to the

phase transition and then directly solve the Heisenberg equation of motion:

d

dt
O =

~
i
[H,O] +

∂O
∂t
. (2.23)

Here O is an arbitrary operator and H is the Hamiltonian describing the system.

This method has been performed to describe the time resolved thermal melting and

recombination of the superconducting state of superconductors [17].

Another possibility to pump, i.e. excite a system is to use a pump energy that is in

direct resonance to a transition within the observed medium. If the energy of the

pump beam is in resonance to for example a charge transfer process, the electronic

structure is directly pumped in an excited non-equilibrium state. This approach

can e.g. be used to study the dynamics of domain melting and formation in doped

manganites by observing the strength of Jahn-Teller modes.

Figure 2.4 shows schematically a time resolved pump probe experiment. The advan-

tage of time resolved Raman spectroscopy is that phase transitions can be observed

with a high sensitivity to the symmetries of the underlying order parameters. There-

fore it is an excellent tool to learn more about electron-phonon coupling, the temporal

evolution of superconducting gaps or even magnetic excitations.

2.3. VUV-Raman Spectroscopy

With the rise of new light sources in the VUV range (vacuum ultraviolet ∼ 10 −
200 nm) and the high brilliance of modern free electron lasers working in the VUV

range such as the Free Electron Laser Hamburg for the �rst time Raman experiments

in this range became possible.

There are a lot of advantages by using this energy range. As shown in section 2.1.1

the intensity of the Raman scattered light is proportional to the fourth of its fre-

quency, Raman scattering is a much more intense process in the VUV range than in

the visible. This allows to either shorten data acquisition i.e. integration times or

even to observe small excitations, which could not be resolved in the UV or visible

range.
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Figure 2.4.: (a) Steady state Raman scattering. The probe beam hits the sample
which is in equilibrium. The Raman scattered light (Rayleight, Stokes
and anti Stokes) is instantaneous in time. (b) Pump-probe experiment.
The pump beam hits the sample and brings it out of the equilibrium
state. With a temporal delay the probe beam hits the sample.

Another advantage of VUV-Raman spectroscopy is, that more of the Brillouin zone

can be observed. While even in backscattering the momentum transfer of the incident

light is small compared to typical sizes of the Brillouin zone in the UV and visible

range, so that all Raman scattering occurs at the Γ-Point, with higher incident pho-

ton energy more of the Brillouin zone can be observed around the Γ-Point. Assuming

a typical lattice constant a of 5 Å and an incident photon energy of 120 eV (copper

M1-edge) and backscattering geometry the ratio between the size of the Brillouin

zone and the momentum transfer is

∆k

kbrillouin
=

2Ea

hc
∼= 0.1. (2.24)

This gives rise to the possibility to detect even acoustic phonons in Raman scattering

in materials with usual lattice constants.

Furthermore, the VUV range closes the gap between resonant inelastic light scat-

tering (RIXS), which performs inelastic light scattering at the core shells (K- and

L-edge), and the UV/visible range. With VUV inelastic light scattering it is possi-

ble to directly go into resonance with the M-edges and therefore speci�cally probe

orbitals with a high resolution. For example the copper 3s and 3p orbitals belong to

the VUV energy range, enabling an orbital selective study of the related physics of

copper oxygen driven superconductors or transition metal oxides possible. In table

2.1 the l- and m-edges of several elements are displayed. The red numbers are in the

VUV range.
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Atomic Number Element L1 L2 L3 M1 M2 M3

2s1/2 2p1/2 2p3/2 3s1/2 3p1/2 3p3/2

6 C
7 N 19
8 O 24
9 F 31
10 Ne 48 22
11 Na 63 30
12 Mg 89 49
13 Al 118 73
14 Si 149 100 99
15 P 187 131 130
16 S 229 165 164 16
17 Cl 270 200 199 16
18 Ar 326 251 249 29 16
19 K 379 297 294 35 20
20 Ca 438 350 347 44 25
21 Sc 498 404 400 51 28
22 Ti 561 461 455 58 33
23 V 627 521 513 64 37
24 Cr 698 585 576 75 42
25 Mn 769 651 639 82 47
26 Fe 848 721 707 92 53
27 Co 927 781 769 101 59
28 Ni 1010 871 854 111 67
29 Cu 1099 953 933 122 77 75
30 Zn 1196 1045 1022 140 91 89

Table 2.1.: List of the L and M edge energies by element in eV. The red numbers
represent energies in the VUV range.
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3. Condensed-Matter Physics

In this chapter an overview about the investigated strongly correlated material sys-

tem, i.e. bio-inorganic molecules, manganites and cuprate high temperature super-

conductors and their inherent physics is given.

3.1. Molecules with copper centers

Metal sites play an important role in biology [21] e.g. the binding of oxygen in

hemoglobin. Estimations yield that almost one third of all proteins and enzymes

require metal ions for their functions. Copper in particular ful�lls an important role

in the nervous system in higher eukaryotes [22]. Furthermore it is a key factor in

oxidation-reduction reactions [23]. Protein with bound metal ions can be classi�ed

by their function:

� structure: con�guration of the protein structure

� storage: uptake, binding and release of metal ions

� electron-transfer: uptake, release and storage of electrons

� dioxygen binding: metal-O2 coordination

� catalytic: substrate binding, activation and turnover.

One of the best understood copper oxigenases is tyrosinase, an enzyme that is found

in all living organisms. An important role of tyrosinase is the catalysis of the oxi-

dation of phenol. This catalytic process is not fully understood and in the focus of

research. However, the e�cient oxygen transfer that tyrosinase inherits might be of

high potential for industrial catalytic oxidation reactions.

The catalytic process of tyrosinase relies on an active center consisting of two CuI

connected by Oxygen atoms. This active site can switch between two molecules

with the same number of electronic valences but di�erent in structure and electronic

con�guration. Figure 3.1 schematically shows two di�erent states of the active site

of tyrosinase. It is unknown if an oxo- or peroxo-core is responsible for the oxygen

transfer during catalysis. To understand the oxygen-transfer process and its possible
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Figure 3.1.: Oxo and peroxo structure of the isomeric states of
µ− η2 − η2-peroxo/bis(µ-oxo) dicopper systems [23, 24].

applications in industry, i.e. aromatic oxidation reactions, various model complexes

with identical active sites but di�erent ligands have been created. The creation of an

oxo- or peroxo-core complex is dictated by nitrogen donors [25]. A possible scheme

for the catalysis of phenols is depicted in �gure 3.2. Because this process is very

complex in its nature, it is important to identify, proof or falsify the intermediate

steps in this cycle. The main focus in this thesis is to investigate the reaction show

in the upper right part of �gure 3.2. In this step two ligand CuI complexes are

synthesised to a peroxo copper complex. To verify that a peroxo-core forms and

not an oxo-core, one can investigate the phononic modes associated with these two

con�gurations (see Chapter 5).

In a more general manner a group of atoms or molecules which is bonded to a

protein which can adopt its geometric and or its electronic con�guration for function

are in an �entatic-state� [27]. This entatic behaviour applies to model complexes

with copper centers. Depending on the oxidisation state of the copper, the core

energetically prefers square-planar coordination for Cu(II) or tetrahedal for Cu(I).

During electron transfer, the copper center changes its oxydation, which also slightly

changes the geometry. Therefore, the bonding angle and the length from ligand to

copper is di�erent for Cu(I) and Cu(II) states. The exact mechanism behind the

functionality of entatic state is not fully understood and therefore in the focus of

interest.
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Figure 3.2.: Proposed catalytic mechanism of phenol oxidation [26].

3.2. Manganites

Transition metal oxides such as manganites, belong to a group of materials which is

referred to as �strongly-correlated systems�. While many materials can be described

with the free electron model [28], where the electrons are treated as simple particles

moving through the material and are not interacting with each other, in �strongly

correlated systems� electron-electron interaction has to be considered in the Hamil-

tonian of the system to fully describe the characteristics of this material class. This

leads to new physical e�ects, which can be found in �strongly-correlated systems�

with the colossal magnetoresistance [29, 30, 31] as the most prominent example in

manganites. This subsection brie�y gives an overview of the geometric and electronic

structure of manganites and the resulting basic e�ects and principles.

3.2.1. Structure

Manganites crystallise in the so called pervoskite structure named after the Russian

mineralogist L. A. Perovski. The general formula of a pervoskite is ABX3, where

A and B are cations and X is an anion. In case of manganese this formula sim-
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Figure 3.3.: Pervoskite structure. The green and white atoms are cations, the
red atoms are anions. In case of manganites the green atom belongs
either to the rare earth elements or the alkaline earth metals, white
are the manganese ions and red are the oxygen ions creating an oxygen
octahedron around an manganese ion.

pli�es to R3+Mn3+O2−
3 with R being an element of the rare earth group R={La,

Nb, Sm,. . . }. Another possibility to form the pervoskite structure is the elemental

formula A2+Mn4+O2−
3 , with A={Ca, Sr, Ba,. . . } being a member of the alkaline

earth metals. Mixtures of both forms are the so called doped manganites with the

structural formula R1−xAxMnO3. In this structure the manganese occurs in dif-

ferent oxidation states (Mn3+,Mn4+) which leads depending on the value of x to

a orthorombic or romboedric distortion of the pervoskite structure. The basic per-

voskite structure is displayed in �gure 3.3. In the middle of the structure the atom

of the rare earth group or of the alkaline earth metal is located. It is surrounded

by eight Mn atoms which are placed in corners of a cube around the center atom.

The oxygen atoms are located on the edges. Six oxygen atoms and one manganese

atom form a MnO6 oxygen-octahedron with the manganese in the middle. The

Mn3+(Mn4+) ion has four (three) electrons in 3d valence orbitals. These valence

states are degenerated in a free manganese ion but due to the existence of the oxygen

octahedron their coulomb potential splits the 3d state in a t2g and a eg energy level.

This e�ect is known as a crystal �eld splitting [32]. The t2g energy state consists

of the dxy, dxz and dyz orbitals, which are pointing between the oxygen atoms and

the eg state of the dx2−y2 and d3z2−r2 orbitals, which are pointing directly towards

the oxygen atoms. In the case of Mn4+ only the t2g energy levels are occupied and

degenerated. However, in the case of Mn3+ one electron is present in the eg state.

By displacing itself with respect to the surrounding, an ion can create an addi-
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tional non cubic potential which further splits the t2g and eg states. Such an e�ect is

known as the Jahn-Teller distortion or the Jahn-Teller e�ect. The Jahn-Teller e�ect

lowers the energy of the d3z2−r2 orbital and increases the energy of the dx2−y2 orbital

by an energy of δJT . Also the potential energy of the dxy orbital is increased and

the potential energy of the dxz and dyz orbitals is decreased. This splitting is only

energetically favored with exactly one electron in the eg energy level and therefore

only occurs to Mn3+ ions. Figure 3.4 displays the removal of the degeneracy of the

3d state of manganese by crystal �eld splitting and the Jahn-Teller e�ect.

Furthermore, long ranged charge and orbital ordering are present in manganites, i.e.,

between the manganese ions. In this thesis speci�cally the properties observed in

La1−xCaxMnO3 will be reviewed. Figure 3.5 shows the phase diagram of LCMO.

LCMO behaves depending on doping and temperature as a paramagnetic insulator,

paramagnetic metal, ferromagnetic insulator, ferromagnetic metal or antiferromag-

netic insulator. In case of very low (x<0.075) and very high (x>0.85) doping and at

Figure 3.4.: Crystal �eld splitting and Jahn Teller e�ect displayed in Mn3+ sur-
rounded by an oxygen octahedron [33]. Typical values for ∆cf are 2.5
eV forMn4+ and 1.8 eV forMn3+ [34, 35] and for δJT the values vary
between 0.5 eV and 1.5 eV [35, 36].

low temperatures a canted-antiferromagnetic order has been observed. Also the for-

mation of periodicMn3+ andMn4+ structures is observed and referred to as charge

ordering. A charge order state occurs at a commensurate doping. In the x=0.5 case

this charge ordering is of extreme long range and results in the occurrence of a strip

like pattern with alternating Mn3+ and Mn4+ fringes [37]. Orbital ordering is re-

ferred to as long range periodic ordering of the orientation of the eg orbitals. These

orientations form due to coulomb repulsion of the charge clouds, however, the e�ect
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Figure 3.5.: Phase diagram of La1−xCaxMnO3. CAF denotes canted antiferro-
magnetic, PI paramagnetic insulator, FI ferromagnetic insulator, FM
ferromagnetic metal, AF antiferromagnetic order and CO charge or-
der. The red, blue and green lines denote the doping further discussed
later in this thesis (see chapter 5). [29]

is stabilised by the Jahn-Teller e�ect [38]. Charge and orbital ordering have a huge

connection to the magnetic orderings observed in LCMO and vice versa. Due to the

missing overlap between the orbitals nearest neighbour manganese ions, interactions

which form charge, orbital or magnetic ordering have to take place via an oxygen

ion as a bridge. The two di�erent exchange mechanisms that are supposed to be

the driving force behind the magnetic orderings in doped manganites are the double

exchange and the super exchange. Basic charge, orbital and magnetic ordering is

displayed in �gure 3.6.

3.2.2. Double Exchange

The double exchange formalism describes the e�ective charge and spin transport in

mixed valence manganites via an oxygen atom. It requires a ferromagnetic ordering

due to Hund's rule coupling and was �rst described by C. Zener in 1951 [40]. The

initial state is a Mn3+ (3d4) next to an O2− (2p6) next to a Mn4+ (3d3). The

spins are ferromagnetically ordered. In an intermediate state one electron from the

oxygen moves to the Mn4+ thus leaving an O1−(2p5) behind. This intermediate

state can simply decay to the original state leaving the situation unchanged or an

electron from the previously unchanged Mn3+ can move to the oxygen atom. If
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Figure 3.6.: Charge, orbital and magnetic ordering in half doped maganites. Spins
are denoted as arrows, the orientations of the occupied eg orbitals of
Mn3+ are displayed in gray and Mn4+ is displayed as black dots [39].

this is the case an e�ective charge transfer within the lattice has occurred via an

oxygen bridge from one manganese ion to another. The processes are considered to

happen simultaneously, and therefore the electrons transported via double exchange

are delocalised. This leads to a ferromagnetic metallic behaviour with the double

exchange as the driving force. Figure 3.7 schematically shows the double exchange

process.

Figure 3.7.: The double exchange process. (a) denotes the initial state, (b) the
intermediate state and (c) the �nal state. [41]

3.2.3. Super Exchange

Contrary to the double exchange described in the previous section the super exchange

explains the spin exchange in an antiferromagnetic lattice with no overall redistri-
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bution of charge. The principle was �rst described by H.A. Kramers in 1934 and

results from higher order perturbation theory [42]. Starting from a two dimensional

quadratic lattice with half �lled valence band and therefore with a spin of 1/2, such a

system can be evaluated by the Hubbard Model which gives the groundstate energy

by the Hamiltonian [43, 44, 45]:

H = H0 +H1 = −t
∑
r,r',σ

(
c†σ(r)cσ(r') + h.c.

)
+ U

∑
r

n↑(r)n↓(r). (3.1)

Here, t represents the energy that is required to move one electron from one place in

the lattice to the nearest neighbour, c†σ(r) (cσ(r')) are creation (anihilation) operators

of an electron at the site r (r'), U is the energy that is required to create an double

occupied state and n↑(r) (n↓(r)) are the number operators for spin up (spin down).

In the strong coupling limit with U � t theH0 can be treated as a small perturbation

to H1 a basic pertubation theory can be applied. This leads to the Heisenberg model

of antiferromagnetism [9].

HJ = H2
0 = J

∑
r,r'

S(r)S(r') (3.2)

Here J = 4t2

U is the superexchange energy which is proportional to t squared, i.e. for

a spin exchange the energy has to be delivered twice, with 4 being the number of

nearest neighbours in a quadratic lattice.

The superexchange process is portrayed in �gure 3.8. In the initial state |a〉 an
electron hops to its nearest neighbour forming an intermediate state |a′〉. Due to

the strong Coulomb on-site repulsion the intermediate state decays either to the

original state or to a �nal state |a′′〉. If this is the case two spins have e�ectively

�ipped requiring the energy J while no redistribution of charge has occurred. In

manganites this means that two next nearest manganese ions of the same valence

become antiferromagnetically coupled through the oxygen atom in between.

Figure 3.8.: Super exchange process. A) denotes the initial state, B) the interme-
diate state and C) the �nal state. [10]
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3.3. Cuprates

Another group of strongly correlated materials are the cuprates. With the discovery

of high Tc superconductivity by Bednorz and Müller in 1986 [46], cuprates became

the focus of interest in solid state physics in the late last century. With the further

investigation in subsequent years many new superconducting materials have been dis-

covered. Soon the formation of the superconducting state was related to the copper

oxygen planes that are present in most of the high TCs but the basic driving mech-

anisms of high temperature superconductivity are up to date not fully understood.

Another interesting feature of cuprates is the formation of Wigner hole crystals in

doped high TCs. In the following subsection this thesis gives a short introduction

of these two phenomena and will focus then on the two di�erent cuprate material

systems Bismuth Strontium Calcium Copper Oxide (Biscco-2212) and Strontium

Copper Oxide (SCO), the later being a spin ladder compound.

3.3.1. High temperature superconductivity

In 1911 H.K. Onnes discovered the vanishing of the electric resistance of Mercury

at the temperature of liquid Helium [47]. This e�ect could not be explained by

the classical theory of electron transport and was called superconductivity. Further

studies by Meissner and Ochsenfeld in 1933 showed that superconductors behaved

like a perfect diamagnet, which means that an external magnetic �eld is excluded

within the superconductor [48]. It was shown by the brothers London, that the

distance an external magnetic �eld can penetrate a superconductor, the so called

London penetration depth λl is characteristic for a given superconducting material

[28]. However, the superconducting state could be broken by applying a critical �eld

Hc. Later these materials became classi�ed as type I superconductors. Type II su-

perconductors exhibit two di�erent critical magnetic �elds Hc1 and Hc2 instead. Up

to Hc1 type II superconductors show the same behaviour as type I, above Hc1 the

perfect diamagnetism is not present any more, which means an external magnetic

�eld can penetrate the superconductor and create �eld tubes within the material,

while up to Hc2 the superconducting state still persists. The phase below Hc1 is

referred to as Meissner-phase, while the phase in between the two critical magnetic

�elds is know as the Shubnikov-phase [49].

A theoretical explanation for the phenomena of superconductivity at low tempera-

tures is given by the BCS-Theory, named after Barden, Cooper and Schrie�er, in

1957 [12]. The superconductivity was explained by the formation of a new quasi

particle the �Cooper pair�. Cooper pairs are two electrons with opposite momentum

and spin that are coupled through a lattice vibration. They have to be imagened as
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Figure 3.9.: Phase diagram of hole doped cuprate superconductors. Tneel is the
Néel temperature, T ∗ is the transition temperature in the pseudogap
state and Tc is the critical temperature for forming the superconducting
state [33, 10, 50].

an electron polarising the ionic background in the lattice by its electric �eld, which

causes a phonon in the material. Another electron �sees� this phonon (i.e. the mov-

ing of the positive ion background) and through coulomb attraction it changes its

energy and momentum. Therefore the two electrons become coupled. Cooper pairs

are characterised by di�erent attributes. First of all they behave bosonic, which

means they can be described with a single wave function, they have a characteristic

coherence length ξ, which is basically the size of the Cooper pair and the super-

conducting order parameter ∆. According to the BCS-Theory, ∆ is the energy gap

that is created because of the lower energy of the Cooper pair in respect to the

Fermi energy. Because of this energy gap with a width of 2∆, Cooper pairs can not

di�ract at other electron or ions anymore unless the energy of 2∆ is applied. At

room temperature lattice vibrations have a higher energy than the superconducting

gap, which leads to the breaking of Cooper pairs, however, at low temperatures the

energy of the lattice vibration can not break Cooper pairs anymore and this leads to

the superconducting state and therefore to resistance free charge transport [28].

In high temperature superconductors the BCS-Theory is not able to explain the

superconducting state and until now no overall theory could be found for this phe-
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Figure 3.10.: Superconducting order parameter ∆ in d-wave symmetry in k-space.

nomenon. An understanding of the di�erent ordering mechanisms is di�cult because

of the higher chemical complexity of the compounds. It is agreed that all cuprate

high Tcs belong to the type II superconductors. Further it is believed that copper

oxygen layers (CuO2) in cuprate high Tc superconductors are the key structures

with regards to superconductivity. These quasi two dimensional copper oxygen lay-

ers inhibit strong correlation e�ects with competing mechanisms that are not fully

understood and are in the focus of ongoing research. It is believed that instead of elec-

trons, which form Cooper pairs in classical superconductors, in hole doped cuprate

high Tcs the holes are responsible for the superconductivity. Investigation of hole

doping in cuprate superconductors leads to the phase diagram shown in �gure 3.9.

At low hole dopings a three dimensional antiferromagnetic (AFM) insulating state

forms below the Néel temperature. With increased hole doping the Néel temperature

decreases, the cuprate behaves like an underdoped insulator. With increasing doping

the superconducting state forms at an optimal doping with the highest Tc of 0.16

holes per copper oxide plane unit cell. With further increase of the hole doping Tc
becomes smaller and the system is called an overdoped metal. Another feature of

cuprates is the formation of a pseudogap. The pseudogap is an energy gap observed

at the Fermi surface occurring below T ∗ and above Tc. The origin of the pseudogap

is still under debate and further reading on this topic can be found in [50].

For a long time the symmetries of the order parameter ∆ in high Tc cuprates led to

heavy debates in the community [51]. Experiments showed di�erent results regard-

ing this topic [52, 53]. It is agreed that the order parameter ∆ is highly anisotope

in the z-direction due to the formation of the superconducting state in the CuO2

layers. Further it was concluded that the two dimensional symmetry of the order
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(a) (b)

Figure 3.11.: (a) Fermi space in conventional superconductor, the red circle denotes
the energy gap 2 ∆. (b) Fermi space of a hole doped cuprate super-
conductor as measured by ARPES [55]. The signs denote whether
the d-wave like superconducting order parameter ∆dx2−y2

is positive
or negative between the dashed lines. The graphics are adapted from
[33, 54].

parameter is either s-wave like, which means that it is isotope in the k-space (see

�gure 3.11 (a)) like in conventional three dimensional superconductors, or that the

dominate symmetry is d-wave like, more precisely it exhibits the dx2−y2 symmetry.

Figure 3.10 displays the order parameter ∆dx2−y2
= ∆0

2 (cos kx − cos ky) in k-space.

A d-wave like order parameter changes its sign depending on the position in k-space.

This leads to a rise of a new coupling apart from traditional phonon coupling as

the driving force of the superconducting state. It also states that phonons within

the Fermi surface, that would bridge one of dashed lines in 3.11 (b) would lead not

to an attractive coupling interaction and therefore can not be the driving coupling

mechanism for the forming of the superconducting state, due to the symmetry of

the order parameter ∆dx2−y2
. Over the last years the mixing of the two proposed

order parameters led to a dx2−y2 +αs order parameter for orthorhombic systems [54].

This ansatz would resolve the confusion of the di�erent measured order parameter

symmetries mentioned earlier in this section.

Also still under heavy debate in hole doped high temperature cuprate supercon-

ductors is the mechanism that leads to pairing of the holes to Cooper pairs. The

discussion leads from B1g phonons, which exhibit the same symmetry as the d-wave

order parameter to the pairing through antiferromagnetic spin density wave �uctu-

ations, the so called paramagnon [56, 57], which could lead to the forming of hole
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Cooper pairs in d-wave symmetry. Also the role of inhomogenities is discussed re-

garding the pairing mechanism. However, a concluding experiment that resolves the

underlying question of pairing in high Tc cuprate superconductors is still missing.

3.3.2. Wigner crystallisation

A competing mechanism to superconductivity observed in some superconducting

materials is the Wigner crystallisation [58]. In 1934 Wigner investigated interactions

of electrons in metals [59]. In case of a low density of charge carriers, the kinetic

energy is small compared to the potential energy of the lattice. The average distance

between electrons (or holes) is long which means a long range repulsive coulomb

interaction is occurring. As a result the charge carriers crystallise equidistant in

the so called Wigner lattice. In three dimensions this would be a body centered

cubic (bcc) lattice, in two dimensions a triangular lattice and in one dimension an

equidistant chain. At T = 0 only one parameter is needed to characterise the state

of the free electron gas, the Wigner-Seitz radius rs = a/a0, where a is the average

inter-particle spacing and a0 is the Bohr radius. Theoretical calculations regarding

the formation of a Wigner lattice in the free electron gas state, that for rs in the

range of 100 to 150 [60] a Wigner lattice in three dimensions forms, while in two

dimensions this happens for rs > 37.5 [61].

3.3.3. Bi2Sr2CaCu2O8+δ

Bi2Sr2CaCu2O8+δ (Bi-2212) is a bilayer cuprate crystal, which means that two

CuO2 planes are present. It belongs to the pervoskite structures with orthorom-

bic distortion. The symmetry group is P/mmm. The inter layer atoms act as

charge donators for the copper oxide layers. A more general structure formula is

Bi2Sr2Can−1CunO2n+4+δ, with n = 1, 2, 3 . . . denoting the number of CuO2 layers.

It is known that the highest Tc for layered cuprates exists for n=3. The supercon-

ductivity occurs only in ab-planes, but not in c direction. The lattice constant of the

CuO2 planes is a = b = 5.414 Å. However, often a 45° tilted unit cell with the lattice

parameters a′ = b′ = 3.18 Å is used. Figure 3.12 shows the structure of Bi-2212.

Bi-2212 has been studied by resonance Raman spectroscopy [10, 62, 63]. The good

knowledge of its behaviour made Bi-2212 a perfect candidate for time resolved pump

and probe Raman spectroscopy described later in this thesis.
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Figure 3.12.: Structure of Bi2Sr2CaCu2O8+δ. [33]

3.3.4. Spin-ladder compounds

(La, Sr)14−xCaxCu24O41 (SCCO) are so called spin-ladder compound (SLCs). Its

basic structure is displayed in �gure 3.13. In general the structure of SLC can be seen

as a quasi one dimensional two legged ladder, which is orientated along the crystallo-

graphic c-axis, separated along the a-axis by (La, Sr)(Ca) atoms from a second quasi

one dimensional chain structure along the a direction. Its space group is Cccm. The

(La, Sr)(Ca) atoms act as charge donatores to the chain and ladder. Spin-ladder

compounds in general are interesting because they exhibit properties such as high

temperature superconductivity under pressure [64] , a Wigner-hole crystal [65] and

a charge density wave which is stabilised by the mis�t between the chain and ladder

structure [66]. Its quasi one dimensionality makes SLCs a very good model system

to study the interplay between the competing ordering mechanisms leading to the

e�ects described above by a Hubbard model.

The undoped compound SCO (x=0) is intrinsically hole doped with six holes which

resemble 3.2 holes in the chain and 2.8 holes at the ladder. The system La6Ca8Cu24O41

(LCCO) is a similar system with no intrinsic doping. LCCO was used as an undoped

control sample in our study.
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(a) (b)

Figure 3.13.: (a) Three dimensional structure of SCO. (b) Separated views of the
legged ladder and the chains. The unit cell of SCO consists of ten
ladder unit cells and seven chain unit cells [64, 67].
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4. Experimental Technique

In this chapter an overview over the time-resolved Raman setup and the VUV-Raman

setup at the University of Hamburg and over the VUV-Raman setup at the free

electron laser Hamburg is given. For the later also a detailed alignment procedure is

discussed.

4.1. Time-resolved Raman spectroscopy

All time resolved Raman data were taken in the laboratory 056 at the Institute of

Applied Physics at the Jungiusstraÿe 11c in Hamburg. The setup for time resolved

Raman is located in a clean room laboratory with an average humidity of (40%±2%)

and a temperature of (20 ◦C ± 0.5 ◦C). It was installed as an improvement of the

existing steady state Raman experiment in 2007/2008. Details of the setup process

and �rst test with temporal resolution can be found in literature [68, 69, 33]. In the

following section a brief overview of the di�erent components of the time resolved

Raman setup is given and the data corrections applied to the experimental results

are explained.

4.1.1. The setup

For a pump-probe time-resolved Raman setup three components are essential. First

two pulsed light sources are required to generate the pump and the probe beam. As

a pulsed laser source a Ti:Sapphire laser is used which was pumped by a diode laser.

The light of the Ti:Sapphire is then doubled and tripled by a second harmonic /

third harmonic generation unit.

As pump laser aMillenia pro Xs (Spectra Physics) [70] diode laser with a wavelength

of 532 nm with an output power from 2 to 10 Watt is used to pump the Ti:Sapphire

laser Tsunami ps 10W Pump (Spectra Physics).

The �Tsunami� laser provides a tunable spectral range between 700 nm and 1000 nm.

Through mode locking technique it creates ultra short laser pulses with two options

for the pulse length, one in the 1 ps range and the other in the 15 ps range. [71, 72].

The output power varies between 1 and 2 Watt. However, the output power and
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also the pulse width varies depending on the chosen wavelength. In appendix B an

overview of the achieved output powers and pulse width is given. The repetition rate

of the �Tsunami� laser is 80 MHz. For precise temporal resolution the exact shape

of the laser pulses have to be considered and they are given by [72]:

I(t) = sech2

(
1, 76 · t
τp

)
. (4.1)

Here, τp denotes the full width half maximum (FWHM) pulse width which in the used

time resolved Raman setup was measured by a Puls check auto correlator (APE).

The measured FWHM pulse width τac has to be corrected because the auto correlator

assumes a rectangular pulse and not the hyperbolic secant pulse form the �Tsunami�

laser. Therefore the rectengular assumed shape by the auto correlator and the real

shape have to be convoluted which yields a simple correction factor for the real

FWHM of τp [72]:

τp = 0.648 · τac. (4.2)

Furthermore, the power of one pulse can be determined. This is neccesary because

only the continuous wave power Pcw can be measured in the experiment. The real

power in a pulse Ppulse is given by

Ppulse =
Pcw
τpν

=
Pcw

0.648 · τacν
, (4.3)

where ν is the repetition rate. Assuming Pcw is 1 Watt and τac to 1.5 ps, which are

typical values for the laser system, this leads to a pulse power of 12.16 kW, corre-

sponding to a pulse energy of ∼ 20 nJ. Table 4.1 summarises the working parameters

of the used �Tsunami� laser system. To perform a two colour pump-probe experi-

Spectral range 700 nm - 1000 nm
Average power > 1,5 W at 800 nm
Pulse width > 1 ps - 15 ps
Puls energy 20 nJ
Repititionrate 80 MHz

Table 4.1.: Working parameters of the Tsunami ps 10W Pump.

ment with a single light source the generation of higher harmonic frequencies of the

fundamental frequency ω was needed. In this experiment a �exible harmonic gen-

erator (FHG), type GWU-23-PS (GWU Lasertechnik) is used to achieve frequency

doubling and tripling [73]. A detailed description and a manual on how to align this

instrument can be found in reference [69].

The above described laser system provides three for the experiment simultaneously

usable wavelengths, the fundamental frequency ω, as well as the higher harmonic
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Figure 4.1.: Experimental setup for time-resolved Raman spectroscopy. The red
and the blue lines denote the di�erent colours used for time resolved
two colour pump probe Raman spectroscopy.

frequencies 2ω (second harmonic generation SHG)and 3ω (third harmonic genera-

tion THG). These three wavelengths are spitted into di�erent beam paths by semi-

transparent mirrors. For the experiments described in this thesis only the ω and

2ω wavelength were used, while the 3ω light was blocked. Figure 4.1 shows the

experimental beam path up to the entrance. The ω beam is �rst scaled down and

collimated by a pair of lenses with the focal lengths of 75 mm and 35 mm. This

is necessary because the shape provided by the laser system of the beam is neither

collimated nor small enough for the optics used in the setup. Over a beam steering

device, which rotates the polarisation plane of the laser light, the beam goes through

a delay line which consists of two �xed mirrors and two movable mirrors on an op-

tical rail. The delay line is used to achieve the temporal overlap or shift between

pulsed pump and probe beam. One centimeter shift in the position of the second an

third mirror (see �gure 4.1) corresponds to a temporal shift of ± 66 ps between the

pulses. For low temporal shifts a micrometer screw is used. After the delay line the

ω beam was brought on the optical axis of the spectrometers entrance optics. Via a

lens with the focal length of 300 mm it was coupled in a spatial �lter, which consists

of a �fast� lens with the focal length of 10 mm, a 10 micron pin hole and a �slow�

lens with the focal length of 150 mm. The spatial �lter provides a round image of

the pinhole and widens the beam, which is necessary to acquire the smallest focus
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Figure 4.2.: The UT-3 Spectrometer. Mono 1 to 3 denote the �rst, second and
third monochromator [74].

possible at the sample. Behind this �lter the beam passes a semi transparent mirror

and is guided by two mirrors into the entrance optic. The 2ω beam passes a lens with

a focal length of 1000 mm behind the laser system. This lens further collimates the

beam which is necessary for the same reasons as for the ω beam. Lead by a mirror

the beam passes under the delay stage and is then brought to the optical axis of the

spectrometer by a beam steering device, which contrary to the ω beam path does not

change the polarisation plane of the light. The 2ω beam gets broadened and shaped

by a spatial �lter which consists of the same components as the one in the ω beam

path. Over a mirror and a semi transparent mirror the 2ω beam is joined with the ω

beam and then guided by two mirrors into the entrance optics. The entrance optics

focuses the light down to the sample. Typical spot sizes that can be achieved are in

the range of 15 to 30 µm, depending on the used wavelength. Larger wavelengths

result in a smaller spot size, which is important to note because if the 2ω beam is

used as a pump beam the larger ω probe spot also generates Raman scattered light

from not pumped sample regions. This has to be taken into account by subsequent

data analysis.

Furthermore, a part of the ω beam is taken by a glass re�ex between the �Tsunami�

laser and the �exible harmonic generator and led by mirrors to the auto correlator

to observe the FWHM of the pulses.

Data acquisition is done by the Ultimative Triple 3 (UT-3) Spectrometer. It con-
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sists of three monocromators and a relay stage for stray light rejection and has a

spectral range from the deep UV (200 nm) to the infrared (800 nm). The �rst two

monochromators are identical and together with the relay stage they act as a pre-

monochromator for the third monochromator, which focuses the light at a liquid

nitrogen cooled CCD camera. This fully re�ective setup allows a great reduction

image formation error, like aberrations, astigmatism and coma [75]. The scattered

light of the sample is collected by four on axis parabolic mirrors and coupled into

the �rst monochromator through a slit. Over two o�-axis parabolic mirrors and a

grating a �rst spectral resolution is acquired in monochromator 1. Through the relay

stage and the second monochromator, the light enters the spectrometer which uses

a spherical and a toroidal mirror to produce a clear image on the CCD chip. Data

acquisition is done by a PC connected to the spectrometer. Figure 4.2 schematically

shows the UT-3 spectrometer. Further description can be found in reference [74].

For temperature dependent studies the sample is mounted in a liquid helium cooled

cryostat KONTI cryostat type Spectro 6111 (Cryovac), which allows to rotate the

sample by 360 degree.

4.1.2. Data correction

To compare di�erent sets of data several corrections have to be applied to the ac-

quired data. Di�erent laser power and integration times have to be normalised and a

correction for the work function of the UT-3 spectrometer, the so called white-light

correction [76], has to be applied. Also the electronic background of the CCD cam-

era has to be removed from the spectra. The general formula for these corrections is

given by,

Icorr(ω) =
Iraw(tint, ω)− IBg(tint)

Icww(ω)
· Pnormtnorm

Pmtint
, (4.4)

where Icorr(ω) is the corrected intensity of the acquired spectrum, Iraw(tint, ω) the

measured spectrum, Icww(ω) is the white-light correction spectrum, IBg(tint) the

background noise of the CCD camera electronics, tint and Pm are the used integration

time and power and tnorm and Pnorm are the values the integration time and power

are normalised to. Usually tnorm is 1 s and Pnorm is 1 mW. Also arti�cial signals,

so called spikes, which result from cosmic particles traveling through the detector,

have to be removed from the spectra. However, all Raman spectra in this thesis have

been acquired with the same integration time and power and equation 4.4 simpli�es

to:

Icorr(ω) =
Iraw(tint, ω)− IBg(tint)

Icww(ω)
. (4.5)
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Furthermore, di�erence spectra have been created for the time resolved pump probe

Raman experiment according to the formula:

Idiff (ω) = Iprobe(ω)− (Ipump&probe(ω)− Ipump(ω)). (4.6)

Here Idiff (ω) is the di�erence spectrum, Iprobe(ω) is the specrum of only the probe

beam, Ipump(ω) is the spectrum of only the pump beam and Ipump&probe(ω) is the

spectrum of both beams on the sample. These di�erence spectra have been nor-

malised by the integrated spectral intensity of just the probe beam by

Inormdiff (ω) =
Idiff (ω)∫

ω Iprobe(ω)dω
. (4.7)

4.2. VUV-Raman spectroscopy

In this section an overview is given on the setup and the alignment of the VUV-

Raman experiment located at the Free-Electron Laser in Hamburg (FLASH) at

Deutsches Elektronen Synchrotron (DESY).

4.2.1. The light source FLASH

As light source for the VUV-Raman experiment the FLASH is used. The installation

of a VUV free-electron laser at DESY was �rst proposed in 1996 [77] as an upgrade

of the existing TESLA test facility, which is an experimental superconducting linear

accelerator constructed at DESY devoted to study and develop parts and components

for next generation linear accelerators and X-ray free electron lasers [78]. FLASH is

a tunable free electron laser that works with the self ampli�ed spontaneous emission

(SASE) principle [79]. FLASH covers an energy range from 4.5 nm to 47 nm with

pulse durations from 10 fs to 100 fs. The tuning can be achieved according to the

formula,

λph =
λu
2γ2

(
1 +

K2

2

)
, (4.8)

where λph is the wavelength of the emitted photons, λu is the periodicity of the undu-

lator, γ = E
mec2

is the relativistic factor, and K = eBuλu
2πmec

is the undulator parameter,

with Bu being the peak magnetic �eld. The tuning is simply achieved by varying

the kinetic energy E of the accelerated electrons [80].

The accelerator consists of six cryomodules which bring the electrons to an energy

of 1 GeV. After the acceleration stage the electron bunch gets collimated and com-

pressed and the VUV light is generated in an undulator. Figure 4.3 schematically

shows the accelerator and undulator stage of FLASH [81]. The light produced in
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Figure 4.3.: Schematic drawing of the accelerator of FLASH. Figure adapted from
reference [81].

the undulator is coupled into one of the �ve for experiments usable beamlines (PG1,

PG2, BL1, BL2, BL3)1 with a plane mirror (M0). As the VUV-Raman experiment

is located at the PG1 beamline and therefore only a description of this beamline will

be given in the subsequent section.

4.2.2. The PG 1 Beamline

To direct the beam into the monochromator beamline at FLASH after the M0 mirror

the beam goes over a toroidal mirror M1 into the mirror-grating unit [82], which

consists of a plane mirror M2 and a plane grating monochromator with two di�erent

gratings which can be switched. One of the gratings has 200 lines/mm for the energy

range of 20 eV - 200 eV and the other 1000 lines/mm for the energy range of 100 eV

- 600 eV with a resolving power E/∆E higher than 105 [83]. M1 collimates the

beam in vertical direction and focuses it in horizontal direction to a point in front

of the exit slit. Behind the mirror grating unit, a cylindrical mirror (M3) focuses

the beam into the exit slit in vertical direction. The di�erence in the vertical and

horizontal focal points of this mirror system is necessary to reduce the radiation

density on the slit blades. After the exit slit a plane mirror M6 steers the beam

in a KB pair consisting of two elliptical mirrors, the vertically focusing M7 and the

horizontal focusing M8, which focus the beam onto the sample. The calculated spot

size at the sample position is 6 µm in horizontal direction and 20 µm in vertical

direction [84]. However, in the experiment a spot size of 10 µm in horizontal and

� 1 mm in vertical direction has been achieved. Figure 4.4 shows the ray tracing

results for the spot size at sample position. The sample is mounted in a goniometer,

which allows 360◦ rotation of the sample and movement in x, y, and z direction. The

incident beam hits the sample with an angle of 10◦ in regular operation mode. A

load lock unit is attached to the experimental chamber, which allows the in vacuum

exchange of the sample. A liquid helium cryostat is attached to the sample holder

to enable low temperature measurements. In �rst experiments a temperature of less

1PG stands fore plane grating, BL for beamline
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Figure 4.4.: Ray tracing results for the VUV spot size at sample position [84].

than 50 Kelvin at the sample position has been achieved. The UHV in the chamber

is generated by an ion getter pump which can achieve pressures up to the 10−10 mbar

range. A technical drawing of the experimental chamber can be found in appendix C.

Furthermore, the sample chamber is equipped with a two-theta stage, which consists

of two plane mirrors, which are described in reference [85]. By using this mode of

operation di�erent momentum transfers of the incident beam to the sample can be

studied. In normal operation mode the angle between the VUV beam hitting the

sample and the optical axis of the spectrometer Θ is 100◦. That corresponds to a

momentum transfer ∆k = 1.53 k. By using the two-theta stage, the scattering angle

Θ can be varied between 5◦ and 175◦ which correlates to a momentum transfer of

∆ k = 1.998 k (quasi back scattering) and ∆ k = 0.087 k (quasi forward scattering)

respectively. The KB pair as well as the experimental chamber were built by the

BESTEC GmbH as part of the VUV-Raman spectrometer project at FLASH.

4.2.3. The VUV-Raman spectrometer

The VUV-Raman spectrometer, which was also built by the BESTEC GmbH consists

of a double monochromator stage, a slit mechanism and a CCD camera. For stray

light rejection ba�els are mounted between the �rst monochromator and the slit

mechanism which is located in the focus of the �rst monochromator. Figure 4.5

shows the beampath of the scattered light through the spectrometer.

The solid angle is 1.5 · 10−4 mrad2/4π to obtain a signi�cant amount of scattered

photons [85]. The light is collected by the parabolic M1 mirror which has a focal

length of 550 mm with the focal point at the sample. The technical details of the

mirrors used in the spectrometer can be found in table 4.2. The light is collimated

by M1 and directed to the grating. In each monochromator up to four gratings
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Figure 4.5.: Sketch of the optical scheme of the VUV-Raman spectrometer. Top is
a side view, bottom is a top view.

can be mounted which can be switched during normal operations. An overview

of the gratings can be found in table 4.3. The parabolic mirror M2 refocuses the

dispersed light onto an intermediate slit which acts as an entrance slit for the second

monochromator stage. The slit opens symmetrically to the optical axis and allows

two modes of operation, a high resolution mode with slit opening in the order of

5 µm, which corresponds to an energy resolution of 20 meV or an huge bandpass

mode with an opening of the slit of several mm, which allows to scan an energy

range of several eV. In the high resolution mode the slit is also used to block elastic

scattered light. The �rst parabolic mirror M3 of the second monochromator stage

collimates the light and de�ects it to the second grating. Behind the grating the last

parabolic mirror M4 focuses the beam to a Peltier cooled backthinned CCD-camera

with a chip size of 2048 x 2048 pixel. The VUV Light is converted by microoptics

to visible light.

The included angle D for both monochromator stages is 162◦, the angle of incident

Θ for all mirrors is 7◦ and the instrument is working in �rst order. However, the

�rst stage is working in inside (positive di�raction orders) and the second stage in

outside (negative di�raction orders) order. To calculate the di�raction orders the

grating equation
mλ

g
= sinα+ sinβ (4.9)
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Name Length · Width (mm2) Focus (mm)

M1 390 · 20 550
M2 375 · 45 1200
M3 375 · 45 1200
M4 390 · 20 1200

Table 4.2.: Overview of the mirrors for the VUV Raman spectrometer [85].

Name Spectral Range Coating Groove Density Blaze angle
(eV) (lines/mm) (◦)

G1-1 5-20 Rhodium 80 1.5
G1-2 18-72 Graphite 288 2
G1-3 36-144 Graphite 576 2

G2-1 5-20 Rhodium 170 3
G2-2 18-72 Graphite 612 4
G2-3 36-144 Graphite 1224 4
G2-4 70-210 Rhodium 2380 4

Table 4.3.: Overview of the gratings for the VUV-Raman spectrometer. G1-X be-
long to the �rst monochromator stage, G2-X to the second [85].

with α as incident angle, β as di�raction angle, g as the groove density of the grat-

ing, m as the di�raction order and λ as the wavelength of the FEL beam has to

be solved [86]. By using the the geometry of the Czerny-Turner geometry of the

monochromator stages the incident angle can be calculated to

α = arcsin

(
mλg

2 cos D2

)
+
D

2
. (4.10)

To calculate the resolution limit of the instrument several contributions have to be

taken into account. The resolution limit of the monochromator stages is given by

∆λs1 =
s1 cosα

gmr1
, (4.11)

and

∆λs2 =
s2 cosβ

gmr2
, (4.12)

where s1 is the size of the entrance slit, which is for the �rst stage the size of the focus

of the FEL beam on the sample and for the second stage the size of the intermediate

slit, s2 the size of the exit slit which is for the �rst stage the size of the intermediate

slit and for the second stage the pixel size of the CCD-camera, the distance of the

source point of the stage to the �rst mirror r1, and the distance r2 from the second

mirror of the stage to the exit slit, which is for the �rst stage the distance from M2

to the intermediate slit and for the second stage the distance from M4 to the CCD-
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camera. Furthermore, the resolution is limited by the slope errors of the parabolic

mirrors and the gratings. For the gratings this can be calculated by

∆λg =
2σg
gm

cos

(
α+ β

2

)
cos

(
α− β

2

)
, (4.13)

with σg as the slope error of the gratings. For the �rst mirror of each stage the

resolution is given by

∆λm1 =
2σm cosα

gm
cos Θ, (4.14)

and for the second mirror of each stage by

∆λm2 =
2σm cosβ

gm
cos Θ, (4.15)

with σm as its slope error. The overall resolution limit is acquired by the sum over

equation 4.11 to 4.15, i.e.

∆λ =

√∑
i

∆λ2
i . (4.16)

Figure 4.6 shows the design value resolution for the two monochromator stages in

inside outside geometry calculated with typical slope errors and slit sizes and groove

densities. Also a breakdown of the di�erent contributions is denoted. The reciprocal

linear dispersion of the monochromator stages can be calculated by

P =
E cosβ

λgms2
, (4.17)

where λ is the wavelength of the FEL beam and E the energy of the FEL beam. The

whole spectrometer is housed in UHV chambers and a vacuum up to 10−8 mbar is

achieved by ion getter pumps. The incident angle of the gratings, the position of the

gratings i.e. which grating is used, the width of the intermediate slit, the distance

of the camera after M4 and the y position of the M1 to M3 can be varied by high

precision step motors and the yaw of the gratings by wobble sticks under vacuum

conditions. For data acquisition and operating the instrument a PC is used.

4.2.4. Alignment procedure of the monochromator stages

In this section the basic optical alignment procedure of the two monochromators

of the VUV-Raman spectrometer is described. The alignment had to be performed

twice due to a technical malfunction causing a dealignment of the instrument. It

has been constantly improved as it took place. As a light source for this procedure

a Laser Unequal Pathlength Interferometer System (LUPI) by SORL was used. The

monochromator optics were either aligned in back re�ection geometry to interference
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Figure 4.6.: (a) Resolution of the �rst monochromator stage calculated for four
di�erent gratings. Red is the total resolution, violet the contribution
of M1 with a slope error of 3 arcseconds, green the contribution of M2
with a slope error of 1 arcsecond, blue the contribution of the grating
with a slope error of 0.05 arcseconds, yellow is the contribution of an
3.5 µm intermediate slit and black the contribution of a 3 µm spot size.
(b) Resolution of the second monochromator stage calculated for four
di�erent gratings. Red is the total resolution, violet the contribution of
M3 with a slope error of 1 arcsecond, green the contribution of M4 with
a slope error of 1 arcsecond, blue the contribution of the grating with a
slope error of 0.05 arcseconds, yellow is the contribution of a 5 µm exit
slit i.e. pixel size of the CCD-camera and black the contribution of a
3.5 µm intermediate slit size. This �gure is taken from the description
of the VUV-Raman spectrometer [85].
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Figure 4.7.: Sketch of the setup used for the allignment of the �rst monochromator
stage.

fringes or by checking the resulting spot formation by a Lasercam-HR (RoHS) by

Coherent beam view analyser. The basic alignment setup for the �rst monochromator

stage is displayed in �gure 4.7, technical drawings of the monochromator stages can

be found in appendix C. In general the procedure is very complex due to the many

degrees of freedom, the long optical path and the required precision in the micrometer

range. Table 4.4 speci�es the degrees of freedom for each optical element. The overall

procedure took place in a cleanroom laboratory at the Institute of Applied Physics

in Hamburg.

Optical element Degrees of freedom

M1, M2, M3 x, y, z, pitch, roll, yaw
M4 x, z, pitch, roll, yaw

Gratings x, z, pitch, roll, yaw

Table 4.4.: Degrees of freedom for the optical elements of the VUV-Raman spec-
trometer.

In the following a step by step description of the procedure is given for the �rst

monochromator stage. The second monochromator stage is aligned in an equal fash-

ion. Di�erences will be discussed later in this section.

1. Levelling of the optical tables. This is done by using a high precision water

level with an accuracy of 0.02 mm per meter. It is important to note, that this

precision is in the order of the �atness of the optical tables surface. Therefore

it is required to choose at least two di�erent spots on the table where the

calibration takes place.
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2. Positioning of the baseplate on the optical table with the long edge parallel to

the long edge of the table.

3. Levelling of the baseplate. As in step 1, two �xed spots for the levelling pro-

cedure are required for the same reason as for the optical table.

4. Set up the alignment beampath according to �gure 4.7. For the alignment of

the �rst mirror M1 the following steps have to be taken:

a) The gratings have to be put in back re�exion stance i.e. they have to

be positioned perpendicular to the normal beampath. To verify that the

gratings in their holders are exactly in the right position, the gratings

have to be calibrated to optimal interference fringes by the LUPI using

a reference beampath. This beampath consists of an optical rail, which

has to be parallel to the long edge of the baseplate, and a moving iris

on it, to ensure that this beampath is parallel to the optical table and

perpendicular to the small edge of the baseplate.

b) The angle of incident to the �rst mirror has to be 14◦ in respect to the

long baseplate edge. To achieve the right angle of incident the front edge

of the mirror M1 is phased 14◦ (see �gure C.4). The LUPI beam has to

be put on this edge and by changing pitch and yaw of the M1 mirror this

mirror is aligned to optimal interference fringes.

c) The LUPI beam has to be focused with a 300 mm lens in a 50 µm pinhole,

which is located at the position of the sample, i.e. the focus position of

the PG 1 beamline. For positioning of the pinhole, a reference arm can

be mounted to the baseplate (provided by BESTEC) (see �gure C.2).

d) The M1 mirror has to be aligned by varying the x-, y-, z- and the roll

of the mirror, in a way that the center of the beam hits the pole of M1

and that the back re�ected beam is again focused in the pinhole. This is

the most complicated step in the whole procedure and requires extreme

patients and precision, because the back re�ex can not be tract easily. In

an optimal case it is possible to acquire good parallel interference fringes.

However, this has never been achieved in through the pinhole. During this

alignment procedure it is helpful to remove the pinhole from time to time

to see the interference pattern more clearly and get a better feedback of

the current state. It is also important to note, that the height of the beam

is correct i.e. that the gratings are hit symmetrically around their pitch

rotational axis. If this is not the case or a good alignment can only be

achieved in with a mirror position which is close to the alignment limits,
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Figure 4.8.: Spot formation of the LUPI beam over the blank at the focal point of
the M2 mirror. Screenshot taken from the Beamview analyser software
version 4.2.2. The spot size (e�ective diameter 50%) is 33 µm.

the pitch and the yaw have to be readjusted and therefore steps 4b to step

4d have to be performed again.

5. After M1 is su�ciently adjusted, the gratings have to be put back in normal

position. It is important, that the gratings are recalibrated because the move-

ment of the gratings from back re�ection to normal position usually destroys

their alignment. This readjustment is achieved by building a reference beam-

path from the LUPI which hits the gratings vertically from the top. To assure

perpendicular irradiation, a reference mirror is adjusted with a water level and

placed above the gratings so that the beampath can be calibrated to interfer-

ence fringes. To insure that the gratings are exact at the required height, a

reference laser is coupled through the pitch rotational axis of the gratings. The

height is correct if this round laser beam is exactly cut in half.

6. Now, the gratings are put in zeroth order, which means to 9◦. They should

be completely illuminated by the LUPI beam so that the optical surface of the

M2 mirror also is full illuminated.

7. The beam view analyser camera has to be installed in the focal point of the

M2 mirror in a fashion, that a scanning through the focal point is possible to

analyse the shape of the focus. For this a support structure was planned and

attached to the baseplate. It has to be considered that optical axis at this part

of the spectrometer is tilted by 17.4◦ vertically and 14◦ horizontally in respect

to the plane of the baseplate. The focal point of M2 is ∼ 889 mm behind and
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Figure 4.9.: Spot formation of the focal point marking laser at the of the M2 mirror.
Screenshot taken from the Beamview analyser software version 4.2.2.
The spot size (e�ective diameter 50%) is 77 µm.

∼ 696 mm above the baseplate (see �gure C.2).

8. Now, M2 has to be aligned by adjusting x, y, z position, as well as pitch, roll and

yaw while looking at the image provided by the beam view analyser. It is very

important that the spot is round, in front of and behind the focal point. At the

position of the focal point of M2 the slit mechanism is supposed to be. A small

derivation of the position could cause the beam hitting the vacuum tubes and

therefore not entering the second monochromator anymore because of the long

beampath between the M2 and M3 mirror (2.4 m). However, the alignment

of M2 is much easier compared to the one of M1 due to the fact, that a real

time image of the spot formation can be observed. It is also important to note,

that due to the di�erent focal lengths of M1 and M2 mirrors, a magni�cation

of 2.18 in the spot size should be observed. During the alignment a spot size of

33 µm was achieved after M2, which is the same size as the focus before M1.

This is because of the bad re�ectivity of the mirrors and the gratings in the

visible [85]. A picture of the spot achieved after M2 can be found in �gure 4.8.

9. A last adjustment of the gratings has to be done to verify, that on all gratings

the spot after the M2 mirror is at exactly the same position and of the same

shape. This can be achieved with a precision of roughly one camera pixel, i.e.

∼ 5 µm. For the �rst and second baseplate the spot sizes and positions can be

found in appendix D.

10. The last step of the alignment is to mark the optical path and the focal points
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Figure 4.10.: Spot formation of the beampath marking laser at the focal point of
the M2 mirror. Screenshot taken from the Beamview analyser soft-
ware version 4.2.2. The spot size (e�ective diameter 50%) is 857 µm.

of the M1 and M2 mirror for transport and later alignment at FLASH. For

marking the focal points of M1 and M2, two separate lasers with speci�c optics

have been attached to the baseplate. The optics are necessary to provide a

su�cient small size of the marking spot, which is in the range of the LUPI

spot size. However, these marking lasers are not on the optical axis of the

instrument. Therefore, two additional lasers have been installed to mark the

optical axis of the instrument. Due to space constraints it was not possible to

attach additional optics to this lasers to decrease the beam size. An exemplary

picture of the size of the marking laser focus and of the optical axis denoting

laser can be found in �gures D.6 and 4.10. Additional photos of the setup can

be found in appendix D.

For the alignment of the second monochromator stage the main di�erence was, that

it took place by aligning M4 before M3. The alignment setup displayed in �gure 4.7

has to be rearranged in a way, that the pinhole is in the focal point of the M4 mirror.

Also a 500 mm focal length lens has to be used to illuminate M4 completely. Step

5 has to be skipped because there was no su�cient way to mount a reference mirror

due to the top down design of the grating holder in this stage. For step 8 it is also

important to note that no spot magni�cation is expected. A picture of the spot

formation after the alignment and additional photos can be found in appendix D.

Also on the second baseplate only marking lasers for M3 have been attached.
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5. Results

In this chapter an overview of the experimental results is given. At �rst a proof

of the existance of a peroxo-core responisible for electron transfer is given by the

investigation of isotope Raman shift. Secondly, the results of steady state Raman

spectroscopy at CuI and CuII complexes are discussed. A resonance study is pre-

sented which indicates that both complexes resonate at 3.4 eV and at 4.45 eV. These

resonances can be related to vibrational modes which are connected to structures of

both oxidation states in a charge transfer process.

Thirdly an analysis of the time-resolved Raman results of multiferroic compound

La1−xCaxMnO3 (LCMO) is given. The focus of interest is the temporal evolution

of melting and recombination of the charge ordered state of the 50 % doped sample

by observing a pump introduced suppression of a Jahn-Teller mode. These results

are compared to two di�erent doped samples (55 % and 76%) and a possible mech-

anism of the melting is presented.

In the subsequent section the results of the time-resolved Raman study on the high

temperature superconducting compound Bi2Sr2CaCu2O8 (Bi-2212) is presented.

The focus of this study is the observation of the light introduced melting and recom-

bination of the superconducting state, by observing the temporal evolution of the

pair breaking peak. The results are compared to theory and related to two di�erent

mechanisms indicating the nature of the superconducting order parameter ∆.

Finally the results of the VUV-Raman experiment performed at the FLASH light

source in Hamburg are given. At �rst the results of calibration of the energy axis

using the elastic scattered response of Silicone is shown and the principle of the

calibration is discussed. Afterwords the �rst results on the intrinsically hole doped

cuprate compound Sr14−xCaxCu24O41 (SCCO) are presented. The goal of this study

is to understand the hole pairing mechanism. For comparison the undoped sample

La6Ca8Cu24O41 (LCCO) is discussed. A theory for the scattering Hamiltonian is

presented and a possible Raman matrix element is discussed.
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5.1. Bio inorganic copper complexes

To investigate which electronic con�guration of the bio inorganic model system is

responsible for electron transfer in the phenol hydroxylation process a Raman study

at 412 nm incident photon energy has been performed. For this study the samples

were created directly before the measurement, and cooled with liquid nitrogen to

avoid degradation that occurs at room temperature within seconds. Figure 5.1 shows

the degeneration of the sample [Cu2O2(HC(3 − tBuPz)2(Py))2](SbF6)2 solved in

dichloromethane. It is obvious that after 30 seconds of measurement at room tem-

perature, a clear signal could be obtained. Subsequent measurements show a gradual

degradation in signal strength and after 150 seconds under room temperature atmo-

sphere almost no signal could be obtained anymore.
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Figure 5.1.: Sample degradation of [Cu2O2(HC(3 − tBuPz)2(Py))2](SbF6)2 in
dichloromethane. Asterixes mark solvent peaks. The sample initially
was synthesised at -78 °C. Due to heating of the sample caused by
room temperature environment the system degrades gradually. The
sample shown was synthesised with O18.

Despite the decrease in signal the initial measurement is strong enough to compare

Isotope shifts of oxygen. Figure 5.2 shows the initial measurement of the same com-

pound synthesised with O16 and O18 respectively. The peak at 750 cm−1 in the O16

spectra can be related via time-dependent density functional theory to a character-

istic O-O stretch [87]. Upon O18 substitution, this mode shifts 39 cm−1 to lower

energies (see insert). This is a clear evidence for the formation of a peroxo state in

this compound and therefore proofs the proposed scheme of phenol hydroxylation.
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Figure 5.2.: Comparison of [Cu2O2(HC(3 − tBuPz)2(Py))2](SbF6)2 synthesised
with O16 (red) and O18 (black). An isotope shift of the mode at
750 cm−1 by about 39 wavenumbers to lower energies could be ob-
served. The insert shows the relevant peak enlarged. The sample was
solved in dichloromethane.

Furthermore, a resonance study with a series of bis(chelate) CuI and CuII com-

plexes has been performed .to contribute to the investigation of their structure and

resonance pro�les have been obtained. Figure 5.3 show exemplarily the obtained

Raman spectra of [Cu(TMGqu)2]CF3SO3 (1) (a) which has a CuI oxidation state

at 2,97 eV incident photon energy and [Cu(TMGqu)2](CF3SO3)2 (2) (b) which has

a CuII oxidation state at 4,46 eV incident photon energy. (c) and (d) depict the

Raman cross section of the observed Raman peaks depending on incident photon

energy. The oxidation states of the samples were determined by X-ray absorption

spectroscopy (see Paper II for details). In both complexes two di�erent resonances

were found at 3.4 eV and 4.45 eV for most of the peaks in both CuI and CuII oxi-

dated cores. A density functional theory (DFT) analysis reveals that the 788 cm−1

(purple triangle) mode found in (1) and (2) is a vibrational Cu−Ngua stretching and

chelate angle torsion mode. Furthermore, the resonance at 3.4 eV couples to MLT

charge transfer form CuI to CuII and a LTM charge transfer from CuII to CuI

[88]. Thus, the 788 cm−1 mode connects the CuI and CuII oxidation state. This

proves that the entatic transition state is directly optically accessible and therefore

the reaction coordinate can directly be observed by Raman spectroscopy.
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Figure 5.3.: (a) Raman spectrum of [Cu(TMGqu)2]CF3SO3 (1) at an excitation
energy of 2.97 eV. (b) Raman spectrum of [Cu(TMGqu)2](CF3SO3)2

(2) at an excitation energy of 4.46 eV. (c) Dependence of the Raman
intensity on incident photon intensity of (1). (d) Dependence of the
Raman Intensity on incident photon intensity of (2). The markers
were used to indicate Raman peaks and their resonance behaviour,
the gray line denotes the absorption spectrum, and the coloured lines
are a guides to the eye. As solvent MeCN was used and the incident
photon energies were 1.72 eV, 2.97 eV, 3.31 eV, 3.43 eV, 4.46 eV and
4.78 eV.
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Catalytic Phenol Hydroxylation with Dioxygen: Extension of the
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A pinnacle of bio-inorganic chemistry is the ability to
leverage insights gleaned from metalloenzymes toward the
design of small analogues capable of effecting catalytic
reactivity outside the context of the natural system.[1,2]

Structural mimicry of active sites is an attempt to insert
a synthetic catalyst into an enzymatic mechanism. Such
a mechanism evolves by selection pressures for efficiency and
traverses an energetic path, with barriers and wells neither
too high nor too deep in energy—a critical factor of catalytic
turnover.[3] An advantage of metalloenzymes over small
metal complexes is the site-isolation of the metal center in
the protein matrix and the attendant ability to attenuate
destructive decay processes—reaction sinks. This protection
provides access to thermal regimes that allow barriers and
wells to be traversed. Synthetic complexes too must avoid any
deleterious reactions, often necessitating the deliberate
incorporation of protective superstructures.[4,5] Such limita-
tions make reproducing enzymatic catalytic reactivity in
a synthetic complex with native substrates a significant
challenge, as evidenced by the dearth of good examples,
despite decades of effort.

The intellectual investment of translating a catalytic
mechanism from an active site to a synthetic system is
justified by a comparison of Nature�s dexterity with dioxygen
to perform catalytic monooxygenase-type chemistry[6–9] and
the dependence of synthetic chemists on exotic reagents for

oxygen-atom insertion reactions. Tyrosinase is a ubiquitous
dinuclear copper enzyme that catalyzes the hydroxylation of
phenols to catechols and the subsequent oxidation of
catechols to quinones by activating dioxygen in the form of
a side-on-bonded peroxide dicopper(II) species, crystallo-
graphically[10] and spectroscopically identified.[11,12] The seem-
ingly simple, regiospecific transformation mediated by tyro-
sinase is not reproduced easily by synthetic methods, though
its importance has been acknowledged by recent efforts to
move beyond stoichiometric oxidants,[13] as these sometimes
multistep syntheses are often low to moderate yielding and
frequently unselective.[14–17] Limited examples of stoichiomet-
ric phenolate hydroxylation exist with synthetic, tyrosinase-
like side-on peroxide complexes[18–22] formed by oxygenation
of copper(I) complexes. Only two complexes achieve signifi-
cant catalytic phenol hydroxylation using dioxygen: a dinu-
cleating, polydentate imine complex reported by R�glier
et al. ,[23] and a mononucleating analogue reported by Tuczek
et al.[24] both capable of roughly 16 turnovers in the presence
of triethylamine. Neither study could identify an operative
oxygenated copper species, presumably precluding a more
detailed mechanistic analysis of the key substrate hydroxyl-
ation step. The possibility of a synthetic side-on peroxide as
a catalytic oxidant is suggested by the work of Casella et al.
with a dinucleating copper benzimidazole complex, achieving
1.2 turnovers with readily oxidized phenols.[21,25]
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Here we report a synthetic catalyst capable of hydrox-
ylating a wide variety of phenols using dioxygen that proceeds
through a room-temperature(RT)-stable analogue of oxy-
genated tyrosinase—a side-on peroxide complex, which
possesses ligation and spectroscopic attributes similar to
those of the enzymatic active site. Efficient stoichiometric
oxidation of phenolates to catecholates at �78 8C is shown, as
well as catalytic oxidation of phenols to quinones at room
temperature with triethylamine, through a reaction pathway
consistent with the generally accepted enzymatic mecha-
nism.[11] Conditions are described in which catalytic turnover
is halted and restored at a proposed catecholate–product
adduct. This investigation demonstrates that simple structural
mimicry suffices to not only transfer the inherent enzymatic
catalytic reactivity into a synthetic complex, but that bio-
inspiration is a viable stategy of pursuing selective trans-
formations of substrates beyond scope of the enzyme.[26]

Oxygenation of [CuI{bis(3-tert-butyl-pyrazolyl)pyridyl-
methane}]SbF6 in dichloromethane at �78 8C results in
near-quantitative formation (vide infra) of [Cu2O2(HC(3-
tBuPz)2(Py))2](SbF6)2 (1), a side-on peroxide dicopper(II)
complex (Figure 1A), as evidenced by the characteristic O–O
stretch in its resonance Raman spectrum at 750 cm�1, which
shifts by 39 cm�1 upon 18O2 substitution (Figure 1C).[27,28] The
expected mass signature and isotope pattern observed in the
cryo-ESI-TOF mass spectrum also shifts appropriately upon
oxygenation with 18O2 (Figure S3 in the Supporting Informa-
tion). The ligand-to-metal-charge-transfer (LMCT) features
at 350 nm (20 mm

�1 cm�1) and 550 nm (1 mm
�1 cm�1) have

a 20:1 intensity ratio,[22,27] similar to those of oxy-tyrosinase
and oxy-hemocyanin,[29] and the feature near 412 nm
(0.9 mm

�1 cm�1) is assigned tentatively to a pyrazole/pyridine
p*!dxy charge-transfer transition, based on a natural tran-
sition orbital analysis of a TD-DFT calculated spectrum (TD-
DFT= time-dependent density functional theory; Fig-
ure 1B).[22,30] The DFT-optimized structure of 1 predicts

a planar Cu2O2 core with a Cu–Cu separation of 3.57 �, in
line with the 3.51 � distance determined by Cu K-edge
extended X-ray absorption fine structure models (Table S2
and Figure S5 in the Supporting Information).[27,28] Taken
together, these data fully support the structural homology
between tyrosinase and 1.

The formation of 1 is effectively quantitative (> 95%
yield) in a variety of solvents at �78 8C, as assessed by
iodometric titrations of the released peroxide after treatment
with trifluoroacetic acid.[22,31] The complex is stable for weeks
in CH2Cl2 at �78 8C, yet decays within 1 day in tetrahydro-
furan or acetone. Compound 1 reacts within 60 min with
a wide variety of sodium phenolate salts (5 equiv), both
electron-rich and -deficient; the side-on peroxide oxidant is
efficiently consumed releasing catechol products after an
acidic workup (Table 1A). Using a 1:1 oxidant/phenolate
stoichiometry, impressive catecholate yields (> 90%) are
possible at �78 8C, albeit reaction times of nearly 1 week are
required. Expectedly, the mass of the p-methoxy-1,2-catechol
product is shifted by 2 a.u. if 1 is formed with 18O2, indicating
dioxygen as the oxygen atom source.[32]

From kinetic data, the hydroxylation of phenolate to
catecholate by 1 is best understood as a second-order process:
first order in [1] and first order in [phenolate], with a pre-
equilibrium binding event and a rate-limiting oxidation step,
presumably C�O bond formation. An intramolecular com-
petitive kinetic isotope effect of 1.2(2) measured at �78 8C
with 2-d-4-tert-butylphenolate excludes rate-limiting C�H
bond cleavage. The observed rate constants kobs saturate with
respect to added phenolate (Figure 2), consistent with an
initial phenolate-binding equilibrium Keq, followed by an
intramolecular rate-determining oxidation step kox from
a substrate–complex adduct (Table S1 in the Supporting
Information),[18,32,33] as electron-deficient phenolates clearly
react more slowly. A plot of ln(kox) versus sp

+ for a variety of
phenolates gives a Hammett parameter 1=�0.99 (Figure 2),

consistent with the trend reported for tyrosi-
nase (1=�1.8 to�2.2)[34,35] and in line with an
electrophilic aromatic substitution mecha-
nism.

At room temperature in CH2Cl2, 1 is
formed quantitatively but decays irreversibly
with a half-life of 30 min. However, this rare
stability allows for catalytic hydroxylation of
phenols to quinone products at room temper-
ature. Only two other synthetic side-on per-
oxide species have greater thermal stability,
but exogenous substrate reactivity has not
been reported.[36,37] With 25 equiv of p-
methoxyphenol and 50 equiv of triethylamine
under 1 atm of O2,

[23,24,38] 10 equiv of quinone
is formed in 1 h or 15 equiv in 24 h (Table 1B),
as assessed by the characteristic optical feature
of quinone at 400 nm (Figure S1 in the Sup-
porting Information). Slower catalytic reac-
tion rates are observed with more electron-
deficient phenols. At these higher temper-
atures, the oxidation of the catechol to qui-
none and its subsequent release is proposed to

Figure 1. A) Preparation of the side-on peroxide species 1. B) Absorption spectra of 1;
inset: TD-DFT-predicted optical spectrum of 1. C) Resonance Raman spectra of 1 in
acetone with excitation at 412 nm (red: 16O2, black:

18O2, asterisks (*): solvent peaks);
inset: isotopic shift of the feature at 750 cm�1.
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drive the reduction of the CuII centers back to a CuI state,
permitting re-oxygenation to 1 (Scheme 1).

Three conditions appear to be necessary for catalytic
turnover and support operation through a tyrosinase mech-
anism: ambient reaction temperatures (25 8C), proton man-
agement, and excess dioxygen. Under catalytic reaction
conditions at �78 8C, rapid formation of a green species is
observed, tentatively assigned as a CuII catecholate complex
(Scheme 1), as one equiv of p-methoxy-1,2-catechol is formed
as the sole product upon an acidic quench at this temperature.
If warmed to 25 8C, this green species yields a quinone rather
than a catecholate product, suggesting catecholate-binding
inhibition at low temperatures (Scheme 1). Phenol deproto-
nation and binding to a copper center is essential in the
catalytic oxidation process, as exclusion of triethylamine

results in the return of unreacted phenol at �78 8C even after
a reaction time of hours. After phenol deprotonation, the
resultant triethylammonium cation presumably provides the
necessary proton for the protonation of hydroxide to water as
catecholate reduces CuII to CuI.

Beyond the ability to catalytically oxidize a tyrosinase
substrate,N-acetyltyrosinemethyl ester,[39] to its dopaquinone
form, the oxidative reactivity of 1 can be extended to more
complicated phenols, outside the typical substrate scope of
the enzyme (Table 1B). Estrone, an estrogenic hormone, is
regioselectively ortho-hydroxylated to 3,4-estrone-o-catechol
in> 90% yield at�78 8C in less than 5 min when 5 equiv of its
sodium salt are added relative to 1 (Table 1A). The 3,4-
estrone-o-quinone is formed under the catalytic conditions at
25 8C with 4 turnovers.[32] While mushroom tyrosinase itself

Table 1: A) Reaction of phenolic substrates and 1 under N2 atmosphere at �78 8C.[a] B) Catalytic oxidation of phenols to quinones.[b]

Figure 2. Reactivity of 1 at �78 8C in CH2Cl2. Left: Substrate-binding
kinetics of the stoichiometric hydroxylation reaction with 4-fluorophe-
nolate. Right: Hammett plot for the stoichiometric hydroxylation
reaction with 1–20 equiv of various p-substituted phenolates.

Scheme 1. Proposed catalytic mechanism of phenol oxidation by 1 in
the presence of triethylamine.
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can oxidize estrone,[40] 8-hydroxyquinoline is not a viable
substrate,[32] possibly due to the steric demands of the fused
ring structure positioned ortho to the phenol oxygen
(Table 1B).[26] Compound 1 oxidizes 8-hydroxyquinoline
both stoichiometrically to the catechol (7,8-dihydroxyquino-
line) at �78 8C, and catalytically to its quinone at 25 8C
(quinoline-7,8-dione; 8 turnovers; Table 1B), extending the
substrate scope beyond that possible in the enzymatic
system.[2] The substrate flexibility of 1 may thus make it
a potentially useful reagent for the efficient stoichiometric
conversion of a wide variety of phenolates to catechol or
a catalyst for the multi-turnover oxidation of phenols by
dioxygen to quinones, which are readily reduced back to
catechols.[17]

Oxygen-insertion reactions that use dioxygen directly are
extremely limited, despite the indisputable advantages to
using Earth�s ready supply of dioxygen. The difficulty lies in
directing the oxidative power of dioxygen and in assuring that
reactions profiles do not have insurmountable barriers or
thermodynamically overstabilized intermediates. In this
work, the essence of the tyrosinase enzyme mechanism,
founded on the oxidizing power of dioxygen, is translated
from its protein environment into a small complex through
only approximate structural mimicry of the oxygenated active
site, yet selective and efficient catalytic ortho-hydroxylation
reactivity results. This strategy of copying pre-existing reac-
tivity from Nature opens the door not only to challenging
organic transformations, but for developing useful synthetic
tools with substrate scopes beyond those of biological
systems.
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Abstract: The structures of two types of guanidine–quinoline
copper complexes have been investigated by single-crystal
X-ray crystallography, K-edge X-ray absorption spectroscopy
(XAS), resonance Raman and UV/Vis spectroscopy, cyclic
voltammetry, and density functional theory (DFT). Independ-
ent of the oxidation state, the two structures, which are virtually
identical for solids and complexes in solution, resemble each
other strongly and are connected by a reversible electron
transfer at 0.33 V. By resonant excitation of the two entatic
copper complexes, the transition state of the electron transfer is
accessible through vibrational modes, which are coupled to
metal–ligand charge transfer (MLCT) and ligand–metal
charge transfer (LMCT) states.

Copper is one of themost important redox-active metals and
plays a central role in many biological processes.[1] Blue
copper electron-transfer proteins are nature�s workhorses for
electron transfer (ET). They use copper as a one-electron
relay that shuttles between the cuprous and cupric oxidation
states. Their CuII/I reduction potentials span a large window
(E8’= 0.18 to > 1 V versus NHE (normal hydrogen elec-
trode)),[2] which tailors these proteins to interact with a wide
variety of ET partners. The inner coordination sphere most
directly affects the redox properties of metal ions.[3] Hence,
tuning the CuII/I redox couple is central for electron transfer in
nature and also important in synthetic complexes for catalytic
applications.[4–6] There are multiple factors governing the
redox potential, including the effects of the first coordination

sphere such as geometric constraints enforced by the ligand
sphere (tetrahedral versus square-planar coordination) and
ligand donor atoms (s- and/or p-donation), as well as second-
coordination-sphere effects.[7–11]

Already in 1968, Vallee and Williams coined the term
“entatic state” (also called rack-induced state), defined as
a “catalytically poised state intrinsic to the active site”.[12] This
term has been intensively discussed during the last de-
cades.[7,13–15] Rorabacher et al. specified it to be an electronic
entatic state rather than a simple geometric constraint
physically imposed upon the active site by the protein
matrix.[16] Hodgson et al. proved with X-ray absorption
spectroscopy (XAS) methods that the concept of a rack-
induced state might be not valid as the protein imposes almost
no strain on the copper coordination.[17] Theoretically, it was
proven that CuII prefers square-planar and square-pyramidal
coordination but that p-donor ligands lead to stabilization of
trigonal distorted geometries.[18] Recently, Vila et al. found
that the entatic state does not require the ligand to have
a preformed metal-binding site. They identified metal binding
as a major contributor to the conformational rigidity of
copper centers involved in electron transfer which reconciles
the seemingly contradictory requirements of a rigid center for
electron transfer and an accessible, dynamic site for in vivo
copper uptake.[19] In blue copper centers, the entatic state is
currently regarded as a “soft entatic state”,[20] whereas the
whole concept has been condensed into an “energization due
to a misfit between ligands and metal ions.” [21]
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Here, we report a series of bis(chelate) CuI and CuII

complexes in which the cationic units have very similar
structures even though CuI and CuII complexes generally
prefer tetrahedral and square-planar environments, respec-
tively. Besides the structural study of single crystals in the
solid state, we provide insights into the structure in the liquid
phase that we obtained from XAS data of complexes in
solution. A resonance Raman study of CuI and CuII com-
plexes in solution indicates that both complex types come into
resonance at a similar energy around 3.2–3.4 eV. We found
a vibrational mode that couples vibronically the optical
charge-transfer excitation with the distortion along the
reaction coordinate, leading from the CuI to the CuII

geometry. Therefore, we have optical access to a charge-
separated state which mimics the transition state of the inner-
sphere ET. In contrast to reported outer-sphere electron-
transfer studies on CuII/I pairs,[22] we focus on the photo-
chemically induced charge transfer.

The reaction of tetramethylguanidinoquinoline
(TMGqu)[23] with suitable copper sources yields the series of
bis(chelate) CuI and CuII complexes 1–5. The most remark-
able feature of these complexes is their structural similarity
(Figure 1, Table 1, and Figures S1–S5 in the Supporting Infor-
mation). For a CuI complex, one would generally expect
a structure with tetrahedral configuration as found in [Cu-
(tmeda)2]

+ complexes (tmeda= tetramethylethylene-
diamine),[24] whereas CuII complexes are square-planar (e.g.
[Cu(tmeda)2]

2+).[25] But in the complexes 1–5, the situation is
completely different. The copper centers of all complexes are
tetracoordinate through interactions with two chelating
guanidine–quinoline ligands. The Cu–Ngua distances in the
CuI complexes 1–3 are 0.1 � longer than those in CuII

complexes 4 and 5. The contraction of the Cu–Nqu bonds
during the formal oxidation is not very pronounced (0.02 �).

The coordination geometry can be described by a t factor
indicating a square-planar arrangement for a value of 0 and an
ideal tetrahedron for a value of 1.[26] In the CuI complexes, we

observe a t of roughly 0.6 indicative of a strongly distorted
tetrahedron, whereas in the CuII complexes t amounts to 0.4.
The angle between the chelate planes Cu-Ngua-Nqu gives
a measure of the tetrahedral character as well: 908 correspond
to an ideal tetrahedron and 08 to square-planar coordination.
This angle ranges from 65.1 to 68.38 in the CuI complexes and
from 42.5 to 44.68 in the CuII complexes. This clearly
demonstrates that the difference between the two oxidation
states results in a twist of approximately 208 between the
chelate planes and a shortening of the Cu–Ngua bond by 0.1 �.
The guanidine substituents force the ligands to avoid each

Figure 1. Superimposed molecular structures of [Cu(TMGqu)2]
+ and

[Cu(TMGqu)2]
2+ (CuI: darker with solid bonds, CuII : lighter with

dashed bonds).

Table 1: Key geometric parameters of complexes 1–5.

[Cu(TMGqu)2]CF3SO3

1
[Cu(TMGqu)2]PF6

2
[Cu(TMGqu)2]ClO4

3
[Cu(TMGqu)2](CF3SO3)2
4

[Cu(TMGqu)2](PF6)2
5

Bond lengths [�]
Cu–Nimine,gua 2.065(2), 2.113(3) 2.068(3), 2.095(3) 2.074(3), 2.080(3) 1.959(2), 1.964(2) 1.964(3), 1.964(3)
Cu–Nqu 1.978(3), 2.003(2) 1.966(3), 1.999(3) 1.998(3), 2.002(3) 1.976(2), 1.975(2) 1.967(3), 1.980(3)
Cgua–Nimine,gua 1.324(4), 1.321(4) 1.316(4), 1.330(4) 1.319(4), 1.312(4) 1.344(3), 1.347(3) 1.358(4), 1.347(4)
Cgua–Namine,gua 1.356(4), 1.359(4)

1.356(4), 1.372(4)
1.365(5), 1.357(5)
1.363(5), 1.355(5)

1.362(4), 1.352(4)
1.361(4), 1.359(4)

1.346(3), 1.343(3)
1.340(3), 1.341(3)

1.324(4), 1.346(4)
1.344(4), 1.344(4)

Bond angle [8]
N-Cu-N 82.1(1), 81.7(1) 82.6(1), 82.1(1) 82.2(1), 81.8(1) 83.5(1), 83.7(1) 83.6(1), 83.7(1)

Structure factors
t4

[a] 0.60 0.58 0.60 0.40 0.41
1[b] 0.97, 0.96 0.96, 0.97 0.96, 0.97 1.00, 0.99 1.02, 1.00

Torsion angles [8]
](CguaN3,CuN2) 49.5, 58.6 49.1, 58.5 53.0, 59.2 47.5, 52.1 46.9, 47.2
](NamineC3,CguaN3) 30.0(av), 29.9(av) 30.1(av), 27.7(av) 30.0(av), 29.0(av) 28.3(av), 31.1(av) 30.0(av), 28.5(av)
](CuN2,CuN’2) 68.0 65.1 68.3 42.5 44.6

[a] t4 ¼ 360��ðaþbÞ
141 .[26] [b] 1=2a/(b+c) with a=d(Cgua=Nimine,gua), b, and c=d(Cgua–Namine).

[27]
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other and sterically restrain the coordination geometry to
only small variations, ranging from 68 to 448 between the
CuN2 planes and the corresponding range of the t value from
0.6 to 0.4.

Since the structural change between CuI and CuII is so
small, we expected a reversible redox behavior. Cyclic
voltammetry proves a reversible oxidation wave for 2 at
0.33 V vs. NHE (Figure S20, left) and square-wave voltam-
metry shows the 0.33 V oxidation to be a one-electron
oxidation step (Figure S20, right).

To characterize the oxidation states we performed XAS
spectroscopy on solid samples of 1–5 (see the Supporting
Information for details). The solid curves in Figure 3 compare
the Cu-K absorption edges of the complexes [Cu-
(TMGqu)2]PF6 (2) and [Cu(TMGqu)2](PF6)2 (5). The edge
positions are 8983.3 eV (2) and 8986.8 eV (5), equal to
a chemical shift between the two compounds of jDE j=
3.5 eV. The edge positions and the chemical shift identify
the oxidation states as CuI in 1–3 and CuII in 4 and 5
(Figure S6, Table S1).[28] The oxidation state assignment is
further supported by the edge shapes. CuI complexes have
a characteristic shoulder or peak in the rising edge (8985 eV
and below, assigned as a 1s!4p transition).[28] In contrast,
CuII edges are of rather low intensity in this energy range. The
intensity of the “CuI feature” can be related to the site
geometry. The normalized fluorescence for 2 at 8985.6 eV is
0.65 (Figure 2), indicative of tetracoordinate CuI.[28] The CuII

state in 5, in turn, manifests itself in a very weak pre-edge
peak at 8977.7 eV (Figure 2, left), assignable as a 1s!3d
transition.[29] It is apparent that the edge positions, shapes, and
features for CuI and CuII are the same for solid and solution

samples (Figure 2). Analysis of extended X-ray absorption
fine structure data (EXAFS) (Table S2, Figure 2, right)
demonstrates that, for a given oxidation state, the structural
models for solid and solution samples are identical within the
precision of the analysis and do not depend on the choice of
counterion. Raman data support the conclusion that the
structure in solution is independent of the counterion (vide
infra and Figure S9). EXAFS analysis of the complexes 2 and
5 confirms the molecular structures as being tetracoordinate
with two nitrogen back-scatterers at 2.01 � and two at 2.03 �
in CuI as well as two nitrogen back-scatterers at 1.95 � and
two at 2.00 � in CuII (Table S2).

Furthermore, we performed Raman measurements on the
complexes 1, 2, 4, and 5 in MeCN and CH2Cl2 solution
(Figure 3). UV/Vis measurements (see Figures S10–S17)
indicated that a resonance can be expected at approximately
3.4 eV and above 4.0 eV for complexes in either oxidation
states. The Raman spectra show a multitude of peaks between
400 and 850 cm�1. By exciting at numerous incident photon
energies, we derive the excitation dependence of the Raman
peak intensities. A vibrational assignment is made possible by
theoretical calculations based on extensive benchmarking.[30]

Figure 4a details the excellent agreement between experi-
mental Raman spectra taken with a nonresonant incident
photon energy of 2.97 eV and calculated Raman spectra. It is
noteworthy that for complex 1 2.97 eV is clearly in off-
resonance condition as the sharp resonance is close to 3.4 eV.
Figure 4b compares the experimental Raman data for 4 in
nearly nonresonant measurement conditions. The Raman
resonance energy is shifted by about 0.3 eV (cf. Figure 3c,d),

Figure 2. Left: Cu K-edge absorption of solid 2 and 5 (solid curves) as well as solutions of 1 and 4 in MeCN (broken curves). Right: Superimposed
experimental k3-weighted EXAFS spectra of various CuI and CuII complexes.
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putting the spectrum into a preresonance explaining the
difference between the calculated with the observed spectra.

We find that selected Raman peaks of both complexes
turn into resonance at 3.40 and 4.45 eV (Figure 3c,d), namely
the peaks at 650, 778, and 811 cm�1 for 1 (CuI) and at 790 and
815 cm�1 for 4 (CuII). Since these vibrations are resonant at
similar energies for both complexes, we relate them to
vibrations, which connect the crystallographically determined
structures of both oxidation states within a charge-transfer
process.

Tables S3 and S4 list the geometrical changes during the
vibrations for 1 and 4 together with a detailed assignment. For
1, the vibration at 800 cm�1 can be related to the experimental
vibration at 788 cm�1 (purple triangle), which is a Cu–Ngua

stretching vibration with concomitant twist of the two chelate
planes relative to each other. Precisely these two structural
changes are the most important distortions between CuI and
CuII geometry. For 4, the peak at 815 cm�1 is assigned as a Cu–
Ngua stretching vibration as well. Analysis of the excited
singlet states attained by resonant excitation at 3.4 eV shows
that for CuI the twist angle diminishes by 78 and the Cu–Ngua

bond contracts by 0.07 � (Figure 4c, 1ex). In the reverse sense,
the excited state of the CuII complex (4ex) displays an increase
in the twist angle of 218 and a Cu–Ngua bond elongation of
0.1 �.

DFT analysis[30] of the optical transition at 3.4 eV of the
CuI complex reveals that this is a metal-to-ligand charge
transfer (MLCT, electron density difference map in Fig-
ure 4d). The corresponding transition of the copper(II)
complex is a LMCT which is complementary to the MLCT
of CuI (Figure 4e). Hence, we have successfully identified the
vibronic mode that connects CuI and CuII.

Resonance Raman spectroscopy probes the electronic
states that are most relevant for the vibrational excitation
spectrum. In particular, a vibrational excitation mediating
charge transfer will become resonant very close to the energy

of the involved electronic charge-transfer transition that
connects the involved electronic orbitals.[31,32] This resonance
is expected to be much sharper and better defined in energy
than UV/Vis absorptions since the resonance Raman signals
are only related to one specific contribution of the charge
transfer selected by the specific vibration and by doing so this
technique effectively probes the reaction coordinate. Thus,
the LMCT and MLCT identified by Raman spectroscopy
occur in close proximity to each other as they access the
inverse reaction coordinate through complementary charge-
transfer processes.

In summary, we present five complexes with very similar
coordination midway between tetrahedral and square-planar
geometry: The oxidation of CuI to CuII increases the twist
angle formed by the CuN2 planes by only 208. The two
complex types are connected through a reversible electron
transfer. X-ray absorption spectroscopy not only verifies the
oxidation states of the reported complexes; it is also in
excellent agreement with crystallographic data and demon-
strates that the structures are independent of the complexes
being solid or in solution. Moreover, the structures are
independent of the choice of counterions which is supported
by Raman spectroscopy. Hence, the coordination geometry is
not a result of solid-state effects but inherent to the effects
resulting from the balance between electronic and steric
effects. Raman spectroscopy in solution allows access to the
reaction coordinate of the electron transfer. Both complex
types show resonance at an incident photon energy of 3.4 eV.
DFT analysis reveals that at resonance a vibrational mode of
Cu–Ngua stretching and chelate angle torsion couples with an
MLCT from CuI to CuII and an LMCT from CuII to CuI. This
proves that the ET transition state is optically accessible and
that the concept of ligand restrictions imposed upon copper
coordination is very useful for the generation of electron-
transfer models.

Figure 3. a) Raman spectrum of 1 in MeCN upon excitation at 2.97 eV. b) Raman spectrum of 4 in MeCN upon excitation at 4.46 eV.
c) Dependence of the Raman intensity on incident photon energy for 1 in MeCN. d) Dependence of the Raman intensity on incident photon
energy for 4 in MeCN. Colored symbols were used to indicate Raman peaks and their resonance behavior. The gray line denotes the absorption
spectrum, whereas the colored curves serve as a guide to eye. Incident photon energies: 1.72 eV, 2.97 eV, 3.31 eV, 3.43 eV, 4.46 eV, 4.78 eV.
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5.2. Time-resolved pump-probe Raman spectroscopy

In this section the time-resolved pump-probe Raman measurements on the doped

manganite La1−xCaxMnO3 for the dopings x = 0.5, 0.45 and 0.24 and on the high

Tc superconductor Bi2Sr2CaCu2O8+δ are presented. The focus of the analysis of

the LCMO lies in the study of the melting and recombination process of the charge

ordered phase of the commensurate doped sample by observing the temporal evo-

lution of the Jahn-Teller mode. Because strong electron-phonon coupling is present

conclusion of the electronic behaviour can be made. A comparison to the results

of the non commensurate doped samples is given. The study of Bi-2212 focuses on

the temporal evolution of the superconducting gap 2∆. The closing and opening of

the gap can be observed by analysing the redistribution of spectral weight in the

transient Raman spectrum. For both measurements the time-resolved pump-probe

Raman setup described in section 4.1 has been used.

5.2.1. LCMO

In this section a time-resolved Raman study of three La1−xCaxMnO3 samples with

di�erent dopings (x = 0.5, 0.55, 0.76) is presented. The focus of the analysis is on

the commensurate doped sample and in detail the temporal evolution of the Raman-

spectra. Steady state resonate Raman studies have been performed on the samples

by Naler et al. [89, 41]. From Raman studies on LaMnO3 the resonance of the

Jahn-Teller mode is known to be at 1.9 eV , which is close to the used probe energy

of 1.72 eV and yields a strong intensity of the studied mode [90]. Furthermore the

energy of the pump beam had an energy of 3.44 eV , which is in the energy range of

charge transfer transitions from the 3d band to the 2p band for manganites [91]. The

FWHM of the probe beam was 1.1 ps, the pump beam had also FWHM of 1.1 ps.

The power of the probe beam was chosen to 16 mW, the pump beam had a power

of 14 mW. It is important to note that the spotsize of the probe beam (45 µm in

diameter) was 1.5 times lager than the one of the pump beam (30 µm in diameter),

which means that always unpumped regions of the sample were probed. The samples

used in this study were produced at Rutgers University in New Jersey in the group of

S.-W. Cheong. The 50 % and the 55 % doped sample were polycrystalline while the

76 % doped sample was a single crystal. The study was done at 50 K. All three of

the samples feature an antiferromagnetic insulator at these temperature (see Figure

3.5).

Figure 5.4 shows transient time-resolved pump probe Raman spectra of the 50 %

doped sample at room temperature (red) and at 50 K (blue) at a �xed delay of 33 ps.
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Figure 5.4.: Raman di�erence spectra at 33 ps delay at room temperature (red)
and 50 K (blue).

The transient Raman spectra have been calculated according to equation 4.6. The

suppression of two B2g Jahn-Teller at 260 cm−1 and 540 cm−1 can be observed at 50

K, while no suppression is found at room temperature. A higher spectrum indicates

a stronger suppression. At room temperature the sample stays in a paramagnetic

state, no temporal evolution can be observed at all. At 50 K the suppression of

the Jahn-Teller modes can be explained by two di�erent processes. First the pump

beam can induce a charge transfer process from Mn3+ to O2− Ions which leads to

a reduction of Jahn-Teller active Mn3+ Ions. The second process is a local heating

of the sample due to the pump beams energy above the charge order temperature.

The system enters a non equilibrium state. The further analysis will focus on the

temporal evolution of the 540 cm−1 mode at 50 K in a temporal range from 0 ps

to 500 ps. In �gure 5.5 four time-resolved pump-probe Raman spectra of the 50 %

doped sample are exemplary shown at di�erent temporal delays. The left panel of

�gure 5.5 always shows only the probe spectra (red), the pump spectra (blue) and the

combined pump and probe spectra (black). On the right panel a transient Raman

spectra is shown. The transient spectra clearly displays an imitate decrease of the

Jahn-Teller mode at 0 ps. The suppression gets stronger at 66 ps and 264 ps while

at 462 ps the supression of the Jahn-Teller mode is almost not existent anymore.

However, the transient spectra also indicates not only a change in the phononic

Jahn-Teller mode but also a change in the electronic background. The wiggly nature

of spectra are due to a artifact produced by the used laser and has been observed in

this energy range on several di�erent other samples. Fourie analysis of the spectra

indicates that the period of the wiggles is in the range of the pulse width of the

fundamental of the used laser system as well.
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Figure 5.5.: Temporal evolution of the LCMO Raman spectra at di�erent delays.
(a) Raman spectra of LCMO 0 ps delay. Red is a probe only spectra,
blue a pump only spectra and black is the pump and probe spectra.
(b) Transient Raman spectra at 0 ps delay.(c)+(d)at 66ps, (e)+(f) at
264 ps and (g)+(h) at 462 ps delay respectively .

Because of these artifacts a numerical analysis of the data turned out to be di�cult

and several approaches have been performed to consistently analyse the data. Fig-
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Figure 5.6.: Parameters of the numerical �t of the 50 % doped sample. (a) Inten-
sity of the pump/probe spectra divided by the intensity of the probe
spectra, (b) width and (c) position respectively.

ure 5.6 shows the results of an analysis of the pump and the pump/probe spectra

minus the probe spectra. The spectra have been modeled with a Lorentzian pro�le

according to equation 2.17. In sub�gure (a) the intensity of the pump probe spectra

relative to the probe spectra is depicted. A maximal decrease of the mode of up to

20 % at 165 ps was found but however, not a clear trend of the temporal evolution of

the intensity of the 540 cm−1 can be observed, despite a decrease in the suppression

of the Jahn-Teller mode after 330 ps. Panel (b) depicts the temporal evolution of

the width of the Jahn-Teller mode. The width changes signi�cantly in a range from

-7 % up to +2 %. However, because the system is in a non equilibrium state these

width changes can not directly related to a change of the lifetime of the Jahn-Teller

excitation. Contrary to the width and the intensity of the mode, the position of the

mode is constant as seen in panel (c). This indicates that the force constants are not

changing in a signi�cant way and therefore no complete structural phase transition

of the sample occurs. However, these �rst �ts did not took into account the changing

electronic backgrounds.

However, the changing electronic background suggest a strong interplay between

electronic and phononic degrees of freedom. To learn more about the changing of

the electronic background another numerical analysis has been performed. Figure

5.7 displays the results of a Lorentzian �t of the non normalised di�erence spectra.

In panel (a) the width of the di�erence spectra is displayed, the sinusoidal modu-

lation has a period of ≈ 113 ps and is increasing in strength over time. In panel

(b) the �uctuation of the electronic background is displayed. It also inherits a sinu-

soidal behaviour with a slightly faster period of ≈ 93 ps up to 264 ps. Afterwards
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Figure 5.7.: Fitting results of the non normalised transient Jahn-Teller Raman
spectra.(a) Width of the mode, (b) electronic background and (c) in-
tensity. The width is oscillating with a period of 113 ps, the electronic
background is oscillating with a period of 93 ps nearly out of phase to
the width, which is indicated by the dashed black lines. At around
300 ps the electronic background vanishes. This is also the time the
suppression of the intensity of the Jahn-Teller mode is beginning to
decrease, after a rise up to 264 ps.
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the electronic background vanishes, which is indicated by the dashed green line. It

is important to note, that the width and the electronic background oscillate nearly

out of phase. In panel (c) the intensity of the phonon mode is shown. Up to 264 ps

a rise in the suppression of the mode can be observed with a rise time of 56 ps (red

line). After 300 ps the intensity of the mode decays fast to almost no suppression

which corresponds to vanishing electronic background. The green line represents an

exponential �t with a resulting decay time of 25 ps.

To explain the observed behaviour the special structure of the 50 % doped sample

has to be considered. The half doped sample shows a very long range charge ordered

state with alternating Mn3+ and Mn4+ ions in a striped structure [37]. The Mn4+

ions are ordered antiferromagneticaly perpendicular to the stripe direction, while the

Mn3+ ions are ferromagneticaly ordered parallel to the striped pattern. The Mn3+

stripes are Jahn-Teller distorted leading to the observed Jahn-Teller Raman mode,

while theMn4+ are not Jahn-Teller distorted and therefore not Raman active. After

the initial pump laser pulse this ordered state gets molten leading to free charges in

the system. While the quasi free electrons are moving through the crystal which leads

to the formation of a polaron [92, 28]. Polarons in manganites are well known and

studied [93, 94, 95]. When an electron leaves a Mn3+ ion via double exchange to a

Mn4+, a delayed response of the vanishing (Mn3+∗) or staring (Mn4+∗) Jahn-Teller

distortion occurs. Because of this delayed response the charge has the tendency to

move back to the energetically favorable state. By the time the charge gets back,

the Jahn-Teller distortion has vanished and it is favorable for the electron to move

again. This leads to a back and fourth hopping between undistorted and distorted

sites which results in an increase of the radius of the polaron. The polaronic lattice

distortion can be related to the change in width observed in �gure 5.7 (a), the change

of the electronic background in (b) describes if the charges are free (high electronic

background) or temporally bound to a Mn ion (no electronic background). This

also explains the out of phase oscillation of width and electronic background. If the

electrons are moving most of the pump energy is localised in the kinetic energy of

the electrons, while when the electrons are localised the energy is for the most part

in the polaronic lattice distortion. The overall decrease in intensity (c) indicates the

decrease of pure Jahn-Teller distorted sites. After 300 ps the energy of the pump

beam is dissipated in the system and the electrons have not enough energy anymore to

move quasi-free through the crystal and localise in the energetically favorable striped

state. This explains the decay of the transient Raman intensity and the vanishing

electronic background. However, the slower polaronic lattice distortion takes a longer

time to completely relay into the ground state. A possible model of such a behaviour

can be found by a predator-prey model [96]. Such a model describes the interplay
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Figure 5.8.: Doping dependence of the transient Raman signal of La1−xCaxMnO3

with x = 0.5 (blue), x = 0.45 (green) and x = 0.24 (red) at a delay of 0
ps. While the 50 % doped sample exhibits a strong transient signal, at
55 % the signal is very weak and completely gone at the 76 % doped
sample.

between two competing species or e�ects which strongly interact with each other and

has been applied to a wide range of phenomena like biology or economics [97, 98, 99].

Such a model can be described mathematically by a pair of �rst order di�erential

equation as follows:
dNe(t)

dt
= αNe(t)− βNe(t)Np(t)

dNp(t)

dt
= −γNp(t) + δNe(t)Np(t).

(5.1)

Here Ne represents the number of free charges, Np the number of lattice distortions,

α the growth rate of free charges, which is related to the pump laser pulse, β the

rate at which free charges are trapped by a lattice distortion, γ the decay rate of

the lattice distortions and δ the rate new polarons are created by free charges. A

solution to equations 5.1 leads to the phase shifted oscillating behaviour observed in

the experiment.

The above given explanation of the melting and recombination process of the 50 %

doped sample is backed by the results obtained for the 55 % and 76 % doped sam-

ples. Figure 5.8 displays the transient Raman spectra at a delay of 0 ps at 50 K of

the three di�erent doping examined in this study. It is clear to see that at the 76 %

doped sample no transient Raman signal could be measured. Also up to 231 ps delay

no transient Raman signal was observed. Possible explanations for this results are

the absence of an e�ect at all, the e�ect happens on a timescale faster than the tem-

poral resolution of the experimental setup or because of the very small percentage
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of Mn3+ within the sample, the e�ect is to weak to be observed. The 55 % doped

sample exhibits a decrease in the Jahn-Teller mode, but compared to the 50 % doped

sample the e�ect is roughly six times weaker. This weak signal makes a consistent

numerical analysis of the temporal evolution impossible. Qualitatively the process of

melting charge ordered domains and the recombination is way faster than in the 50 %

doped sample. The whole process is �nished after 60 ps. The 55 % doped sample

exhibits no long range charge order but has charged ordered domains. However, the

imbalance betweenMn3+ andMn4+ leads to an imbalance between free charges and

polarons. It is more likely that a free charge is trapped by an Mn4+ ion with a local

surrounding of otherMn4+ ions and therefore no possibility to enter an energetically

favorable state by moving further through the crystal. In terms of the predator-prey

model this can be understood that the rate at which free charge is trapped is very

high compared to the rate that free charge is created.

In conclusion the time-resolved pump-probe Raman measurements on doped

La1−xCaxMnO3 show a strong interplay between charge and lattice degrees of free-

dom for the commensurate doped sample. A decrease in the Jahn-Teller mode has

been observed in a temporal range up to 500 ps. Further analysis of the data yielded

a rise time of the melting process of 56 ps and after 300 ps a decay into the ground

state can be found with a decay time of 25 ps. Furthermore, nearly out of phase os-

cillation in the width and the electronic background can be found. This is explained

by the creation of free charge carriers through the initial pump pulse which creates

slower polarons. Due to the striped-charge ordered nature of the 50 % doped sample

a back and fourth interplay between polarons and free charge can be explained. A

possible ansatz for a theoretical explanation can be found in a predator-prey model.

Contrary to the 50 % doped sample the 55 % doped sample exhibits only a very weak

transient Raman signal in a shorter time range and the 76 % doped sample none at

all.
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5.2.2. Bi-2212

Overdoped Bi-2212 has been studied extensively with steady state Raman spec-

troscopy in the past [63, 62]. Budelmann et. al observed in overdoped Bi-2212 the

formation of a superconducting gap below the critical temperature Tc. The gap is a

redistribution of spectral weight from the lower energy part of the electronic Raman

response to the higher energy part. The rise of the so called pair-breaking peak oc-

curs at the energy 2∆, which is exactly the energy that is required to overcome the

coupling of the electrons or in the case of Biscco-2212 the holes, which lead to the

formation of Cooper pairs. It has been shown, that in overdoped Bi-2212 the pair-

breaking peak consists in fact of three di�erent contributions at 320 cm−1, 440 cm−1

and 580 cm−1, which resonate at the di�erent excitation energies 2.5 eV , 3.3 eV and

3.8 eV in B1g geometry which resembles the geometry of the superconducting order

parameter ∆ [100]. However, the 580 cm−1 peak is not related to the redistribution

of spectral weight but exhibits the behaviour of a collective mode. Furthermore, the

mode at 440 cm−1 is resonant at 3.3 eV and the 320 cm−1 mode resonates also at

3.3 eV as well as at 2.5 eV . This makes 3.3 eV the preferred pump energy for a

pump and probe experiment, that will explicitly pump the superconducting order

parameter ∆. Studies by time resolved re�ectivity at Y Ba2Cu3O7−δ thin �lm hinted

at two relevant time scales in high Tc cuprate superconductors. One is a relaxation

time of about 5 ps and one of > 10 ns [101]. However, only the fast component

vanishes above Tc and thus is directly related to the superconducting state.

Because of this short timescales, the well characterised sample properties, the di�er-

ent contributions to the pair-breaking peak, which hint at more then one mechanism

responsible for the formation of the superconducting state, time-resolved Raman

spectroscopy is an excellent tool to study the structure of superconducting order

parameter ∆ directly.

For the study of Bi-2212 a slightly overdoped sample with a Tc = 82 K was used,

which was created by P. Guptasarma and M.S. Williamsen at the University of Wis-

consin, USA. The same sample was used in the study of Budelmann et. al. As

pump energy 3.44 eV was chosen, to be close to the resonance of the 320 cm−1 and

440 cm−1 contributions of the pair breaking peak. The FWHM of the pump beam

was 0.8 ps and a power of 30 mW was applied to the sample. The probe beam had

an energy of 1.72 eV a FWHM of 0.9 ps and a power of 6.3 mW . It is important to

note, that the probe beam is not in resonance to the gap features. Furthermore, the

spot size of the pump beam was ∼ 30 nm, the spot size of the probe beam ∼ 45 nm,

which results in a pumped unpumped sample ratio of roughly 50 %. The heating

of the sample through the pump beam was estimated to ∼ 40 − 65 K using a heat

di�usion model and by comparison to continuous wave laser temperature corrected

Raman spectra [102, 17]. The probe beam only heats the sample up about ∼ 3 K.
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Figure 5.9.: (a) Raman spectra of Bi-2212 at 10 and 300 Kelvin in B1g geome-
try. It is clear to see the opening of the superconducting gap below
235 cm−1 (red shaded area) and the formation of the pair breaking
peak at 420 cm−1(yellow and green area). (b) Temperature depen-
dence of the Raman di�erence spectra at a �xed temporal delay of
3.3 ps in B1g geometry. Above Tc the Raman di�erence spectra is in
average zero.

In the superconducting state the heating is signi�cant compared to Tc, while in the

normal state the heating is very small compared to the Fermi temperature of about

10000 K. Therefore it is expected to only measure a non zero Raman di�erence

spectra in the superconducting region.

Figure 5.9 (a) shows the steady state Raman spectra of Biscco-2212 at 10 K and

300 K in B1g geometry. In the superconducting phase a gap is observed below

235 cm−1, and a pair breaking peak arises with a maximum around 420 cm−1. This

translates to 2∆ of 52 meV . The red shaded area denotes the gap where spectral

weight is lost and redistributed to the yellow and green shaded area. These two

parts can be identi�ed as two di�erent contributions to the pair-breaking peak with

unique timescales later in this section. In (b) the Raman di�erence or transient

Raman spectra calculated according to equation 4.6 for di�erent temperatures in

B1g geometry are shown. It is clear to see, that above 60 K the transient spectrum

is zero. This is easy to understand because as discussed earlier in this chapter the

heating of the sample is very small compared to the Fermi temperature Tf , so that

no change in the shape of the electronic Raman response can be expected. At 60 K

and below a strong change in the transient Raman signal is observed. Positive signal

denotes an increase of spectral weight and negative signal a decrease of spectral

weight. This is because the increase in temperature due to the heating of the probe
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Figure 5.10.: (a) Temporal evolution of the transient Raman signal displayed in
a density plot. The plot consists of twelve Raman di�erence spe-
tra aquired at di�erent temporal delays. The data has been slightly
interpolated. The dashed lines mark two independent regions with
di�erent responses. (b) Integrated transient Raman intensity over
time for the region between 420 cm−

1
and 580 cm−1. (c) Integrated

transient Raman intensity over time for the region between 300 cm−
1

and 410 cm−1. The solid lines in (b) and (c) are the results of nu-
merical �ts.

beam is large enough to break Cooper pairs. This leads to a redistribution of spectral

weight from the high energy part to the low energy part of the spectrum. This enables

to study the reformation of Cooper pairs and therefore the superconducting order

parameter time dependent. All the spectra in 5.9 (b) were taken at a time delay of

3.3 ps.

In Figure 5.10 (a) the temporal evolution of the transient Raman signal is displayed

in a density plot. Raman shift is displayed at the x-axis, temporal delay at the

y-axis. The red and blue areas correspond to a gain or loss in spectral weight. The

plot consists of twelve Raman di�erence spectra. At �rst a fast decrease in spectral

weight around 420 cm−1 can be observed after 2 ps. At 3 ps the suppression of the

pair breaking peak is followed by an increase of spectral weight in the low energy

region of the spectra. This refers to the light introduced breaking of Cooper pairs,

which has to transform into quasiparticle excitation due to charge conservation rule.

Furthermore, a second response can be observed starting at 5 ps at 370 cm−1. Here

also a decrease of spectral weight of the pair breaking peak and an increase at low

energy region happens. However, these two responses are clearly separated in time

and energy space and therefore strongly indicate two di�erent coupling mechanisms.

To further evaluate these two components, the integrated spectral weight in these
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two distinct regions has been summed up. The result is shown in 5.10 (b) and

(c), where (b) displays the integrated intensity in an energy region of 420 cm−
1
to

580 cm−1, and (c) from 300 cm−
1
to 410 cm−1. The higher energy response exhibits

a very rapid rise, with a rise time of τ = 1.2 ps and a slow decay of 7.4 ps. The

data could be modeled with an exponential approach. The second component has a

di�erent behaviour. The rise and decay times are equal at roughly 1.4 ps and this

can be represented with a Gaussian �t. It is clear that these two components of the

pair-breaking peak have di�erent onset times and di�erent temporal evolutions. The

fast high energy response is consistent with a relaxation process through phonon-

hole coupling [103]. In contrast the lower energy component can not be explained in

terms of phonon-hole scattering and remains of unknown origin. However, data of

the coherence peak of the spin susceptibility of neutron scattering shows for energies

below 420 cm−1 a strong coupling between holes close to Tc [104]. These spin-

mediated coupling between holes could yield an increased sti�ness against an external

perturbation, which results in a delayed decrease of the Cooper pairs after 5 ps.

Such a delay mechanism can be supported in a picture where charge rich domains

are surrounded by �uctuating charge depleted domains, resulting in the formation

of a domain wall. Scanning tunneling microscope experiments indeed observed such

static domains [105]. Theoretical calculation performed by J. Unterhinninghofen and

D. Manske, which used the method of density-matrix calculations, con�rmed, that

the high energy response is indeed of phononic origin and resembles a phonon-hole

coupling [17]. However, the delayed lower energy contribution is not introduced in

the applied model.

Figure 5.11 shows the calculated transient Raman data for two di�erent delays in

B1g geometry. In the insert the corresponding experimental data are displayed. The

experimental data have been corrected for di�erent spot sizes and penetration depths

into the material. A good agreement between theoretical and measured data can be

found. However, the theoretical decay is slower than the experimental data suggest.

This leads to the assumption that multiple phonon modes mix in the decay mecha-

nism, which would yield a faster decay. Furthermore, it is clear that di�erences can

also result from the fact, that the model does not take hole-spin interactions into

account and therefore the 5 ps delayed second response is not calculated at all.

In conclusion, it has been shown, that the temporal evolution of the superconduct-

ing order parameter ∆ can be studied by the novel technique time-resolved Raman

spectroscopy. Using a 1.72 eV probe and a 3.44 eV pump laser revealed, that two

di�erent timescales and thus two di�erent mechanisms contribute to the suppression

of the pair breaking peak. A full decay into the equilibrium state was observed af-

ter 17 ps, however, the �rst contribution started after 2 ps with a fast rise time of

τ = 1.3 ps and a lifetime of τ = 7.4 ps. Hole-phonon coupling can explain this be-
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Figure 5.11.: Modeled transient Raman signal at two di�erent delays. The insert
shows the corresponding experimental data.

haviour and a good accordance to a theoretical model could be achieved. The second

response started delayed after 5 ps and exhibited a symmetrical short rise and decay

time of τ = 1.4 ps. This contribution can be understood if spin-hole interactions

and inhomogeneous charge distribution is taken into account.
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We study the dynamics of the superconducting order parameter in the high-Tc cuprate

Bi2Sr2CaCu2O8þ� by employing a novel time-resolved pump-probe Raman experiment. We find two

different coupling mechanisms that contribute equally to the pair-breaking peak. One coupling sets in very

fast at 2 ps and relaxes slowly, while the other one is delayed and sets in roughly at 5 ps and relaxes fast. A

model that couples holes through phonons is able to reproduce one part of the condensate dynamics; thus,

we argue that hole-spin interactions are of importance as well.

DOI: 10.1103/PhysRevLett.102.177004 PACS numbers: 74.25.Gz, 74.40.+k, 74.72.Hs, 78.30.�j

The nature of the interaction between holes leading to
superconductivity is encoded in the properties of the super-
conducting order parameter [1,2]. These properties are
reflected by the energy, the momentum dependence, and
the time scales on which the order parameter reacts to an
external perturbation [1–4]. In a material with competing
interactions, there is a potential for the development of
competing ordering phenomena [2,3]. Undoped high tem-
perature superconductors (high-Tcs) are antiferromagnetic
(AFM) insulators that become superconducting upon dop-
ing. In the superconducting state, the suppressed AFM
order might prevail on short length and time scales and
affects thermodynamic properties [1–3]. Therefore, it is
crucial to understand the transient physics that is directly
connected to a specific phase transition [4]. Such an ap-
proach allows the study of competing order parameters,
their individual relaxation channels and elucidates the
potential interplay between them.

Major progress in the development of pulsed laser,
synchrotron, and free electron laser sources has led to
innovative time-resolved techniques that can directly ad-
dress the transient physics of, e.g., a correlated material [5–
9]. Several pump-probe techniques that have been applied
to understand the superconducting condensate in high-Tcs,
fail to probe the superconducting order parameter �ðkÞ
directly [5]. In this context an intense debate exists on the
question of whether or not one deals with one or more
coupling processes for the pairing mechanism [8]. The two
mechanisms which attracted the greatest attention invoke
the coupling between holes through phonons or spin fluc-
tuations [1–3,10]. However, until today there is no clear
understanding to which degree these mechanisms jointly
contribute to the superconducting state. Different coupling

mechanisms can be expected in different time scales in the
response to an external perturbation.
In this Letter, we present a unique time-resolved

two-color inelastic light (Raman) scattering experiment,
which allows us to probe directly the superconduct-
ing order parameter. We report measurements of the dy-
namics of �ðkÞ. The samples are slightly overdoped
Bi2Sr2CaCu2O8þ� (Bi-2212) high-Tcs with a Tc of 82 K
and are very well characterized [11–14]. In our pump-
probe Raman experiment we employ the UT-3 Raman
spectrometer, which is a fully reflective achromatic spec-
trometer for the frequency range from deep ultraviolet to
near infrared [15]. In order to obtain well-defined time
resolution we use two pulsed laser beams. The pump
beam at 3.44 eV photon energy [full width at half maxi-
mum (FWHM) is 0.8 ps] initiates the experiment and
drives the system out of its equilibrium state. With the
Raman probe beam at 1.72 eV photon energy (FWHM ¼
0:9 ps) we observe the energy and height of the pair-
breaking peak �ðkÞ as a function of delay, i.e., time
difference between the pump and the probe beam. The
large energy difference between the pump and the probe
beam avoids any spurious signal in the Raman probe. We
have employed B1g polarization by using crossed polariza-

tion between incident and scattered light with respect to the
a and b axes in the CuO2 planes resembling the d-wave
symmetry of the superconducting order parameter. The
pump beam heats the sample roughly 40–65 K above its
equilibrium temperature, whereas the probe beam heats the
sample by about 3 K. These values are estimated by
comparing the nonequilibrium Raman spectra to the cor-
responding temperature corrected equilibrium Raman
spectra from a continuous wave (cw) source, and numeri-
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cal estimates [16,17]. In the superconducting state the
temperature rise is large enough to break Cooper pairs.
Thus, changes in the energy and the height of the pair-
breaking peak, i.e., the order parameter, can be probed.

In Fig. 1(a) we show Bose-corrected steady state spectra
for a transferred energy (Raman shift) between 100 and
600 cm�1 in the normal and superconducting state of
Bi-2212. We employ a probe energy of 1.72 eV in order
to minimize resonance effects that are known to occur for
higher incident photon energies [11,18]. In the normal state
one can observe a flat background (black curve) that results
from the scattering of charges within a marginal Fermi
liquid [18–21]. On the other hand, in the superconduct-
ing state a gap opens (blue shaded area) and a pair-
breaking peak forms at roughly twice the maximum value
of �ðkÞ (red shaded area) at �420 cm�1 ffi 52 meV [18].
The height of the peak is proportional to the number of
Cooper pairs that are broken around (��, 0) and (0, ��)
in the Brillouin zone.

If we pump the superconducting state, we raise the
sample temperature. For different equilibrium tempera-
tures and at a fixed delay of 3 ps Raman difference spectra
normalized to the integrated scattering intensity Iint are
shown in Fig. 1(b). In the pumped state, we clearly find a
difference spectrum with positive values at low energies
and negative values at higher energies. This observation
reflects directly a loss of Cooper pairs and correspondingly
a decreased intensity in the pair-breaking peak. Because of
charge conservation, this decrease of intensity is accom-
panied by an increase of quasiparticle spectral weight
within the gap. Finally, the Raman difference spectrum
vanishes at Tc. The integral over the magnitude of the
Raman difference spectrum is shown in the inset of
Fig. 1(b) clearly demonstrating that we observe effects

that are related exclusively to the superconducting state
and are not related to the pseudogap [3,4].
In order to analyze the dynamics of Cooper pairs in the

pumped spectrum, we show as example in Fig. 2(a) three
Raman difference spectra at 10 K as a function of delay
time between pump and probe pulse. Already at 1.65 ps
after the pump beam, the Raman probe detects a pro-
nounced loss of spectral weight at high energies which
corresponds to the high-energy tail of the pair-breaking
peak shown in Fig. 1(a), and only a marginal gain of
spectral weight within the gap. At 6.6 ps the loss of spectral
weight is shifted to energies around the maximum intensity
in the pair-breaking peak and a clear gain of spectral
weight within the gap [blue shaded area in Fig. 1(a)] is
observed. Furthermore, the integrated change at 6.6 ps is
significantly larger as compared to the change at 1.65 ps.
This clearly demonstrates that the superconducting con-
densate reacts on two different time scales to the pump
beam. Interestingly, these time scales are roughly con-
nected to two sides of the pair-breaking peak, i.e., above
and below 420 cm�1. After 16.5 ps the difference spectrum
is overall strongly diminished indicating a complete re-
laxation back into the equilibrium state.
In Fig. 2(b) we show the temporal evolution in more

detail by employing a density plot consisting of 12 Raman
difference spectra (green color corresponds to no intensity
change, i.e., the equilibrium state). The Raman shift is set
on the y axis, whereas the time delay between pump and
probe beams is set on the x axis. From this data set we can
derive the two different time scales in more detail: First, a
fast response at around 2 ps that starts with a suppression of
a pair-breaking peak above 420 cm�1. This time scale
relates directly to the results of novel time-resolved
ARPES experiments by Perfetti et al., showing unambig-
uously that the hot electrons and hot phonons created by a

FIG. 1 (color online). Steady state and time-resolved Raman
spectra of Bi-2212 in B1g geometry. (a) shows the spontaneous

Raman scattering at 10 and at 300 K. A gap opens below
250 cm�1 (blue area) and a pair-breaking peak appears around
420 cm�1 (red area). (b) Temperature evolution of the Raman
difference spectrum at a delay of 3 ps. Positive values indicate an
increase of intensity in the pumped state compared to the
equilibrium state, negative values indicate the opposite. The
inset shows the integrated intensity of the difference spectra
between 300 and 600 cm�1.

FIG. 2 (color online). Temporal evolution of the time-resolved
Raman difference spectra at an equilibrium temperature of 10 K
in B1g geometry. In (a) three difference spectra of three different

delay times are shown. The contour plot shown in (b) presents 12
Raman difference spectra for different delay times. The dashed
line separates two energy regions of the pair-breaking peak that
reveal different characteristic behavior. The intensity changes
are color coded demonstrating the transfer of spectral weight
from high to low energies after 1 ps.
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pump pulse thermalize within 50 fs and 2 ps, respectively
[22]. From this we can conclude that our observed dynam-
ics after 2 ps is driven by a homogeneously heated sample.
After the initial loss of spectral weight in the pair-breaking
peak around 2 ps, an increase of low-energy spectral
weight is observed roughly 1 ps later, reflecting the trans-
formation of holes from the superconducting condensate
into quasiparticles due to charge conservation. Then, a
second, delayed response after 5 ps is observed in the
pair-breaking peak, this time below 420 cm�1. This
spectral-weight suppression in the pair-breaking peak
also yields an additional gain in spectral weight within
the gap roughly after 1 ps. Thus, summarizing our spectra,
we can clearly identify two contributions to the suppres-
sion of the pair-breaking peak that have their typical en-
ergy and time scales. We observe a fast onset of
suppression of the pair-breaking peak above 420 cm�1

and a delayed suppression below 420 cm�1. Both regions
of the pair-breaking peak are indicated by the differently
red shaded areas in Fig. 1(a). As expected from charge
conservation, both responses yield their respective gain of
spectral weight within the gap indicating a clear redistrib-
ution of the superconducting condensate [blue shaded area
in Fig. 1(a)].

Having identified two different time scales of the super-
conducting condensate, what are their corresponding time
(decay) constant? To study this, we have integrated the
spectral weight along the energy axis above and below
420 cm�1 as indicated by the dashed line in Fig. 2(b).
The temporal evolution of these spectral-weight changes
are displayed in Fig. 3(a) and 3(b), respectively. It is
remarkable that the behavior of the fast high-energy re-

sponse is quite consistent with a relaxation process through
in-plane phonons. Our calculation shows that this charac-
teristic time scale of the relaxation process of about 7.4 ps
is consistent with previous estimates from other experi-
ments [5,8]. However, the second, delayed response below
420 cm�1 is unexpected and has also an untypical behav-
ior, since rise and decay times are roughly equal and of
only 1.4 ps [see Fig. 3(b)]. From neutron scattering experi-
ments we know that for energies below 420 cm�1 the
coherence peak in the spin susceptibility yields to a strong
coupling between holes even close to Tc [23]. Thus, it is
reasonable to assume that remnant spin-mediated coupling
between holes yields an enhanced stiffness of the paired
holes against an external perturbation resulting in this
delayed reduction of the Cooper pairs after 5 ps. Such a
scenario could be supported by a picture in which charge
rich domains are surrounded by fluctuating charge poor
domains. Indeed, static domains have been observed by
static probes such as scanning tunneling microscopy
(STM) experiments [24].
Finally, we show in Fig. 3(c) a comparison between a

model and our Raman difference spectra in the pumped
state. For our calculations, we have employed the method
of density-matrix theory [25,26] which has been recently
generalized for time-resolved spectroscopy on high-Tcs.
We have used the Hamiltonian of Ref. [17] that invokes the
coupling to the most important phonon modes of the CuO2

planes, i.e., the breathing and buckling modes. The corre-
sponding electron-phonon matrix elements are treated
within LDA. Coupling of holes to spin fluctuations is not
considered. Then, in the superconducting state, the non-
equilibrium Raman intensity can be calculated from the
imaginary part of the response function

�ðq ¼ 0; !Þ �X

k

�2
kðu2kh�y

k�ki þ v2
kð1� h�y

k�kiÞ

þ ukvkðh�y
k�

y
ki þ h�k�kiÞÞ: (1)

q and ! denote the transferred momentum and energy,
respectively. The summation runs over all (electronic)
wave vector k in the first Brillouin zone. �k / ðk2x � k2yÞ
is the nonresonant B1g Raman vertex. Because of the

employed Bogoliubov transformation the Raman suscep-
tibility �ðq ¼ 0; !Þ includes the mixing amplitudes uk, vk

and the creation and annihilation operators �k, �
y
k, �k and

�y
k of the Bogoliubov quasiparticles (linear combination of

holes and electrons), respectively [27]. The use of the low
photon energies in the probe beam of about 1.7 eV makes
this nonresonant vertex more applicable as compared to
visible and UV-photon energies where strong resonance
effects need to be considered in Bi-2212 [11]. We choose a
one-band tight-binding fit to the measured band structure
[18,28] and a d-wave order parameter �k ¼ �0ðcoskx �
coskyÞ=2, yielding a quasiparticle dispersion Ek ¼ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð�2k ��Þ2 þ�2

k

q
. Then, we calculate the time-dependent

FIG. 3 (color online). Integrated intensity for the two different
energy regions and comparison between theoretical and experi-
mental response. (a) Energy region from 420 to 580 cm�1.
(b) Energy region from 300 to 410 cm�1. The green character-
istic decay time of (a) 	 ¼ 7:4 ps and (b) 	 ¼ 1:4 ps are deter-
mined by an exponential and Gaussian fit, respectively.
(c) Calculated time-resolved Raman difference spectra for two
different delay times. The inset shows the experimental differ-
ence spectra.
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expectation values h�y
k�kiðtÞ, h�y

k�kiðtÞ and h�k�kiðtÞ ¼
h�y

k�
y
ki�ðtÞ with the help of coupled Boltzmann equations

for the nonequilibrium situation in the pumped state. An
additional damping � ¼ 5 meV is used to account for
other scattering processes that we do not take into account.
After numerical solution of the equations of motion, the
results can be inserted into Eq. (1), and a pump-probe
difference Raman spectrum as a function of delay time
can be calculated.

Figure 3(c) shows the calculated difference Raman spec-
tra at a fixed delay time of 3.3 and 15 ps. The inset shows
the corresponding measured data that have been corrected
for the ratio of the pumped to the probed volume [29]. We
find a fair agreement considering that we have used no
adjustable fitting parameters in the normalized plot of the
Raman response. However, the relaxation in the measured
Raman spectra is faster as compared to the model calcu-
lations indicating a superposition of different phonon
modes that contribute to the relaxation process. The
electron-phonon coupling strength for the in-plane oxygen
breathing and out-of-plane buckling modes [30] yields
typical time constants of 4 and 20 ps, respectively,
(not shown). From this we derive a roughly 80% contribu-
tion of the breathing mode in the phonon mediated relaxa-
tion process [17,26]. Furthermore, it is obvious that the
second response below 52 meV with a delayed onset after
5 ps and very fast decay time of less then 1.4 ps cannot be
described within our model. As mentioned above, this
strongly suggests that the hole-spin interaction and the
inhomogeneous distribution of holes within the copper-
oxygen plane needs to be included in any theory that
aims to fully understand the time-resolved Raman response
as shown in Fig. 2(b).

In conclusion, we present a unique two-color Raman
experiment revealing the ultrafast dynamics of the super-
conducting order parameter in Bi-2212 by employing a
novel time-resolved pump-probe Raman experiment. Our
results demonstrate that the pair-breaking peak in the
Raman responses reacts on two different time scales.
These time scales are equivalent to two different coupling
mechanisms. Both couplings show the redistribution of
spectral weight from the pair-breaking peak to a quasi-
particle response within the gap. The first, fast response
sets in at 2 ps and relaxes within 7.4 ps, the second response
sets in at 5 ps and relaxes within 1.4 ps, respectively [see
Fig. 2(b)]. Based on density-matrix calculations, we are
able to model the first response by the coupling of holes to
phonons and find the in-plane breathing mode to be domi-
nant. However, for an understanding of the second, delayed
Raman response one would need to account explicitly for
hole-spin interactions and for the inhomogeneous nature of
the charge distribution. Our new technique provides direct
information on the condensate dynamics as well as on the
coupling mechanisms responsible for the formation of the
superconducting state.
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5.3. VUV-Raman specostropy

In this section an overview of the measurements at the free electron laser Hamburg

(FLASH) is given. First calibration data on sand blasted silicon is presented and the

general measurement conditions are discussed. Furthermore, the procedure of energy

calibration of the VUV-Raman instrument is shown. In the second part the VUV-

Raman data taken on doped and undoped spin-ladder compounds are presented and

a full theory of the Raman matrix element is presented.

5.3.1. Silicon calibration results

Figure 5.12 shows data taken on sand blasted silicon at the energy ranges of the

copper 3s (122.1eV ) edge. It is expected that no resonance e�ects occurred for this

excitation energies (see 2.1) and therefore silicone will only give an elastic response.

This is true for the Cu − 3s edge and the elastic response is huge enough, that a

numerical �t could be performed to determine the exact position on the CCD. With

knowledge of the initial FLASH energies the energy axis can be calculated.
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Figure 5.12.: Silicone spectra over camera pixel at di�erent excitation energies at
the copper 3s edge. 121 eV (blue), 121.5 eV (green), 122 eV (red),
122.5 eV (light blue), 123 eV (violet). In the inserts a linear �t of
the peak positions of the elastic response is shown.

For the copper 3p-edge an identical procedure has been performed.
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5.3.2. Spin-ladder compound

Spin-ladder compounds have been in the focus of scienti�c interest in the last decades.

The key-structural components are the copper-oxygen bonds in the Cu2O3 ladders

and the CuO4 chains. The physics are given by the competition between kinetic

energy, electron-electron interactions and superexchange energies. In a Hubbard-

Model picture the kinetic energy can be determined by the hopping matrix element

t, the electron-electron interactions by the Coulomb on-site repulsion U and the

superexchange energy J. Here, a VUV-Raman resonance study at the intrinsically

hole doped SLC SCO and the undoped LCCO is presented. The measurements were

done at the VUV-Raman instrument at the Free Electron Laser Hamburg (FLASH)

at the PG1 beamline. The measurements were performed at the Cu M1 edge, which

allows to investigate Cu − 3s → 4p band transitions and at the Cu M3 edge to in-

vestigate Cu − 3p → 3d transitions. The energy resolution was 24 meV. The used

samples have been characterised beforehand by UV-Raman-spectroscopy �nding a

strong two-phonon excitation at 138 meV and a three-phonon excitation at 207 meV,

which are the second and third order of a one-phonon excitation at 69 meV [65].

Furthermore, the samples have been investigated by soft x-ray scattering and x-ray

absorption [58, 106]. The samples are single crystals grown by S. Uchida at the

University of Tokyo [107].

To fully understand the observed features, �gure 5.13 depicts the density of states of

doped and undoped SLC. The copper 3d-band splits into an occupied lower Hubbard

Band (LHB) and into an unoccupied upper Hubbard band (UHB). The bare elec-

tronic correlation is de�ned by the Coulumb on-site repulsion energy of the Cu-3d

states, which is in the case of cuprates in the order of Udd ∼ 10 − 12 eV [108, 109].

Due to the fact, that in SLCs the O-2p band is closest to the Fermi energy and

strong hybridizations occur between the Cu-3d and the O-2p orbitals, Udd is modi-

�ed, which leads to a normalisation to an e�ective LHB and UHB respectively [110].

This leads to an e�ective correlation energy Upd. In the case of doping the doped

holes have a O-2p character, which should also in�uence Upd [58]. Because the ef-

fective LHB and UHB reside very close to the Fermi level, tuning incident photon

energies to the M3 edge gains access to these e�ective electronic correlation energies

by studying resonance e�ects. A possible matrix element accessing spin excitations

is discussed later in this chapter. At the Cu-M1 edge, the Cu-4p states can be

accessed, which hybridize with O-3p orbitals. This gains access to oxygen related

phonoic excitations.

Figure 5.14 shows the acquired spectra for SCO polarised along the a-axis at the

Cu M3 edge (a), and Cu M1 edge (b). The black dashed line represents the source
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Figure 5.13.: Proposed electronic density of states for spin-ladder compounds.
Note that in the doped case the doped holes are slightly above the
Fermi level.

intensity, the dashed red line represents the elastic response of sand blasted silicone.

A clear change in the inelastic response can be observed in the inelastic response

for the Cu-M3 edge. At the lowest excitation energy the inelastic part is sharp and

broadens by increasing to higher excitation energies. At the Cu-M1 edge an inelas-

tic contribution can be observed at 120 meV which has its resonance at 122.5 eV.

This excitation is a strong two-phonon scattering which is in good agreement with

UV-Raman results. Also at higher incident photon energies a second mode below

100 meV has been observed which relates to single phonon excitation also in good

agreement with UV-Raman results. In contrast to that the excitations at the Cu-M3

edge result from spin excitations i.e. at 80 eV excitation energy two-magnon exci-

tations can be observed. Figure 5.14 (c) shows these di�erent contributions at the

Cu-M1 and Cu-M3 edge.

Further investigation of the spin-�ip excitations at the M3 edge are displayed in

�gure 5.15. Here the VUV-Raman spectra are normalised to the source intensity

and displayed over energy loss. In LCCO at the lowest excitation energy of 78 eV

(blue curves) which is closest to the XAS edge, a strong excitation at 90 meV can be

observed which can be identi�ed as a one-magnon excitation at the spin-gap energy
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Figure 5.14.: (a) VUV-Raman spectra of SCO along the a-axis at the Cu-3p edge.
The initial photon energies were 78 eV (blue), 78.5 eV(green), 78.7 eV
(red), 78.9 eV (cyan), 79.1 eV (magenta), 79.3 eV (yellow), 79.5 eV
(black), 79.7 eV (gray) and 80 eV (orange). The dashed black line
represents the FLASH intensity. (b) VUV-Raman spectra of SCO
along the a axis at the Cu-3s edge. The initial photon energies were
121 eV (blue), 121.5 eV (green), 122 eV (red), 122.5 eV (cyan), 123 eV
(magenta) and 123 eV (yellow). The dashed red line is the elastic sil-
icone response at 122 eV, the dashed black line represents the Flash
intensity. (c) Comparison of the Flash intensity normalised 122 eV
spectra (red) to the 79.3 eV spectra (yellow). the dashed line repre-
sents the elastic response. The response at the Cu-M1 edge is two
phonon scattering, which can also be observed in UV-Raman. In
contrast to that the inelastic respone at the Cu-M3 edge relates to
spin �ip excitations.
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Figure 5.15.: Normalised VUV-Raman spectra of LCCO with a polarisation along
the a-axis (b) and c-axis (b) and SCO along the a-axis (c) and c-axis
(d). The incident photon energies are 78 eV (blue), 78.5 eV (green),
78.7 eV (red), 78.9 eV (cyan), 79.1 eV (magenta), 79.3 eV (yellow),
79.5 eV (black), 79.7 eV (gray) and 80 eV (orange).

with momentum transfer q ≈ 0 (see �gure 5.15 (a) and (b)) [111, 112]. This excita-

tion exhibits a strong anisotropy, it is 25 times stronger for polarisation along the

a-axis in LCCO which means that magnetic bonds are broken along the ĉ direction

along the legs of the ladder. This allows the propagation of long distances which

resembles small q. For polarisation along the c-axis this is not possible. At higher

excitation energies also a two-magnon peak can be observed, which resonates at

79.3 eV (yellow curve). The maximal magnon energies of Emaxmag ≈ 360 meV can be

observed at 80 eV excitation energy for polarisation along the a-axis (see �gure 5.15

(a)). For polarisation along the c-axis Emaxmag = 280± 10 meV can be observed which

reveals an anisotropy of ∆Emag = 80 ± 10 eV . In contrast to this for SCO reveals

no anisotropy at all with Emaxmag ≈ 375 meV , and ∆Emag = 5± 10 eV . Furthermore,

the one-magnon magnetic excitation is strongly suppressed by a factor of 20. Also

lower energy contributions to the two-magnon peak arise in SCO at 80 eV excitation

energy.

To understand this striking behaviour a model has been developed. Based on the

Fleury-Loudon Hamiltonian a two-magnon excitation which involves electron trans-
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Figure 5.16.: Pictorial model of the two-magnon spin �ip excitation process. Top
left is the initial state, at the bottom are the intermediate states and
top right is the �nal state.

fer of Cu-2p states is depicted in �gure 5.16 [16]. In the top left the initial state is

depicted. The copper 3p orbital is split due to spin orbit coupling, and the copper

3d orbitals is spitted into an e�ective LHB and UHB. The �rst step is a transition

from Cu-3p to the unoccupied UHB which requires the energy of ∆Cu3p−Cu3d + Upd

which leads to a hole in the Cu-3p and a double occupied state in Cu-3d. This

intermediate states are depicted in the bottom half of �gure 5.13. In a �nal step

(depicted in the top right) a Raman shifted photon is emitted. Each broken spin

bond contributes to the Raman shift with an energy of J/2. In this model the energy

loss is determined by the number of broken spin bonds. This leads to a Raman shift

of 2 J‖ for hopping along the rungs of the ladder or J⊥ + J‖ for hopping along the

legs of the ladder. In principle the important cases of two-magnon scattering in SLCs

are scattering along the rungs and legs of the ladder, two-magnon scattering from

the zone center i.e. q = 0 and inter-ladder spin-�ip excitations between neighbored

ladders, which occur at the energy of 2 J‖ + J⊥. The shift of ∆Emag in LCCO can

be explained by anisotropies of J‖ and J⊥, with J‖(⊥) = 2t‖(⊥)/Upd. However, the

isotropic ∆Emaxmag in SCO indicates an anisotropic Upd. Furthermore, the arise of low

energy contribution in the SCO spectra results in a screening of Upd when holes are
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Figure 5.17.: Line shape analysis of the two-magnon excitation spectra of LCCO
polarised along the a-axis at 80 eV.

doped into the O-2p orbital. This screening e�ect is a new observation. A line shape

analysis of the two-magnon excitation spectra exemplary shown in �gure 5.17 was

performed yielding the parameters listed in table 5.1. The obtained values for LCCO

are in good agreement with local-density approximation calculations [113]. Neutron

scattering data for SCO found a slightly lager anisotropy of J‖ and J⊥ [114]. The

enhancement of J⊥,SCO coincides with a reduction of Upd⊥,SCO. So the screening

contribution of Upd in SCO develops predominantly along the rungs of the ladder,

La6Ca8Cu24O41 Sr41Cu24O41

J‖ 140± 10 meV 128± 10 meV
J⊥ 80± 10 meV 107± 10 meV
t‖ 529± 40 meV 486± 40 meV
t⊥ 400± 40 meV 400± 40 meV
U‖,pd 4.0± 0.03 eV 3.7± 0.03 eV
U⊥,pd 4.0± 0.03 eV 3± 0.03 eV

Table 5.1.: Superexchange along the legs (J‖ ) and the rungs (J⊥), kinetic ener-
gies along the legs (t‖) and the rungs (t⊥), and correlation energies
along the legs (U‖,pd) and the rungs (U⊥,pd) of the undoped spin-ladder
La6Ca8Cu24O41 and the hole-doped spin-ladder Sr14Cu24O41.
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which can be argued as an indication of a paired hole state.

In conclusion the VUV-Raman technique was successfully applied to investigate the

magnetic properties of SLCs revealing Coulomb on-site repulsion energies Upd, su-

perexchange energies J and hopping matrix elements t. A screening of Upd was

observed and upon doping a paired hole state can be found along the rungs of the

ladder.
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We study the electronic screening mechanisms of the effective Coulomb on-site repulsion in hole-doped
Sr14Cu24O41 compared to undoped La6Ca8Cu24O41 using polarization dependent high-resolution resonant
inelastic x-ray scattering at Cu M edges. By measuring the energy of the effective Coulomb on-site
repulsion and the spin excitations, we estimate superexchange and hopping matrix element energies along
rungs and legs, respectively. Interestingly, hole doping locally screens the Coulomb on-site repulsion
reducing it by as much as 25%. We suggest that the increased ratio of the electronic kinetic to the electronic
correlation energy contributes to the local superexchange mediated pairing between holes.

DOI: 10.1103/PhysRevLett.113.067001 PACS numbers: 74.78.-w, 71.27.+a, 71.45.Gm, 74.25.Jb

As pointed out by Hubbard, electronic screening in
condensed matter systems is an example for a correlation
effect [1]. Recent examples of the importance of electronic
screening processes are the phase transitions in correlated
materials such as in C60 [2] and in the BaFe2As2 family [3].
Quasi-one-dimensional spin-ladder compounds (SLCs)

such as ðLa; SrÞ14−xCaxCu24O41 are an ideal example to
study electronic screening effects of correlations energies;
i.e., correlation energies are lower when electronic screen-
ing of Coulomb interactions is present. The SLCs have as
a key-structural element copper-oxygen bonds that form
Cu2O3 ladders and CuO2 chains [4]. They contain the basic
physics given by the competition between the kinetic
energy determined by the hopping matrix elements t, the
electron-electron interaction (or electronic correlation)
energies driven by on-site Coulomb repulsions, and super-
exchange energies J. Indeed, SLCs show striking proper-
ties: superconductivity under high pressure [5], a gapped
spin-liquid state [6], charge-density waves [7–11], as well
as a paired-hole state [12,13]. This rich physics is a result
of competing energy scales that foster a large number of
nearly degenerate ground states [13–17].
In this Letter, we study in unprecedented detail the

screening of electronic correlation energies, superex-
change, and kinetic energies in undoped La6Ca8Cu24O41

(LCCO) and hole-doped Sr14Cu24O41 (SCO). We have
developed and used a vacuum-ultraviolet (VUV) off-axis

parabolic double-monochromator Raman spectrometer for
high-resolution resonance inelastic x-ray scattering (RIXS)
at the Free Electron Laser Hamburg (FLASH) of DESY.
This allows us to measure and distinguish magnetic and
phonon excitations with orbital selectivity at the Cu M3

edges (Cu-3p → 3d) and the Cu M1 edge (Cu-3s → 4p),
and thus to reveal the electronic correlation and super-
exchange energies, which are then used to determine the
hopping matrix elements in LCCO and SCO. The energy
resolution was set to ∼24 meV. We have used sandblasted
Si as the reference to further define elastic, Stokes, and
anti-Stokes lines for calibration purposes. All RIXS spectra
were corrected to the FLASH intensity. The samples were
characterized using resonant soft x-ray scattering, x-ray
absorption [9,11,12], and UV-Raman spectroscopy [13].
More details on the RIXS measurements are shown in the
Supplemental Material [18].
Figures 1(a) and 1(b) display x-ray absorption spectros-

copy (XAS) and FLASH intensities at the Cu M3 edge and
Cu M1 edge from SCO, respectively. Figure 1(c) shows a
schematic diagram of the electronic band structure of
LCCO and SCO. The bare electronic correlation can be
described by the bare Coulomb on-site repulsion
(Udd ∼ 10–12 eV for cuprates [2,23,24]) defined by the
Cu-3d orbitals. This splits Cu-3d states exhibiting the bare
lower Hubbard band (LHB) and the bare upper Hubbard
band (UHB). However, a downfolding of the Hamiltonian,
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i.e., representing electrons from high energy bands by
effective electrons from low energy bands, would screen
Udd yielding to a reduced effective Coulomb on-site
repulsion [25]. In this scenario, the effective low energy
band needs to be clearly separated and decoupled from high
energy degrees of freedom and, very importantly, there is
only one dominant effective correlation energy, and without
involving O-p orbitals. On the other hand, in SLCs the
O-2p bands are closest to the Fermi level [9,12] and thus
may strongly affect the effective low energy bands. Strong
hybridizations between Cu-3d and O-2p orbitals [15,23]
influence Udd and further modify the bare LHB and bare
UHB, normalizing them to an effective LHB and effective
UHB, respectively. We call this Upd, an effective electronic

correlation energy due to strong Cu-3d and O-2p hybridi-
zation. This view is further supported by the fact that in
doped SCO the holes have more O-2p character [9,12].
Theoretically, but yet to be proven experimentally, doping
should, therefore, result in a significant change in Upd and
this can, in principle, yield an anisotropic Upd [25]. Our
M-edge RIXS measurement aims to reveal Upd and its
anisotropy, if any, for undoped LCCO and doped SCO.
By tuning the incoming photon energy to the M3 edge,

effective electronic correlation energies can be studied
through the so-called resonance effect. Hereby, we are
accessing spin excitation via matrix elements outlined in
Figs. 1(d)–1(g) as discussed later. Upon doping, the O-2p
orbitals host the holes [9,11]. Furthermore, because the
Cu-3d orbitals hybridize with the O-2p orbitals close to the
Fermi level [see Fig. 1(c)], they determine the properties
of the low-energy electronic states [12,26]. In contrast,
the Cu-4p orbitals reside well above the Fermi level and
hybridize with the O-3p orbitals, thus allowing the cou-
pling of photons to oxygen related phonons at theM1 edge
[see also Fig. 1(c)].
Figure 2(a) highlights the different nature of the exci-

tations for the Cu M1 and M3 edge. Indeed, we observe
strong phonon excitations for incident photon energies of
∼122 eV and spin excitations for incident photon energies
of ∼80 eV. At ∼122 eV strong two-phonon scattering can
be seen at 120 meV in agreement with visible Raman
scattering [13,27]. Figure 2(b) shows the high-resolution

FIG. 1 (color online). X-ray absorption at (a) Cu-3p → Cu-3d
and (b) Cu-3s → Cu-4p M-edge transitions and incident photon
energies selected for resonance Raman scattering (open bullets)
together with the “white-light” intensity distribution of FLASH
(red lines). (c) Proposed electronic band structure of the spin-
ladder compounds (SLCs) denoting the relevant energy scales
for transitions from the Cu-3p and Cu-3s states as well as the
correlation energies splitting the states close to the Fermi level.
Occupied states are shaded in gray. Dashed lines denote the
undoped case, with no accessible electronic states at the Fermi
level (EF). (d) The spin ladder with its different superexchange
parallel to the leg (along ĉ) and parallel to the rung (along â) of
the ladder. (e) The excited final spin state representing the
excitation of two magnons. (f) and (g) Intermediate states after
absorption of the incident photon outlining the relevant electronic
processes between neighboring Cu sites.

FIG. 2 (color online). (a) Raman spectra (Stokes side is denoted
by negative energies) taken at 79.3 and 122.0 eV from the hole-
doped Sr14Cu24O41 (SCO) with the polarization along the rung
(E∥â) and the elastic line from sandblasted Si for reference.
(b) Contour plot of the incident photon energy versus excitation
energy (Raman shift) of SCO for E∥â showing the resonance
behavior of the low-energy phonon excitations. The scale of
contour plots is shown.
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resonance profile at the Cu-M1 edge with a resonance
energy of 122.5 eV. For increasing incident photon ener-
gies, we observe the development of one-phonon scattering
from oxygen modes below 100 meV Raman shift also in
agreement with visible Raman scattering [13,27]. As
reference, for Si, we only observe elastic contributions.
At ∼80 eV higher-energy inelastic scattering can be seen
from double spin-flip-two-magnon excitation.
Our main observation relates to the dependence of the

spin-flip excitation spectrum on the incident photon energy,
polarization, and with doping as shown in Fig. 3. The
resonance dependence of the excitation spectrum of LCCO
can be seen in Figs. 3(a) and 3(b) as a contour plot for
polarizations along the rung (E∥â) and the leg (E∥ĉ),
respectively. In Figs. 3(c) and 3(d) spectra at selected
energies of 78, 79, and 80 eV are displayed for E∥â and

E∥ĉ, respectively. For the lowest energy close to the XAS
edge at 78 eV, a strong excitation is evident at around
90 meV Raman shift that corresponds to a one-magnon
excitation [28–30] at the spin-gap energy with momentum
transfer ðqÞ ≈ 0. The one-magnon excitation couples to
photons by a finite spin-orbit coupling (≈280 meV) of
the Cu-3d orbitals [31,32]. Interestingly, the one-magnon
excitation exhibits a strong anisotropy. For E∥â magnetic
bonds are broken along the ĉ direction, along the leg of the
ladder, allowing the propagation of long distance, i.e., small
q, magnetic excitations [see Figs. 1(d) and 1(e)]. For E∥â,
one-magnon excitations are suppressed due to the geometry
of ladders. The one-magnon excitation for LCCO is about
6 times stronger as compared to the two-magnon peak.
The inset of Fig. 3(a) displays the sharp resonance of the
two-magnon peak ∼4 eV above the XAS edge. A strong
two-magnon excitation spectrum develops in an energy
range up to Emax

mag ≈ 400 meV with a resonance energy of
about 79.3 eV as seen in Fig. 3(a) (see inset) and Fig. 3(c).
Based on the Fleury-Loudon Hamiltonian [33] a two-

magnon process that considers explicitly a transition of an
electron from Cu-3p states is shown in Figs. 1(d) and 1(e).
In Fig. 1(d) we display the initial state. The Cu-3p orbitals
are split by the spin-orbit coupling, while the Cu-3d orbitals
are split byUpd. The initial step relies on the dipole allowed
transition due to the (P ·A)-matrix element from the Cu-3p
orbital to the unoccupied effective UHB. This results in a
doubly occupied site and a hole in the Cu-3p state forming
a Cu-3d10 and a Cu-3p5 in the intermediate state costing an
energy of ΔCu3p-Cu3d þ Upd being supplied by the incident
photon as shown in Figs. 1(f) and 1(g). In the final step we
have a transition from effective UHB back into the Cu-3p5

emitting via the P ·A-matrix element a Raman shifted
photon. The energy loss or Raman shift is then given by
the effective number of broken spin bonds [cf. Fig. 1(f)].
Within an Ising model each broken bond corresponds to
J=2. In two-dimensional antiferromagnetic cuprates this
would correspond to 3J, i.e., the typical energy of a two-
magnon excitation. In the SLCs the anisotropy of the
kinetic energy needs to be considered. This leads for a
hopping along the leg to an energy of (J∥ þ J⊥) or for
hopping along the rungs to 2 × J∥.
The effective scattering Hamiltonian can be projected

onto spin states [33] and written as

Hintðq;ωÞ ¼
ðt⊥=∥Þ2

ΔCu3p−Cu3d þUpd − ℏωinc

×
X

k;q

Pðk; qÞS⃗kþq=2 · S⃗k−q=2

≅
ℏωinc≈

ðΔCu3p−Cu3dÞ
J
X

k;q

Pðk; qÞS⃗kþq=2 · S⃗k−q=2. ð1Þ

As displayed in Fig. 1(c), ΔCu3p−Cu3d is ∼75 eV.
Accordingly, Upd affects the resonance energy of the spin
excitation relative to the XAS edge. In the momentum

FIG. 3 (color online). Contour plot and resonance profile of
resonant inelastic x-ray scattering (RIXS) from undoped
La6Ca8Cu24O41 (LCCO) (a),(c) for E∥â (along the rungs) and
(b),(d) for E∥ĉ (along the leg). The inset of (a) enlarges the region
of the two-magnon resonance energy. The maximum two-
magnon energy is denoted as Emax

mag of about 400 meV. The
spectrum at 80 eV for (E∥ĉ) (a gray dotted line) shows the
anisotropy of the peak energy denoted as ΔEmax

mag of about
80� 10 meV. Contour plot and resonance profile of resonant
inelastic x-ray scattering (RIXS) from doped Sr14Cu24O41 (SCO)
(e),(g) for E∥â polarization and (f),(h) for E∥ĉ polarization. In
this case the Emax

mag and ΔEmax
mag are about 375 and 5� 10 meV,

respectively. For comparison, we replot the E∥â spectrum of
LCCO and SCO in (d) and (h), respectively.
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transfer q → 0 limit, we find for incident photon energies
close to the energy difference between Cu-3p and Cu-3d
states (ΔCu3p−Cu3d þ Upd ≅ 80 eV), the Fleury-Loudon
Hamiltonian [33] representing also two-magnon Raman
scattering for visible photon energies. Furthermore, Donkov
and Chubukov [34] as well as Verney, Gingras, and
Devereaux [35] have calculated the spin susceptibility from
the Fleury-Loudon Hamiltonian for q ≠ 0 limit concluding
that symmetry selection rules are still valid for q → 0. The
dispersion of the two-magnon excitation does not represent
the single-particle dispersion, but rather the q dependence of
the magnon-magnon interactions through the vertex correc-
tion that results in an effective q-dependent vertex.
For LCCO, we find surprisingly large anisotropies in

intensity and in the energy of the spin-flip excitations
denoted by ΔEmag ≈ 80� 10 meV due to the anisotropic
superexchange J∥ð⊥Þ ≡ 2t∥ð⊥Þ=Upd between legs (rungs)
(see discussion below). Based on M-edge RIXS, Upd is
isotropic [see Figs. 2(a) and 2(b)].
Upon the doping of holes into the O-2p state in SCO

[7,24], which is the isostructural doped counterpart of
LCCO [4], we find the following striking behavior as
shown in Figs. 2(e)–2(h): First, the zone center (q ¼ 0)
magnetic excitation is strongly suppressed by a factor
of 20 in intensity. Second, the maximum energy of the
two-magnon excitation is nearly doping independent
Emax
mag ≈ 375 meV. The anisotropy of the superexchange

energy is suppressed, yielding nearly isotropic energies
along the legs and along the rungs with ΔE ≈ 5�
10 meV [see Figs. 2(g) and 2(h)]. More importantly, the
resonance seen in the two-magnon channel broadens
[compare Figs. 2(a) and 2(e)] and develops a low-energy
contribution. Since the resonance energy is given as
(ΔCu3p-Cu3d þ Upd) this low-energy contribution signals
the enhanced screeningofUpd, i.e., a reduction of the energy
of Upd, when holes are doped into the O-2p orbital.
This reduction of Upd is a new observation. Screening of

correlation energies is most relevant for the understanding
of correlated materials [3,16,36]. This also implies that
the holes doped into the spin ladder enhance locally
Jð∼t2=UpdÞ [2,25]. We would like to point out that
calculations of the spin susceptibility from Eq. (1) lead
to excitation energies that are within 10% equal to the
estimates from a simple Ising model in two-dimensional
cuprates [37]. From both parameters the anisotropic t can
then be calculated [38,39].
For the following discussion, we derive the relevant

parameters, yielding t⊥ (t∥) from the measured values of
Upd;⊥ (Upd;∥) and the corresponding J⊥ (J∥) from the two-
magnon excitation spectrum. In the ladders of SLCs each
spin is surrounded by three nearest neighbors yielding three
broken bonds with an energy of J=2 in the S ¼ 1=2 case
[cf. Fig. 1(e)]. Considering the anisotropy of the hopping
integrals t∥ and t⊥, the superexchange anisotropy yields as
spin flip energy, Espin flip ¼ 2ðJ∥=2Þ þ J⊥=2 or as

maximum two-magnon energy Emax
mag ¼ 2J∥ þ J⊥. This

coincides for the isotropic two-dimensional case with 3J.
The results are summarized in Table I. For LCCO, the
superexchange energy is anisotropic with J∥ ¼ 140� 10
and J⊥ ¼ 80� 10 meV leading to a maximum two-mag-
non energy of about 360� 10 meV = Emax

mag (see Fig. 3 and
also the Supplemental Material [18]). Whereas the effective
correlation energy is isotropic withU∥;pd ¼ U⊥;pd ∼ 4.00�
0.03 eV resulting in t∥ ¼ 529� 40 and t⊥ ¼ 400�
40 meV, in good agreement with local-density approxi-
mation calculations [40]. In SCO, the magnetic peaks
become more isotropic leading to J∥ ¼ 128� 10 and
J⊥ ¼ 107� 10 meV. Noting that inelastic neutron scatter-
ing [41] and 17O NMR [6] measurements suggested that J⊥
and J∥ are about 72–80 and 130–160 meV, respectively,
yielding a higher superexchange anisotropy as compared
to the values measured by M-edge RIXS. While the J∥ is
close to the value given by inelastic neutron scattering,
the J⊥ is slightly larger, reducing the overall anisotropy.
Another surprising result is the anisotropy of Upd in SCO
(cf. Table I). This anisotropy is essentially embedded in
the downfolding procedure that would lead to an effective
U [25], but is shown here experimentally to be relevant.
Since Upd and J vary as a function of doping, t∥ and t⊥
change to 486� 40 and 400� 40 meV, respectively, also
in good agreement with model calculations [40]. Thus, the
enhancement of J⊥;SCO is equivalent with the reduction of
Upd;SCO along the â direction of about 1 eV. This is indeed
confirmed by the changes in Upd [compare Figs. 3(a)
and 3(e)]. In undoped LCCO Upd is isotropic, whereas in
doped SCO the redistribution of holes in the rungs and legs
lead to the anisotropic Upd [12,13]. A screening contribu-
tion ofUpd develops predominantly along the rungs, where
the holes reside in the O-p orbitals and along which they
pair accordingly. This effect is negligible along the legs
[compare Figs. 3(e) with 3(f)]. Thus, we argue that the
anisotropic screening of Upd along the rung triggers the
formation of the paired hole state. The observed asymmetry
ofUpd upon hole doping will have strong consequences for
other more isotropic cuprate systems as well.

TABLE I. Superexchange along the legs (J∥) and the rungs
(J⊥), hopping matrix element energies along the legs (t∥) and the
rungs (t⊥), and correlation energies along the legs (U∥;pd) and the
rungs (U⊥;pd) of the undoped spin-ladder La6Ca8Cu24O41 and
the hole-doped spin-ladder Sr14Cu24O41 extracted from resonant
inelastic x-ray scattering at Cu M edges.

La6Ca8Cu24O41 Sr41Cu24O41

J∥ 140� 10 meV 128� 10 meV
J⊥ 80� 10 meV 107� 10 meV
t∥ 529� 40 meV 486� 40 meV
t⊥ 400� 40 meV 400� 40 meV
U∥;pd 4.00� 0.03 eV 3.70� 0.03 eV
U⊥;pd 4.00� 0.03 eV 3.00� 0.03 eV
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In conclusion, from the polarization dependent RIXS
measurements, we obtain for doped and undoped SLCs
the effective Coulomb on-site repulsion energy Upd, super-
exchange energies J, and estimate anisotropic hopping
matrix elements t along the leg and the rung of the ladder.
We find that the local pairing of holes is promoted by a
local screening of the correlation energy Upd. Upon doping
holes into the O-2p states, local screening of Upd leads to a
local enhancement of the superexchange and triggers the
formation of the paired hole state along the rung. Our result
shows the potency of high-resolution RIXS at the Cu M
edges to determine competing energy scales in correlated
electron systems.
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6. Conclusion and Outlook

In this thesis the scienti�c value of Raman spectroscopy for the investigations of the

properties of samples in the focus of our scienti�c interest has been proven. Several

di�erent material systems, ranging from bio inorganic model complexes over man-

ganites to high temperature superconductors have been investigated and discussed.

Furthermore, three di�erent kinds of Raman spectroscopy have been used in the

investigations.

Two classical Raman experiments on bio inorganic samples have been presented.

First of all the the bis-µ-oxo vibrational modes in model complexes were investigated

and it could be veri�ed by isotope shift, that a peroxo core formed and therefore the

structure of the model complexes mimic the structure and function of the natural

tyrosinase. Furthermore, the complex is stable at -78 °C for a duration that gives

access to optical analysis which allows to investigate the complex in its liquid form

for the �rst time. This is a crucial achievement to recreate the natural process.

Furthermore, a resonance Raman study has been performed on two types of guadinin-

quinoline copper complexes to investigate their entatic behaviour. These complexes

inherit a metal to ligand charge transfer or a ligand to metal charge transfer depend-

ing on the used ligands. The charge transfer functions through di�erent oxidation

states of the copper center. By performing resonance Raman spectroscopy in an

energy range from 1.72 eV to 4.78 eV resonances were found at 3.4 eV and 4.45 eV

for most of the peaks in both CuI and CuII oxidated cores. By comparing these

results to theoretical calculations two modes at 788 cm−1 and 815 cm−1 can be re-

lated to vibrations connected to the structure of both oxidation states within the

charge transfer process. Therefore, it is possible to directly probe the charge transfer

process through observing these modes with Raman spectroscopy.

While traditional Raman studies are a very useful tool in the understanding of struc-

tural changes during phase transitions little to no information can be gained about

the dynamics of this phase transitions. This changed by the introduction of time-

resolved Raman spectroscopy, which made it possible to investigate the exact dy-

namics of phase changes at picosecond timescales.

Time resolved Raman studies have been performed to investigate the dynamics in

high temperature superconductors and manganites. In the case of manganites the
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melting and recombination of the charged ordered phase in La1−xCaxMnO3 was

investigated for the dopings x =0.5, 0.55 and 0.76. By observation of the time-

depend intensities of the Jahn-Teller mode the temporal evolution of the melting

and recombination process of the charge ordered phase could be determined to be at

a timescale of around 500 ps in the case of the commensurate dopings. A rise time of

the melting of the charge ordered state of 56 ps was found and after 300 ps a sharp

decay of 25 ps could be observed. Also a strong interplay between the electronic

background and the width of the mode could be observed. Out of phase oscillation

of the width of the mode i.e. the energy stored in the lattice and the electron

background with a periodicity of 113 ps for the width and 93 ps for the electronic

background. This is due to the creation of free charges i.e. polarons by the initial

excitation. A delayed response from the lattice leads to a hopping of the free charges

to the energetically favorable state. At incommensurate dopings this behaviour is

strongly suppressed or not found at all.

The time-resolved Raman study at the high temperature superconductor Bi-2212

investigated the melting and recombination of the superconducting state by observ-

ing the temporal evoultion of the superconducting gap. A redistribution of spec-

tral weight was found which indicated a breaking of Cooper pairs. Two di�erent

timescales of the reformation of the superconducting gap have been discovered. The

�rst one has a rise of about 2 ps and decays within 7.4 ps. This process can be under-

stood by the coupling of holes to phonons and theoretical calculations show a good

agreement to the observed data. Furthermore, a second feature in the recombination

of the superconducting state was observed, which sets in at 5 ps and is only lasting

for 1.4 ps. This second contribution is related to spin hole interactions.

Also presented in this thesis is a VUV-Raman study at the strongly correlated quasi

two dimensional spin-ladder compound La6Ca8Cu24O41(LCCO) and the hole doped

Sr14−xCaxCu24O41 (SCO). These are the �rst experimental results of the newly es-

tablished VUV-Raman spectrometer at the Free Electron Laser Hamburg by per-

forming polarisation and resonance studies at the copper M-edges. By investigating

the e�ective Coulomb on-side repulsion and spin-excitations the superexchange pa-

rameter J and the kinetic energies t could be estimated. Also a screening of the

on-site repulsion energy in the intrinsically hole doped case could be observed which

leads to an increased superexchange and the formation of paired-hole states.

Furthermore, the newly implemented VUV-Raman setup at FLASH has been dis-

cussed in this thesis, an overview of the technical details has been given. A detailed

alignment procedure of the spectrometer parts has been developed and presented.

All results in this thesis show the value of Raman spectroscopy in structural in-

vestigation as well as the investigation of dynamic processes. In the case of bio
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inorganic copper complexes the next step should be to investigate charge transfer

processes time-dependent with time-resolved Raman spectroscopy in order to learn

more about the dynamics of these processes that are very important in nature. In

addition other time resolved measurements like XANES could give additional in-

sight. On the technical sight our time resolved Raman setup is now able to measure

longer delays by using a chopper and also to independently tune pump and probe

energies by using two independent pulsed lasers. Furthermore, it is also a goal to

measure these liquid bio inorganic complexes at the VUV-Raman spectrometer at

FLASH with the installation of a JET. Also time resolved measurements at the

VUV-Raman instrument at FLASH could give an increased insight in the dynamics

of all evaluated systems in this thesis. In general the possibilities of time resolved

and VUV-Raman combined with the classical structural analysis capability makes

Raman spectroscopy an ideal tool to investigate structural, magnetic and electronic

dynamics in solids and �uids.
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A. Derivation of a �classical�

propagator

In this section a brief overview of the methods and tools that are used to derive

propagators (Green's functions) is given.

A.1. Fourier transformation

Every periodic function f(t) can be written as a superposition of sin and cos func-

tions. In complex notation this yields

f(t) =
∞∑

n=−∞
cn exp

(
in

2π

T
t

)
(A.1)

withe T as the period of the function f(t) and the coe�cient cn:

cn =
1

T

T/2∫
−T/2

f(t) exp

(
−i2π

T
nt

)
dt (A.2)

For T 7→ ∞ and with 2π
T = ∆ω and 2πn

T = ω one �nds:

f(t) =

∞∑
n=−∞

cn exp

(
in

2π

T
t

)
(A.3)

=
T

2π

∞∑
n=−∞

2π

T
cn

(
2πn

T

)
exp

(
i
2π

T
nt

)
(A.4)

=
T

2π

∞∑
n=−∞

∆ωcn(ω) exp (iωt) (A.5)

T 7→∞
=

T

2π

∞∫
−∞

dω c(ω) exp (iωt) (A.6)

T 7→∞
=

∞∫
−∞

dω
1

2π
f̃(ω) exp(iωt). (A.7)
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f̃(ω) is called the Fourier transformed function to f(t). After further evaluation of

equation A.7 one �nds

f̃(ω) = T · c(ω) = lim
T 7→∞

T/2∫
−T/2

dt f(t) exp

(
−in2π

T
t

)
=

∞∫
−∞

dt f(t) exp(−iωt), (A.8)

and the back transformation

f(t) =

∞∫
−∞

dω
1

2π
f̃(ω) exp(iωt). (A.9)

Equation A.8 and A.9 are not unitary. To make these equations unitary the factor
1

2π of equation A.9 is often splinted between the Fourier transformed function

f̃(ω) =
1√
2π

∞∫
−∞

dt f(t) exp(−iωt), (A.10)

and the inverse Fourier transformed function

˜̃
f(t) = f(t) =

1√
2π

∞∫
−∞

dω f̃(ω) exp(iωt). (A.11)

Both notations are equal.

A.2. Greens functions

Greens functions are powerful tools to solve inhomogeneous di�erential equations of

the kind

Dtf(t) = h(t), (A.12)

with Dt as any linear di�erential operator. In physics this is a common problem, for

example the harmonic oscillator with an external force.

To solve this kind di�erential equations it is necessary to calculate the solutions of

the homogeneous equation and to �nd one solution of the inhomogeneous equation.

This yields to the global solution f(t) = fhom(t)+finhom. fhom is the solution to the

homogeneous equation Dtf(t) = 0. To �nd a special solution to the inhomogeneous

equation Dtf(t) = h(t) it is useful to �rst evaluate a δ-function as inhomogeneity.

DtG(t, t′) = δ(t− t′) (A.13)
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t′ is an arbitrarily coordinate and G(t, t′) is a function that solves this equation. If

equation A.13 is multiplied with h(t′) and both sides are integrated over t′ it is easy

to �nd:

DtG(t, t′)h(t′) = δ(t− t′)h(t′) (A.14)
∞∫
−∞

dt′ DtG(t, t′)h(t′) =

∞∫
−∞

dt′ δ(t− t′)h(t′) (A.15)

The evaluation of the right side of equation A.15 is trivial and yields h(t). If the

integration and the di�erentiation are permuted on the left side of equation A.15 one

obtains

Dt

∞∫
−∞

dt′ G(t, t′)h(t′) = h(t). (A.16)

Now a solution can directly be read of the inhomogeneous di�erential equation

A.12.

finhom =

∞∫
−∞

dt′ G(t, t′)h(t′) (A.17)

finhom is the convolution of the function G(t, t′) an the inhomogeneity h(t′). G(t,t')

is known as the Greens function of the related linear di�erential equation.

Example: How to �nd the Greens function

Let a linear di�erential equation be considered of the kind:(
a0 + a1

d

dt

)
f(t) = c (A.18)

Here, c is an arbitrary constant. This is a �rst order linear di�erential equation, but

the procedure is analog for higher orders. To solve such an equation it is useful to

�rst evaluate an equation of the kind:(
a0 + a1

d

dt

)
G(t, t′) = δ(t− t′) (A.19)

This equation can be evaluated in an elegant manner by using the Fourier Transfor-

mation. According to equation A.9 G(t, t′) can be written as

G(t, t′) =

∞∫
−∞

dω
1

2π
G̃(ω) exp(iω(t− t′)). (A.20)
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The δ-function can also be written as the inverse Fourier-transform. The Fourier

transformed of the δ-function is easy to obtain by solving the integral:

δ̃(ω) =

∞∫
−∞

dt′δ(t− t′) exp(−iω(t− t′)) = 1 (A.21)

Thus we �nd:

(
a0 + a1

d

dt

) ∞∫
−∞

dω
1

2π
G̃(ω) exp(iω(t− t′)) =

∞∫
−∞

dω
1

2π
1 exp(iω(t− t′)) (A.22)

By permuting the di�erentiation and the integration we get

∞∫
−∞

dω
1

2π
(a0 + iωa1)G̃(ω) exp(iω(t− t′)) =

∞∫
−∞

dω
1

2π
exp(iω(t− t′)) (A.23)

By comparing the integrates it is easy to see that

G̃(ω) =
1

a0 + iωa1
. (A.24)

Now the Greens-Function can back transform:

G(t, t′) =

∞∫
−∞

dω
1

2π
G̃(ω) exp(iω(t− t′)) (A.25)

=
1

a1

∞∫
−∞

dω
1

2πi

exp(iω(t− t′))
ω − a0

a1
i

. (A.26)

To evaluate the integral in equation A.26 the expression for the unit step function

Θ(t) was used.
∞∫
−∞

dω
1

2πi

exp(iωt)

ω − ix
= Θ(t) exp(−xt) (A.27)

This yields the Greens function of equation A.19:

G(t, t′) =
1

a1
Θ(t− t′) exp

(
−a0

a1
(t− t′)

)
(A.28)

This is also the homogeneous solution of A.19 multiplied with a unit step function.

The unit step function denotes, that the system reacts after an external perturbation

is applied. The inhomugenius solution finhom is easy obtainable by evaluation of
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A.17. This yields to:

finhom =

∞∫
−∞

dt′
1

a1
Θ(t− t′) exp

(
−a0

a1
(t− t′)

)
· c (A.29)

=

t∫
−∞

dt′
c

a1
exp

(
−a0

a1
(t− t′)

)
(A.30)

=

[
c

a1

a1

a0
exp

(
−a0

a1
(t− t′)

)]t
−∞

(A.31)

=
c

a0
(A.32)

As result we get (with t'=0):

f(t) = fhom + finhom =
1

a1
exp

(
−a0

a1
t

)
+

c

a0
(A.33)
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B. The Tsunami ps 10W Pump

The following table shows the achieved power and pulse width with the 15 ps option

of the �Tsunami� Ti:sapphire laser. Also the achieved output power in the frequency

doubled (2ω) and frequency tripled (3ω) beam is shown. The power of the pump

laser was set to 8 Watt.

λ [nm] PTsunami [W] Pω [mW] P2ω [mW] P3ω [mW] τac [ps]

718,13 1,97 73 44,0 1,00 13,6
723,18 2,00 430 54,3 4,26 14,0
727,97 2,08 688 57,2 6,11 15,0
733,01 2,15 970 60,1 11,80 15,6
738,04 2,19 1130 65,0 14,40 14,8
742,32 2,20 1200 64,4 14,00 15,0
748,35 2,33 1120 74,1 12,30 15,8
753,13 2,32 1260 70,8 11,80 14,0
763,16 2,38 1390 63,0 15,00 15,0
773,18 2,34 1400 57,0 9,50 16,0
783,19 2,30 1310 67,1 5,80 17,0
792,68 2,20 995 57,3 4,15 17,0

Table B.1.: Power characteristic of the used laser system for time resolved Raman
scattering. The pump power was 8 Watt and the �15 ps option� was
used.
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C. Technical drawings of the VUV

Raman experiment at FLASH

In this chapter the most important technical drawings and three dimensional CAD-

pictures of the VUV Raman setup at FLASH are shown. The drawings have been

generated by BESTEC GmbH if not denoted otherwise.

Figure C.1.: Top view CAD drawing of the sample chamber. The FEL beam enters
at the right side (denoted by the red cone). The sampleholder is
located in a goniometer (dark yellow) in the center of the chamber.
The opening to the spectrometer is at the top.
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Figure C.2.: Technical drawing of the �rst monochromator stage (left: side view,
right: top view).

124



Appendix C.

Figure C.3.: Technical drawing of the second monochromator stage (left: side view,
right: top view).
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Figure C.4.: Technical drawing of the M1 mirror.
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D. Alignment pictures of the VUV

Raman spectrometer

In this chapter some exemplary pictures of the alignment are given.

Figure D.1.: Spot formation of the LUPI beam over the S1G1 grating at the focal
point of the M2 mirror. Screenshot taken from the Beamview anal-
yser software version 4.2.2. The spot size (e�ective diameter 50%) is
33 µm.
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Figure D.2.: Spot formation of the LUPI beam over the S1G2 grating at the focal
point of the M2 mirror. Screenshot taken from the Beamview anal-
yser software version 4.2.2. The spot size (e�ective diameter 50%) is
29 µm.

Figure D.3.: Spot formation of the LUPI beam over the S1G3 grating at the focal
point of the M2 mirror. Screenshot taken from the Beamview anal-
yser software version 4.2.2. The spot size (e�ective diameter 50%) is
30 µm.
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Figure D.4.: Spot formation of the LUPI beam over the S2G4 grating at the focal
point of the M3 mirror. Screenshot taken from the Beamview anal-
yser software version 4.2.2. The spot size (e�ective diameter 50%) is
32 µm.

Figure D.5.: Picture of the focus marking lasers at the M1 mirror.
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Figure D.6.: Picture of the focus marking lasers at the M2 mirror.

Figure D.7.: Picture of the marking lasers at the �rst monochromator stage.
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Figure D.8.: Picture of the marking lasers at the M3 mirror.
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