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Abstract

The thesis presents progress made towards a thorough understanding of the pho-

todissociation and geminate recombination of triiodide anion (I−3 ) in solution and

solid state using novel time-resolved spectroscopic and structural methods that have

matured in the past decade. An isolated I−3 has only three degrees of freedom, but

in the condensed phase, the case of an open quantum system, its chemistry is trans-

formed because other degrees of freedom from the surroundings (the bath) need to

be fully taken into account. This system is a textbook example for understanding

dissociation and recombination processes in condensed phases, but unresolved is-

sues about the reaction pathways remain. To probe the issues, firstly, mid-UV pulse

shaper-based closed-loop adaptive control as well as open-loop power and chirp

control schemes were used in conjunction with single-color pump-probe detection

of the yield of the photoproduct diiodide (I−•
2 ) to study the above reaction in ethanol

solution. The experiments revealed a strong pump-chirp dependence of the I−•
2 -yield

(as much as 40% change). Subsequently, two possible mechanisms involving addi-

tional reaction channels were postulated in order to explain such effect. Secondly,

pump-supercontinuum-probe spectroscopy and ultrafast electron diffraction were

performed separately on solid state triiodide compound n-(C4H9)4NI3 (TBAT). This

system was chosen to provide a well-defined lattice for the bath and to avail atomic

resolution of the condensed phase reaction dynamics. In the optical experiment,

coherent oscillations were observed within a probe delay of 1 ps that bear strong re-

semblance to the stretching modes of ground-state I−3 and I−•
2 fragment, which makes

it the first to reliably distinguish the two species in a single measurement. In addi-
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tion, the spectroscopic signature of a novel intermediate, the tetraiodide anion (I−•
4 ),

was identified and its origin is attributed to intermolecular interaction of the iodine

radical (I•) fragment and a neighboring I−3 chain. Moreover, a number of phonon

modes of as low as ∼ 10 cm−1 were extracted from the time series data of both optical

and electron diffraction experiments using advanced frequency analysis (short-time

Fourier transform and continuous wavelet transform) and deconvolution schemes,

some with good agreement in frequency, which helped pin down the reaction-coupled

modes. In the optical experiment, it was found that the libration modes exhibit a de-

layed appearance in comparison to the stretching modes, and their frequencies show

measureable temperature dependence. These findings reveal the molecular details

of the sizeable impact of the photo-induced reaction on the crystal lattice and bring

insights to dissociative reactions in organic molecular solids, which have rarely been

studied due mainly to their incomplete reversibility. The results can, therefore, serve

as the experimental basis for further theoretical developments in the lattice effects

on a chemical reaction (promotion, quenching and alteration). Together, these two

case studies demonstrate the potential of a comparative and multimodal approach

to exploring the broad parameter space (chirp, fluence, polarization, temperature,

physical state, etc.) that affects the course of a reaction. Future studies are conceived

to examine the dynamical details using shorter optical pulses in targeted spectral re-

gions derived from present experiments, as well as to better resolve the fast molecular

modes and confirm the time delay between internal and external modes using shorter

and brighter electron bunches.
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Zusammenfassung

In dieser Promotionsarbeit werden die Fortschritte präsentiert, die zu einem um-

fassenderen Verständnis der Photodissoziation und der paarweisen Rekombination

(engl. geminate recombination) von Triiodid-Anionen (I−3 ) in Lösung und in Fest-

körpern führen. Dafür sind neue zeitaufgelöste spektroskopische und strukturelle

Methoden zur Anwendung gekommen, die erst im vorherigen Jahrzehnt ausgereift

sind. Ein isoliertes I−3 -Anion hat nur drei Freiheitsgrade, aber in den kondensierten

Phasen, stellt es ein offenes Quantensystem dar, und sein Chemie ist verändert, weil

die weitere Freiheitsgrade der Umgebung (den Bad) vollständig in Betracht gezogen

werden müssen. Dieses Reaktionssystem ist ein Lehrbuchbeispiel für Dissoziations-

und Rekombinationsprozesse in kondensierten Phasen. Dennoch bleiben ungelöste

Fragen bezüglich der Reaktionspfade bestehen. Um diese Fragen zu untersuchen

wurden, erstens, Mid-UV Pulsformer basierte closed-loop-adaptive Kontrollsysteme

sowie open-loop Leistungs- und Chirp-Kontrollsysteme verwendet, in Verbindung

mit monochromatischer Anregungs-Abfrage-Detektion der Ausbeute der Photopro-

dukt Diiodid-Anion (I−•
2 ) in Ethanol. Diese Experimente demonstrieren eine starke

Abhängigkeit der I−•
2 -Ausbeute vom Chirp des Anregungspulses (bis zu einer Ver-

änderung von 40 %). Folgend werden zwei mögliche Reaktionsmechanismen, mit

zusätzlichen Reaktionspfaden, postuliert, um die beobachteten Effekte zu erklären.

Zweitens, Pump-Superkontinuum-Probe-Spektroskopie und ultraschnelle Elektro-

nenbeugung wurde an der festen Triiodid-Verbindung n-(C4H9)4NI3 (TBAT) durch-

geführt. Dieses System wurde ausgewählt da es ein exakt definiertes Kristallgitter

für das Bad bereitstellt, wodurch Reaktionsdynamiken kondensierter Phasen mit
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atomarer Auflösung studiert werden können. Bei den optischen Untersuchungen

konnten kohärente Schwingungen innerhalb von 1 ps nach der Photoanregung be-

obachtet werden, welche starke Ähnlichkeiten zwischen den Streckschwingungen

der I−3 -Anionen und der I−•
2 -Fragmenten in ihren Grundzuständen aufweisen. Dies

demonstriert, erstmalig die Unterscheidung zweier molekularer Spezies mittels einer

einzelnen Messung. Außerdem wurde die spektroskopische Signatur von einem neuen

Zwischenprodukt, das Tetraiodid-Anion (I−•
4 ), identifiziert und sein Ursprung wird auf

die intermolekulare Wechselwirkung zwischen dem Iod-Radikal (I•) und einer benach-

barten I−3 -Kette zurückgeführt. Mithilfe fortgeschrittener Methoden zur Frequenzana-

lyse (Kurzzeit-Fourier-Transformation und kontinuierliche Wavelet-Transformation)

und zur Globalanalyse konnten Phononenmoden bis hinunter zu 10 cm−1 in den

Zeitreihendaten des optischen und des Elektronenbeugungsexperiments identifiziert

werden. In einigen Fällen stimmen die ermittelten Modenfrequenzen gut überein und

sind hilfreich bei der Bestimmung der Moden, welche mit der Reaktionskoordina-

te gekoppelt sind. Die optischen Experimente zeigen ein zeitverzögertes Auftreten

der Liberationsschwingungen im Vergleich zu den Streckschwingungen. Weiterhin

zeigen die Frequenzen der Liberationsschwingungen eine Temperaturabhängigkeit.

Diese Resultate verdeutlichen große molekulare Auswirkungen der photoinduzierten

Reaktion auf das Kristallgitter. Sie erlauben einen Einblick in dissoziative Reaktions-

prozesse in organischen molekularen Festkörpern, welche kaum studiert wurden,

meist wegen ihrer unvollständigen Reversibilität. Die vorgestellten Ergebnisse können

als experimentelle Grundlagen für künftige theoretische Entwicklungen zu “Gitter-

Effekten“ bei chemischen Reaktionen (z.B. Förderung, Quenching und Veränderung

von Reaktionspfaden) dienen. Die beiden Fallstudien verdeutlichen das Potential

vergleichender und multimodaler Ansätze um den weiten Parameterraum (z.B. der

Chirp, die Fluenz, die Polarisation, die Temperatur, der physikalische Zustand, usw.)

zu erforschen, der den Verlauf einer Reaktion beeinflusst. Künftige Studien könnten

mit kürzeren optische Pulsen in spezifischen Spektralregionen, sowie mit kürzeren

und helleren Elektronenpulsen als Probe durchgeführt werden, um die schnellen
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molekularen Moden höher aufzulösen und die Zeitverzögerung zwischen internen

und externen Moden weiter zu bestätigen.
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1 Introduction

In this chapter, first, the concept of geminate recombination is introduced, followed
by a brief history of the photochemical studies of triiodide in the fs-ps time scale.
Then an overview of the concepts, relevant historical developments and theories of
the three methodologies applied to investigate the condensed phase triiodie reaction
is provided. The chapter concludes with a summary of motivations for the present
study.

1.1 Geminate recombination of the triiodide anion

The concept of geminate recombination following photodissociation was proposed [1,

2] and established through comparing experimental recombination rates in gas phase

Br2 [3] and solvated I2 [4]. The major observation was that recombination happens

faster in solution than the gas phase due to frequent collisions between fragments and

solvent molecules. Fundamentally, geminate recombination is a finite-environment

effect [5–7] and can be achieved after as few as a single collision event between the

freshly formed fragments (geminate pair) and the surrounding molecules [5]. The

kinetics comprise two parts: the formation of the geminate pairs, a unimolecular

dissociation reaction; the recombination of the these pairs, a bimolecular reaction.

It has been observed in clusters in gas phase [8], solvent cages in solution [9, 10],

interstitial or lattice sites in glassy [11] or ordered solid [12]. Even though diffusion-

limited bimolecular reactions in general proceed on a ns-µs timescale, the geminate

pairs formed in a confined environment are able to bypass the diffusion limit and

6



1.1. Geminate recombination of the triiodide anion

recombine on their ground state potential energy surface (PES) on the fs-ps time

scale [5].

Originally, I2 was the model system of geminate recombination, but its fast predisso-

ciation dynamics in the excited state has made it hard to discern the true geminate

recombination happening on a similar few-hundred femtosecond time scale [5]. An

ideal candidate would have a purely dissociative excited state. The triiodide ion (I−3 )

is a potentially perfect candidate in this respect. As a closed-shell stable polyiodide

commonly seen in iodine chemistry [13, 14], I−3 possesses two dissociative excited

states accessible via photoexcitation from the ground state X (1Σ+
g ) to either its C (3Πu)

or D (1Σu) band1 (see Fig. 2.1b). The repulsive nature of the excited-state PESs result

in completion of the dissociation within very few vibration periods. Depending on

the number of distinct fragments, the dissociation process can be broadly categorized

into two- and three-body reaction channels as listed below2,

I−3
hν−−→ I2 + I− (two-body dissociation) (1.1)

I−3
hν−−→ I−•

2 + I• (two-body dissociation) (1.2)

I−3
hν−−→ I−+2I• (three-body dissociation) (1.3)

In condensed phases, these photofragments recombine geminately or non-geminately

to reform the mother ion at different rates. In this thesis, the photodissociation and

recombination of I−3 is referred to simply as the triiodide reaction, if not discussed

1The excited state assignments of I−3 have been a point of contention till the 2000s as have been
discussed in most of the previously published papers. This all comes from the failure of proper
treatment of the strong spin-orbit interaction (SOI) of the iodine atom and the limited basis sets that
are computationally manageable. This thesis adopts the notation used in the most recent theoretical
exposition of the electronic structure of I−3 [15]. The assignment was obtained from a relativistic
calculation taking full account of the SOI, which endowed both the C and the D bands, now both
labelled 0+

u , with highly mixed singlet-triplet characters, the C band being more singlet-like and the
D band more triplet-like. The major difference of this assignment from earlier work is in the C band,
which was attributed to another singlet state (see [16]).

2Further distinction of the dissociation channels to include the details of the spin states of the
fragments is not of immediate interest to condensed phase studies presented in this thesis, therefore
their elaboration is omitted here. Details on these can be found in gas phase studies such as [17] or [18].

7



Chapter 1. Introduction

separately.

Femtosecond studies on I−3 began in 1992, when a discovery from the Ruhman

group [19] revealed that in ethanol (EtOH) solution, photolysis of I−3 produced vi-

brationally hot and coherent ground-state I−•
2 via reaction channel 1.2. The 115 cm−1

oscillations3 modulate the fast-rising absorption band of I−•
2 appearing only a few

hundred femtoseconds after time zero. Since then a flurry of studies were conducted

on the system in all three phases. In gas phase studies, Neumark’s group [20, 21, 17]

and Nagata’s group [22, 18] distinguished and characterized the complex dissocia-

tion pathways of I−3 using state-of-the-art femtosecond photoelectron spectroscopy

and coincidence detection techniques. In the well-studied solution phase, the most

exciting discovery since 1992 was the solvent-dependent symmetry breaking [24] of

the linear I−3 geometry inferred from static stimulated Raman measurements [23].

The effort was soon extended to the solid state, where similar vibrational beats and

lattice-dependent dephasing and recovery rates were captured by single-shot spec-

troscopy [25, 26]. The results on previous solution phase and solid state dynamics

will be discussed in more detail separately in Chapters 2 and 3. On the theory side,

I−3 has become a benchmark for testing relativistic quantum chemical methods [15]

that take full account of the spin-orbit interaction (SOI), which is typical in iodine

systems. The calculations showed, among other things, a conical intersection as close

as ∼ 0.7 Å away from the equilibrium position along the symmetric stretching coor-

dinate of I−3 , accessible via the C-band transition (see Fig. 2.1b). These studies made

I−3 front and center in the discussion of the distinguishing features between the gas

and condensed phases chemical reactions [27]. Nevertheless, a complete story of the

triiodide reaction in condensed phases is still missing important information, such as

the branching ratio and the recombination pathways, to name just two. The former

has only been indirectly measured in solution [16] because the unique photoproduct

3This number was soon revised down in later publications of the Ruhman group and the reported
frequency of the I−•

2 stretching mode ranges from 93-115 cm−1 in solution phase studies.
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1.2. Multimodal studies of a chemical reaction

from the three-body dissociation channel 1.3, namely I−, hasn’t been directly captured

due to its high-energy absorption bands at > 4.77 eV (< 260 nm) [28]. The latter is

due to the lack of detailed knowledge of the intercrossing low-lying PESs of I−3 upon

which the recombination reaction proceeds (compare the much better characterized

I2 [29]). New methodologies beyond pump-probe spectroscopy are needed to bring

these issues into focus. Indeed, very recently, Ihee’s group distinguished the two- and

three-body pathways in solution using time-resolved X-ray liquidography aided by

molecular structure simulations. They inferred the branching ratio from fitting the

species-specific ring diffraction patterns to the experimental data [30, 31]. But the

synchrotron source they used (∼ 100 ps X-ray pulses) cannot provide sufficient time

resolution to access dynamics in the beginning of the reaction. Moran’s group used

different types of four- and six-wave mixing spectroscopies in the mid-UV to study

the dynamical correlation between the stretching modes of I−3 and I−•
2 [32, 33]. It’s only

a matter of time before more methodologies are applied to re-examine the I−3 system.

1.2 Multimodal studies of a chemical reaction

The study of chemical kinetics has always been a technique-driven field of research [34,

35]. Even fully understanding a simple chemical reaction in the gas phase4, where

ideally the system-bath interaction can be vanishingly weak, requires a wealth of

knowledge about the valence electrons and the nuclei. A non-exhaustive list includes

the position, energy, momentum (or the rovibronic state) of the nuclei and the spa-

tial and spin wavefunction of the valence electrons. In the condensed phases, the

problem becomes even harder due to the strong influence of the bath (solvent shell or

crystal lattice), which alters the PESs and modifies branching ratios, thereby shaping

the reaction kinetics. It is next to impossible to find a technique that is capable of

recording all relevant parameters of the participants of a reaction, but a combination

of methodologies commands a panoramic view of the correlations between structure

4Here it is also assumed that no external electromagnetic field besides the vacuum field is present.
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Chapter 1. Introduction

and dynamics. From a physical point of view, each technique has varying sensitivity

to different aspects of the dynamics, so a multimodal approach should be the norm.

In the following, I will introduce the basics of the three techniques used in my study

of the triiodide reaction in solution and solid state.

1.2.1 Transient absorption spectroscopy

Transient absorption spectroscopy (TAS) is an extension of flash photolysis using

ultrafast lasers, in which an intense "pump" pulse is used to excite the sample under

study and an usually weaker "probe" pulse is used to interrogate the system at varying

time delays with respect to the time zero set by the pump pulse. Here, "ultrafast" refers

to laser pulse duration shorter than the primary processes of interest. This timescale

is typically on the order of tens to hundreds of femtoseconds. The time resolution of

observation is determined by the convolution of the excitation pulse triggering the

event and the probe pulse observing the following sequence of events. Typically the

pump and the probe pulses are derived from the same laser to eliminate the timing jit-

ter as well as reducing the effects of the slow drift caused by beam pointing instability.

The groundbreaking discovery of supercontinuum generation (SCG) in 1970 [36] and

its subsequent developments [37] have made it possible to monitor dynamics with a

very broad probe spectrum [38]. On the detector side, multichannel detection using

low-noise, fast CCDs, which only came about less than a decade ago, greatly improved

the speed and sensitivity of TAS. It is now possible to record the entire dispersed probe

spectrum in a spectrometer running at the standard repetition rate of a commercial

Ti:Sapphire ultrafast laser at 1 kHz.

Formally, a semiclassical model can be applied to understand the signal detected

in a two-beam pump-probe experiment. In the model, the two E fields are treated

classically, taking the form,

E(r, t ) = E1(t )e−i k1·r +E2(t − tpp )e−i k2·r + c.c., (1.4)
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1.2. Multimodal studies of a chemical reaction

where the subscripts 1 and 2 denote quantities associated with the pump and the

probe fields, respectively. The symbols E1(t) and E2(t − tpp ) are the temporal en-

velopes (i.e. Gaussian) of the two fields. The pump-probe time delay tpp can vary

arbitrarily.

On the other hand, the system is treated quantum mechanically. The pump pulse

traveling along direction k1 creates a nonequilibrium population, which interacts

with the probe pulse traveling along k2 (k2 6= k1) to be converted into coherences,

and they decay through emission in the same direction as the probe. Therefore, the

differential absorption, d A, of the probe with and without the pump pulses carries the

information about the relative change of the system under study. Detection in such

geometry is termed self-heterodyning. The lowest nonlinear interaction order for

pump-probe signal generation in isotropic medium is three, that is, two interactions

with the pump field (at times t1 and t2) and one with the probe field (at time t3). This

casts TAS into the framework of four-wave mixing spectroscopy (FWMS). Macroscop-

ically, the coherences generated after the three-field interaction is directly related

to the third-order nonlinear polarization, P (3), of the medium. In the low excitation

limit, P (3) is linked to the spectrally-resolved differential absorption, d A(ω2, tpp ), by

the relation [39],

d A(ω2, tpp ) =−2ω2
Im[E∗

2 (ω2)P (3)(ω2, tpp )]

|E2(ω2)|2 (1.5)

where P (3)(ω2, tpp ) is the spectrally-resolved P (3) at the pump-probe time delay tpp .

Note thatω2 is the spectrally-dispersed frequency from the corresponding wavevector

k2. The term P (3)(ω2, tpp ) is linked to its k-space representation by a Fourier transform.

P (3)(ω2, tpp ) =
∫ ∞

−∞
P (3)(k2, t , tpp )e−iω2t d t (1.6)
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Chapter 1. Introduction

where ω2 = ck2. In this case, P (3)(k2, t , tpp ) can be obtained from perturbation theory,

P (3)(k2, t , tpp ) =
∫ ∞

0
d t3

∫ ∞

0
d t2

∫ ∞

0
d t1R(3)(t3, t2, t1)El (r, t − t3 − t2 − t1, tpp )·

Em(r, t − t3 − t2, tpp )En(r, t − t3, tpp ) (1.7)

where R(3)(t3, t2, t1) is the nonlinear response function with t1, t2 and t3 being the time

of interaction mentioned earlier. The three interacting E fields (El EmEn , l ,m,n =1

or 2) take on specific meaning of the pump or the probe fields when their temporal

ordering is specified. In the regime where the pump and probe overlap temporally, P (3)

has contribution from coherent artifacts [40], as a result of the "probe-pump-pump"

(E2E1E1) and "pump-probe-pump" (E1E2E1) interactions. The genuine pump-probe

signal comes from the "pump-pump-probe" (E1E1E2) interaction, which dominates

when the pump precedes the probe pulse. In this formalism, the detected signal lies

in the probe direction, k2, as a consequence of momentum conservation5.

When only electronic levels are considered, in a two-level molecular system (using the

Dirac notations |0〉 and |1〉 to label the electronic states), P (3) has contribution from

ground state bleaching (GSB) and stimulated emission (SE). In a three-level system

(with |2〉 as the third level), excited state absorption (ESA) may often not be ignored.

These processes are illustrated using the double-sided Feynman diagrams shown in

Fig. 1.1. Additionally, when vibrational or rotational degrees of freedom are consid-

ered and the pulse is shorter than a vibration/rotation period, impulsive stimulated

Raman scattering (ISRS) or its resonant version (RISRS) can contribute to the signal

in the ground state absorption band of the reactant as well. This process involves a

phonon as well as a two-field interaction with the pump pulse [42]. In general, these

components of the pump-probe signal are present in the d A spectrum in addition

to any existing spectral overlap between the reactant and the photoproduct(s) from

5Here k2 =−k1 +k1 +k2, with the right-hand side coming from the momentum conservation of the
three-field interaction. The k vectors of the E fields involved are labeled in Fig. 1.1.
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1.2. Multimodal studies of a chemical reaction

Figure 1.1: Double-sided Feynman diagrams describing the three processes contribut-
ing to the signal in the sequential "pump-pump-probe" time ordering. Here kpu = k1,
kpr = k2, and in every case the system starts from the initial state of the outer product
|0〉〈0|. The figure is adapted from [41].

static absorption. This means that in general a temporal and a spectral deconvolution

scheme (known respectively as global analysis and target analysis [43]) are required to

help interpret the d A spectrum obtained from TAS. However, in some cases, sensible

conclusions can be drawn from immediate inspection of the spectral regions related

to the different species involved in the reaction.

In Chapter 2, TAS in solution phase with single-color pump pulses of various chirp

parameters and single-color probe pulses are presented as a detection scheme to

gauge the effect of coherent phase control on the production of the I−•
2 photofrag-

ments. In Chapter 3, results from TAS in the solid state with single-color pump and

supercontinuum probe offer a means to interpret similar dynamical changes from

ultrafast electron diffraction experiments.

1.2.2 Coherent control

Coherent control exploits quantum interference to guide molecular species along

desired reaction pathways using light pulses as a photonic reagent. Big strides have
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Chapter 1. Introduction

been made in both theory and experiments in this direction in the past more than

two decades [44, 45]. The expected outcome of this line of research is the improve-

ment on the amount of the desired photoproducts or reduction of the unwanted

ones. In isolated simple molecular systems (i.e. gas phase diatomic molecules or

simple trimers) for which the molecular PESs can be known with excellent precision,

a physical approach can be devised and employed [46]. In systems even slightly more

complex, an adaptive feedback control (AFC) approach [47–49] is preferred for seeking

an effective pulse shape (optimal or anti-optimal). This scheme takes the form in

which the chemical system under control is embedded in a closed learning loop that

is characterized by the following three key elements:

(1) Control objective: For the purpose of encouraging a certain reaction pathway and

discouraging the competing ones, the control objective can be determined by,

e.g. maximizing the production of certain chemical species unique to the desired

pathway, using the difference between or the ratio of the desired product and the

undesired ones. Alternatively, a minimization process of the reverse objective(s)

can also be chosen.

(2) Control mechanism: The control mechanism effects changes on a single param-

eter or multiple parameters of the optical pulses [50, 51]. Various parameters can

function as control paramters, e.g. excitation wavelength and intensity, pump-

dump time delay, and the different amount and order of the chirp in the pulse [52].

For phase and amplitude control, the most advanced realization is a pulse shaper.

Within the intrument precision and response range, it is able to imprint arbitrary

chirp, pulse shape and polarization onto the excitation or probe pulses [53, 54].

(3) Detection method: The detection method is chosen depending on the control

objective to best represent the effects of control. For example, in a dissociation

reaction, the method can be photoelectron imaging [55] or spectroscopic detection

of the photofragments [56].
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1.2. Multimodal studies of a chemical reaction

Figure 1.2: A typical adaptive feedback control loop starts with the generation of an
initial control sequence (i.e. shaped pulse) by a control mechanism (i.e. pulse shaper),
which is sent into the chemical system to initiate a reaction. The detection method
attuned to the photoproduct then registers a signal via interaction with the chemical
system. The signal is picked up and analyzed by the computer using an optimization
scheme. The computer then sends the results to the control mechanism to initiate a
new round of optimization.

These three components of an AFC loop are on display in Fig. 1.2. Despite the effi-

ciency of such a black-box-type approach, the underlying physical mechanism from

the complex pulse shapes obtained can often be nontrivial to decipher, if not inter-

preted mistakenly. This motivates the use of single-parameter, open-loop control in

addition to closed-loop control, to shed light on the underlying physical mechanism.

In Chapter 2, the triiodide reaction in solution phase is investigated using such a

combined control scheme.

1.2.3 Ultrafast transmission electron diffraction

Transmission electron diffraction with up to 60 keV electrons (Thomson-Reid experi-

ment [57]) was demonstrated at around the same time as electron diffraction in the

reflection geometry (Davisson-Germer experiment [58, 59]) in 1927-28. It was soon

applied to the determination of crystal structures [60, 61] and has since proven more

successful than the technical spin-off of the Davisson-Germer experiment—LEED6.

This is because the high electron energy and the transmission geometry make the

6LEED stands for low energy electron diffraction.
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results convenient to interpret based on the kinematic scattering theory in which the

sample is well-approximated as a weak phase object [62, 63]. The structure factor

F (hkl ) is directly related to atomic coordinates within the unit cell and scaled by the

atomic form factor fa and the Debye-Waller factor B [64],

F (hkl ) =
n∑
j

f j e2πi (hx j+k y j+l z j ) (1.8)

f j = fa(2θ)e−B( si nθ
λ )2

(1.9)

where for a given Miller index triplet (hkl), the summation runs over all n atoms that

reside in the unit cell. The term 2θ, by convention, is the scattering angle, i.e., the

angle between the outgoing and the incoming electron beams.

I (hkl ) ∝|F (hkl )|2 =
∣∣∣∣∣ n∑

j
f j e2πi (hx j+k y j+l z j )

∣∣∣∣∣
2

(1.10)

An ultrafast electron diffraction (UED) experiment in the transmission geometry is

conceptually different from TAS only by the probe pulse, which in this case is the short

electron bunch generated by photoemission from a photocathode with a short-pulse

laser. In the early 1980s, picosecond lasers were combined with static electron diffrac-

tion to investigate simple physical transformations such as the melting of amorphous

aluminium [65, 66]. With their ∼ 20 ps electron pulse limited by the photoemission

laser pulse, Williamson & Mourou was able to trace the decrease of the melting onset

time delay as a function of rising excitation fluence from ∼ 7 to ∼ 13 mJ/cm2, where

the resolution limit was reached since the melting happened within the time duration

of the electron probe [66]. What followed this early effort was a the string of exciting

developments in the two decades afterwards in ultrashort-pulse laser systems, as well

as the compact electron gun design, which finally made time-resolved diffraction

experiments with sub-picosecond resolution possible. These progresses culminated

in the celebrated Siwick-Miller experiment in 2003 [67], when the melting of Al was ini-

tiated with 70 mJ/cm2 excitation pulses and probed with 600 fs-long electron bunches
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1.2. Multimodal studies of a chemical reaction

(accelerated through a mere 30 keV). In this setting, the diminishing of long-range

order that defines melting was captured in real time from the time-resolved changes

of pair correlation function and radial density function.

Electron diffraction is a superior technique to study thin samples (around 100 nm

or less) in condensed phases due to the ∼ 106 times larger scattering cross section

of electrons compared with X-ray photons [68]. The past decade has seen intensive

efforts directed to studying structural changes that occur during phase transitions in

the solid state [69, 70]. Very recently, the whole phase diagram of 1T-TaS2 was mapped

out using UED [71] and it has been demonstrated that structural inversion is a feasible

route to extracting atomic motions in real space in a complex organic compound with

a protein-sized unit cell [72]. Success stories like these hold promise for extending

UED to studying chemically relevant condensed phase materials. These systems are

usually organic molecular crystals with poor vacuum stability and a low melting point

(< 100 ◦C), and are, in addition, prone to optical damage. The damage results in struc-

tural disorder of the single-crystal sample and render stroboscopic measurements

impossible. The reversibility challenge is unique to the solid state studies since in gas

or solution phase, rapid replenishment of flowing samples makes the effect negligible7.

To move towards handling labile samples with strictly irreversible reactions, crystal-

lographic chips [73] and streak cameras [74] were developed to enable single-shot

experiments. For systems with a slow recovery rate, temperature stabilization and

photoreversion [75] had proven to greatly improve the reversibility in certain cases.

Only when the reversibility challenge is met and the sample degradation issue taken

into account, can the time-resolved dynamics be studied and analyzed appropriately.

In the time domain, chemical reactions take place at the speed of the changes of

bond lengths. In solid state, the changes are contained in the Bragg peak intensities

7But other issues come up for the other two phases. In solution, the effect of solvent heating creates
huge spurious background change, which needs to be calibrated by an auxiliary measurement. In gas
phase, the signal is mainly limited by the low sample density.
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and positions (including the emergence of new peaks). The intensity change can

happen immediately after photoexcitation due to an impulse response of nuclei from

electronic excitation, while the position change reflects modification of unit cell pa-

rameters (i.e. size and symmetry) due to a series of consecutive and correlated atomic

motions, therefore it becomes evident only on > ps time scales [70]. To quantify the

change, one calculates the relative change8 η(hkl , t ) of Bragg peak (hkl ).

η(hkl , t ) = Ion(hkl , t )− Ioff(hkl )

Ioff(hkl )
= Ion(hkl , t )

Ioff(hkl )
−1 ∝ |Fon(hkl , t )|2

|Foff(hkl )|2 −1 (1.11)

The subscripts "on" and "off" refer to the status of the optical pump pulse. When the

pump is on, some fraction, γ(Φ), of molecules is excited. The excitation fraction is de-

pendent on the pump fluence, Φ, as well as the absorption coefficient of the molecule

(assuming fixed). Taking this into account, Fon(hkl , t ) can be further expressed as [76],

Fon(hkl , t ) = γ(Φ)Fes(hkl , t )+ [
1−γ(Φ)

]
Foff(hkl ) (1.12)

Here the structure factor of the excited species, Fes(hkl , t), is changing as a func-

tion of time. With the definition of the differential structure factor (DSF) ε(hkl , t) =
Fes(hkl , t )−Foff(hkl ), Eq. 1.12 then becomes,

Fon(hkl , t ) = γ(Φ)ε(hkl , t )+Foff(hkl ) (1.13)

Plugging Eq. 1.13 into Eq. 1.11, and assuming the sample under study has an inversion

center, such that the structure factors are all real numbers, then η(hkl , t) can be

re-expressed as,

η(hkl , t ) =
[
γ(Φ)ε(hkl , t )

Foff(hkl )

]2

+ 2γ(Φ)ε(hkl , t )

Foff(hkl )
∼ 2γ(Φ)ε(hkl , t )

Foff(hkl )
(1.14)

8This is also named the response ratio in photocrystallography.
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1.2. Multimodal studies of a chemical reaction

The last step is valid when the first term is a small quantity. In this regime, the relative

change at a given probe delay, t , is linearly proportional to the excitation fraction,

γ(Φ). The DSF is directly linked to atomic displacement from the definition,

ε(hkl , t ) =
n∑
j

f j cos
[

2πi ha xa
j (t )

]
−

n∑
j

f j cos
[

2πi ha xa
j (−∞)

]
(1.15)

where ha xa
j = hx j + k y j + l z j using the Einstein notation, and j runs through all

atoms in a unit cell. The time-dependent spatial coordinates of atoms xi (t) after

excitation are connected to the static equilibrium positions xi (−∞) through the re-

lation xi (t ) = xi (−∞)+d xi (t ), with d xi (t ) being the induced motion from chemical

reaction or physical processes. The consequences of Eq. 1.11– 1.15 and the types of

time-dependent changes are summarized as follows:

(1) In general η(hkl , t ) is not a linear function of either the coordinates or the excited

fraction. The temporal changes of the atomic coordinates are absorbed into the

changes of the Bragg peak intensities through the sine or cosine (e iφ = cosφ+i sinφ)

terms.

(2) The Debye-Waller factor can become time-dependent due to the effect of tempera-

ture change (i.e. heating from laser excitation). But for experiments on molecular

crystals in the low to intermediate excitation regime, due to inefficient and slow

thermalization between electrons and the lattice, such effect usually takes place on

a longer time scale than the nuclear dynamics of interest.

(3) The shape factor (contained in the proportionality constant between I(hkl , t ) and

|F (hkl , t)|2) of the crystal only modulates the intensity profile but not the time

dependence of the coordinate changes. In cases where the crystal changes shape

due to, e.g. lattice distortion, the shape factor can take on a slow time dependence

like in (2).

(4) The motion of an atom along a specific principle axis (e.g. d xi (t) along a axis)

factors into η(hkl , t) through multiplication with the corresponding Miller index
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(e.g. h ∗xi (t )). Such contribution is the same for Bragg peaks sharing one index (e.g.

(181) and (283)). This can be helpful to interpret the results in crystals with high

symmetry and simple composition. For Bragg peaks differing by one index only

(e.g. (181) and (281)), their temporal dependence usually has a strong correlation

(differing only by the amplitude or the sign of η(hkl , t )).

The above discussion is related to Chapter 3, I describe a solid state experiment em-

ploying UED, in which the time dependence of Bragg peak intensities reflect coherent

motion of photoexcited triiodide ions.

1.3 Rationale behind the present study

First and foremost, the study of triatomics provides a model system for understand-

ing the physics governing chemical processes. The fact that a simple system can

hold such intriguing complexity beggars imagination with respect to how complex,

high-dimensional many-body systems in chemistry and biology work. Despite earlier

efforts, the extension of pulse shaping techniques into the true UV region (wavelength

shorter than 400 nm) has only been realized recently [77], thanks to the availabil-

ity of high-efficiency holographic gratings in this spectral range. Broadband and

high-conversion-efficiency noncollinear optical parametric amplifier (NOPA) sys-

tems have made it possible to generate tunable pulses in the UV region using their

frequency-doubled outputs. This obviates the need for systems to be studied to have

high absorption in the visible spectral region corresponding to the low harmonics

of the laser’s fundamnetal wavelength. Combination with a broadband supercontin-

uum probe has enabled the pump-supercontinuum-probe (PSCP) experiments to

access most, if not all the UV-Vis spectral region [78]. On the other hand, the rapid

developments in UED and relevant sample handling and delivery techniques in the

past decade have made it possible to investigate fragile organic samples without full

structural reversibility. It is therefore an exciting time now to put together these tech-

nologies to re-examine the classic triiodide reaction and tackle the unresolved issues.
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Besides its fundamental significance as a model triatomic reaction, the electrochemi-

cal version of the triiodide reaction has been heavily used in the solar cell industry

since the invention of the Grätzel cell [79], which featured the I−3 /I− redox pair as a

mediator of electron transfer via the intermediate I−•
2 . The light-to-electricity con-

version efficiency of this type of dye-sensitized solar cell is now > 11%, but why and

how the triiodide part of the reaction contribute to a high efficiency is poorly under-

stood [80, 81]. In addition, one problem related to practical implementation of the

Grätzel cell is its propensity for photodegradation in long-term usage, induced by UV

radiation. This concerns the degradation of the I−3 in the redox pair [80]. Therefore,

the study of photoreaction pathways of the triiodide reaction is likewise beneficial to

the solar cell community.
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2 Combining transient absorption

spectroscopy with coherent control

Outline: This chapter begins with a critical summary of previous important findings
on the triiodide reaction in the solution phase. Then the settings and results of the
closed- and open-loop coherent control experiments in ethanol (EtOH) are presented
and discussed. The chapter ends with proposed additional reaction pathways to
explain the observations.
Contributions: For this experiment, Dr. Valentyn Prokhorenko designed and con-

structed the NOPA and Ryan Field designed and constructed the mid-UV pulse shaper
before I joined the group. I helped constructing the along with Valentyn and Ryan. I
built the liquid delivery system (LDS) from scratch (including selecting and purchas-
ing the peristaltic pump). I and the group technician Santosh Jangam designed the
table support for the LDS.

2.1 The triiodide reaction in solution phase

In EtOH solution, the triiodide reaction has been monitored up to ∼ 400 ps after

photoexcitation using various types of femtosecond pump-probe spectroscopy [82,83].

The predominant dissociation channels yield I−•
2 and I−, along with the iodine radicals

(reaction channels 1.2 & 1.3). The I2-producing channel (Eq. 1.1) is believed to be

suppressed1 despite being energetically allowed. The photofragment I−•
2 has a broad

absorption band peaked at around 750 nm [84] and another that penetrates into

1I2 has very well-characterized PESs in the ground state and low-lying excited states and it has a
ground-state vibrational mode of 214 cm−1, which is fairly different from that of I−3 and I−•

2 , detected to
be in the range 93-115 cm−1. The I2 mode oscillations haven’t been measured in any solution phase
study of the triiodide reaction.
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2.1. The triiodide reaction in solution phase

(a) (b)

Figure 2.1: (a) Static absorption spectra of I−3 , I− and the short-lived I−•
2 (adapted

from [82]) in EtOH solution. The optical densities are normalized according to Fig.1
of [81]. (b) Theoretical PESs cut along the symmetric stretching coordinate calculated
for a symmetric I−3 in the gas phase (adapted from [15] and redrawn). Both the
nonrelativistic (brown) and relativistic (red and black) molecular term symbols are
used in (b) for comparison. The PES cuts plotted in red share the same relativistic
term symbol and symmetry. The same is true for the black curves. The blue and the
purple arrows denote the C and D band transitions of I−3 , respectively.

the C band of I−3 (see Fig. 2.1a). The species I−3 and I−•
2 have the same extinction

coefficients at 400 nm in EtOH, and I−3 and I−•
2 should maintain a 1:1 stoichiometric

ratio according to the reaction, so this wavelength was regarded as the isosbestic point

of the dissociation channel involving I−•
2 [82]. The observations of solution-phase

dynamics on the triiodide reaction (excitation to C or D band) can be summarized

into the following points,

(1) The photoproduct I−•
2 is formed in its electronic ground state with excess vibrational

energy dependent on the photon energy for excitation of I−3 . Vibrational coherence

transfer from I−3 to I−•
2 was invoked to explain the coherent beats observed in the

near-IR absorption band of I−•
2 [19]. A very recent (late 2015) 2D resonance Raman

experiment provided further evidence [33].

(2) Ground state symmetric stretching mode of I−3 (110-112 cm−1) was determined

using degenerate pump-probe measurements and the stretching mode of I−•
2 found

in separate experiments differ only by a small amount (> 10 cm−1) [25, 85, 86].
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Ground state antisymmetric stretching mode of I−3 was determined in ISRS-type

experiments [87] to be in the range 140-147 cm−1.

(3) Vibrational dephasing time, τph, was measured to be shorter in more polar than

non-polar solvents [25, 83, 86]. For example, in [83] τph was found to be 1.2 ps, 0.89

ps and 0.53 ps in ethanol, acetonitrile and water, respectively. The differences were

attributed to the various degrees of linear symmetry breaking of I−3 in polar and

non-polar solvents.

(4) A low frequency solvent mode was originally detected, though not with superior

SNR, in a resonant impulsive stimulated Raman experiment in 1993 (13 cm−1 in [88])

and was further verified in a transient grating experiment in 2014 (∼ 20 cm−1 in [32]).

The nature of this mode has been loosely attributed to intermolecular interaction

between I−3 and the solvent molecules [89, 32].

(5) By probing the dynamics at the isosbestic point between I−3 and I−•
2 , the I−•

2 channel

was found to make up 100% and 80% of the dissociation yield via excitation to the C

and D bands, respectively [82]. This implied an I− channel contribution of 0% and

20% in the respective dissociation processes. However, in this once-only study the

system response was only measured up to a pump-probe time delay of ∼ 34 ps.

(6) Three distinct time scales of the reaction were identified within the first 1 ns after

photoexcitation. They correspond to different stages of the recombination reaction.

A long-lived excited triiodide ion, [I−3 ]∗, and I−2 · · ·I contact pair, were proposed as

potential reaction intermediates to explain the multistaged behavior but definitive

spectroscopic deconvolution remained difficult [90].

The use of coherent phase and amplitude control of the photodissociation can influ-

ence the reaction’s branching ratio, and, therefore, photoproduct formation. By selec-

tively enhancing or discouraging certain pathways, the coherent control scheme can

uncover information on participating reaction pathways that are not yet accounted

for. The following experiment employs these control schemes for the first time on the
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triiodide reaction for such a purpose.

2.2 Coherent control experiment in solution phase

2.2.1 Experimental setup

The detailed layout is shown in Fig. 2.2a. A commercial Ti:sapphire ultrafast laser

system (Coherent Elite USP) provided 800 nm, 35 fs FWHM pulses operating at 1 kHz.

Its output was split into two parts, one part was directly used as the probe pulse to

monitor the broad absorption band of the photoproduct I−•
2 around 750 nm. The

other part was used to pump a home-built two-stage NOPA with an output at 580 nm.

The NOPA fundamental was then compressed using a pair of Brewster-angle prisms,

and frequency-doubled. The output 290 nm pulses as well as the undepleted 580 nm

fundamental was sent through the grating-based 4f pulse shaper (details in a later

section), where the two colors were separated due to their difference in their Bragg

diffraction angles. The residual chirp in the 290 nm pulse was compensated using the

shaper and set as the baseline chirp (+4700 fs2). Characterization using a home-built

frequency-resolved optical gating (FROG) device [94] obtained a transform-limited

(TL) pulse of ∼ 60 fs with a FWHM of 3 nm. The pump and probe pulses were focused

into a flow cell using the same off-axis parabolic mirror (OAPM, effective focal length

= 8") with UV-enhanced aluminium coating. The beam widths (FWHM) of the pump

and the probe pulses at the sample position were determined by the knife edge method

to be 82µm and 79µm, respectively. The trasmitted pump and probe pulses were then

collimated using a 2" lens, and detected at every laser shot by two photodiodes (New

Focus 2032), whose outputs were registered simultaneously by a National Instruments

data acquisition (NI-DAQ) card.

Sample preparation and delivery

The powdered sample tetra-n-butylammonium triiodide, or TBAT (Sigma-Aldrich,

CAS No. 13311-45-0), was dissolved in UV-grade ethanol (Uvasol, Merck Millipore) to
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(a)

(b) (c)

Figure 2.2: (a) Experimental layout of the coherent control experiment. The numbered
labels in the graph denote (1) frequency doubling of the NOPA output, (2) 4f pulse
shaper in the mid-UV, and (3) pump-probe detection. (b) Home-built liquid delivery
system for I−3 solution with a peristaltic pump and Teflon tubings. (c) Home-built RF
amplifier for the waveform generated from the arbitrary waveform generator (AWG)
card installed in the measurement computer. The amplified RF output is sent into the
acousto-optic modulator (AOM) to generate the acoustic standing wave for optical
pulse shaping.
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2.2. Coherent control experiment in solution phase

make a solution of 0.25 mM (OD ∼ 1 at 290 nm). UV-grade solvent was used to reduce

scattering of the optical pump in the experiment. The solution was flowed through

a home-built liquid delivery system (see Fig. 2.2b) involving a 100 µm-path-length

flow cell with Spectrosil quartz windows (Starna), a sample reservoir, two glass syringe

dumpers, and a peristaltic pump with Teflon tubings (Cole-Parmer Masterflex HV-

77912-10).

The short-path-length flow cell greatly reduced the solvent signal contribution due to

generation of solvated electrons, as compared with 500 µm-path-length cell which

had been tested before. The reservoir maintained the sample concentration (OD ∼ 1

at 290 nm) during the course of an experiment since the solution phase experiment

is only partially reversible [82] or reversible on a µs-ms time scale [91]. This made it

possible to run measurements at a pump repetition rate of 500 Hz.

The Teflon-compatible peristaltic pump is essential because I−3 corrodes most metals

and alloys including stainless steel, a common material for pump rotors, and synthetic

polymers (e.g. Tygon, Viton, PVC, etc.) used to make flexible tubings, except Teflon

(PTFE). The design of a peristaltic pump makes sure that the rotor is only in contact

with the tubing but not the solution (as opposed to a gear pump), which keeps any

form of corrosion from happening. The drawback of using Teflon tubings is its rigidity

compared with other flexible materials mentioned above, therefore the vibration com-

ing from the motion of the pump rotor can affect the stability of the measurements.

To solve this issue, a home-built removable trolley was used to support and isolate the

peristaltic pump from the optical table, and Sorbothane sheets were used to dampen

the vibrations. In actual measurements, the effect of the rotor cycle was undetectable

in differential absorption signals.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2.3: FROG traces of (a) 56 fs TL optical pump pulse centered at 290 nm, (b)
the 61 fs optimal pulse obtained from optimization using the genetic algorithm, (e)
pulse with -10000 fs2 and (f) +10000 fs2 second order chirp programmed into the it
using the AOM. Their durations are 534 fs and 574 fs, respectively. The pulse duration,
E field amplitude and phase are retrieved using the commercial program Femtosoft
FROG 3. The amplitude and phase profiles are shown in (c), (d), (g) and (h), under the
corresponding FROG trace.



2.2. Coherent control experiment in solution phase

Pulse shaping and characterization

The pulse shaper was constructed by Dr. Ryan Field based on an existing design

in the 4f-geometry [77] for mid-UV operation shown in Fig. 2.2a. The collimated

incoming beam was spectrally dispersed and re-collimated in the Fourier plane of

the diffraction grating (Optometrics 3-8248), where the aperture of the acousto-optic

modulator (AOM, Brimrose FSD150-50.260) was located. The beam, now elongated

in the transversal dimension parallel to the table, passed through the AOM and was

diffracted off a transient grating created and controlled by an external AWG PCI card

(GaGe ComputerGen 11GX), which was installed on the measurement computer. The

outgoing beam followed a symmetric beam path with respect to the input side, there-

fore exiting the shaper as a collimated beam. Thanks to the high efficiency of the UV

reflective gratings, the technical efficiency of the whole shaper was able to reach ∼
50% at around 290 nm.

Pulse characterization was carried out using a home-built transient-grating FROG

(TG-FROG) [92, 93]. It was based on an all-reflective diffractive-optic design described

in detail in [94]. Example traces obtained from FROG characterization of the optical

pump pulses are shown in Fig.2.3.

2.2.2 Coherent control of I−•
2 photoproduction

Closed-loop control

Closed-loop control of the photoproduction of I−•
2 was performed using a genetic algo-

rithm routine [49] that maximizes the I−•
2 yield detected at 800 nm by adjusting the 1D

spectral phase (1D vector) using the pulse shaper. The routine worked with a random

initial phase and altered the phase profile after each cycle ("genetic mutation and

selection"). In this experiment, the pump power was kept constant and convergence

of the I−•
2 yield was seen after ∼40 optimization cycles. The optimization scheme was

repeated a few times and very similar phase profiles were obtained. The optimal pulse
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Chapter 2. Combining transient absorption spectroscopy with coherent control

was characterized by the TG-FROG and the FROG trace is shown in Fig. 2.3b.

Open-loop control — chirp scan

Since the optimal pulse had a quite similar shape as the TL pulse, an open-loop

control experiment was carried out to check for consistency. In this experiment the

second-order chirp of the pump pulse was varied from -10000 fs2 to +10000 fs2 while

detecting the transmitted 800 nm pulse as well as the depleted pump pulse at a fixed

time delay of 100 ps ("chirp scan"). On this timescale the TA signal is principally from

photogenerated I−•
2 . The chirp dependence at excitation energies from 100 nJ – 425

nJ was also measured in the same way. At the maximal chirp rate applied (±10000

fs2), the pulse was stretched to ∼ 550 fs as measured by FROG (see traces shown in

Fig. 2.3e and 2.3f). Results from these measurements are presented in Fig. 2.4(a)-(d).

The symmetric TA signal dependence on the chirp rate is consistent with the closed-

loop optimization result that favored a near-TL pulse shape. The asymmetric chirp

dependence (more absorption with a positively chirped pulse) of the pump absorption

is in agreement with a previous study on an isomerization model system [95]. The

outstanding features in the chirp scan results include the slight shift of the optimal

chirp that maximizes the absorption and the "dip" structure near zero chirp, both of

which start to develop at lower excitation energy. They deserve further investigation

using wavelength-resolved probe.

Open-loop control — power scan

Another important control parameter is the amplitude, or, therefore, the power of the

pump pulse. The power dependence of the I−•
2 yield can help locate the excitation

fluence regime of the measurements. During the experiment, the pump pulses were

kept at TL level and the (excitation) energy was varied in the range of 40 – 430 nJ, while

monitoring the transmitted pump and the I−•
2 absorption at a fixed time delay of 100

ps, the same as the chirp scan for comparison. The results are shown in Fig. 2.4e-f.

A nonlinear trend is observed for the excitation energy-transmission dependence
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2.2. Coherent control experiment in solution phase

(a) (b)

(c) (d)

(e) (f)

Figure 2.4: Second-order chirp dependence of (a) pump absorption and (b) differential
absorption measured at different pump energies (labelled on the upper right corner of
each plot). In (c) and (d), each curve from (a) and (b) are normalized to its maximum
value. (e) The near-flat dependence of relative yield on the absorbed pump energy. (f)
The dependence of transmission on excitation energy.
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at high excitation energies (> 200 nJ). This indicates (1) the involvement of another

absorbing mechanism. The other power dependence of importance is that on the

relative yield of the reaction, which proves to be a better indicator of the excitation

regime than the yield [95]. The relative yield is defined as,

φR = d A

A
(2.1)

In one-photon photochemistry, following the Stark-Einstein law, this quantity is lin-

early proportional to the quantum yield, which has no fluence dependence. However,

in a broad range of excitation energies, the relative yield becomes a function of the

excitation fluence, φR = φR (Φ). A linear fluence dependence of φR (Φ) signifies the

occurrence of two-photon absorption. The results in Fig. 2.4e show a flat dependence

throughout most of the scanned power range (at low pulse energies the scattered light

can create more measurement uncertainty in the data). This indicates that (2) only

one-photon photochemistry is taking place. Combining (1) and (2), it’s possible to

conclude that an additional pump-absorbing mechanism or species is present in the

solution.

2.2.3 Transient absorption spectroscopy with transform-limited and

chirped pump pulses

For a better understanding of the results from the coherent control experiments, tran-

sient absorption measurements were performed using both TL and chirped pump

pulses (see Fig. 2.3a, e-f for FROG traces) at different time delays. In this experiment,

the energy of the pump pulses were maintained at 450 nJ regardless of the chirp. The

transient absorption traces are presented in Fig. 2.5. At short time delays, the different

responses between TL and chirped pump pulses are caused by the difference in the

pulse duration as well as the peak intensity. The long pulse duration of the chirped

pulses (> symmetric stretching mode period of I−3 ) smooths out the coherent oscilla-

tions that are present in the trace measured with TL pump pulses. The reduction in

peak intensity also flattens out the sharp spike that is partly due to solvent response
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2.2. Coherent control experiment in solution phase

Figure 2.5: Time-resolved differential absorption signal at 800 nm with TL (blue),
positively chirped (green) and negatively chirped (red) pump pulses of the same pulse
energy. The traces at long (main figure) and short time delays (inset) share the same
unit of time (picosecond).

(i.e. optical Kerr effect). Another piece of evidence for the change of dynamics con-

cerns the dissociation-recombination turning point (peak of the long-time TA trace).

With TL pump pulses, it happens at the pump-probe time delay of 16 ps, but with

chirped pump pulses, this point is shifted to 5 ps earlier. At longer time delays, the

sign of the chirp creates no difference in magnitude of the differential absorption

signal (and therefore the I−•
2 yield). For the measured TA signal at all probe delays

after time zero, the chirped pulses (with ±10000 fs2 chirp) are less efficient at creating

photoproducts than the TL pulse.

Fitting the long-time pump-probe traces in Fig. 2.5 yields the time constants shown in

Table 2.1. The trace obtained with TL pump pulses is best fit with three components

while the other two with two components, which put two time constants on commen-

surate timescales. Alternatively, if three components for the traces with chirped pump

pulses are chosen, the confidence interval of the fitted time constants will be bigger
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than the fitted values, indicating a wrong fit. This surprising feature strongly indicates

that the TL pulse can generate an intermediate which caused the plateau-like feature

in 10-20 ps region evident in the corresponding trace.

Table 2.1: Time constants for differently chirped pump pulses

Pump pulse chirp (fs2) τ1 (ps) τ2 (ps) τ3 (ps)
0 2±1 9±3 51±4

104 3.5±0.2 54±1
-104 3.0±0.2 57±2

NB: The range in each time constant represents the 95% confi-
dence interval from the fitting procedure.

2.3 Discussion and conclusion

In the experimental results presented in this chapter, the significant modification of

photodissociation yield, reflected in the chirp and power dependence of the differ-

ential absorption signal is direct evidence of control, but the physical processes that

contribute to it may not be easily traced. The limitation of probing with a single wave-

length is that spectral averaging can belie the effect of other underlying mechanisms,

e.g. spectral shift, on the observed symmetry of the chirp dependence in Fig. 2.4b.

Only a control experiment with a spectrally-resolved broadband probe (i.e. that of

a supercontinuum dispersed into a spectrometer) can elucidate such issue. How-

ever, aside from the spectral shift argument, which a recent experiment on high-field

control has made a good case [95], the chirp and power dependence presented in

section 2.2.2-2.2.3 strongly suggest the existence of some additional pump-absorbing

chemical species or pathways that can reduce the observed photodissociation yield at

different time delays. In lieu of this, the two likely scenarios capable of accounting for

the observations are [96],

Cascaded single-photon absorption of the reactant: This amounts to a χ(1) : χ(1)

process for I−3 and involves an electronically accessible upper excited state. The effect
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2.3. Discussion and conclusion

Figure 2.6: A modified energy di-
agram involving proposed addi-
tional mechanisms to account for
the observed phase and amplitude
control results. The lowest three
energy levels comprise the origi-
nal energy diagram involved in the
triiodide reaction through the I−•

2
channel. The two added upper
levels are accessible by cascaded
single-photon absorption of I−3 or
pump-photon absorption of I−•

2 .

is more effective with TL pump pulses due to their higher peak intensity relative to the

chirped pulses.

Photoabsorption of photoproducts: This can happen only after I−•
2 is produced after

approximately a vibrational period of the symmetric stretching mode of I−3 (300-350

fs). For the long pulse used in the chirp scan, this can function as a parasitic effect that

masks the real chirp dependence of I−•
2 formation. From previous experimental and

theoretical studies, it is known that I−•
2 has two dissociative upper electronic states

that link to its two absorption bands [97, 98]. In this way, the reaction is transformed

into a sequential single-photon dissociation process.

A visual presentation of the new model involving these two photoabsorption mecha-

nisms is depicted in Fig. 2.6. In actuality, these two mechanisms may well coexist to

give rise to the observations discussed earlier in this chapter.

As this chapter shows, we can use the so-called coherent control protocols to affect the

yield and the branching ratio of a photochemical reaction but we cannot unambigu-

ously interpret the effects of the pulse shape. The main limitation of coherent control
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is connecting the desired pulse shape dependence to the microscopic details related

to the molecular dynamics of interest. This situation is the classic inversion problem

that occurs in physics [99] with multiparameter degeneracies in the observables [100].

Coherent control using all optical methods can, at best so far, only derive the optimal

pulse shape inverted to the control mechanism as underlying molecular dynamics for

simple system with exactly known ground states [101]. Even here for the I−3 system, the

creation of intermediates in solution with unknown PESs will render such an unique

inversion of pulse shape impossible. In this regard, ultrafast electron diffraction (UED)

can provide directly the atomic motion influenced by the pulse shape and project out

the light-matter interaction leading to control. Combining optical coherent control

with (solution-phase) UED will allow us to uniquely invert the optimal control or

open loop control pulses to uncover their effects on the molecular dynamics. The

present studies are important as they lay the groundwork for probing quantum co-

herence in molecular reaction dynamics as well as provide further characterization

of the operating dynamics in a previously well-studied experimental condition (I−3 in

EtOH). This development is, therefore, a first step for enabling structural probes to be

applied to coherent control experiments, and will herald a new approach for testing

time-dependent ab initio theories for reaction dynamics and our understanding of

how to steer chemical proceses.
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3 Combining broadband transient

absorption spectroscopy with

ultrafast electron diffraction

Outline: This chapter begins with a description of the crystalline environment of
solid state TBAT. It proceeds with a critical assessment of the previous results on
femtosecond time-resolved study of solid state triiodide samples. Then two separate
experiments using broadband TAS and UED are presented. In the end, the connec-
tions between the two experiments are discussed.

Contributions: Dr. Cheng Lu grew the TBAT samples in Toronto for the UED ex-
periments, I grew additional TBAT samples in Hamburg for the TA measurements. I
prepared them using ultramicrotome. Conducted the experiments along with help
from Dr. Stuart Hayes and Dr. Gastón Corthey. I performed global analysis of the
transient absorption data using the code devised by Dr. Valentyn Prokhorenko. I
further performed advanced frequency analysis of the residuals.

3.1 The triiodide reaction in solid state

3.1.1 Crystal structure and absorption spectrum

Triiodide ion is able to form ionic crystals with various organic counterions [14].

Studying the triiodide reaction in the solid state requires a compound with a cation

without overlapping absorption bands with I−3 . To expand on a previous solid state

study [26], experiments are carried out on crystalline TBAT (n-Bu4NI3). The single

crystals of TBAT have a black appearance and needle-like or elongated shapes (see

Fig. 3.2b). The needle-shaped crystals are not used for the experiments because
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(a)

(b)

Figure 3.1: (a) Ball-and-stick structure of tetra-n-butylammonium triiodide viewed
from the crystallographic a axis. (b) A stick-only view of the same cut-out of the
crystal slightly tilted away from the a axis. In both figures the black parallelepiped
frame demarcates the boundary of a single unit cell. The atomic coordinates are taken
from X-ray refined structure recorded at 173 K [103]. The figures are generated using
VESTA [104].



3.1. The triiodide reaction in solid state

of their very limited usable area. The absorption spectrum of solid TBAT sample

shows two shifted and broadened bands in the UV-Vis region (250-800 nm) compared

with solvated I−3 (see Fig. 3.2a). The shifts are ∼ 20 nm for the D band and ∼ 50

nm for the C band. The appearance of a long tail toward the red end is partly due

to scattering and partly the growth in intensity of the spin-flip absorption bands

A and B as assigned in [102]. These remarkable differences are the makings of the

crystalline environment. Structurally speaking, in a TBAT crystal there exist two types

of I−3 chains, here referred to as the straight and the bent chains, with the I-I-I bond

being 178◦ and 175◦, respectively. More details on the crystal structure are given in

Appendix B. The simplest approximation to interpret the spectrum in the UV-Vis

region is to consider a linear combination of two distinct absorption spectra from the

two crystallographically independent chains with different I-I-I angles mentioned

earlier. This interpretation has been confirmed by comparing quantum chemical

calculations in the gas phase I−3 and solid state TBAT1. Physically speaking, the slightly

bent geometries relax the selection rules of the perfectly straight I−3 ions in the gas

phase and shift the energies of the bonding orbitals that contribute to the electronic

transitions. Therefore, some of the spin-flip transitions become allowed and the

transition energies are shifted accordingly. The facts most relevant to the experiment

are that I−3 absorbs relatively more strongly in its C band than D band in the solid

state than in solution, and 400 nm, simply the second harmonic of a Ti:Sapphire laser

system, is very close to the center (∼ 410 nm) of the C band of solid state TBAT.

3.1.2 Pump-probe experiment with 300 nm excitation

Due to the partial reversibility of the triiodide reaction in the solid state, only one

attempt has been made to study it so far using single-shot spectroscopy [26]. In this

work, Poulin and Nelson divided the wavefront of the probe pulses into 400 parts

using two echelon gratings at right angles, before focusing onto the sample [106, 107].

1The results of the theoretical calculations are shown in Appendix E. I thank Professor Carole Morri-
son and Dr. David Rogers for their elucidative calculations that greatly helped with the understanding
of the convolved spectrum in the solid state.
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(a) (b)

Figure 3.2: (a) Comparison of normalized absorption spectra of triiodide in solu-
tion (brown) and in solid state TBAT (black). The C and D bands in solution retain
their labels in the corresponding solid state redshifted absorption bands. The blue
curve shows absorption peaks of I−•

2 and I−•
4 obtained in tertiary butanol (tert-BuOH),

adapted from [105], which will become useful in a later discussion. (b) TBAT crys-
tals of slightly different morphologies (e.g. acicular, columnar, tabular) grown from
evaporating saturated alcoholic solution.

In this way, every two spatially adjacent diffracted beamlets are time-delayed by 25

fs. In their study, the pump pulses were centered at 300 nm (D band excitation), the

probe was the output from a NOPA which can be tuned throughout the absorption

band of I−•
2 in the red. The bandwidth within the NOPA spectrum (tens of nanometers)

was binned together to form a single trace. Since the experiment was carried out

at room temperature and at relatively high excitation fluence, the sample suffered

irrecoverable damage in the form of discoloration visible by eye after a maximum of

about 20 pump shots2.

From their arduous work, the authors compared the photoinduced geminate re-

combination of three different triiodide compounds in solid state. The results of two

(TBAT and TPPT, or tetraphenolphosphonium triiodide) with very distinct features

are displayed in Fig 3.3. The TBAT reaction recovers almost completely within 3 ps

after time zero while the TPPT reaction is far from complete within the 8 ps detection

range. The explanation following this work attributed these distinct behaviors to a

2From private conversation with Professor Keith Nelson during the FEMTO12 conference.
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3.2. The 400 nm-pump-supercontinuum-probe experiment on solid state TBAT

direct evidence of the lattice confinement of the reaction. According to them, the 1D

geometry of the I−3 ions in TBAT facilitates the recovery process through fast geminate

recombination in situ, whereas in TPPT, the reaction happens such that the photofrag-

ments have to diffuse around to the next reaction site before recombination thanks to

the spacious voids provided by the crystal structure. Therefore the recombination rate

of TPPT was measured to be drastically slower than that of TBAT. In their experiment,

however, the sample thickness was not precisely measured, only an estimate of ∼ 200

µm was given in Poulin’s thesis [25]. The samples grown from solution were directly

used without further thinning, so low probe transmission was mentioned as a serious

problem [25] during data acquisition.

(a) (b)

Figure 3.3: Frequency-resolved pump-probe studies of solid state triiodide com-
pounds, (a) TBAT and (b) TPPT with 300 nm optical excitation and color-tunable
probe pulses. The figures are adapted from [25] with permission.

3.2 The 400 nm-pump-supercontinuum-probe

experiment on solid state TBAT

We extend the above pump-probe experiments to the C band of TBAT (see Fig. 3.2a)

with 400 nm photoexcitation as part of the required background studies for the UED

experiment to follow. From the optical pump-probe experiment we want to get a

glimpse of the expected dynamics in the solid state for samples prepared under
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similar conditions, and to determine the number of potential photocycles as well as

the appropriate excitation condition.

3.2.1 Optical pump-probe setup

Details of the experimental setup is shown in Fig 3.4a. The pump and the probe pulses

were derived from the same ultrafast Ti:Sapphire laser (Coherent Elite USP), with an

output of ∼ 40 fs operating at 500 Hz and centered at 800 nm. This laser fundamental

was frequency-doubled to produce the excitation pulse at 400 nm. The probe pulse

was a supercontinuum (or "white light") generated by focusing the laser fundamental

into a 2 mm-path-length quartz cuvette (Hellma) filled with de-ionized water. The

pump and probe beams were collimated and focused separately onto the sample

inside the vacuum chamber of a liquid nitrogen cryostat (Oxford Optistat DN-V2).

The cryostat sat in a custom-designed support that connects to an X-translation stage

and a jack, enabling two-dimensional control of the sample position by moving the

cryostat. The sample temperature can be regulated down to 77 K by feedback control

of the heater current. Samples were cut to ∼ 1 µm thick (OD ∼ 1 at 400 nm) from

solution-grown crystals (see Fig. 3.2b) using an ultramicrotome (Leica EM UC7). The

sample preparation procedures were chosen to best approximate that for electron

diffraction, and they will be detailed in section 3.3.2.

Before the measurements, the polarization of the pump pulse was set to optimize the

transient absorption signal (maximize growth and/or minimize bleaching) at a fixed

time delay. The transmitted probe beam is detected using a home-made grating-based

Czerny-Turner-type spectrometer equipped with a back-thinned CCD (Hamamatsu

S11155-2048-02) run on its fast electronic board (Hamamatsu C11165-02), which

enabled detection of single laser shots.
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(a) (b)

(c) (d)

Figure 3.4: (a) Schematic of the optical pump-probe setup with 400 nm optical ex-
citation and supercontinuum probe. At the center is a liquid nitrogen cryostat, the
photograph of which is shown in (b). The samples were placed on a fused silica
substrate, which was sandwiched between two copper rings and the cryostat’s sam-
ple holder pieces as shown in (c). Scattering of laser beams from the surface of the
sample, like that shown in (d), was registered by a camera to assist in optimizing the
pump-probe spatial overlap before measurements.

TBAT crystal growth

Sample preparation used 97.0% pure n-Bu4NI3 purchased from Sigma-Aldrich, which

was directly used for crystallization. Since TBAT doesn’t have a high solubility in

most common solvents, ethanol was chosen as the solvent for simplicity. The black
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crystals forms in a matter of ∼ 3 weeks from evaporating saturated EtOH solution.

Recrystallization was sometimes needed for increasing the thickness of the crystal for

ease of mounting and cutting. Previously, another method of crystallization by adding

I2 to saturated n-Bu4NI solution was used. These two methods yielded crystals with

comparable sizes and quality.

Spectral tinkering of the supercontinuum probe

A discovery made more than a decade ago [108] showed that the spectral width of a

supercontinuum is positively correlated with the bandgap of the generating medium.

For this experiment, water was chosen as the supercontinuum medium because of its

large bandgap (∼ 7.5 eV), which makes the blue edge of its supercontinuum extend

below 390 nm whereas traditional materials like sapphire (6.9 eV bandgap) terminates

at ∼ 450 nm. Moreover, no rotation of the source is required to keep it free of optical

damage, as is the case for alkaline halides like CaF2 (12.0 eV) [109] and LiF (13.6

eV) [110]. A bandpass filter from colored glass KG-3 (passband 315-710 nm) was

used to reduce the intensity of the spectrally-broadened fundamental in the 750-800

nm region after it passed through the 2 mm water cuvette. In addition, a dye filter

composed of a mixture of IR-780, IR-140 and IR-820 dyes in MeOH was placed before

the spectrometer to attenuate the region close to the 800 nm pump to avoid saturation

of the CCD on the single-shot level. These dyes have absorption peaks at 780 nm,

800 nm and 820 nm in MeOH, respectively. This arrangement also kept the chirp

introduced by the dye filter from affecting the time resolution at the sample position.

The probe pulse energy before the sample was ∼ 18 nJ with a FWHM of 100 nm and

the detection window spanned over an octave from 380-855 nm. During experiments,

an edge filter with a cut-on wavelength of 400 nm was placed before the spectrometer

to reduce the pump scattering, trimming the net detection window down to 405-855

nm.
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Detection scheme and data analysis

To circumvent optical and photothermal damage, the repetition rate of the pump

pulses was reduced to 125 Hz (probe pulses at 250 Hz) using two choppers as depicted

in Fig 3.4a. The main chopper was placed before the pump-probe beam splitter, a

small portion of its output was picked up by a photodiode to convert it into a TTL

signal for triggering the pump chopper. In this way the mechanical instability of the

master-slave chopper operation was minimized for single-shot detection using the

fast CCD. The voltage readings from the photodiode after the pump chopper was

registered by a NI-DAQ card for sorting the pump-probe spectra and normalizing

the differential absorption data. The differential absorption was calculated using the

formula,

d A(λ, t ) =− log10

Ipon(λ, t )− Ibkgd

Ipoff(λ, t )− Ibkgd
(3.1)

where Ipon(λ, t) and Ipoff(λ, t) are spectrally resolved 2D intensity arrays directly ob-

tained from the CCD. An outlier-rejection algorithm (with details in Appendix D) was

used to remove the noise caused by chopper instability and perform averaging before

d A(λ, t ) was calculated.

3.2.2 Setup calibration

The instrument response function (IRF) of the pump-probe setup was estimated by

measuring the Kerr effect response from the fused silica substrate used for support-

ing the sample. The result is shown in Fig. 3.5. From fitting to a sine-modulated

Gaussian curve of the form, A sin(2π f t +φ)exp
[
−4ln2 · ( t−t0

FWHM

)2
]

, the FWHM of the

IRF throughout the probing window was found to be 240-280 fs, depending on the

wavelength. The IRF is clearly probe-limited due to its uncorrected spectral chirp.
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(a) (b)

Figure 3.5: Transient Kerr response from the fused silica substrate (a) across the
detection window and (b) a line cut along the specified wavelength range, the Gaussian
part of the fitted curve has a FWHM of 127±21 fs.

3.2.3 Polarization dependence

The directionality of the I−3 chains defines a clear macroscopic transition dipole mo-

ment, which exhibits a strong dependence on the polarization of the excitation pulse.

This dependence was measured by varying the pump polarization using a half-wave

plate (HWP) while maintaining that of probe’s and record the differential absorption

signal at a fixed time delay. The result is presented in Fig. 3.6, complete with fitted

curves using the expression d A(θ) = a +b cos(θ+θ0)2.

First of all, the polarization dependence confirms the quality of the sample, since a

disordered sample (e.g. spin-coated) would have a negligible excitation polarization

dependence. Another interesting feature is that, while the ground-state bleaching

signal is almost zero at the perpendicular polarization, the growth signal from I−•
2

production has a finite offset from zero even at its minimum, indicating the existence

of a possible independent contribution to the signal. Lastly, the slight difference

(∼ 15◦) of the minimum-signal pump polarization (MSPP) between the bleaching and

the growing bands is most likely3 due to the orientation difference between of I−•
2 and

3Another possible explanation is the non-identical polarizations of the different colors present in
the supercontinuum probe pumped by linearly-polarized 800 nm pulses, but the sudden transition of
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(a) (b)

Figure 3.6: (a) Pump polarization dependence of the differential absorption signal at a
fixed pump-probe delay across the detection wavelengths. (b) Line cuts through the
2D diagram in (a), averaged over four representative wavelength regions along with
fitted grey curves. The measurement was performed at 245 K.

I−3 . This 15◦ difference bears resemblance to the dihedral angle formed between the

two types of I−3 chains in the unit cell (see Appndix B). The polarization dependence

measurements performed at 80 K and 245 K showed similar features.

3.2.4 Fluence dependence and sample reversibility test

Fluence dependence of the sample response was measured at 80 K with an excitation

energy at sample position varied from 90 nJ to 631 nJ, corresponding to the fluence

from 0.0953 to 0.671 mJ/cm2 (or from 1.92×1014 to 1.35×1015 photons/cm2)4. The

results are displayed in Fig. 3.7, a linear dependence can be extrapolated up to the

highest fluence used, which confirms that the experiments are within the linear exci-

tation limit.

To test the sample reversibility at different temperatures, differential absorption was

measured at a fixed pump-probe delay at four sample temperatures (80 K, 135 K, 190 K

and 245 K). Representative results at 245 K are shown in Fig. 3.8. It is evident from this

measurement that the optical damage to the sample is negligible at a low excitation

the MSPP at around 475 nm, which is where the I−•
2 and I−3 bands cross, makes this a less likely scenario.

4Damage to the sample was seen at higher fluences, where the green spectral region developed a
bleaching band that only strengthened in magnitude in consecutive scans.
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(a) (b)

(c) (d)

Figure 3.7: Fluence dependence of (a) the bleaching band and (c) the growing band
(spectral range specified in the figure title). To examine the dependence more quanti-
tatively, the differential absorption signals at a few time points in each trace measured
at a specific excitation fluence were averaged to construct a representative signal
value. These time points were chosen around a probe time delay of 0.8 ps from (a)
and 0.4 ps from (c). Then the representative signal values are plotted against the
excitation fluence in (b) and (d), for spectral regions of (a) and (c), respectively. In
either case a linear fit describes the relationship sufficiently and the fit is also included
in each plot. The red squares in (b) and (d) indicate the typical pump fluence used
in the pump-probe measurements described later. The modification of oscillation
amplitudes at high fluences is mostly due to the change in kinetics (as in (c)) or the
strengthening of a mode that is very weak at lower fluences (as in (a)).

fluence (the same is true at other measured temperatures). Lowering the sample

temperature was found to change the recovery rate of the reaction. The follow-up

section presents and discusses the similarities and differences of TA signal measured

from 80 K up to 245 K.
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Figure 3.8: Transient absorption measurement performed at 245 K with a fluence
of 0.31 mJ/cm2 (6.3×1014 photons/cm2) and at a probe delay of ∼ 600 fs after time
zero. The filled contour plot shows the consistency of the transient absorption signal
detected across the spectral window from 405-855 nm. The artefact in the region
around 800 nm is due to the instability in the white-light probe.

3.2.5 Temperature-dependent short-time dynamics

At all temperatures where measurements were conducted, the initial part of the tran-

sient absorption signal is strongly modulated by coherent oscillations up until about

10 ps after time zero. To disentangle these oscillations from the underlying population

dynamics, global analysis [43,111] was first applied to extract the population dynamics

from 2D time-resolved traces (e.g. Fig. 3.9a) using the fitting function,

∆A(λ, t ) = IRF(λ, t )�
∑

i
DASi (λ)exp[−t/τi ] (3.2)

where IRF(λ, t) is the wavelength-dependent instrument response function. This

deconvolution scheme was achieved using the Analyzer_PP program developed by

Dr. Valentyn Prokhorenko [111]. Then the residuals from the fitting at different
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wavelengths were analyzed using continuous wavelet transform (CWT) and short-

time Fourier transform (STFT). The theoretical background and proof of reliability

of these frequency analysis techniques is presented in Appendix C. In the following

subsections, the focus of the text is on the broadband TA data acquired at 245 K

because of its immediate relevance to the electron diffraction experiment (carried

out at the same temperature). Data at other temperatures are briefly discussed for

comparison.

Fast dynamics at 245 K

The short-time (< ∼ 16 ps after time zero) wavelength-resolved transient absorption

spectrum is shown in Fig. 3.9a. The two dominant features are the bleaching and

the growing bands residing, respectively, in the shorter and longer wavelength side

of the spectrum. Comparing with the absorption profiles in Fig. 2.1a and Fig. 3.2a, it

is reasonable to attribute the growing band to mostly the generation of I−•
2 and the

bleaching band mostly to the depletion of I−3 . The spectral region around 550 nm with

little change of absorption correlates well with the absorption minimum of I−•
2 in solu-

tion (see Fig. 2.1a). Further detailed analysis divides the probed spectral window into

six regions, each with slightly different but related dynamical features. For each region,

a representative trace is selected for frequency analysis after binning in a wavelength

range (4-10 nm) with very similar dynamics. The tentative mode assignments used in

the following are based on a previous resonant Raman experiment performed at 77

K [112, 113]. The frequency analysis results are presented pictorially for regions A, B,

D and E, which are of importance to the identification of photoproducts and reaction

channels. To maintain a consistent trade-off between time and frequency resolution,

the same set of three wavelets and two Tukey windows [114] are used in the following

time-frequency analyses, unless otherwise mentioned. More details on the methods

used are given in Appendix C.

Region A (405-475 nm): This region is dominated by the bleaching signal of ground-
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(a)

(b)

Figure 3.9: (a) TA spectra at 245 K recorded with 60 fs steps. The hatches block
the region affected by the instability near the 800 nm supercontinuum pump. This
region has poorer instability due to the collective effects of multiple nonlinear optical
phenomena. (b) Representative traces from every region labeled in (a), the curves in
regions E and F were smoothed using a Savitzky-Golay filter after a time delay of ∼ 2
ps in order to compare with the rest on the slower dynamics. The time zero for each
trace in (b) was adjusted using the shift parameter obtained from exponential fitting
using the Analyzer_PP program.

state I−3 . A very pronounced 20 cm−1 libration mode is seen with coherence lasting for

∼ 9 ps. The oscillations with smaller amplitudes on top of the libration mode in this
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(a)

(b)

Figure 3.10: Frequency analysis of a typical trace in (a) region A at 464 nm (binned over
462-466 nm) and in (b) region B at 510 nm (binned over 505-514 nm). The binning ranges
were chosen for a region with similar dynamics. In each case, the upper left corner shows
the trace in blue and the fitted population dynamics in green, the difference of the two is the
residual plotted in red. Fourier transform of the residual cut after time zero is shown on the
lower left corner, along with an inset zooming in on the high frequency region. The plots on
the right side show analyses using multiple wavelet transform scalogram and spectrogram
(from short-time Fourier transform, or STFT) in different frequency regions. Different color
scalings were used to expose the important features in each region.
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band are identified to have a frequency of ∼ 35 cm−1 and 113 cm−1. The latter can be

assigned to the impulsively excited ground state symmetric stretching mode of I−3 ,

which matches perfectly the frequency observed in solution phase studies [82,85,86].

The frequency composition of a typical trace in this region is shown in Fig. 3.10a.

As is evident in the time-frequency representations, the onset of the libration mode

appears to be delayed from the stretching mode oscillation.

Region B (475-530 nm): After a crossover region near 475 nm the bleaching band

turns into a growing band (see Fig. 3.10b), a signature that the positive contribution

of the photoproducts (e.g. I−•
2 ) starts to dominate the TA trace. The phase of the

libration mode oscillation is shifted through the crossover region by about π away

from those in region A, which makes a typical trace at the center of region B be

in antiphase with one at the center of region A. The sign is inverted due to the

overwhelming contribution from the growth of I−•
2 . Moreover, the high-frequency

band at > 100 cm−1 broadens in the CWT representation compared with region A.

This is due to the limitation of the high frequency resolution of CWT. Using a longer

temporal window in STFT than used to analyze region A to improve the frequency

resolution, two separate components are identified from this broadened band, which

confirms the existence of (at least) two species in this band.

Region C (530-605 nm): The amplitude of the very pronounced ∼ 20 cm−1 oscilla-

tions in Regions A and B become much weaker here. This very weak growing feature

that characterizes this region is highly likely the result of a valley between the two

absorption bands of the photoproduct I−•
2 (see Fig. 2.1a).

Region D (605-700 nm): Beyond the transition region C, a new growing absorption

band takes shape. Now the initial fast vibrational oscillation is intensified and its

frequency is shifted down to close to 100 cm−1. In addition, this frequency band

starts to broaden towards the long-wavelength side of this region. The libration

mode frequency has also dropped below 20 cm−1. In addition, a ∼ 30 cm−1 and a ∼
40 cm−1 mode appear in place of the ∼ 35 cm−1 observed in the previous regions.
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(a)

(b)

Figure 3.11: Frequency analysis of two traces in region D at (a) 630 nm (binned over
627-633 nm) and (b) 682 nm (binned over 677-686 nm), respectively. The same set of
wavelets and the frequency windows as in Fig. 3.10a are used in the analysis.
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Two decomposed traces in this region are shown in Fig. 3.11 due to the relative

importance as it is linked to a new photoproduct I−•
4 , which will be discussed in a

later section.

Region E (700-775 nm): On the short-wavelength side of the growing band, the

low-frequency libration mode becomes very weak and its frequency is shifted down

to ∼ 16 cm−1, therefore its origin may be different. The region of the stretching mode

in the CWT representation is now significantly broadened and sits at close to 100

cm−1. This frequency band breaks down to three major components in the STFT

spectrogram as shown in Fig. 3.12. The two components > 100 cm−1 that reflect the

stretching vibrations of I−3 and I−•
2 , but the mode around 90 cm−1 is not known to be

associated to any of the two species. Therefore, it can be a coupled mode between

the lattice and the molecular motion or a mode from a distinct photoproduct.

Figure 3.12: Frequency analysis of a typical trace in region E at 734 nm (binned over
730-737 nm). The high-frequency STFT used a longer window (therefore compromis-
ing time resolution) than that in the analysis of region A in order to expose the three
frequency components in the 85-115 cm−1 range.
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Region F (810-855 nm): On the red side of the growing band, a sharp spike is seen

close to time zero, trailed by fast oscillations on par with the stretching mode of I−•
2

described in region E. The libration mode is not present in this region. Here the

behavior is in line with the "coherent dissociation" picture described in Poulin’s

thesis [25]: the dissociation doesn’t start from time zero and the initial spike was

attributed to the excited state absorption of I−3 . In the present experiment the region

before time-zero around 800 nm is affected by coherent artifacts from the supercon-

tinuum probe (see Fig. 3.9b).

These results of frequency analysis confirms the existence of at least two species, I−3
and I−•

2 , with overlapping absorption bands in the detection window distinguished by

their slightly different stretching modes. From global analysis, the whole time range is

well fitted with a combination of 4 exponentials from time zero to a pump-probe time

delay of ∼ 16 ps. The DAS corresponding to every one of them is shown in Fig. 3.14d

with the lifetimes specified in the plot. DAS1(λ) exhibits a “tilted-balance” feature

with the zero-crossing at around 475 nm. From the absorption spectra in Fig. 3.2a,

it is evident that DAS1(λ) can only be associated with the decay onset of excited I−3
after vertical transition on the time scale of the pump pulse duration (∼ 100 fs). This is

overwhelmed immediately by a growing contribution from the photoproduct I−•
2 (with

a pronounced absorption band peaked close to 785 nm), as is reflected in DAS2(λ)-

DAS4(λ) in the sample plot. The decay of excited I−3 and the growth of I−•
2 are the two

dominant features within this time range.

Dynamics at lower temperatures

Time-resolved data from -1 ps to 16 ps were also recorded at 190 K, 135 K and 80 K

with 60 fs time steps and a 125 Hz pump repetition rate. Visual representation of

these data can be found in Appendix A. The general features of a bleaching band from

I−3 and two growing bands from I−•
2 were reproduced at all three temperatures. An

outstanding feature among them is the shift of the low frequency bands towards even

shorter wavelengths.
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(a) (b)

Figure 3.13: Comparison of (a) libration mode and (b) stretching mode oscillations at
four different temperatures. A clear shift is seen in the libration mode (a lattice mode),
while the stretching mode (a molecular mode) maintains its frequency.

The results of frequency analyses similar to those in the previous section show that

the libration mode frequency is affected by the temperature but the stretching mode

is not (see Fig. 3.13). Global analysis yields the DAS (see Fig. 3.14) and decay constants

(excluding the long-lived component) for the datasets at the four temperatures are

presented in Table 3.1. These results show that the sample temperature affects τ1

Table 3.1: Time constants for short-time dynamics

Temperature (K) τ1 (ps) τ2 (ps) τ3 (ps)
80 0.23±0.01 1.48±0.02 6.60±0.09

135 0.24±0.01 1.26±0.01 5.39±0.06
190 0.24±0.01 1.05±0.01 5.92±0.06
245 0.24±0.01 0.86±0.01 6.34±0.05

NB: The range in each time constant represents the 95% confidence
interval from the fitting procedure.

very little, since it stems from the vertical excitation of I−3 , as evidenced in the positive

feature on the short wavelength side (C band of I−3 ) and the negative feature on the long
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(a) (b)

(c) (d)

Figure 3.14: DAS from global analysis of the TA data at (a) 80 K, (b) 135 (K), (c) 190 K
and (d) 245 K. The TA data were recorded with 60 fs time steps. The legend in the DAS
diagram displays the time constants of each component. The component with a time
constant of infinity is not resolvable within the range of data recorded.

wavelength side (near-IR absorption band of I−•
2 ). On the other hand, τ2 is drastically

reduced as the temperature increases, since it relates to the first time scale of I−•
2

formation. The DAS feature for τ2 is the balancing of the population of I−3 and I−•
2 in

terms of total absorbance, which has now become evened out. This is thus a turning

point in the reaction kinetics. On the next two time scales, the DAS in region B (475-

530 nm) has decreasing amplitudes as temperature increases. This probably comes

from the change of reaction rates and the band shift (see Fig. A.1 in Appendix A). The

emergence of an unidentified band in the region 605-680 nm on the τ3 timescale has

never been observed in previous studies. Here it may indicate the existence of another
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reaction intermediate such as I−•
4 due to spectral similarity (see [105] or Fig. 3.2b for

the absorption spectrum of I−•
4 in alcoholic solution, in solid state the spectrum can

be redshifted like that of I−3 ). The tetraatomic radical ion can be formed from an I•

fragment bonded to a nearby I−3 chain.

3.2.6 Temperature-dependent long-time kinetics

The bleaching and growing bands formed in the short time exhibit a slow and unend-

ing recovery well into the ns timescale (the translation stage covered up to about 1.6

ns after time zero). The coherence of the reaction-associated modes is completely lost

after ∼ 12 ps for the low-frequency libration mode and the reaction transitions into

purely population kinetics.

Pico- to nanosecond kinetics at 245 K

This dataset was combined from segments recorded with 1 ps, 5 ps/10 ps and 20

ps time steps (see Fig. 3.15). At long time delays the recovery proceeds in a multi-

exponential manner, with different rates across the spectral window. These features

are summarized in the following. A full collection of traces is presented in Appendix A.

Region A (405-480 nm): In addition to the recovery of the bleaching band, a weak

growing feature is seen from a time delay of ∼ 500 ps onwards. Since this region

is overlapped by the D band of I−3 and the high-lying absorption band of I−•
2 , such

growing feature is likely only caused by the difference in decay rate of I−•
2 and the

recovery rate of photobleached I−3 and/or their differing absorption coefficient in

this region5.

Region B (480-530 nm): A plateau is observed between 50-400 ps. The origin of it is

likely the shift of bands due to vibrational relaxation.

Region C (530-605 nm): The signal level in the weak growing band that has little

change from the chemical reaction decreases to close to zero after the coherence of

5If this is not true, the recombination pathway may be more complex than I−•
2 +I• −→I−3 .
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the 20 cm−1 libration mode is lost within 10 ps.

Region D (605-730 nm), E (730-775 nm) & F (810-855 nm): the short- and the long-

wavelength sides of the growing band decay at similar rates, implying that on this

timescale the absorption of this broad band is due mostly to one species, I−•
2 . Its

bandwidth is maintained and no narrowing from, e.g. vibrational cooling, as reported

in solution-phase experiment [25], is observed.

(a)

(b)

Figure 3.15: (a) Long-time dynamics recorded at 245 K across the detection wave-
lengths. (b) Select cuts along the specified wavelength regions. Each binned wave-
length range contains very similar data.
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Pico- to nanosecond kinetics at lower temperatures

The 2D plots of the datasets recorded at lower temperatures are presented in Appendix

A (see Fig. A.4). The list of fitted time constants from global analysis is presented in

Table 3.2. Among these, τ3 shows a mostly steady increase as the temperature lowers,

while τ2 has a minimum at 135 K. Compared with Table 3.1, one notices that τ3 and

the unresolved (infinity) decay component in the previous table are the same as τ1

and τ2 in the present one, respectively.

Table 3.2: Time constants for long-time dynamics

Temperature (K) τ1 (ps) τ2 (ps) τ3 (ps) τ4 (ps)
80 5.4±0.2 98±4 470±20 5700±600

107.5 6.6±0.2 88±5 380±20 5700±500
135 5.0±0.2 55±3 340±10 5700±500
190 6.1±0.2 79±4 370±20 5700±900

217.5 7.4±0.3 81±5 330±20 5700±900
245 8.1±0.3 95±5 320±20 6000±1000

NB: The range in each time constant represents the 95% confidence inter-
val from the fitting procedure.

3.2.7 Summary and discussions

The analysis given so far represents the status quo of the ongoing effort to understand

the triiodide reaction in solid state via broadband pump-probe spectroscopy. The

following list summarizes the observations from the TA data,

(1) Observation of a host of internal and external modes involved in the reaction.

Among these, a few can be immediately assigned based on previous static and time-

resolved studies in condensed phases. They are a libration mode and the symmetric

stretching mode of ground-state I−3 at 20 cm−1 and ∼ 113 cm−1, respectively, and the

stretching mode of the photoproduct I−•
2 at ∼ 106 cm−1. The coherent oscillation

of the libration mode lasts as long as ∼ 12 ps at low temperatures. The fact that

triiodide is a quasi-linear rotor with a large moment of inertia hasn’t been fully
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(a) (b)

(c) (d)

Figure 3.16: Comparison of the long-time dynamics at different sample temperatures.
(a) shows the ground-state I−3 recovery accelerated by an absorbing component and
finally became an absorbing feature. In (b), the recovery proceeds without being
overtaken by the absorbing feature. (c) In region B, a plateau-like feature appears
between 50-400 ps. (d) A selected spectral region in the near-IR showing the reduction
of I−•

2 . Temperature-dependent rates are seen on the sub-ns timescale.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.17: DAS obtained from global analysis of the long-time dynamics at different
temperatures. The first two components strongly resemble those in Fig. 3.14 at the
same temperature. The long-lived component there can now be resolved on the
present time scale as τ2.
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appreciated before this experiment. The relevance of this libration mode to the

solvent mode recently confirmed with similar frequency in [32] is unclear.

(2) Observation of coupling of internal and external modes through a chemical reaction,

a unique phenomena of condensed phase reaction dynamics. There is strong

evidence that these low-frequency lattice modes have a delayed appearance with

respect to the molecular stretching modes in region A, B and D of the TA spectrum

(see time-frequency diagrams in Fig. 3.10 and Fig. 3.11.). Therefore it is more likely

that they are at least partly initiated through coupling to the PES of the triiodide

reaction from bending or recoiling motions rather than through impulsive-Raman-

type excitation.

Figure 3.18: The left table includes Raman frequencies compiled from Sugai &
Saito [112] and Zambounis et al [113]. A full list of frequencies with important contri-
butions to different regions in the TA spectrum is shown in the right table. The symbol
“•” in the column indicates that the mode is present in the spectral region.

(3) The decay associated spectra reveal an initial inverted distribution of population

in the reactant’s and photoproduct’s absorption bands, followed by the growth of
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photoproducts and, consequently, the multiphased recombination that gradually

restore the population balance. The slow recovery persists well into the nanosec-

onds, implying a diffusion-limited process in solid state [115] that proceeds after

the true geminate recombination is completed.

(4) Identification of a possible alternative reaction channel 2I−3
hν−−→I−•

2 +I−•
4 (or simply

I•+I−3 −→I−•
4 with I• coming from the dissociation of I−3 ) on the few-ps timescale

through spectral features seen in the transient absorption spectrum and the DAS

obtained from global analysis.

(5) Temperature-dependent shift of absorption bands is observed in most regions of

the spectral window. This is especially so in the region < 530 nm. The possible

I−•
4 absorption band around between 605-680 nm is incorporated into the near-IR

band of I−•
2 at higher temperatures. In general, a blueshift is observed for dynamical

features (i.e. bleaching or growing bands in TA spectra) captured in transient ab-

sorption spectra. In addition, an increasing temperature also markedly reduces the

dephasing time of the coherent oscillations as shown in Fig. 3.13a.

The frequencies compiled from static Raman measurements on solid state TBAT sam-

ples are compared with the frequencies observed in the TA experiment in Fig. 3.18,

including the known assignments to atomic motions. In general, for TBAT with two

distinguishable and quasilinear I−3 chains, there are four vibrational normal modes

(including two non-degenerate bending modes) and two libration modes for each

chain. With the three translation modes included, the total number of distinct modes

involving each distinct I−3 chain is 4+2+3=9, and 18 in total for the two independent

chains in a unit cell. They can be obtained from phonon mode calculation using

CASTEP (performed by Prof. Carole Morrison) and are listed in Table E.3 of Appendix

E. Taking into account the difficulty of CW Raman spectroscopy in observing low-

frequency modes that are close to the Rayleigh line, this number matches well with the

documented number of modes shown in Fig. 3.18. The modes not currently assigned

are either from unidentified lattice modes, or modes specific to the photoproduct I−•
4 .
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The documented I−•
2 stretching mode has very similar frequency to the symmetric

stretching mode of the straight I−3 chain in TBAT, which makes distinguishing the two

modes in frequency analysis difficult, but the location that the mode appears (i.e. in

the bleaching or growing band) can help pin down the origin.

It is worth noting here that some of the observations made here are in stark con-

trast to Poulin & Nelson’s work [25,26], which described a very fast (< 3 ps) full recovery

of the reaction when triiodide ions were excited to the D band with 300 nm pump

pulses. One immediate cause for the discrepancies could be that the different excita-

tion wavelength will initiate distinct dynamics in the D-band excited state compared

with excitation to the C band, as in the present experiment, due to different branching

ratios. This is at least true in gas phase studies [17, 18] and a former study in solution

using the isosbestic point as a monitor of the branching ratio [16]. The more practical

reason may be that the experimental conditions between their and the present exper-

iments are very different (refer to Section 3.1.2 for a summary of their work). With

a boiling point of a mere 70 ◦C (Sigma-Aldrich), the TBAT sample can easily melt in

single-shot room-temperature experiments caused by laser heating. And moving to

different spots on a solution-grown sample, which usually has inhomogeneous surface

quality, can produce dissimilar signals due to various amounts of scattering [25]. This

has been seen in samples with poor surface quality in the present experiments. These

samples distort the transmitted probe beam’s spatial profile and a constant scattering

signature appears on the short-wavelength side of the TA spectrum. The samples

with good surface quality show TA signals presented in sections of 3.2.3-3.2.6 and

these results are reproducible. Additionally, the thick samples described in Poulin’s

thesis [25] can also, to a great extent, create artefacts of the observed dynamics due to

lateral averaging over the thickness of the sample.
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3.3 Ultrafast electron diffraction studies on

solid state TBAT

3.3.1 Electron diffraction setup

An ultrafast electron diffractometer (UED machine) visualized in Fig. 3.20a is the

setting of an optical-pump-electron-probe experiment. The optical pump pulse at

400 nm and the photoelectron pump pulse at 266 nm were derived via harmonic

generation from the previously mentioned ultrafast laser system (Coherent Elite USP).

These two beams were routed into the vacuum chamber using two sets of periscopes.

After photoemission from the Au photocathode, the photoelectrons gained energy

when traversing a voltage difference of 120 kV across 10.5 mm to the anode, where the

beam was intercepted at the inter-chamber wall by an aperture with a diameter of ∼
150 µm. The electron beam and the optical pump beam met at the sample position

in the back-illumination geometry. Their beam sizes there were about 550 µm and

300 µm at FWHM, respectively. After passing through the sample the electron beam

was focused by a magnetic lens onto the detector to obtain a sharp diffraction pattern

without transforming into the real space, as was first demonstrated in 1931 [116]. Right

before the detector, the electrons were converted to visible photons using a phosphor

plate. The photons were then channeled to a CCD camera (Princeton Instruments

Quad-RO: 4320) using a fiber taper with hexagonal edges. A stack of Peltier thermo-

electric modules was used to lower and maintain the sample temperature in order

to avoid vacuum damage to the sample (stability test of sample see Section 3.3.3).

The stack was glued between two Cu blocks, which connected to the manipulator

arm on one side and the sample holder on the other. Running at the optimal current,

the Peltier stack maintained the sample temperature at ∼ 275 K. Temperature was

measured using the four-wire method with a Pt resistor. During the measurements,

cold nitrogen gas was used to cool the sample further down to 245 K and a feedback

controller with a heater was used to maintain the sample temperature to a precision
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of ∼ 0.1 K.

3.3.2 Sample preparation and characterization

Samples for the electron diffraction and optical pump-probe experiments were cut

using a diamond knife (Micro Star Technologies, MT series, 3.0 mm blade) from bulk

crystal using an ultramicrotome. In electron diffraction, the samples had a thickness

of ∼ 120 nm, and they were placed on standard Cu TEM meshes (Plano GmbH). The

standard cutting procedures followed largely the accounts for TEM sample preparation

as in [117]. Water was used to fill the boat attached to the diamond knife (therefore the

name wet ultramicrotomy) because of water’s high surface tension and the very low

solubility of TBAT in it. Wet cutting was always preferred over the dry version. A critical

issue in ultramicrotomy is on how to minimize the compression of thin sample slices,

or to reduce lesion-induced surface roughness and to preserve structural integrity

during cutting and transfer to the mesh. In the worst case, the sample slice wrinkles up

and becomes unusable. Five points (the tricks) were found to be of great importance

for this reason. They are summarized in the following and can be immediately applied

to preparing other soft organic samples using wet ultramicrotomy.

(1) The water surface in the boat should form a convex crescent that descends from

the edge of the knife. This ensures that the initial section of the slice can slide down

the liquid surface as it’s being cut from the bulk to make room for the section that

comes after. With other kinds of water surfaces (i.e. flat or concave) the sample slice

easily becomes crumbled during cutting. This is of paramount importance to soft

organic materials.

(2) Slow cutting was found to reduce the compression. A moderate speed of 1mm/min

was used when cutting electron diffraction samples. Pausing the knife-bearing

mechanical arm in between a cutting cycle was more helpful in this respect than

running the knife continuously.

(3) The cut slices should be harvested one at a time. In this way, there is less chance
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(a)

(b) (c)

Figure 3.20: (a) Schematic of the UED machine. The inset photo shows the picture
of the Peltier stack (P) and the magnetic lens (L). The Peltier stack is sandwiched
between two Cu blocks that connect to the manipulator arm and the sample holder
on either side. The Macor block holds the Au photocathode in place. Photoelectrons
released by the 266 nm photons from Au are accelerated by the gradient between the
electrodes before reaching and diffracting off the sample. The 120 nm-thick samples
are prepared by wet ultramicrotomy and diffraction patterns obtained from (b) a 200
kV TEM (JEOL 2100) and (c) the UED machine are compared here.
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that the slices that come after can bump into those that are produced before, which,

for soft organic samples, can cause cracking up of slices into smaller pieces.

(a) (b) (c)

Figure 3.19: (a) TBAT sample preparation using an ultramicrotome: the thin slice
floating on water was cut from the bulk (black and glued to the opaque resin substrate)
clamped in the chuck of the ultramicrotome. (b) The mesh-supported thin samples
were mounted on the Cu sample holder before transferring to the vacuum chamber.
The direction of the samples were rotated manually such that the long axis is close
to parallel to each other. This ensured that the optimal pump polarization for the
samples can be regarded as the same. (c) Wide-field real-space TEM (JEOL-2100)
image of TBAT sample obtained using 200 keV electrons.

(4) Harvesting the slices directly using the TEM mesh is preferred when preparing

diffraction samples than using a pick-up loop. This reduces the number of contacts

with the sample. In either scenario, retrieving the sample from below the sample

proved to cause less damage to sample integrity than from the top.

(5) Transfer should be made to sufficiently wet surfaces, where the samples are left

for drying. This greatly reduces the shock wave caused by the breaking-up of water

droplets on the mesh or pick-up loop when they get absorbed by the blotting

medium. For electron diffraction samples, a fully drenched piece of tissue paper

suffices. For optical pump-probe samples to be placed on a (slippery) glass substrate,

a wet blotting paper should be within reach of the pick-up loop during transfer to

gently soak up the water and keep the sample in place.
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After preparation, the samples were preserved in a fridge at around 4 ◦C until experi-

mental use. This has been found to be especially important for fragile organic samples

like TBAT, because cooling greatly reduces the potential damage from oxidation or

sublimation under ambient conditions, which, from practical experience, happens at

a faster rate for thin samples than the bulk crystals.

(a)

(b)

Figure 3.21: (a) Vacuum decay of sample without temperature stabilization, measured
using the RF gun UED machine at University of Toronto. (b) The sample is resistant to
vacuum with temperature stabilization using a Peltier stack to lower the temperature
to ∼ 275 K. The small deviations are mostly due to thermal expansion of sample holder
as a result of the accumulated heat radiation from the nearby magnetic lens as well
as electron beam shift over time as a result of laser beam pointing instability. This
measurement was conducted in Hamburg using a DC gun UED machine. In the
formula for the remaining ROI fraction, I(t) and I(0) are integrated ROI intensities
normalized by the electron number of the corresponding image, t = 0 is the start of
the static diffraction measurement.
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3.3.3 Sample stability under ultrahigh vacuum and photoexcitation

The ultrahigh vacuum (UHV) condition (10−7-10−8 mbar) that the sample chamber

needs to stay in is an adversarial condition for fragile organic samples with hundred-

nanometer thickness. This is the main reason behind such stability tests, which are

usually performed at the very beginning of a project. Unfortunately, TBAT at 120 nm

or less is not stable in UHV. The quality of sample drastically degrades over the course

of several hours, which eventually leads to complete amorphization within a day, as

is evident from the diffraction pattern. Bringing the sample temperature down to ∼
275 K with the Peltier stack, at only a mere ∼ 23 K from room temperature in the lab,

was found to maintain the sample freshness over the course of weeks at the very least.

The results from these two scenarios (without and with temperature stabilization) are

compared in Fig. 3.21.

Figure 3.22: A sequence of diffraction pattern of TBAT sample at 275 K (temperature
stabilized using the Peltier stack) illuminated with focused 400 nm optical pump
running at 1 kHz. The time on the upper left corner of each image denotes the period
of illumination. Each image is normalized with respect to the total electron number
count after background subtraction. The maximum color scale for the 0-min image is
3, 6, and 9 times that of the 5-min, 10-min, and 15-min image, respectively, for the
purpose of viewing. This illustrates the drastic optical damage the sample receives as
a consequence of the slow recovery and irreversibility of the chemical reaction.

In addition to vacuum stability, the sample’s optical stability under 400 nm-pump illu-

mination was tested from 1 kHz to 100 Hz. The results for 1 kHz are shown in Fig. 3.22.

Incipient optical damage appears visibly a few minutes after the start of illumina-

tion. This is, however, slower than that observed in the single-shot experiments [25],
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due mainly to the effect of temperature stabilization. Optical damage disrupts and

destroys the crystal structure in real space and therefore a drop of diffraction peak

intensity is immediately seen in Fourier space as a sign of the loss of crystallinity. Over

time, the diffraction pattern slowly develops incomplete rings at low diffraction order

(k-space location close to the beam center), signifying the degradation of crystallinity.

3.3.4 Determination of sample orientation and indexing

Because of the sample preparation procedure and the uncertainty introduced dur-

ing sample mounting in the UED machine, its orientation needs to be determined

prior to data analysis. In practice, measuring a series of static diffraction patterns at

slightly different incident electron beam angles can provide sufficient data for orienta-

tion fitting. The diffraction pattern was recorded after rotating the manipulator arm

around y axis (perpendicular to electron beam direction along z) and re-optimizing

the positions at each angle to maximize the diffraction intensity. The range from 87◦

to 91◦ was achievable6 with 1◦ step manual adjustment (see Fig. B.2). Peak-finding

was automated by first sifting through local maxima on different areas of the image

and then fitting the area around each maxima to a 2D Gaussian function to extract the

peak position. A detailed description of the algorithm is provided in Appendix D. The

program is efficient in picking out isolated diffraction peaks rather than the occasional

hot pixels appearing on the detector as well as avoiding the edges from the fiber taper,

but it has issues distinguishing highly overlapping peaks, which are affected by the

unit cell size of the sample as well as the spatial coherence of the electron beam.

The rotation series yielded a library of the peak parameters (position and intensity)

at the measured beam angles. The orientation was found by comparing simulated

peak parameters with those obtained from experiments using a minimization scheme.

However, due to the (very) limited number of observed peaks, a total of 430 in five

images, multiple solutions were found. To narrow down the search, the diffraction

6For a reference, during time-resolved measurements, the goniometer was set at 90◦.
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(a)

(b)

Figure 3.23: (a) Static diffraction pattern with Miller indices labeled on a number of
peaks. (b) Bragg peak intensity contribution (in percentage and indicated by different
colors) to some of the most intense diffraction peaks in (a). The indices on the x axis
represent the principal component of the diffraction spot. The same indices are also
used to label (a).
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patterns in the whole rotation series (see Fig. B.2 in Appendix B) were simulated and

compared directly with the 2D experimental data. This part of the orientation finding

was done by Dr. Alexander Marx. From his computer routines, the electron beam

direction in real space fractional coordinates (of the crystallographic system) was

determined to be [-7.00, 1.26, -4.29]. The angles that the electron beam formed with

the principal axes in the real and reciprocal spaces of TBAT are shown in Table 3.3.

Table 3.3: List of angles formed between the electron beam and a principal axis in real
(a,b,c) or reciprocal (a*,b*,c*) space

a (◦) b (◦) c (◦) a* (◦) b* (◦) c* (◦)
140.40 90.73 142.86 126.77 79.48 128.39

Since the I−3 chains lie along or very close to the crystallographic a axis (see Fig. 3.1),

a 140.40◦ angle means that the beam will diffract off the chains at an oblique angle.

This slanted view means that most (if not all) types of motion this quasilinear ion

can exhibit can be captured by the electrons in time-resolved diffraction data. A fully

indexed diffraction pattern is presented in Fig. 3.23.

3.3.5 Data analysis for time-resolved measurements

To construct the time-resolved traces from a sequence of diffraction patterns, the

relative change (in percentage) of a diffraction spot η(t ) at time t is calculated using

the following expression,

η(t ) =
[

Ipon(t )− I bkgd
pon

]
−

[
Ipoff(t )− I bkgd

poff

]
Ipoff(t )− I bkgd

poff

% (3.3)

where Ipon and Ipoff are the integrated intensities of the diffraction spot in the pump-

on and pump-off image, respectively. I bkgd
pon and I bkgd

poff are the corresponding integrated

detector background of the diffraction spot region. During one day’s measurements,

these backgrounds are taken to be constants provided excitation conditions stay the

same. When no significant pump scattering is seen (depending on sample surface
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quality and the pump wavelength), I bkgd
pon ≈ I bkgd

poff = Ibkgd, and the above expression

can be reduced to,

η(t ) = Ipon(t )− Ipoff(t )

Ipoff(t )− Ibkgd
% (3.4)

This is true with 400 nm pulses as the optical pump. Shot noise is a significant issue in

analysis of electron diffraction data. For the DC electron gun, reducing the electron

number to shrink the pulse duration can raise the role shot noise plays in the SNR.

Therefore the average of pump-off images of three nearby time delays were used per

time point. This is valid since the sample quality only decays slowly on a long time

scale. The pump-on pattern is subject to an outlier rejection algorithm before insert-

ing into Eq. 3.3 to calculate the relative change. More details of the outlier rejection

scheme used is described in Appendix D.

For combining different scans, the decay of the relative change (discussed in sec-

tion 3.3.7) should be taken into account. The average value of the relative changes

after time zero are used to calculate the scaling factors for each diffraction peak from

scan to scan. The overall standard deviation of the mean at each time delay, σ(t ), is

obtained by combining that from each scan, σi (t ), in quadrature using the formula,

σ(t ) = 1

m

√
m∑

i=1

σi (t )2

Ni
= 1

m

√
m∑

i=1
σi (t )

2
(3.5)

where m is the number of scans to be averaged and Ni is the number of repeated

frames at a fixed time delay in a single scan. The symbolσi (t ) is the standard deviation

of the set of measurements at a particular time delay t in one scan.

3.3.6 Polarization dependence

Similar to optical pump-probe experiment, the polarization dependence was mea-

sured by fixing the pump-probe time delay at ∼ 1 ps while recording the diffraction
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(a) (b)

(c)

Figure 3.24: (a-b) Polarization dependence of the relative intensity changes of four
Friedel pairs with the pump-probe time delay fixed at 1 ps. The sinusoidal fits were
included to reflect the dependence. The error bars in both plots represent the standard
deviation of the mean. (c) Difference image at a pump-probe time delay of 1 ps,
showing the pump-induced changes to the diffraction peaks (red = positive change,
blue = negative change). The locations of one spot in each Friedel pair named in (a-b)
are labeled on the image (c).

pattern differences with different excitation polarizations. The changes of the diffrac-

tion peaks were extracted and presented in Fig. 3.24a-b. The measurements was

carried out with ∼ 6 fC electron bunches to improve SNR and reduce the number of

pump shots needed for a single time delay. The relative changes can be fit straight-

forwardly to a sinusoidal (or cosine squared) curve, in agreement with a Malus-type

dependence. This is the result of the linear arrangement of triiodide inside the crys-
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tal, which maintains a well-defined transition dipole direction, now reflected in the

Fourier space. The bigger the pump-induced intensity change a spot had, the stronger

the polarization contrast. In addition, those spots without time-resolved dynamics

didn’t have an obvious polarization dependence.

3.3.7 Fluence dependence and sample reversibility test

(a) (b)

Figure 3.25: (a) Fluence dependence of two selected Friedel pairs plotted along with
linear fits. (b) Decay of relative change averaged over selected Friedel pairs. In both
sets of measurements the pump-probe time delays were fixed at ∼ 1 ps.

The sample response was measured at different excitation fluences to characterize

the excitation regime. Due to the limited number of high-quality samples, the fluence

of up to ∼ 0.43 mJ/cm2 was used. At each fluence the same set of diffraction spots

were analyzed to obtain the relative changes. A linear dependence is seen in the data

presented in Fig. 3.25a.

The sample reversibility was measured at a fixed time delay after time zero, the same

as the procedure used in optical pump-probe experiment (Section 3.2.4). In Fig. 3.25b,

the relative changes of a number of diffraction spots are plotted against the number

of 400 nm pump shots. This measurement was carried out with 6 fC electron bunches

and a pump repetition rate of 125 Hz. The pump pulse energy was set at 1.35 uJ, corre-

sponding to a fluence of 0.34 mJ/cm2 (or 6.85×1014 photons/cm2). These parameters

are in typical settings of UED experiments described later and the TAS experiments
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described earlier (see Fig. 3.8)7. It is evident that the sample quality degrades under

such conditions, but at a slow rate so that a reasonable number of time delays can be

scanned and repeated at one fixed sample position.

3.3.8 Picosecond dynamics

Figure 3.26: (a) Long-time dynamics of some characteristic Bragg peaks. (b) Zoomed-
in view the initial coherent oscillation (c) Static diffraction pattern with locations of
plotted spots.

Measurements were performed at 245 K from -1 ps to 65 ps with ∼ 6 fC electron pulses.

A combination of 200 fs, 500 fs and 1 ps time steps were used to cover the whole time

span. The results are presented in Fig. 3.26. On this time scale three major types of

7The major difference in measurement conditions between the TAS and the UED experiments is the
sample thickness. In TAS measurements, the sample (∼ 1 µm) needs to be thick enough to have OD
∼ 1, while in the UED experiment the sample (120 nm) needs to be thin enough to allow electron to
transmit and minimize the effects of multiple scattering. Besides, the vacuum pressure in the UED
experiment is three orders of magnitude lower than that in the TAS experiment.
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dynamics are seen among 48 analyzed diffraction spots.

(a) (b)

Figure 3.27: Dynamics of selected diffraction spots measured from -1 ps to 10 ps
with 200 fs time steps and 6 fC electron bunch charge. The data were smoothed
using a Savitzky-Golay filter before the frequency analysis. Note the difference in the
frequency scales between the two WT plots. In STFT, the same Tukey window was
used for analyzing both.

(1) Libration sensitive spots: These spots are all located near the rectangular region

on either side of the beam center, as seen in Fig. 3.26. Their time-resolved intensity

changes are modulated by the 16 or 20 cm−1 oscillations in addition to a non-zero

offset resulted from atomic displacements initiated by the reaction. The Friedel

pairs with the lowest indices to exhibit such behavior are (1,4,-1)/(-1,-4,1) and

(0,6,2)/(0,-6,-2). Some of the spots with closely related indices show changes with

opposite signs. These peaks are mostly located in the 3 or 9 o’clock direction in the

indexed pattern in Fig. 3.23a.

(2) Translation sensitive spots: A 10 cm−1 mode (see Fig. B.4 of Appendix B) was found
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in the relative intensity change of (3,-2,-7), (2,0,-3) and surrounding peaks (about

1 o’clock direction in Fig. 3.23a). It persists for about three full oscillations and its

origin is most likely the translational motion of I−3 chains.

(3) Weak growth: Diffraction spots of this type don’t show oscillatory dynamics on

few-ps time scale, but develop a slow growth signature from tens of ps onwards.

Among the 48 spots analyzed, only 4 were found to exhibit such behavior. These 2

Friedel pairs have the Miller indices (0,4,2)/(0,-4,-2) and (0,4,0)/(0,-4,0), which are

low-index peaks for TBAT.

3.3.9 Femtosecond dynamics

(a) (b)

Figure 3.28: Dynamics of selected diffraction spots measured from -0.5 ps to 3.5 ps
with 60 fs time steps and 0.7 fC electron bunch charge.

Measurements at short time delays were repeatedly made from about -0.5 ps to 3.5

ps with a time step of 60 fs. This time range corresponds to about two periods of the

16 or 20 cm−1 (18 cm−1 on average) libration mode, during which, according to the

optical pump-probe data presented earlier in this chapter, most of the high frequency

internal and external modes are not fully dephased. For these measurements, the

electron bunch charge is lowered to ∼ 0.7 fC to improve the time resolution of the

probe. In this way, it is possible to resolve modes with a period down to about 300

fs, which suffices for discerning the stretching modes of I−3 and I−•
2 , given good SNR.

The selected time-resolved traces for the short-time dynamics are shown in Fig. 3.28.
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In addition to seeing the very pronounced libration mode, coherent oscillations at

Figure 3.29: (a) Time-resolved trace of the diffraction peak (1,4,0) with 60 fs time steps
(time points before time zero are removed). In the plot the low-frequency librational
mode is subtracted to reveal high-frequency oscillations. Fourier transform of the
original trace in (a) is presented in (b). (c-d) are wavelet spectrograms from CWT
of the blue trace in (b) using two different sets of wavelet parameters that separate
different frequency bands.

higher frequencies were present in the signal. Frequency analysis (e.g. see Fig. 3.29)

using FFT and CWT reveals ∼ 70 cm−1 mode oscillations that are frequently observed

in the intensity changes of the diffraction peaks, some also show the characteristic

vibrational frequency of I−•
2 that lies in the range of 100-110 cm−1 as shown in Fig. 3.29.

As they mostly exist only within the first cycle of the 16-20 cm−1 libration mode and

their strong resemblance to those observed in pump-probe experiments described

earlier (compare with Fig. 3.18), they are the direct imprints of the reactants and

photoproducts in the reaction. Further structural fitting will elucidate whether and

how these modes participate in the triiodide reaction.

82



3.4. A possible reaction pathway involving I−•
4 formation

3.3.10 Summary and discussions

(1) A number of peaks show an abrupt change of intensity within 2 ps after photoexci-

tation. This signals a sudden displacement of atoms (e.g. bond-breaking events)

that is induced by optical excitation.

(2) Coherent oscillations of the 10 cm−1 translation mode and the 16 and 20 cm−1

libration modes from ground-state I−3 were prevalent in a number of Friedel pairs.

High frequency modes with a frequency of about 70 cm−1 and 105 cm−1 were

also observed. They are modes of ground-state I−•
4 and I−•

2 , respectively8. Their

coherence lasts for up to ∼ 2 ps after photoexcitation, which matches well with

similar modes observed in TA measurements. Due to limited time resolution and

SNR, it’s so far not possible to distinguish the contribution of these two species

directly from time-resolved diffraction data. Inversion of the diffraction data is

needed to pin down the particular types of motion. Nevertheless, these coherent

features indicate concerted atomic motion initiated by 400 nm photoexcitation.

(3) Careful choice of the measurement condition allowed the triiodide reaction dynam-

ics to be recorded up to 65 ps after photoexcitation. A multi-exponential recovery of

the relative change is seen that goes beyond the recorded time delay of 65 ps. The

behavior within this timescale is in qualitative agreement with the multi-staged

behavior of the recombination dynamics observed in the TA experiment.

3.4 A possible reaction pathway involving I−•
4 formation

If two neighboring I−3 chains are treated as a single reactive unit, a possible intermolec-

ular reaction mechanism can be conceived and summarized in Fig. 3.30 based on the

experimental evidence found so far. In this pathway, the reaction progresses along an

intermolecular reaction coordinate, R2+R3−R, with the R’s defined in the figure. The

I−3 · · · I−3 and the I−•
2 · · · I−•

4 configurations each occupy a potential local minimum that

8The ground-state modes of I−•
4 is obtained from DFT calculation and shown in Table E.1.

83



Chapter 3. Combining broadband transient absorption spectroscopy with
ultrafast electron diffraction

can be connected through the triiodide reaction upon photoexcitation and relaxation

back to the ground state PES. Here the symbol “· · ·” represents intermolecular interac-

tions. The I−•
2 · · · I−•

4 configuration can be regarded as a metastable ground state while

the I−3 · · · I−3 configuration is the true ground state. The two-chain partitioning does pre-

serve the translation symmetry of the crystal and represents the minimal reactive unit

sufficient to explain the observed structural dynamics (“a-axis chemistry” of TBAT).

More specifically, the reaction coordinate construction mentioned above is based

on experimental facts that I−•
2 and I−•

4 are formed in their respective ground states,

because their ground-state vibrational modes (105 cm−1 for I−•
2 and 70 cm−1 for I−•

4 )

were detected and at least the excited states of I−•
2 all have dissociative characters [118].

The coordinate values at the potential minima are obtained by assuming an average

I-I distance to be 2.9 Å. This is a fair assumption for both I−3 and I−•
4 .9 The gap distance,

R, in the I−3 · · ·I−3 configuration is ∼ 3.9 Å and can be found in Table B.1 of Appendix

B. I−•
2 has a longer bond length (∼ 3.3 Å, see Table E.1) but it only affects R1 and not

the R2+R3−R coordinate. Since the bending angle is small, a linear geometry is still a

good approximation, which further simplifies the math. Therefore, the value of 1.9

Å is obtained by setting R2 =R3=2.9 Å and R=3.9 Å, and 3.9 Å is obtained by setting

R3=R=2.9 Å and R2=3.9 Å. The excited state topology is not immediately conceivable

as it remains an open question how many conical intersections connects it to the

ground state [18]. The validity of this model can be proven by inverting the UED data

along with support from theory, if needed. This work is currently in progress by Dr.

Stuart Hayes, which is beyond the experimental scope of this thesis.

3.5 How do the two methods stack up

In both solid state TAS and UED measurements, the time resolutions are limited by

the the probe pulse duration. Due to its broad bandwidth, the supercontinuum probe

9The I-I bond lengths for gas phase I−•
4 are 2.99 Å, 3.07 Å and 2.99 Å, with the longest being the bond

between the two central iodine atoms. These results are from DFT calculations carried out by Dr. David
Rogers.
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Figure 3.30: Cartoon of a possible intermolecular reaction pathway to generate I−•
4 .

The ground-state PES is approximated by an asymmetric double well while the excited
state PES is complex. In the I−3 · · · I−3 configuration R1-R4 are intramolecular distances
and R is the intermolecular gap. In the metastable I−•

2 · · · I−•
4 configuration R1, R, R3 and

R4 are intramolecular distances and R2 becomes intermolecular. Along the reaction
pathway the character of these distances may be ambiguous.

exhibits wavelength-dependent chirp that results in a wavelength-dependent system

response function between ∼ 100-150 fs. The electron pulses are estimated to have

a duration of ∼ 200 fs [72]. Therefore the resolution between the two experiments

are not different by more than 100 fs. In either case, it is theoretically possible to

resolve the period of the symmetric stretching mode of I−3 and I−•
2 (300-350 fs). The

very similar pump power and polarization dependence of the dynamical changes in

TAS and in UED is a clear manifestation of the consistency between these two types of

measurements.

Going beyond the similarities, in UED experiments, without inversion, the distinct

species-specific dynamics involved in the reaction is, in general, not immediately
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accessible from the change of the diffraction pattern, because one type of motion in

the real space can affect all diffraction peak intensities in Fourier space by different

amounts. Only in rare (and usually simple and restricted) cases can one find a direct

link between Fourier and real space physical parameters [119, 120]. In TAS experi-

ment, the real space species can usually be conveniently identified by the spectral

region they emerge from, provided that there are no strong spectral overlaps of species

with absorption change of similar value but opposite signs. In UED experiments, the

signal has contribution from only the difference of nuclear arrangements between

the excited and the intact molecules, whereas in TAS, due to the nonlinear nature of

four-wave mixing process, other features like ESA or ISRS can also contribute to the

differential absorption signal, thereby complicating the interpretation to some extent.

An immediate distinction between the signals of these two types of measurements

is that, in TAS, the I−•
2 band exhibits a sharp rise on the time scale of 200-300 fs (see

Fig. 3.11b), but since the electronic change is mostly absent in UED, similar signature

of the photoproduct generation only shows up as coherent oscillation with ∼ 2% am-

plitude change in the diffraction peaks, slightly above noise level (∼ 1%). On the other

hand, the slower rise of the 16 or 20 cm−1 libration mode can be taken unambiguously

as a time zero signature in both UED and TAS data, since these lattice modes modulate

both electronic structure and nuclear arrangement. Moreover, the ISRS process does

not contribute to UED signal. Such different initial responses demonstrate the dif-

ference in the signal composition of these two types of time-resolved measurements.

In practice, the difference in sample orientation in these two experiments (samples

not cut from the same crystal) may also contribute to the different responses since

phonon modes are sensitive to crystal orientation10. When considering the results

from these experiments, such disparity should be taken into account, in addition to

the observed common features. In the future, an in situ probe [121] can be installed

to best correlate the measured sample responses from optical and electron probes at

10The other difference not compared is the SNR in the two types of measurments. In this respect,
TAS measurements are usually at least better by 2 orders of magnitude than UED measurement.

86
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approximately the same location.

The other thing to note is that since the whole spectral range of the I−3 photochemistry

spans from ∼ 190-1000 nm (those of I−3 −I−•
2 subsystem alone covering ∼ 220-1000 nm),

therefore it may not be possible to observe all modes found in the UED data in the TAS

data due to limited probe spectral range. Lastly, there can exist dark (radiationless)

intermediates that are not directly accessible via optical means but are detectable

using electron diffraction [122].

To sum up, the clear advantage of UED, and the primary motivation for this study, is

that it provides direct structural information. The TAS and UED results must agree on

general features of the dynamics as is the case found here. However, TAS cannot tell

the specific atomic or correlated motions giving rise to the transient species, whereas

UED provides a direct measurement of the magnitude of these motions in a structural

transition. This includes the key reaction modes leading to chemistry, and, therefore,

UED offers a first-principle picture of reaction dynamics from experimental data. In

the present case, the various diffraction orders need to be inverted to extract real space

coordinates with certain convergence criteria. Completing this analysis requires more

effort and was not possible within the time constraints of the PhD program.
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4 Observation and outlook

Outline: This chapter begins by outlining the major difference between reaction
dynamics in solution and solid state. Then a comparison between the current ex-
periment and the iodine-doped-Kr experiment is drawn. This is followed up with a
summary of prospective experiment and analyses for future investigation of the sys-
tem. The chapter ends with a description of the theoretical challenges for a thorough
understanding of the reaction dynamics.

4.1 Comparison of dynamics across phases

In molecular crystals, the molecular modes are assimilated into lattice modes but with

the molecular characters preserved [123, 124]. The tightly ordered spatial arrange-

ment of triiodide ions in the solid state provide a perfect environment to preserve the

coherence and allow them to be detectable (at least one full period) via optical means.

In this sense solid state experiments provide a more nuanced picture of the possible

course of reaction complementary to solution phase studies. The observation of these

novel modes that participate in the reaction reinforces this notion.

Additionally, the dissociation-recombination turning point in the solution phase

triiodide reaction (see Fig. 2.5) is more than 10 ps delayed than that in the solid state

(see Fig. 3.11). This quantitative feature is strong evidence of the environment de-

pendence of the recombination dynamics—the triiodide ions are confined in smaller
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4.2. Coherence transfer in the solid state

pockets with well-defined orientation in the solid state and therefore the recombi-

nation process starts to dominate earlier. Such local environment difference may

well come to the point of altering the dissociation/recombination channel, as demon-

strated in the possible observation of I−•
4 from the TAS results described in section

3.2.5. The inter-triiodide distance in TBAT solid is ∼ 3.9 Å, only . 1 Å longer than

the I-I bond distance, and the orbitals from neighboring chains may have already

overlapped with each other1. The I−3 dissociation may not require a significant atomic

displacement larger than 1 Å, as is the case in the gas phase.

Another nontrivial difference between the kinetics seen in the two condensed phases

is the polarization dependence. Even though the solid state transient anisotropy

measurement is not explicitly performed, from the pump polarization dependence

and the crystalline geometry, one can infer that the reaction should progress in a very

limited dimension, from which I−•
4 can be produced due to head-on collision of an

I• fragment with the nearby triiodide chain. This is in stark contrast to the almost

random orientation of the dissociated photoproducts observed in solution phase from

transient anisotropy measurements [82, 86].

4.2 Coherence transfer in the solid state

The vibrational coherence transfer between I−3 and I−•
2 fragment is evident in the

coherent stretching oscillations of I−•
2 in its absorption band around 785 nm. The

appearance of low frequency modes in the dynamics implies the coherence trans-

fer to the lattice. Previously such behavior has been observed in I2-doped Kr solids.

When I2 undergoes photodissociation and recombination, the excess energy is trans-

ferred through coherent interaction between the I• and the Kr matrix [125, 126]. In

this way the Brillouin zone-boundary phonon modes were excited and observed in

the transient absorption traces. The difference between the TBAT and the I2-in-Kr

1I thank Dr. Stuart Hayes for promoting a similar idea in the first place. The spectroscopic evidence
was only discovered later when scrutinizing the unknown part of the TAS data.
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experiments is that in TBAT the triiodide ions are part of the lattice (the phonon

modes feature their concerted motion) and only phonon modes near the Γ-point

(zone-center phonons) are of relevance to optical excitation. On the other hand, the

iodine molecules in Kr solid are doped impurities and they don’t form a sublattice

due to the random spatial distribution of these “chromophores”, so even though the

phonon oscillations are induced by the iodine reaction, they are played out by the

motion of the Kr atoms of the host matrix only.

4.3 The unresolved & the challenging

Even as one of the most studied triatomic systems, I−3 is still offering fresh insights into

reaction dynamics of simple chemical systems as new methods are being employed to

explore further details. The content of this thesis as well as recent publications by other

groups [30, 31, 33] showcase new advancements in this line of research. The UED part

of the study is a stimulus for pushing the temporal resolution frontier. Even though the

present study made use of the electron number-pulse duration trade-off to achieve

desirable resolution, the time resolution of the experiment can certainly be improved

using shorter electron pulses. With the next generation of UED machines running at

300 keV now becoming available [127] and having a theoretical time resolution of ∼
80 fs, studies on faster (and irreversible) reaction kinetics in molecular systems will

surely be made possible. The following points summarize some relevant future works

on the subject.

4.3.1 Surface-crossing dynamics

Since I−•
2 is the photoproduct that connects to the antisymmetric stretching mode (ν3)

of I−3 , logically speaking, there should be a glimpse of I−3 in a ν3 vibrational state before

it slides down the excited state PES towards the exit channel, where I−•
2 and I• are

produced. So far this impulsively excited I−3 placed in an excited state antisymmetric

stretching mode hasn’t been directly captured by any means, though coherent ground-
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state ν3 oscillations have been detected in an impulsive stimulated Raman experiment

in solution [87]. To determine the excited-state modes, a three-pulse experiment

involving a sequence of pump, Raman/THz and probe pulses can be used.

4.3.2 Reconstruction of reaction intermediates’ spectra

The observation of the spectroscopic signature of I−•
4 from the results presented in

this thesis adds another dimension to the triiodide reaction dynamics. However, the

spectra of the reaction participants (reactant, intermediates and photoproducts) are

all redshifted by various amounts due to the influence of the crystal field. A full spectral

reconstruction of these species is one necessary step forward. This requires target

analysis based on the different DAS extracted from global analysis. However, due to

the lack of information on the fluorescence spectrum of I−3 , I−•
4 and the knowledge of

the excited state absorption of I−3 , the spectral reconstruction remains a challenging

task for the time being.

4.3.3 Detection of I− and ground state dynamics of I−3

Since the absorption of the participating species in the triiodide reaction collectively

cover a very broad spectral region (from the blue end of I− absorption at ∼ 190 nm

to the red end of I−•
2 absorption at close to 1000 nm), monitoring this whole spectral

range with good time resolution (< 100 fs) is not yet attainable with homogeneous

media. One spectral region of immediate interest lies in the ground-state absorption

band below 400 nm, where signs of the emergence of another band is already present

in the current results (see Fig. A.1 and A.4 in the appendix). Probing the absorption

bands of I− can provide evidence on the reaction’s branching ratio, when comparing

with the yield of I−•
2 .

In terms of the source of the probe pulses, photonic crystal fiber (PCF) is can generate

an ultrabroadband supercontinuum [128] covering the desired spectral region, but its
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spectral energy density is still too low for probing strongly absorbing species like I−3
and pulse compression also presents a major difficulty. Nevertheless, a workaround

exists. It’s currently possible to look at a small probe spectral window (∼ 50-100 nm)

with few-fs time resolution using compressed NOPA pulses as the probe. Using a com-

bination of multiple spectrally-resolved NOPAs generated from a single fs Ti:Sapphire

laser can cover most of the mid-UV to IR spectral range as thoroughly discussed

in [78]. Good time resolution also means that one may be able to resolve vibrational

overtones [129, 87] and combination modes [87] at higher frequencies (150 cm−1 and

above). Such anharmonic modes will help recover the topology of triiodide’s PESs

(e.g. through fitting empirical PESs) that leads to the suppression of the dissociation

channel that yields I2 in condensed phases.

4.3.4 Electron diffraction study of coherently-controlled reaction

As shown in the coherent control experiment in Chapter 2, the triiodide dissocia-

tion yield can be controlled conveniently by adjusting the second-order chirp in the

pump pulse. The effect of chirp in displacing atoms in real space hasn’t been stud-

ied using structurally resolved methods in the solid state. An educated guess is that

the sign of the second-order chirp can accelerate or decelerate the atomic motion

compared with excitation using TL pulses. The difference from such a chirp effect

can be small and one needs better SNR to distinguish the difference than achievable

currently. Moreover, it remains to be seen whether the reconstruction technique

recently developed [72] for inverting time-resolved electron diffraction data can be

used to benchmark the atomic displacements obtained from chirped-pulse excitation

against that with TL pulse excitation.

4.3.5 Quantification of optical damage

The origin of optical damage in opaque medium is material-specific. The type of

damage can range from thermally-induced as in the study of the melting of Al [67]
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to the mostly strain-induced damage in ring-closing reaction of diarylethene [75] to

the present triiodide reaction, which is likely a mixture of the two. In-situ probing of

optical properties of the thin crystalline sample can be integrated into the electron

diffraction chamber for diagnosing the sample condition along the experiment, as

well as postmortem analysis using, e.g., a light microscope or an imaging spectrometer.

For nonreversible samples, this approach will provide valuable information on the

formation of optical damage (e.g. sample ionization, accumulated photothermal

species, etc.) which leads to artefactual signals and point to ways to reduce it in order

to make the sample suitable for stroboscopic-type studies.

4.4 Benchmark for theory development

Last but not the least, the reaction dynamics of I−3 investigated in the thesis sets a

benchmark for ab initio molecular dynamics simulation [130] of condensed phase

chemistry. Treating the triiodide system is computationally expensive, due to the

number of electrons needed to consider exactly (at least 44 for the I−3 · · · I−3 configura-

tion)2, the large spin-orbit interaction (SOI) [131], the proper treatment of open-shell

radical intermediates and conical intersection dynamics, which altogether brought

about the richness of the reaction dynamics of polyatomic molecules with more than

three atoms. In recent developments [15] in gas-phase calculations, good agreement

with experiment has been found at the relativistic coupled cluster and configuration

interaction level of theory. Pushing this to the condensed phase and accounting for

reactive environment requires further theory development and optimization of com-

putational resources. Therefore, structural inversion of the UED results will provide

valuable reference to guide these developments.

2Each iodine atom ([Kr]4d 105s25p5) contains seven valence electrons (5s25p5). The I−3 · · · I−3 configu-
ration contains two excess charges in addition to the six iodine atoms.
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A Supplementary figures of solid state

optical pump-probe spectroscopy

A.1 Short-time dynamics

The 2D plots for the datasets acquired at temperatures of 80 K, 135 K and 190 K are

shown in Fig. A.1. For comparison, the line cuts along the wavelength direction for

the 60 fs-step data at 245K and at 80 K are shown in Fig. A.2 and Fig. A.3, respectively.

In these plots, a clear temperature-dependent shift of bands to shorter wavelength

is seen, especially for the region < 530 nm. The crossover region (likely an isosbestic

point) between the librational bands with opposite signs is located at ∼ 480 nm at 245

K and at ∼ 491 nm at 80 K. The shift is most striking in the region 500-530 nm, where at

80 K the low-frequency beats (∼ 18 cm−1) show a growing trend in the first three cycles

before decaying, whereas at 245 K only damped oscillations of very similar frequency

are seen. The vibrational oscillation in the region > 600 nm shows higher peak-to-peak

contrast at 80 K than at 245 K. In general, the dephasing time of all modes is longer at

80 K than 245 K.

A.2 Long-time dynamics

The 2D plots for the datasets at temperatures of 80 K, 135 K and 190 K are shown in

Fig. A.4. The bleaching and growing bands don’t fully recover in this time range (up to

∼ 1.6 ns). Moreover, the growing signal appearing in the region < 430 nm at long time
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A.2. Long-time dynamics

(a)

(b)

(c)

Figure A.1: 2D filled contour plots of TA measurements performed with 60 fs steps at
(a) 80 K, (b) 135 K and (c) 190 K. The hatches block the region affected by the instability
around the 800 nm supercontinuum pump. Chirp correction has been applied to all
datasets.
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Figure A.2: Wavelength-binned line cuts of the dataset measured at 245 K with 60 fs steps.
Each line spans a region of 4 nm, with the center wavelength shown next to each trace. The
time zero for each trace is not adjusted for the chirp in the supercontinuum probe. A weak
local regression filter (LOESS) is applied to traces beyond 712 nm.



Figure A.3: Wavelength-binned line cuts of the composite dataset measured at 80 K with
60 fs steps. Each line spans a region of 4 nm, with the center wavelength shown next to
each trace. The time zero for each trace is not adjusted for the chirp in the supercontinuum
probe. A weak LOESS filter is applied to traces beyond 712 nm.



Appendix A. Supplementary figures of solid state optical pump-probe
spectroscopy

(a)

(b)

(c)

Figure A.4: 2D filled contour plots of measurements performed with a combination of
time steps (from 1 ps to 20 ps) at (a) 80 K, (b) 135 K and (c) 190 K. The hatches block
the region affected by the instability around the 800 nm supercontinuum pump.
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A.2. Long-time dynamics

Figure A.5: Wavelength-binned line cuts of the composite dataset taken at 245 K with
various time steps of 1 ps, 10 ps and 20 ps after photoexcitation. Each line spans a
region of 4 nm, with the center wavelength shown next to each trace. A weak LOESS
filter is applied to all traces.
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spectroscopy

Figure A.6: Wavelength-binned line cuts of the dataset taken at 80 K with steps of 1 ps,
5 ps and 20 ps after photoexcitation. Each line spans a region of 4 nm, with the center
wavelength shown next to each trace. A weak LOESS filter is applied to all traces.
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delays is stronger at lower temperatures.

Similar to the previous section, the line cuts along the wavelength direction for the

long-time scans at 245 K and at 80 K are presented for comparison in Fig. A.5 and

Fig. A.6, respectively. The spectral region between 500-530 nm develops a very notice-

able band shift between time delays of 200 and 600 ps, this feature is, however, absent

in the 245 K data. In fact, this feature still exist in data taken at 107.5 K (not presented

here) and 135 K, only with the exact turning point in time delayed further by a few

hundred ps. It becomes barely noticeable at the next temperature with available data

(190 K). This is another strong indication of temperature-dependent kinetics.

A.3 Temperature dependence of the DAS

Besides the four-component global fit to the TA spectra presented in section 3.2.5, a

five-component fit using time constants obtained from single-trace fitting is found

to better fit the 530-600 nm region than having only four components. Nevertheless,

the general features of the emergence and decay of I−•
4 in the DAS between the four

and five component fits are very similar. Using this set of time constants to fit the

datasets at the four different temperatures, one obtains the DAS presented in Fig. A.7.

The first component is omitted there since it has a time constant of ∼ 90 fs, which is

less than the temporal resolution of the system, and therefore should be attributed

to Kerr effect or any unresolved fast dynamics. Based on the influence of the ground-

state absorption of the I−•
2 , I−3 and I−•

4 species in different spectral ranges (labeled in

Fig. A.7d), these timescales can be attributed to,

(a) I−•
2 formation from I−3 dissociation

(b) first phase of I−•
2 recombination and onset of I−•

4 formation

(c) I−•
4 dissociation (forming I−3 and I•)

(d) I−3 recovery and second phase of I−•
2 recombination
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spectroscopy

In this assignment, the (b)-(d) components are close match with the second, third and

fourth components of the four-component fit (see Fig. 3.14). From these four DAS it is

evident that while the I−•
2 dynamics in (a) and (d) is less affected by temperature, the

I−•
2 formation and decay have a strong temperature dependence. This dependence

probably comes from the change of lattice parameters such as the length of the unit

cell a axis (see Table B.1), which in turn modifies the barrier and the shape of the PES

where the I−•
2 · · · I−•

4 configuration resides in a local minimum (see Fig. 3.30).

Figure A.7: DAS of the TA datasets obtained at different temperatures (from -1 ps to ∼
15 ps). They come from five-component fits to the TA time series alternative to those
in Fig. 3.14. The four of the five components with a time constant longer than the
system temporal resolution are shown in chronological order in (a)-(d). The legend in
(a) shows the color coding of the temperatures and the spectral region influenced by
the ground-state absorption of related polyiodide species are labeled in (d).

102



B Supplementary information on

ultrafast electron diffraction

B.1 Comparison of deposited TBAT crystal structures

There are in total five static crystal structures available from the Cambridge Structural

Database (CSD) collected from three independent groups. The main features of these

structures are compared in Table B.1.

Except the structure from Herbstein et al [132], in which the triiodide axis was set to be

c, all other structures assigned that axis a. The unit vectors a and c between these two

kinds of assignments are therefore swapped accordingly. The temperatures at which

the structures were determined vary from 123 K to 295 K. The temperature difference

appear to only slightly affect the unit cell vector lengths and, therefore, the cell volume.

No polymorphism nor phase transition was observed in the temperature range of

these measurements. In every structure there are two types of I−3 chains with different

opening angles and they occupy crystallographically independent lattice sites. The

dihedral angle in Table B.1 refers to the acute angle between these two independent

triiodide chains in a unit cell.
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Table B.1: Deposited crystal structures of TBAT in CSD

Name NBAMTI10 NBAMTI11 NBAMTI12 NBAMTI13 NBAMTI14
Year 1981 2008 2008 2008 2012
T (K) 295 295 150 123 173

Space group P-1 P-1 P-1 P-1 P-1
a (Å) 15.791(8) 9.5696(9) 9.5035(5) 9.4964(5) 9.5161(9)
b (Å) 15.993(8) 15.7420(11) 15.6467(8) 15.6142(7) 15.6549(15)
c (Å) 9.578(5) 15.9714(11) 15.8771(7) 15.8505(7) 15.8860(15)
α (◦) 74.48(8) 83.429(6) 83.395(4) 83.387(4) 83.4610(10)
β (◦) 101.52(9) 74.398(7) 74.164(4) 74.176(4) 74.2290(10)
γ (◦) 96.63(9) 78.694(7) 78.444(4) 78.507(4) 78.5220(10)

V (Å3) 2278.8 2267.5(3) 2220.69(19) 2211.27(18) 2227.5(4)
Z 4 4 4 4 4

R factor N/A 0.1133 0.0439 0.065 0.031
I-I-I axis c a a a a

r(I3-I1) (Å) 3.988 2.9383 2.9467 2.9485 3.875
r(I1-I2) (Å) 2.9513 2.9086 2.9166 2.9192 2.963
r(I2-I3) (Å) 2.887 3.784 3.6978 3.6852 2.8973
∠(I1-I2-I3)

(◦)
178.46 174.78 174.73 174.74 178.42

r(I6-I4) (Å) 3.789 2.8897 2.9613 2.9644 3.7088
r(I4-I5) (Å) 2.911 2.9509 2.8959 2.8985 2.9478
r(I5-I6) (Å) 2.9404 3.9733 3.8617 3.8441 2.9179
∠(I4-I5-I6)

(◦)
174.66 178.48 178.40 178.37 174.75

Dihedral
angle (◦)

15.44 15.29 14.307 15.481 15.782

B.2 Static rotation series

The sample holder can be rotated about the y direction perpendicular to the electron

beam, thereby altering its incidence angle. Within a mere 5 degrees (rotation is limited

by the available space and translation stage travel range for linear shift compensation),

significant changes of the diffraction pattern appear (see Fig. B.2). The rotation series

is crucial for the determination of sample orientation described in section 3.3.4.
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B.3. Stripe dynamics at a distinct orientation

(a)

(b) (c)

Figure B.1: (a) Static diffraction pattern of a crystal cut along a different orientation.
The image is put on log grey scale to expose the stripes. (c) Time-resolved dynamics
of the integrated quadrilateral region shown with red outline in (b).

B.3 Stripe dynamics at a distinct orientation

Other interesting dynamics are seen from samples cut from a different crystal close to

a natural cleavage plane. The static diffraction pattern shows very noticeable "stripes"

that are most likely caused by closely spaced diffraction peaks with very similar Miller

indices. The time-resolved dynamics of spots show similar low-frequency libration

modes as well as high frequency modes identical to those discussed in Chapter 3.
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(a) (b)

(c) (d)

(e) (f)

Figure B.2: (a-e) Diffraction patterns from 5 distinct electron incidence angles (the
angle shown on each corner is the reading from the manipulator. In practice, it is very
close to the incidence angle of the electron beam). (f) Angular dependence of the peak
intensities extracted from a selecttion of peaks present in all five diffraction patterns.
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Appendix B. Supplementary information on ultrafast electron diffraction

Additionally, the region the stripes occupy appear to change synchronously with

the same sign after time zero. A graphical representation is shown in Fig. B.1 and

B.3. Since the orientation hasn’t been determined for this sample, no conclusive

information as to the origin of the stripes can be inferred at the moment.
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C Time-frequency analysis

Time-frequency representation (TFR) offers a balanced view of the temporal and

frequency behavior of nonstationary signals encountered in time-series measure-

ments like the various pump-probe spectroscopic methods mentioned in this thesis.

Generally, two types of representations are used and they are based on 2-dimensional

transforms R(τ, f ) of 1-dimensional time series s(t ). They are named accordingly as

linear and quadratic time-frequency representations [133]. The linear representation

has the unit of amplitude, whereas in the quadratic representation the values take on

the unit of energy. This appendix first describes the two kinds of representations used

in the frequency analysis of time-resolved signals — the short-time Fourier transform

and the continuous wavelet transform, and their respective quadratic representations,

the spectrogram and the scalogram. Their relative advantages and drawbacks are

discussed along the way. Then the actual method for analyzing the solid state optical

pump-probe data is presented.

It is important to note that a TFR of any form is always subject to Heisenberg’s un-

certainty principle and the choice of the most relevant TFR or frequency analysis

technique is entirely dependent on the kind of signal and the level of noise present

therein. The general purpose is to isolate the frequency components with a reasonable

trade-off between temporal and frequency resolution. The available methods are not
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Appendix C. Time-frequency analysis

limited to the ones presented in this appendix. Recent researches have demonstrated

the potentials of other useful techniques [134, 135].

C.1 Short-time Fourier transform

Invented by Dennis Gabor in 1946 [136], the short-time Fourier transform (STFT)

extends the continuous-time Fourier transform (CTFT) to extracting frequency com-

ponents as a function of time. Though Gabor originally used a Gaussian window to

filter the signal in time, various other windows [114] can be applied based on the type

of frequencies present in the signal. With a generic window function g (t ), the STFT of

a time-dependent signal s(t ) is defined as [137],

ST F T (τ, f ) =
∫

s(t )g∗(t −τ)e−2iπ f t d t (C.1)

When g (t −τ) = 1, that is to say if one applies an infinitely long window (or as long as

the signal’s duration) with unit amplitude to the signal, one recovers the CTFT of the

signal s(t ). In other words, CTFT is the long-time limit of STFT. The absolute square of

STFT is defined as the spectrogram Sp(τ, f ) [133],

Sp(τ, f ) = |ST F T (τ, f )|2 (C.2)

The Heisenberg uncertainty relation stipulates that all simultaneous time and fre-

quency measurement outcomes are subject to the inequality,

∆t∆ f >
1

4π
(C.3)

where ∆t and ∆ f are, respectively, the standard deviation of the time and frequency,

or the temporal and frequency resolution in the present context. In STFT, ∆t and ∆ f
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C.1. Short-time Fourier transform

are defined as [137],

∆ f =
√∫

f 2|G( f )|2d f∫ |G( f )|2d f
(C.4)

∆t =
√∫

t 2|g (t )|2d t∫ |g (t )|2d t
(C.5)

where G( f ) =F (g (t )). These equations demonstrate that ∆t and ∆ f are only depen-

dent on the chosen window function g (t), which uniquely defines G( f ). Therefore

the STFT representation divides the time-frequency plane into identical cells of sides

∆t and ∆ f (see Fig. C.1a). Here each cell is called a Heisenberg box and has an area no

smaller than 1
4π according to Eq. C.3. For a Gaussian window of the form g (t ) = e−αt 2τ2

,

one obtains ∆t = t
2
p
α

and ∆ f =
p
α

2πt , and therefore ∆t ·∆ f = 1
4π , the lower bound is

satisfied [138]. This is analogous to the fact that the Gaussian wavefunction has the

minimum uncertainty in quantum mechanics. The feature of constant temporal and

frequency resolution of STFT in all time-frequency plane implies one of its significant

drawbacks and is illustrated with an example in Fig. C.2.

(a) (b)

Figure C.1: Comparison of the time-frequency uncertainties of (a) STFT and (b) CWT.
Each cell in these two diagrams is a Heisenberg box bounded by sides that correspond
to the temporal and frequency resolution of a Gaussian window (as in STFT) or enve-
lope (as in CWT). Only two frequency components separated well enough in time and
frequency (i.e. in two distinct Heisenberg boxes) can be distinguished unambiguously
in each diagram. STFT has the same temporal and frequency resolutions everywhere
in the plane while CWT has frequency-dependent temporal and frequency resolution.
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Appendix C. Time-frequency analysis

C.2 Continuous wavelet transform

Wavelet is the English translation of the French term ondelette, and the technique

was for a large part developed in France. The advancement of wavelet analysis was

prompted by real-world problems such as the ones petroleum engineer Jean Morlet

faced in the 1970s when analyzing time-resolved signals using STFT, mainly due to its

fixed time-frequency resolution [139, 140]. He devised a set of bases and, along with

mathematical physicist Alexandre Grossmann, the mathematics to extract frequency

components with varying resolution [141, 142]. These bases are still used today and

bear Morlet’s name. In this thesis, the complex Morlet wavelets are used for analyzing

time-resolved signals. They have the form [143],

hM (t ) = 1√
π fb

e2iπ fc t e
− t2

fb (C.6)

where fb is the bandwidth and fc is the center frequency of the wavelet. The continu-

ous version of the transform, thus named the continuous wavelet transform (CWT) is

constructed by the inner product of the analyzed signal with the mother wavelet1 of

choice (i.e. the complex Morlet wavelet) in its scaled (contraction and dilation) and

time-shifted form. The CWT is written expressly as,

CW T (τ, a) = 1

|a|
∫

s(t )h∗(
t −τ

a
)d t (C.7)

Here h∗( t−τ
a ) denotes that the mother wavelet h(t) is time-shifted by τ and scaled

by 1
a . Different types of bases can be chosen as the mother wavelet. Besides the

(complex) Morlet wavelet defined before, Daubechies wavelet and the Meyer wavelet

are also frequently used for practical applications. The choice of mother wavelets

hinges on the type of oscillatory feature in the signal. The general principle is that

the mother wavelet should bear some resemblance to the oscillatory feature. For

1The name mother wavelet was chosen because it generates other scaled and time-shifted wavelets
when the transform is performed.
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C.2. Continuous wavelet transform

the pump-probe-type signal with sinusoidal decays, the complex Morlet wavelet is a

natural choice, the Haar wavelet that resembles a step function would be a bad choice.

For a 2-parameter wavelet like the Morlet wavelet, one also needs to determine the

center frequency fc and the bandwidth fb . For the best resolution trade-off, these will

be chosen based upon the frequencies to be resolved on a trial and error approach.

One can also use initial sound guesses from frequencies obtained from FFT or STFT

to determine fb and fc .

It’s important to note here that strictly speaking, CWT transforms the 1D signal into

the time-scale plane whereas the STFT works on the time-frequency plane. However,

the scale can be converted into frequency using the formula,

f = fc

a ·∆t
(C.8)

Even though fb doesn’t factor into the frequency conversion, it will affect the frequency

resolution on a 2D time-frequency diagram. Analogous to STFT, the absolute square

of CWT is defined as the wavelet spectrogram or scalogram Sc(τ, f ) [133],

Sc(τ, f ) = |CW T (τ, f )|2 (C.9)

A gallery of scalograms with different frequency features can be found in [144]. For

the complex Morlet wavelet, one can obtain the frequency resolution ∆ f = 1
a·2π

p
fb

,

and the temporal resolution ∆t = a
p

fb

2 . So even though the product ∆t∆ f is still 1
4π ,

the expressions of ∆t and ∆ f are now dependent on the scale a, very different from

the constant ∆t and ∆ f of STFT. The time-frequency plane is, as a result, divided

into Heisenberg boxes with unequal sides of varying lengths as shown in Fig. C.1b.

From this diagram one can also find out the drawbacks of wavelet transform — a fixed

mother wavelet has a poorer time resolution and a poorer frequency resolution for

low and high frequency components, respectively. In real-world signals, however,
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Appendix C. Time-frequency analysis

(a) (b)

(c) (d)

(e) (f)

Figure C.2: (a) Test signal with three distinct frequency components as plotted sepa-
rately for benchmarking frequency analysis methods. (b) Scalogram showing the full
frequency range analyzed using a single complex Morlet wavelet. (c) Three distinct
complex Morlet wavelets (only the real parts are plotted here) used in analyzing each
frequency range in (d), where the scalograms for these regions are plotted separately.
In addition, spectrogram generated from STFT of the signal in (a) using a short and
long window is plotted in (e) and (f), respectively.
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C.3. Discussion and test analysis

the low-frequency components usually last longer (so a relatively poor temporal

resolution is tolerable) while the high frequency ones shorter (so one needs a better

time resolution). Wavelets are, therefore, well-adapted for this type of signal [137].

C.3 Discussion and test analysis

In general ultrafast optical pump-probe signals are less oversampled than NMR or

audio signals, which are generated at much lower frequencies. Oversampling is charac-

terized by the ratio of sampling frequency over the Nyquist frequency of the oscillatory

signal. This characteristic limits the frequency resolution of optical pump-probe

experiments, so care needs to be taken in accounting for the frequencies observed in

such experiments.

In the solid state pump-probe data presented in Chapter 3, a broad range of fre-

quencies from 10 cm−1 to higher than 120 cm−1 were detected. This makes CWT

the more favorable method for the analysis compared with STFT, which works better

with a small frequency range. However, due to the great difference in the amplitudes

associated with different frequencies and the level of noise in the signal, it’s hard

to visualize all frequency components in a single spectrogram or scalogram. For

these reasons, in this thesis a hybrid approach has been adopted for presentation.

In Fig. 3.10, 3.11 and 3.12 of section 3.2.5, three different complex Morlet wavelets

and two Tukey windows of different widths are used to locate different regions of

frequencies. This approach improves CWT’s issue of frequency resolution at high

frequencies, while taking full advantage of its nonlinear frequency scaling to discern

the low frequency components, which is a main feature in the observed TA traces.

For STFT, the onset of a frequency component is correlated with and affected by the

chosen window size, in practice, each trace is padded with zeros of half the size of

the window in the beginning and at the end of the detrended trace before the STFT

procedure to reduce this effect.
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D Computer program development

and code snippets

D.1 Chopper noise removal algorithm

Measurements performed at low repetition rate are affected by various types of in-

strumental noise, one of such is the mechanical instability of the chopper, which

occasionally causes the temporary blocking of laser beam or the misregistration of

the pump-on and pump-off spectra/image frames. For samples with slow recovery,

this scenario can be hard to avoid. The situation in shot-by-shot recorded optical

pump-probe experiments and in electron diffraction experiments limited by a much

slower 2D CCD camera are very different. Therefore two outlier rejection scheme were

employed to remove such known error from experimental data.

D.1.1 In optical pump-probe spectroscopy

The optical pump-probe setup was designed to enable single-shot detection scheme

that minimize the noise [145]. In the two-chopper detection scheme (see Fig. 3.4a) the

pump chopper is triggered from an optically converted signal from the main chopper.

Since the scans corrupted by the chopper errors can be immediately found by looking

at the registered pump power at each shot. The mathematical problem boils down

to identifying outliers in a bimodal distribution (pump power record contains in an

alternating sequence of both pump-on and pump-off photodiode voltage readings).
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D.1. Chopper noise removal algorithm

The chopper noise doesn’t change the mean of the voltage sequence, but modifies

the distribution of the separate pump-on and pump-off readings, so one can use

this parameter to identify the outliers. To pick out and eliminate the single-shot

spectral data having abnormal pump power values from the data matrix shotData1,

the following algorithm (in pseudocode) can be used,

mPower ← mean(pumpPower ) . Calculate the mean pump power

n ← leng th(pumpPower ) . Calculate the number of shots

for i ← 1,n do . Collect the on and off pump power records

if pumpPower [i ]>mPower then

hi g hPower ← pumpPower [i ]

else

lowPower ← pumpPower [i ]

end if

end for

po f f Power ← wi nsor i ze(l owPower )

ponPower ← wi nsor i ze(hi g hPower )

baseUpBnd ← basePower +baseT hr eshold ∗mPower

baseLoBnd ← basePower −baseT hr eshold ∗mPower

peakLoBnd ← peakPower −peakT hr eshold ∗mPower

for j ← 1, n
2 do . Pick out the corrupted shots by their pump powers

if cur r Power > mPower and cur r Power < peakLoBnd then

shotDat a[2∗ j ,−1] ←−10

shotDat a[2∗ j +1,−1] ←−10

else if cur r Power > mPower and cur r Power > peakLoBnd then

nextPower ← pumpPower [2∗ j +1]

1The last column of the shotData matrix contains the voltage reading, the rest columns contain 1D
spectra at different time delays.
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if nextPower < mPower and nextPower > baseUpBnd then

shotDat a[2∗ j ,−1] ←−10

shotDat a[2∗ j +1,−1] ←−10

end if

else if cur r Power < mPower and (cur r Power > baseUpBnd or cur r Power <
baseLoBnd then

shotDat a[2∗ j ,−1] ←−10

shotDat a[2∗ j +1,−1] ←−10

else if cur r Power < mPower and (baseLoBnd < cur r Power < baseUpBnd

then

nextPower ← pumpPower [2∗ j +1]

if nextPower > mPower and nextPower < peakLoBnd then

shotDat a[2∗ j ,−1] ←−10

shotDat a[2∗ j +1,−1] ←−10

end if

end if

end for

The value of -10 set for the pump power for each corrupted pump-probe pair is

arbitrary. It’s used here only to distinguish them from the uncorrupted data, so that

after sieving through the for loop the cleaned data can be simply extracted by picking

out those rows whose last entries are not -10. An example before and after cleaning

the chopper error is shown in Fig. D.1. In practical experience, the way of setting the

rejection threshold using a function of the mean has proven to have little or no effect

on the uncorrupted data compared with using statistical significance (i.e. rejection

of pump powers with less than 2σ significance). This is due to the limited number of

data averaged for a single time delay as well as the not-very-uncommon slow drift2

of pump power within the data collection time at one time point, which can cause

2This is affected by the temperature and humidity conditions in the lab, the air-conditioning system
has been malfunctioning or non-functioning for some time during the limited weeks the data were
recorded.
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D.1. Chopper noise removal algorithm

noticeable deviation from a normal distribution. The slow drift can be reduced by

taking a smaller number of averages, usually 1000 shots of pump-on and pump-off

sequence is chosen with a 250 Hz probe, this amounts to a recording time of ∼ 5s.

(a)

(b)

Figure D.1: The recorded pump power in a 1000-shot pump-on and pump-off se-
quence is cleaned of chopper error using the rejection and re-averaging algorithm
described in D.1.1. The pump powers (a) before and (b) after cleaning of chopper
error are compared.

D.1.2 In ultrafast electron diffraction

In electron diffraction experiment, the pump power was not monitored shot by shot.

The slow Princeton Instruments CCD camera triggers the shutter to control the pump-

on and pump-off cycle after the chopper. Regarding these issues, an outlier rejection
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scheme using Chauvenet’s criterion [146] was employed. It rejects a value xi if,

N ·erfc(
xi −µ
σ

) < 1

2
(D.1)

where N is the number of measurements and µ and σ are the mean and the standard

deviation of the set of measurements, {xi }.

D.2 Peak-finding in static electron diffraction patterns

Finding the precise center locations of a large number of diffraction peaks in the

rotation series is crucial to indexing the diffraction patterns with very low symmetry.

For TBAT the symmetry group is only P1̄, therefore it has only one inversion center

more than the lowest symmetry P1. This presents a challenge in finding a reasonably

good starting point (somewhat close to the true orientation) for 2D pattern fitting

described in section 3.3.4. The other requirement is that the peaks found need to be

from all areas of the diffraction pattern. In fact, the higher the resolution of the peak

(peaks further away from the beam center), the more it helps to precisely define the

orientation. However, these peaks are usually much dimmer than those close to the

center and are prone to be connected peaks. This requires to go much further than

ranking the intensities as in identifying peaks in an X-ray diffraction pattern. Further-

more, in actuality, diffraction peaks rarely have a Gaussian profile due to physical

limitations such as low detector counts, electron beam quality, sample quality, etc. In

addition, the fiber edges imaged onto the detector and the occasional appearance of

hot pixels can cause misidentification of the true peak positions. Therefore the more

efficient way to locate the center of a peak is to smooth out a ROI before fitting to a 2D

Gaussian function. The fitting procedure is summarized as follows,

(1) Center blocking: Pick out the beam center position by hand and replace the values

of an elliptical or circular beam area by 0.

(2) Image slicing: Divide the diffraction pattern into n small rectangular or square
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D.2. Peak-finding in static electron diffraction patterns

regions according to a grid. The size of each divided region should contain about

one peak or no peak at all. This is not hard to decide and one can use a well-shaped

peak for estimation.

(3) Intensity ranking: Calculate the sum of intensity counts within each block and pick

the most intense m (m ≤ n) blocks. Then record the row and column positions of

the brightest pixel in the m brightest blocks.

(4) Sieving by adjacency: Calculate the closeness of the brightest pixel positions ob-

tained from the last step with respect to each other. Discard the peaks that are too

close to each other (always keep only the brighter one).

(a) (b)

Figure D.2: Demonstration of the effectiveness of smoothing with LOESS and bisquare
robustness to a diffraction peak region intercepted by three fiber edges of the fiber
coupler. In (a) the results with a robust LOESS is compared with the those from a
convolution-based Savitzky-Golay algorithm and from simple LOESS fitting without
robustness setting. (b) Line cuts (blue) of the diffraction peak region of interest with
overlaid smoothed curves (red) obtained from the robust LOESS procedure in (a).

(5) Sieving by fitting and center position refinement: Re-select every area centered

around the peak position with similar size as one used in step 2 and use LOESS to

smooth out the spatial noise. Then fit each diffraction peak matrix by a 2D Gaussian
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of the form,

f (A, a,b,σx ,σy ) = A exp[− (x −a)2

2σ2
x

− (y −b)2

2σ2
x

]+ c (D.2)

Alternatively, a 2D Gaussian in the polar coordinates can also be used for fitting.

The refined center positions and peak intensities are then readily obtained from the

fitting parameters (a, b, and A).

The last step can be re-run one or two times to improve the center positions (mostly

for the weak or partially overlapping peaks). Usually the success rate of finding the

real peak center is above 95% after two rounds of fitting. The rest few peaks, if any, are

usually highly overlapping ones that can easily be discarded by hand-picking. The

LOESS fitting is very instrumental to the success of the peak-finding routine because

of the erratic shape of the peaks. An example of the effect of smoothing can be found

in Fig. D.2.

D.3 Standalone CCD graphic user interface (GUI)

A standalone program was developed for running the same Hamamatsu CCD and elec-

tronic board operational in the lab in Toronto (Dr. Ryan Field’s setup) and in Hamburg.

Fig. D.3 shows the later version used in Hamburg named Whiteout. It incorporates

the basic functionalities of the commercial program provided by Hamamatsu (i.e. ad-

justing various settings for the CCD and recording spectra) with spectrum calibration,

which includes a 1D peak finding algorithm and a polynomial fitting routine. The

calibrated spectrum can be exported to other pump-probe programs (e.g. Confetti,

developed for spectrally resolve pump-probe experiments) before measurement.

122



(a)

(b)

Figure D.3: (a) GUI of the spectrometer program Whiteout. Here shows a spectrum
of the Hg/Ar light source (AvaLight-CAL) in the region 640-840 nm calibrated using
the built-in functionality of the program. The horizontal axis represents wavelength,
the vertical axis displays counts. (b) Spectral calibration curve in the near-IR region
taking into account the second- and third-order lines of the Hg/Ar calibration source.
The peak positions corresponds to the ones shown in (a).
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E Quantum chemical calculations

The calculations in this section were performed by Prof. Carole Morrison and Dr.

David Rogers, in solid state TBAT and in gas phase I−•
2 , I−3 and I−•

4 . They are appended

here to support and supplement discussions made in the main text of the thesis.

The gas-phase calculations of molecular normal modes employed density func-

tional theory (DFT) in Gaussian and complete active space self-consistent field

(CASSCF) method in GAMESS1. The DFT calculation (Table E.1) was carried out

at the PBEPBE/SDB-aug-cc-pVTZ level, employing the PBE exchange and correla-

tion functionals [147, 148], and the SDB-aug-cc-pVTZ as an effective core potential

(ECP) [149]. The selected ECP is an augmented basis set of triple-zeta plus polarization

quality with a 46-electron core ([Kr]4d 10) and seven valence electrons (5s25p5) for

each iodine atom. The symmetry is D2h for the optimized minimum energy structures.

The CASSCF calculations used a SBKJC [150] ECP double-zeta basis set augmented

with a set of Cartesian d-type polarization functions and a set of s- and p-type dif-

fuse functions for each iodine atom. The SBKJC basis set for an iodine atom has

a 46-electron core with the seven 5th-row valence electrons explicitly described by

double-zeta quality s- and p-type functions. Following [15], C2h symmetry was em-

ployed, where the 1Ag , 3Bu and 1Au states correspond, respectively, to the 1Σg , 3Πu

1The Gaussian 09 Revision A.02 was used in the calculations; the GAMESS program was in version 1,
May, 2012 (R2)
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and 1Σu states of I1Σu . The 1Σg →3 Πu and 1Σg →3 Πu transitions form the C and D

absorption bands of I−3 (see Fig. 2.1b). An active space of 16 electrons in nine orbitals

was employed for the ground state, 1Ag , and active spaces of two electrons in two

orbitals were employed for the 3Bu and 1Au excited states. For the 3Bu state the two

orbitals have irreducible representations bg (y-axis) and au (z-axis); for 1Au the orbitals

have irreducible representations ag (z-axis) and au (z-axis). The CASSCF results are

shown in Table E.2.

The solid state calculation was performed in CASTEP 8.0, using the PBE function-

als [147, 148] and Tkatchenko-Scheffler dispersion correction scheme [151]. Norm-

conserving “recpot” pseudopotentials were used for each element. Geometry opti-

mization starting from the “Brotherton structure” [103] was carried out for the atomic

positions and unit cell vectors simultaneously within the P1 space group, using the

Broyden–Fletcher–Goldfarb–Shanno (BFGS) method. The resulting structure was

used to compute the density of states (DOS) and partial DOS for the I−3 moieties. To

speed up the phonon mode calculation, the C, N, and H atoms (those that comprise

the cation TBA+) were fixed at equilibrium geometries. This approach also isolates the

I−3 motions, which dominate the lattice response at low frequencies (i.e. < 150 cm−1)

upon photoexcitation. The modes calculated at the Γ-point were given assignments

from visual inspection via Jmol. The results are presented in Table E.3.
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Appendix E. Quantum chemical calculations

Table E.1: Normal mode calculations for ground-state I−n (n = 2, 3, 4)
at the PBEPBE/SDB-aug-cc-pVTZ level of theory

Normal
Mode

Symmetry Wavenum.
(cm−1)

IR Intensity

I−•
2 (2Σu , E = -22.9791733 au, R = 3.2906 Å)

1 Σg 91.9870 0.0
I−3 (1Σg , E = -34.4642322 au, R = 2.9778 Å, θ = 180.0◦)

1 Πu 54.2924 0.0450
2 Πu 54.2924 0.0450
3 Σg 106.6138 0.0
4 Σu 141.5514 87.7115

I−•
4 (2Σg , E = -45.9028867 au, R12 = R34 = 2.99 Å, R23 = 3.07 Å, θ = 180.0◦)

1 Πg 70.4559i 0.0
2 Πu 18.6568 0.0403
3 Σg 70.4581 0.0
4 Σu 103.5002 55.2295
5 Σg 133.0173 0.0

Table E.2: Normal mode calculations for ground- and excited-state I−3 using CASSCF

Normal
Mode

Symmetry Wavenum.
(cm−1)

IR Intensity
(Debye2amu·Å2)

Ground state 1Ag (E = -33.799170 au, R = 3.008 Å)
1 bu 58.346 0.0061
2 bu 58.346 0.0061
3 ag 106.101 0.0
4 au 121.998 6.2412

Excited state 3Bu (E = -33.709513 au, R = 4.270 Å)
5 bu 8.253 0.0184
6 bu 9.445 0.0176
7 ag 16.491 0.0
8 au 20.560 0.5501

Excited state 1Au (E = -33.707366 au, R = 5.131 Å)
9 au 14.899i 0.1412

10 bu 5.180 0.0245
11 bu 5.181 0.0245
12 ag 9.200 0.0
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Figure E.1: Calculated partial density of states (PDOS) for (a) the bent and (b) the
straight I−3 moieties in the TBAT unit cell. The combined DOS of all atoms in the unit
cell is shown in (c). The molecular orbital labels of (a) and (b) follow that in (c). The
solid-state DOS exhibit energy shifts with respect to the gas-phase results in (d), in
which the energy origin is aligned with the Fermi surface of the solid-state calculations.
Phonon mode calculation yields the (e) IR-active and (f) Raman-active modes of I−3 in
TBAT unit cell. The intensities are scaled arbitrarily in each plot, and the frequencies
and mode characters are tabulated in Table E.3.
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Table E.3: Γ-point phonon modes of I−3 in TBAT

No. Wavenum.
(cm−1)*

Sym-
metry

Mode
type

Assignment Chain
type

Remark

1 13.38 Ag External Translation Ë a Bent
2 13.63 Au External Translation Ë a Bent
3 15.24 Ag External Translation Ë a Straight
4 15.32 Au External Translation Ë a Straight
5 37.87 Ag External Translation Ë c Bent
6 38.27 Au External Translation Ë c Bent Coupled**
7 39.77 Ag External Libration Straight Coupled
8 40.15 Au External Libration Straight Coupled
9 41.70 Au External Translation Ë b Straight Coupled

10 42.62 Ag External Translation Ë b Straight Coupled
11 43.07 Au External Translation Ë b Bent Coupled
12 44.03 Ag External Translation Ë b Bent Coupled
13 44.96 Ag External Translation Ë c Straight Coupled
14 45.05 Au External Translation Ë c Straight Coupled
15 47.64 Au External Libration Straight Coupled
16 47.90 Au External Libration Bent Coupled
17 48.09 Ag External Libration Straight Coupled
18 48.84 Ag External Libration Bent Coupled
19 52.23 Ag External Libration Bent Coupled
20 52.31 Au External Libration Bent Coupled
21 67.94 Au Internal Bending Straight
22 68.25 Ag Internal Bending Straight
23 73.46 Au Internal Bending Bent
24 73.53 Ag Internal Bending Bent
25 75.70 Ag Internal Bending Bent
26 75.74 Au Internal Bending Bent
27 79.37 Au Internal Sym. stretch. Bent
28 79.42 Ag Internal Sym. stretch. Bent
29 80.62 Ag Internal Bending Straight
30 80.63 Au Internal Bending Straight
31 98.29 Ag Internal Asym. stretch. Bent
32 98.34 Au Internal Asym. stretch. Bent
33 101.59 Au Internal Sym. stretch. Straight
34 101.59 Ag Internal Sym. stretch. Straight
35 124.85 Ag Internal Asym. stretch. Straight
36 125.02 Au Internal Asym. stretch. Straight

* No acoustic sum rule correction was applied to the frequencies obtained from CASTEP due
to symmetry breaking in the constraint optimization of the TBAT unit cell.
** Coupled modes exhibit features of (at least) two types of atomic motion. Only the dominant

component is shown in the assignment column.
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