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Abstract 

Visual information is vital to interact with our environment, and can give us information about 

our surroundings before we begin interacting with it, as well as during interaction. This visual 

information is often used to update what we know about an object, which may be called 

semantic information. Thus, it seems plausible that the two might often interact. The goal of this 

thesis is to give a small glimpse of how visual and semantic information of size and magnitude 

are processed, and when they may interact. For this thesis, several experiments were conducted 

to investigate whether (a) visual processing differs depending on whether the task at hand 

involves a direct, skilled action or conscious perception, and (b) to what degree visual features 

of magnitude representations matter for their processing. Study 1 examined the effect of a well-

studied visual illusion of size (the Ebbinghaus illusion) on perception, as well as on grasping. 

Whether visual illusions, and the Ebbinghaus illusion in particular, have different effect on 

perception and action, respectively, has been a topic of debate for a long time, and it is a key 

line of evidence in the overarching debate about whether perception and action process visual 

size differently. To come as close as possible to settling the debate, we preregistered and 

conducted a large-scale experiment in four different laboratories. Controlling for potential 

confounds, such as context circles being perceived as obstacles, we found no difference between 

the Ebbinghaus illusion’s effect on action and its effect on perception. The implications of this 

study have been discussed in two published commentaries. I discuss these commentaries – a 

critique of the generalizability of our experimental design, and our rebuttal – in detail, and make 

the case that in a confirmatory experiment like ours, what matters is how strongly predictions 

are made by a theory, and how well these are tested by the experiment. Under both these 

criteria, our study clearly presents a very strong piece of evidence. We also conducted two 

studies on the ‘mental number line’, investigating two specific questions on how numeric 

processing in influenced by visual stimulus properties. Study 2 investigated whether Chinese 

representations of number would evoke a space-response association (the so-called SNARC 

effect) known to occur when participants respond quickly to numeric stimuli. This effects 

describes a phenomenon that responses tend to be faster when the location of a response is 

“congruent” with its location. Research suggests that this congruency effect depends largely on 

reading habits, such that typically, large numbers on the right and small numbers on the left 

display a response time advantage in European participants. The effect is thought to be 
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generally independent of the modality of the stimuli, yet at the same time susceptible to spatial 

stimulus features. We also know of at least one study that did not find a horizontal SNARC 

effect in Chinese characters. Thus, we tested whether we would find a horizontal SNARC effect 

in participants from Mainland China, in Arabic digits, Chinese characters, and Chinese hand 

signs. We found a robust horizontal SNARC effect, corroborating the notion that the effect is 

independent of notation. This is commonly taken as one piece of evidence for the existence of 

an analog internal representation of magnitude on a so-called ‘mental number line’. Apart from 

being responsible for congruency effects between space and number, this mental number line 

has also been proposed to be compressed, such that nonsymbolic or nonverbal representations 

of magnitude tend to systematically underestimate differences, and larger magnitudes in 

general. Study 3 was designed to test whether the proposed compression of the mental number 

line can truly be ascribed to properties of magnitude processing, or whether it is caused by the 

way such representations are typically measured. To this end, we had participants complete a 

classic typed (verbal) magnitude estimation task, as well as a nonsymbolic magnitude 

estimation task that consisted of estimating the correct location of a stimulus on a ruler-like 

response bar. We found a robust nonlinearity and underestimation in both tasks that was not 

caused by task demands, and that was in fact even resistant to veridical feedback, showing that 

these properties should be considered a property of the processing and representation of 

nonsymbolic magnitude. Finally, I discuss what these results mean for our understanding of 

how visual and semantic magnitude information is processed by human observers.  
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Chapter 1 – Introduction 

Size is an important property of any object in our environment, relevant for almost all 

interaction with the object. It is also a property that, unlike many others, can often be estimated 

quite accurately from visual information alone. In intentional interaction with objects, the first 

sensory information we have is quite often visual, so that our exploration through other senses, 

like touch, or perhaps smell, can be informed by the first impression we have gained through 

vision. With vision being such a vital source of information to plan and execute our actions, a 

prominent theory on the visual system proposes that the processing of visual information, for 

which we have two anatomically distinct cortical streams, differs functionally depending on its 

purpose. That is, depending on whether visual information is used to guide action, or to gather 

information for conscious perception, it is processed in the dorsal vision-for-action or the ventral 

vision-for-perception stream (Figure 1), respectively (this is the two-visual-systems-hypothesis, 

or TVSH; Goodale & Milner, 1992; Milner & Goodale, 1995, 2006). According to this theory, 

these streams have vastly different properties in many regards, one of them being how they 

compute the size of an object.  In our first experiment (described in chapter 2), we tested one of 

the theory’s prominently discussed predictions on this by investigating the effect of a visual 

illusion of size on action, thus contributing to a current debate about the veracity of a theory that, 

if true, would have great consequences for almost all research on vision. Discussing two 

commentaries on this study, we consider what evidence is available and what evidence is 

appropriate regarding this prediction, as well as its relevance for the TVSH overall. 
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In the semantic domain (which for the purpose of this thesis we take to mean: Knowledge about 

an object or stimulus that is not acquired through direct sensory processes), size or magnitude is 

typically studied with relation to numbers. These are, after all, the main part of our vocabulary to 

transmit information about magnitude to others, and the most common ‘symbolic’ representation 

of magnitude. Number and magnitude are so closely linked that indeed, multiple theories have 

attempted to integrate what we know about the processing of number, size, and sometimes many 

other dimension that can be expressed on at least an ordinal scale into one framework of 

‘magnitude’ (Dehaene, 1992; Proctor & Cho, 2006; Walsh, 2003) not unlike sensory magnitude 

(Stevens, 1946, 1957; Teghtsoonian, 1971). In another study (described in chapter 3), we 

investigated whether a well-known association between numbers and space (the spatial-

numerical association of response codes, or SNARC effect; Dehaene, Bossini, & Giraux, 1993) 

would be found in Chinese numerals that contain multiple – and in some cases conflicting – cues 

about numeric magnitude. Finally, we tested whether an observed nonlinearity in responses to 

nonsymbolically presented numeric magnitude could be better conceptualized as a phenomenon 

of magnitude representation, of perceptual uncertainty, or an artefact of the response mode 

(Figure 8). 

More generally, the goal of this dissertation is to probe specific theories that posit an interaction 

of visual size processing with other stimulus or task features. In three studies, we examined and 

extended findings on how size or magnitude properties of stimuli are extracted visually, in two 

prominent examples where potential sources of interference – visual illusion and semantic 

information – have informed theories on the general processing of this size and magnitude 

information.  
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Chapter 2 – Visual processing of object size and the two-visual-systems-hypothesis 

(study 1) 

‚Und Sie sind auch nicht wirklich so riesengroß, wenn Sie weit entfernt sind, sondern es sieht nur so aus?’ 
‚Sehr richtig’, antwortete Herr Tur Tur. ‚Deshalb sagte ich, ich bin ein Scheinriese. Genauso, wie man die 
anderen Menschen Scheinzwerge nennen könnte, weil sie ja von weitem wie Zwerge aussehen, obwohl sie 
es gar nicht sind.’ – Michael Ende (1960), Jim Knopf und Lukas der Lokomotivführer. 

 

The size of objects in our environment is a basic piece of information that our visual system has 

to process to facilitate interaction with our environment. It is also a property that is easy to 

measure and to manipulate, and as such a useful manipulation in research on perception. 

According to an influential theory on visual processing, however, visual information is processed 

differently depending on the task it is needed for (Milner & Goodale, 1995, 2006). Processing of 

size information is of special importance for this theory, as it concerns a central prediction, as 

well as key pieces of evidence for the theory, as I will describe in the following sections. 

2.1 The TVSH: Definition and evidence 

In the literature on perception and action, a prominent theory proposed by Goodale and Milner 

(1992; Milner & Goodale, 1995, 2006) states two distinct streams of processing: A ventral 

‘vision-for-perception’ stream from the primary visual cortex (V1) to higher visual areas in the 

inferotemporal lobe, functionally associated with conscious perception, and a dorsal ‘vision-for-

action’ stream to process action-relevant visual information that leads from V1 to the posterior 

parietal cortex. The neuroanatomical properties of the dorsal and ventral stream were in fact 

described even before Goodale and Milner’s (1992) original formulation of their theory, for 

example by Ungerleider and Mishkin (1982), but with a different functional interpretation, as 
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Ungerleider and Mishkin had called the dorsal and ventral stream the ‘where’ and ‘what’ stream, 

supposedly responsible for object localisation and recognition, respectively. Indeed, the 

functional interpretation of the two streams by Milner and Goodale (1995, 2006) is rather similar 

to what had been called the ‘cognitive’ and ‘motor’ aspects of vision by Bridgeman and 

colleagues (Bridgeman, Kirch, & Sperling, 1981). Despite other theories like that of Ungerleider 

and Mishkin (1982) or Bridgeman et al. (1981), Milner and Goodale’s (1995, 2006) theory is 

often (and in this thesis) simply referred to as ‘the two-visual-systems-hypothesis’ (TVSH), due 

to its great impact on the field of human vision especially in recent years. It should be mentioned 

that the name does not imply that both streams necessarily have to be completely independent: 

There are interconnections between the two streams that can under some circumstances lead to 

information being transferred despite the separate processing (Goodale, 2008, 2014; Goodale & 

Milner, 2010). Indeed, the degree of interconnectivity between the two streams has been the 

target of many studies and discussions over the years (e.g., Goodale, 2008; Goodale & Milner, 

2010; Schenk, Franz, & Bruno, 2011; Schenk & McIntosh, 2010; Westwood & Goodale, 2011), 

so that some authors (e.g., Bruno & Franz, 2009; Schenk et al., 2011) have argued that it may be 

useful to distinguish between a ‘strong’ TVSH (with little or no interaction between the dorsal 

and ventral stream) and a ‘weak’ TVSH (that assumes a substantial amount of interaction). 

A key feature of the functional interpretation of the TVSH is that, unlike in the theory of 

Ungerleider and Mishkin (1982), the two streams are not thought to process different properties 

of a scene, but each process the entire scene (or at least all relevant information) to either form a 

stable percept (ventral stream) or process action-relevant information (dorsal stream). This 

means, among other things, that all phenomena of conscious perception processed in the ventral 
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stream – including perceptual biases, or interaction with other sources of information – may be 

completely irrelevant in action tasks. If visual processing for action is indeed separate as 

proposed by the TVSH, one could thus argue that a large portion of known effects in visual 

perception would have to be investigated twice over. 

According to the TVSH, the two streams of visual processing are distinct with regards to their 

purpose, but also numerous other properties, as summarised in Table 1. In part, these are direct 

consequences of the neuroanatomy of the streams; for example, the fact that the two streams 

differ with regards to the speed of processing is a direct corollary of the fact that fast, magno-

cellular connections exist from the thalamus to the dorsal stream, while connections to the ventral 

stream are mainly comprised of slow, parvo-cellular neurons (Hubel & Wiesel, 1972; 

Livingstone & Hubel, 1987; Milner & Goodale, 1995, 2006). Other properties are not obvious a 

priori and have their basis in empirical evidence, including the function of the two streams, as 

well as the proposed analytic (as opposed to holistic) mode of processing in the dorsal stream. 

Hence, such properties are often tested experimentally to test the validity of the evidence and the 

predictions of the TVSH.  
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Table 1: Properties where the dorsal and ventral stream differ according to the TVSH. 

Property Dorsal Ventral Reference 

Function Skilled actions, online 
correction 

Conscious, stable 
percepts 

Goodale & Milner, 
1992; Milner & 
Goodale, 1995, 2006 

Processing speed Fast  Slow  Milner & Goodale, 
1995, 2006 

Decay of representation Fast  Slow  Westwood & Goodale, 
2003 

Mode of processing Holistic Analytic Aglioti, DeSouza, & 
Goodale, 1995 

Consciousness Conscious Unconscious Goodale, Milner, 
Jakobson, & Carey, 
1991 

Note: Compiled according to Milner and Goodale (2006, 2008), Goodale (2014). See also Schenk and 
McIntosh (2010) for a similar summary. 

2.1.1 Evidence for the TVSH: Patient studies and neuroimaging 

The first evidence for the TVSH came from patient studies. Indeed, it was also inspired by 

results from neuropsychological patient, as for example cortically blind patients can in rare case 

exhibit what is called ‘blindsight’ (Weiskrantz, 1990); that is, they may be able to adapt their 

actions to visual input that they are not consciously aware of (Striemer, Chapman, & Goodale, 

2009). More concrete evidence for the functional dissociation of the two streams was reported by 

Goodale and colleagues, who tested a patient with visual form-agnosia (patient DF; Goodale et 

al., 1991) who was able to accurately grasp, but not perceive objects of different shapes and sizes, 

as well as a patient with optic ataxia, who in turn could recognise sizes and shapes, but could not 

scale her grip accordingly (patient RV; Goodale et al., 1994). This is commonly called a ‘double 

dissociation’: One manipulation, or in this case brain lesion, affects performance in task A, but 

not in task B; this is a single dissociation. In a double dissociation, another manipulation (or 
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lesion) affects performance in task B, but not task A. This is traditionally seen as strong evidence 

for two tasks (in this case: Perception and action) relying on different resources or brain areas 

(Goodale et al., 1991; Teuber, 1955, see especially p. 238). More recently, it has been noted that 

the difference in the required resources can in theory be infinitesimally small (Chater, 2003) – 

however, double dissociations remain one of the most compelling pieces of evidence in 

neuropsychology. 

The neurological damage in patients DF and RV fit the predictions of the TVSH: 

Occipitotemporal lesions in the dorsal stream for RV (Goodale et al., 1994) and large 

occipitoparietal lesions in the ventral stream of DF (Goodale et al., 1991). In DF’s case, further 

evidence was obtained from functional neuroimaging, as an fMRI study reported that the 

damaged areas (especially lateral occipital regions) corresponded well with areas that were 

selectively activated in healthy participants during perceptual tasks, and were not activate during 

these tasks in DF (James, Culham, Humphrey, Milner, & Goodale, 2003). Further fMRI studies 

in healthy patients investigated if classic perception and action task could be mapped to ventral 

and dorsal stream, respectively. Indeed, occipitoparietal areas consistent with RV’s lesions 

(Goodale et al., 1994) where found to be selectively activated during reaching and grasping of an 

object, with further activation in the anterior IPS selective to grasping (Cavina-Pratesi et al., 

2010). At the same time, some occipitotemporal areas (which are damaged in DF; James et al., 

2003) have been demonstrated to be active specifically during object recognition (Grill-Spector, 

2003). 
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Figure 1: The two visual streams, and lesions of DF and RV. Highlighted are V1 (dark gray), dorsal 
stream (medium gray), and ventral stream (light gray). White ellipses indicate lesions found in patient RV 
(see Goodale et al., 1994), black ellipses show bilateral lesions found in patient DF (see James et al., 
2003). Image of the brain and the two streams taken from wikipedia (https://en.wikipedia.org/wiki/Two-
streams_hypothesis#/media/File:Ventral-dorsal_streams.svg, created by user Selket) and used under CC 
BY-SA 3.0 license. 

2.1.2 Evidence for the TVSH: Behavioural studies with healthy participants 

Dissociations between perception and action have also been reported in healthy participants. 

Arguably the most influential studies concern grasping of visual illusions: The first piece of 

evidence for the TVSH from healthy participants was reported by Aglioti, deSouza, and Goodale 

(1995), who reported that the Ebbinghaus illusion (figure 2b), in which a central circle looks 

bigger or smaller depending on the size of circles surrounding it, does not affect the maximum in-

flight grip aperture (MGA) measured between the thumb and the index finger during grasping. 
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The MGA is a frequently used indirect measure of perceived object size during motion planning. 

It is highly correlated with object size in so-called ‘precision grip’ reach-to-grasp movements 

(Jeannerod, 1984, 1986; Smeets & Brenner, 1999), that is, movements in which participants 

move their hand towards an object and pick it up with their thumb and index finger. Similar 

results to those of Aglioti, et al. (1995) have been obtained with the Ponzo illusion (Ganel, 

Tanzer, & Goodale, 2008; figure 2a), the Mueller-Lyer illusion (Thompson & Westwood, 2007; 

figure 2c) and the empty-space illusion (Stöttinger et al., 2012; figure 2d), which are all 

perceptual size illusions that have been shown not to influence MGA. 

Besides distorted size information, other phenomena of conscious perception have been studied 

and not found in grasping. Two prominent examples are Weber’s law (which states that the just 

noticeable difference between two stimuli is proportional to the intensity of the stimuli; Fechner, 

1860) and Garner’s interference (interference of task-irrelevant stimulus dimensions; Garner, 

1976). A study by Ganel, Chajut, and Algom (2008) showed that Weber’s law could not be found 

in the MGA in a simple grasping task, although it was to be found in a perceptual task with 

similar task demands, manual estimation (ME) with the thumb and index finger. For Garner’s 

interference, Ganel and Goodale (2003) reported that irrelevant object dimensions affected 

response time in perceptual tasks (consistent with the original effect found by Garner, 1976, in 

speeded classification), but not in response time or any other dependent variable in grasping. 

Finally, other action tasks than grasping have been used to investigate dissociations between 

perception and action. For example, saccades – quick, discontinuous eye movements – have been 

found to affect participants’ ability to consciously perceive a spontaneous movement of an object, 
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while at the same time, grasping was corrected online to adapt to the movement (Goodale, 

Pelisson, & Prablanc, 1986). 

 

Figure 2: Examples of iIllusions where a perception-action dissociation has been reported. a: Ponzo 
illusion (see Ganel, Tanzer, et al., 2008). All four black rods are of equal size. b: Ebbinghaus illusion, 
classic (LF and SN) configurations (see Aglioti et al., 1995). Both central circles are of equal diameter. c: 
Mueller-Lyer Illusion (see Westwood, Heath, & Roy, 2000), both vertical lines are of equal length. d: 
Empty-space Illusion (see Stöttinger et al., 2012), in both cases the space between the two rods is equal. 
It tends to appear smaller when a dot is present in the middle. This is the only illusion that may get weaker 
when both version are presented side-by-side.  

2.1.3 Criticism and doubts about the TVSH 

Over the years, a substantial number of studies have reported evidence for the TVSH. However, 

both the interpretation and the strength of the accumulated evidence have been questioned. This 

concerns both patient studies and studies with healthy participants and has led to numerous 

modifications and additions to the original theory, and even caused some researchers to question 
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the TVSH’s veracity altogether. I will summarise the main points of criticism below, starting 

with patient studies and the moving on to studies of healthy participants. 

The most important results from patient studies came from studying visual form-agnosia patient 

DF (e.g., Goodale et al., 1991; Milner, Ganel, & Goodale, 2012; Whitwell & Buckingham, 2013; 

Whitwell, Milner, Cavina-Pratesi, Byrne, & Goodale, 2014; Whitwell, Milner, & Goodale, 2014), 

in which DF was unable to solve perceptual tasks, but performed almost as well as control 

participants on grasping tasks. As Schenk (2006) argued, however, it does not follow from this 

that her visual processing is the cause of this selective deficit. It is just as plausible to interpret 

DF’s performance as a deficit of allocentric information, as evidenced by the facts that (a) her 

performance in action tasks deteriorated when a motion had to be planned relative to an external 

cue (Schenk, 2006, figure 2d), and (b) her perceptual judgement was relatively intact when 

judging distances relative to her hand (Schenk, 2006, figure 2b). Schenk further proposed that 

DF’s preserved ability to scale her grip could be due to the fact that non-visual information, such 

as haptic feedback, might be used in grasping to compensate for her visual deficit (Schenk, 2010, 

2012). Additionally, the claim that DF’s grasping is unimpaired (Goodale et al., 1991) has also 

recently been scrutinised and found to be questionable (Himmelbach, Boehme, & Karnath, 2012), 

and her dorsal stream might not be as intact as had been assumed (Hesse, Ball, & Schenk, 2014). 

Doubts have also been raised about the evidence from other neurological disorders, such as 

optic ataxia. Goodale et al. (1994) interpreted patient RV’s deficit in controlling visually guided 

motion while at the same time being able to perform accurate perceptual judgements as an effect 

of damage to her dorsal stream. However, Himmelbach and Karnath (2005) reported that optic 
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ataxia patients tend to struggle with executing delayed grasping movements, which is a ventrally-

controlled type of action that, according to Milner and Goodale (2006), as the dorsal stream can 

only store information for very short periods. In addition, Pisella and colleagues (Pisella, 

Binkofski, Lasek, Toni, & Rossetti, 2006), proposed that optic ataxia may be best understood as 

more than a pure deficit of motor control, and that the claim that the ventral and the dorsal stream 

are anatomically almost entirely separate may be exaggerated. More recently, it has also been 

proposed that the evidence of normal ‘action’ performance in blindsight patients (Striemer et al., 

2009) has been overstated (A. I. Ross, Schenk, Billino, Macleod, & Hesse, 2016). 

Evidence from non-clinical samples has also been scrutinised and in large part not confirmed. 

For example, the interpretation of Ganel and Goodale’s (2003) and Ganel et al.’s (2008) results 

that Weber’s law and Garner’s interference are not present in grasping as a property of the dorsal 

stream has been criticised due to the fact that both phenomena can also not be found in ventrally 

controlled action tasks (Eloka, Feuerhake, Janczyk, & Franz, 2015; Löwenkamp, Gärtner, Haus, 

& Franz, 2015). Thus, these effects can be more parsimoniously explained as properties of 

grasping (in the case of Weber’s law possibly brought on by motor constraints; Bruno, Uccelli, 

Viviani, & De’Sperati, 2016; Utz, Hesse, Aschenneller, & Schenk, 2015), not visual processing. 

Another interesting study testing the proposed action-perception dissociation was conducted by 

McIntosh and Lashley (2008). They asked participants to grasp different match match-boxes of 

two kinds that are well known in Great Britain (and among participants in their sample) and 

typically have very different sizes. Thus, participants had prior knowledge about the stimuli. This 

influenced the MGA, as McIntosh and Lashley (2008) showed, and exactly in the predicted 
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direction: The boxes that would typically be larger caused a larger MGA, while the ones that 

would be smaller caused a smaller MGA. This is also incompatible with the TVSH, since the 

proposed analytic processing of object size in the dorsal stream should be impervious to external 

factors like prior knowledge.  

Finally, the literature on visual illusions also offers much less support for the TVSH than 

originally proposed. The original study by Aglioti et al. (1995) was followed by a number of 

other studies where illusions were grasped and perceptually appraised, several of which did not 

find any difference between perception and action (e.g., Franz, Gegenfurtner, Bülthoff, & Fahle, 

2000; Pavani, Boscagli, Benvenuti, Rabuffetti, & Farnè, 1999). Indeed, there were illusion effects 

on MGA even in the original study (Aglioti et al., 1995). These were smaller than in the 

perceptual task, but this is not surprising for several reasons. For one, MGA is not as responsive 

to a change in physical size as some perceptual measures are (Franz, 2003; Smeets & Brenner, 

1999), which would lead us to expect that they would also respond less to illusory distortions. 

Indeed, if illusion effects are scaled by the response function of the output measure, results from 

the most prominently studied illusion, the Ebbinghaus illusion, are consistent across tasks (Franz 

& Gegenfurtner, 2008). Similar results were reported in a meta-analysis of the Mueller-Lyer 

illusion (Bruno & Franz, 2009). It is also unclear if the display that was chosen by Aglioti et al. 

(1995), where two Ebbinghaus figures were presented side-by-side and participants compared the 

central circles, lends itself well to a comparison between perception and action, as grasping 
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requires participants to operate on only one of the two displays when planning their movements 

(Franz et al., 2000). 

As an explanation for the effects of illusion displays on MGA, Haffenden and Goodale (2000) 

proposed, that these may indeed not be actual illusion effects in the traditional sense of changing 

the response through changing the perceived size, but a consequence of the unfortunate 

placement of the context circles. In the traditional Ebbinghaus illusion, the small context circles 

are placed closer to the central circle than the large context, as it is well known that a larger 

distance of the context elements makes the central circle look slightly smaller (Girgus, Coren, & 

Agdern, 1972; Roberts, Harris, & Yates, 2005), so this configuration maximises the illusion 

effect, but also inadvertently introduces a confound. This notion has been tested in two studies by 

matching the distance o the context circles (Franz, Bülthoff, & Fahle, 2003; Haffenden, Schiff, & 

Goodale, 2001), but with opposite results, which means that the debate on the obstacle avoidance 

hypothesis is still open, Indeed, obstacle avoidance has recently been proposed as a mechanism 

that might also explain effects of the Ponzo illusion on MGA (Whitwell, Buckingham, Enns, 

Chouinard, & Goodale, 2016). 

2.1.4 Alternative theories and counter-arguments 

Several theories have been used to explain the mixed results in grasping visual illusions, 

although they were not necessarily formulated based on these findings. One is the ‘double 

pointing’ hypothesis by Smeets and Brenner (1999). Unlike classic theories of grasping 

(Jeannerod, 1984, 1986; Woodworth, 1899), this theory does not assume that the typically studied 

‘precision grip’ of an object is a combination of the two components reaching (transport to the 
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object) and grasping (closing thumb and index finger around the object), but rather as transport 

combined with both the thumb and the index finger independently pointing at appropriate contact 

points on the object. This theory can explain the data on grasping visual illusions quite nicely, as 

it does not assume size processing to be relevant for grasping at all (Smeets & Brenner, 1999, 

2006), so that the lack of an effect is readily explained, but it is still possible that context 

elements may alter the selection of contact points in such a way that it may affect the MGA. 

Thus, the theory can only be tested on other predictions. One such prediction concerns the timing 

of the MGA: According to this model, the MGA might be the same for objects that are illusorily 

larger and those that are physically larger, but the so-called ‘approach parameter’ should differ. 

This would cause the MGA to occur relatively earlier during the movement of objects that appear 

larger through an illusion, but later when an object is physically larger (Smeets, Glover, & 

Brenner, 2003). This has not been definitively refuted or confirmed, however, as the predicted 

effects are very small (de Grave, Biegstraaten, Smeets, & Brenner, 2005). 

Another theory that could explain the different illusion effects is the so called ‘planning-control 

model’ (Glover, 2004; Glover & Dixon, 2002a, 2002b). This model separates grasping 

movements conceptually into the planning phase and the control phase, with each phase using 

different information. In this framework, different sizes of illusion effects can be explained as 

due to the fact that the illusion effect is created during the planning phase and decrease during the 

control phase (Glover & Dixon, 2002a), so that small technical deviations in the experimental 

protocol could affect the effect dramatically. However, evidence for decreasing illusion effects 

over the trajectory of a grasp is weak, and it is unclear whether this is anything more than an 
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artefact of the fact that grasping trajectories are simply generally more responsive during later 

phases (Franz, 2004; Franz, Scharnowski, & Gegenfurtner, 2005). 

Another simple alternative to the TVSH that does not assume additional factors in grasping 

making the MGA less informative for the task at hand was proposed by Schenk and McIntosh 

(2010): Anatomically, the existence of the two streams is uncontroversial, as is the existence of 

connection between them. Since solid evidence for a functional dissociation is limited to very few 

instances, they suggest that the most sensible assumption is a single system with two relatively 

specialised streams (Schenk & McIntosh, 2010). Somewhat more specifically related to size 

processing, Franz and colleagues (Franz & Gegenfurtner, 2008; Franz et al., 2000; see also fig. 2 

in Franz, Fahle, Bülthoff, & Gegenfurtner, 2001) suggested a similar model that proposes 

anatomically distinct streams with a common size representation. 

A frequent reply to criticism by proponents of the TVSH is to point out that the emphasis 

should be on cases where a dissociation can be demonstrated (see e.g. Goodale, 2008, 2014; 

Westwood & Goodale, 2011). As long as these exist, they argue, this speaks for the TVSH, as 

actions may be controlled ventrally for a number of reasons, thus no dissociation should be 

expected. Further, the theory states that processing differs only after V1 – consequently, illusion 

occurring before the split in V1 could be seen in action just like in perception (Milner & Dyde, 

2003). Additionally, Goodale (2008) acknowledged that some effects may indeed be created in 

the ventral stream but still affect dorsal actions through interconnections; in this case, however, 

the effect would be weaker than in perception. Again, the emphasis is on the remaining 

differences between perception and action, not the similarities. 
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2.1.5 Open questions and suitable tests 

The debate about the extent to which the evidence supports the TVSH is ongoing, especially 

with regards to grasping visual illusions. This leads us to the question what a severe test of TVSH 

predictions would be. Focussing on the prediction that contextual illusions that distort size 

perception should show no or only small effects on MGA, the central issues are matching task 

demands between perceptual tasks and grasping, and matching dependent variables with regards 

to their behaviour following stimulus changes. To do this, slope correction (i.e., correction for the 

slope of the response function of a measure) is an important instrument. Without it, illusion 

effects vary wildly, not just between grasping and perception, but also between perceptual tasks 

(see Franz & Gegenfurtner, 2008, figure 1e). At the same time, the procedure has been criticised, 

as the correlation between object size and MGA is not perfect and may not be completely linear, 

so a linear correction may be inaccurate (Westwood & Goodale, 2011, p. 807). Hence, it has been 

suggested that it is preferable to design experiments in such a way that no slope correction is 

needed (Goodale, 2014). This has been done in three prominent studies: Aglioti et al. (1995) and 

Haffenden and Goodale (1998) with the Ebbinghaus illusion, and Ganel et al. (2008) with the 

Ponzo illusion. In these studies, the illusion effect was used to create physically different, but 

perceptually equally-sized stimuli by embedding two different objects in different illusory 

contexts. In this case, any difference in MGA can be interpreted as a dissociation, as there should 

be no difference in perceived size. Indeed, Ganel et al. (2008) took this setup one step further: 
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Here, two objects were chosen such that the illusion made the physically object look smaller than 

the physically smaller one. Indeed, the physically smaller object led to a smaller MGA (Figure 3). 

 

Figure 3: Approaches to manipulating physical and perceived size in the simple case of one additive 
illusion effect. For each way of manipulating size, we assume that there are two conditions (depicted by 
the two bars): Without the illusion, and with the illusion. Mean object size is shown in black and held 
constant for the object without illusory context. Mean illusion effect in gray. Thus, the overall height of 
each bar (black plus gray) indicates perceived size, as measured by the response (y-axis). Left: Standard 
physically-matched design, where mean object sizes are the same for all illusion conditions. Middle: 
Perceptually-matched design with the mean object sizes chosen such that the mean perceived size is 
equal. Right: Ganel et al.’s (2008) design, where one object is physically larger, but the other is peceived 
to be larger. It becomes obvious that a smaller, but still non-zero illusion effect could create a situation 
where the object on the right appears smaller; thus, a pattern of the perceived-larger object being grasped 
smaller is very much compatible with a non-zero illusion effect in grasping. 

Such a method is elegant, but it also has a number of problems. Firstly, the illusion effect 

cannot be measured without uncertainty. This is especially important, since physical objects have 

to be grasped, which necessarily vary discretely in size. Indeed, objects as much as 1 mm apart 

have been used in this method (Aglioti et al., 1995), in an illusion with a typical illusion effect 

size of less than 2 mm (Franz & Gegenfurtner, 2008). Thus, the best achievable perceptual match 

may not be a very good match overall, and uncertainty introduced through slope correction (when 

using physically matched stimuli) is replaced by uncertainty introduced by an imperfect 

perceptual matching procedure. Which of these designs is better suited to reliably detect small 



25 

 

difference in illusion effects depends on the precision of the match and the measured slope. It has 

to be noted that the slope-correction method has the advantage that it allows for quantifying the 

illusion effect in grasping in a way that is comparable to perceptual measures. Although it is of 

course possible to use multiple matched pairs and calculate a response slope within each illusion 

configuration, this would still require applying the slope correction to a noisily measured 

difference between residual perceptual differences (also slope-corrected) between matched 

configurations, and MGA differences. Since one would have to apply two different slope 

corrections just to estimate one illusion effect, the main advantage of the perceptual matching 

method would be negated and this would not be a sensible method. 

Ganel et al.’s (2008) method does not require an exact match or exact quantification of the 

illusion effect in grasping (see Figure 3). Object sizes are deliberately chosen in a way that the 

physical difference exists, but is smaller than the perceptual illusion effect. This way, the 

physically smaller of two objects is perceived to be the larger one. If now we find a smaller MGA 

for this (perceived to be smaller) object than for the larger (perceived to be smaller) object, this 

clearly demonstrates a dissociation between perception an action. However, the interpretation of 

this dissociation is tricky. Ganel et al. (2008) speak of a ‘double dissociation’ between perception 

and action in the title of their article. This ‘double dissociation’ is suggested to be such that (a) 

perceived size affects perception, but not grasping, and (b) physical size affects grasping, but not 

perception.  

The argument thus relies on conceiving perceived and actual size as two independent concepts. 

However, in Ganel et al.’s (2008) study, perceived size is nothing else than the physical size, plus 
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(or minus) the illusion effect, so that functionally there is no difference between saying (a) 

‘physical size affects grasping’ and ‘perceived size does not affect grasping’ on the one hand, and 

on the other hand saying (b) ‘the illusion effect does not affect grasping’. As a consequence, this 

interpretation of a double dissociation between physical size and perceived size is functionally 

indistinguishable from the claim of a single dissociation that assumes grasping to be immune to 

illusions. This matters, as single dissociations are typically interpreted not as strongly and taken 

to represent evidence of little more than that at least one task component is more critical in one 

task than another, or a ‘hierarchy of function’ (McCloskey, 2003; Teuber, 1955, p. 283). It is also 

much more parsimonious to talk about the illusion effect, as this is essentially the only difference 

between perceived and physical size, and perceived size is highly correlated with physical size: 

Even within a visual illusion the same principle holds that all other things being equal, a larger 

object is perceived to be larger. Thus, in this context it makes more sense to conceptualise the 

illusion effect as the manipulation. 

Thus, this study presents a single dissociation. This could still present quite strong support for 

the TVSH. However, there are several other problems with the methodology. One such problem 

is that participants had full vision of their hand; we know that this makes illusion effects in 

grasping look smaller, as the visual information becomes more informative and less distorted as 

the hand approaches the object (Post & Welch, 1996). The tasks were also such that participants 

were instructed to grasp or estimate the ‘short’ or ‘long’ object – an instruction that could quite 

plausibly affect conscious perception more than grasping. Another point concerns the analysis, as 

the illusion effect was indeed there, if a proper control was chosen. As can be seen in Figure 3, 

the pattern of results (physically larger object, perceived smaller, larger MGA) can be achieved 
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even with a non-zero illusion effect in MGA, as long as the physical difference is smaller than the 

perceptual illusion effect, but larger than the illusion effect in grasping. For the reasons outlined 

above, a smaller illusion effect on MGA is hardly surprising. This also emphasises that the Ganel 

et al. (2008) paradigm is really logically equivalent to the perceptual matching by Aglioti et al 

(1995): Whenever the illusion effect on MGA is smaller than the illusion effect on perception, 

there will be a difference between MGAs for matched objects. Under exactly these circumstances 

(and only under these!), it is also possible to create a situation as described by Ganel et al. (2008). 

Hence, the difference is a matter of statistical sensitivity, not a conceptual one. This point is still 

important, as illusion effects tend to be rather small, and MGA quite variable. 

So how can we test the predictions of the TVSH? A comparison between two vastly different 

tasks is inherently difficult, and there are many possible confounds. Thus, it is arguably best to 

use a paradigm that has been tested before, which as the additional benefit that the TVSH’s 

predictions are clearly defined. This brings us back to the Ebbinghaus illusion: Here, the TVSH 

makes the clear prediction that the MGA (if confounds are avoided) should not be affected by the 

illusion. Methodological concerns have been discussed in various articles (Franz, 2003; Franz et 

al., 2003, 2000; Franz, Hesse, & Kollath, 2009; Franz et al., 2005; Gonzalez, Ganel, Whitwell, 

Morrissey, & Goodale, 2008; Haffenden & Goodale, 1998; Haffenden et al., 2001; Post & 

Welch, 1996), but the data is still considered unclear (‘There is still no consensus on whether this 

dissociation reflects a fundamental difference in ventral- and dorsal-stream visual processing, as 

is outlined in the TVSH’ – Whitwell et al., 2016, S. 2).  
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2.2 Is there an effect of the Ebbinghaus illusion on grasping? Study 1 

Our experiment (Kopiske, Bruno, Hesse, Schenk, & Franz, 2016b) was designed to answer the 

question if the Ebbinghaus illusion affects the MGA in grasping in a similar way to the 

perceptual illusion effect. Since studies examining this question are among the first and most 

cited works in the TVSH literature on healthy participants (Aglioti et al., 1995; Haffenden & 

Goodale, 1998; Haffenden et al., 2001; 529, 238 and 110 citations via isiknowlege.com; Clarivate 

Analytics, 2016, retrieved 04.10.2016), this is a central question for the TVSH. The long 

discussion on this topic also means that (a) the TVSH makes explicit predictions here, which (b) 

we can test with confidence in our methods. As there are still two opposing interpretations of the 

data – obstacle avoidance on the one hand, a common size representation for perception and 

action on the other hand – the question is still open. 

2.2.1 Experimental design and procedure 

The basic design of our study was closely modelled after the studies by Haffenden et al. (2001) 

and Franz et al. (2003). More precisely, we conducted a direct replication of these studies – the 

same stimuli, tasks, and number of repetitions per condition – which was augmented by some 

additional conditions. 

Discs of different sizes were presented embedded within Ebbinghaus-context circles and either 

a grasp or a perceptual judgement was performed (Figure 4a). Grasping was performed in the 

typical way, ‘open-loop’ (i.e., without visual feedback after the movement was initiated, such that 

there was no closed feedback loop; visibility was controlled with PLATO LCD-goggles, 

Milgram, 1987). Hand motions were recorded with an Optotrak Certus (Northern Digital, 
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Waterloo, Canada) with three infrared cameras, and diodes attached to the thumb, index finger 

and wrist of the participants. The main dependent variable was the MGA, from which the illusion 

effect was derived as the difference between the mean responses to size-matched discs embedded 

in different illusion contexts. 

The illusion effect in grasping was compared to three different perceptual illusion effects: One 

was obtained in a classic perception task of matching the central disk to a circle from a graded 

series of circles without Ebbinghaus surrounds (Figure 4b), two other perceptual measures were 

manual estimates obtained from ME ‘open-loop’, as well as ‘closed-loop’ (i.e., with full vision of 

the hand at all times). ME has been used in both variants in several previous studies (Dewar & 

Carey, 2006; Haffenden & Goodale, 1998; Haffenden et al., 2001) and according to its 

proponents can be seen as a ‘manual read-out’ of perceived size (Haffenden & Goodale, 1998), 

comparable with cross-modal perceptual matching (Stevens, 1959). 

The context circles corresponded to the ones used by Franz et al. (2003): The traditional 

Ebbinghaus conditions, with two additional configurations so that size and distance of the context 

circles were varied on two levels each, independently, creating the four configurations ‘large-far’ 

(LF), ‘large-near’ (LN), ‘small-far’ (SF), and ‘small-near’ (SN). Our targets were PVC discs of 3 

mm thickness and 28, 30, and 32 mm diameter. 

An additional condition that was tested neither by Haffenden et al. (2001) nor Franz et al. 

(2003) but in some previous studies (Aglioti et al., 1995; Haffenden & Goodale, 1998), was our 

so called ‘perceptually-matched’ condition (the standard condition where the physical object size 

was manipulated directly was called ‘physically-matched’). In this condition, two discs were 
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embedded in the LF and SF configurations, respectively. These discs were made to look equally 

large by separately matching them to a neutral 30.5 mm circle before each participant started the 

main experiment, by employing two 1-up, 1-down staircase procedures for each disc (one starting 

at 28 mm, one starting at 32 mm). Our step-size for the objects was 0.25 mm. These discs were 

then presented within all tasks at randomised positions. For these discs, the TVSH predicts a 

difference in MGA, while it predicts no difference between physically-matched discs embedded 

in different Ebbinghaus configurations. By including the perceptually-matched discs in all 

perceptual tasks, we also assessed the quality of the match we achieved. As laid out in section 

2.1.5, achieving a good match is far from trivial and can produce spurious effects in the data. 

2.2.2 Procedure: Preregistration, replication, and a ‘confirmatory experiment’ 

This study was preregistered at the journal Cortex, meaning that the introduction, methods and 

proposed analyses went through peer-review before data collection with the promise that the 

finished manuscript would be published if this first stage of review was successful. For details, 

see Box 1. 
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This procedure is meant to ensure that studies that are theoretically motivated in a coherent way 

and have been conducted thoroughly get published regardless of the outcome, while also 

preventing undisclosed flexibility in the data analysis by the authors (Chambers, 2013c). 

Selectively not publishing data (‘file drawer’ problem – Rosenthal, 1979) or analyses (Simmons, 

Nelson, & Simonsohn, 2011) is a known problem that can lead to systematic distortions in the 

literature (Dwan, Gamble, Williamson, & Kirkham, 2013; Sterling, 1959; Sterling, Rosenbaum, 

& Weinkam, 1995). Preregistration is meant to prevent these practices and emphasise accuracy 

and reliability of research over novelty (Chambers, Dienes, McIntosh, Rotshtein, & Willmes, 

2015; Nosek & Lakens, 2014). In our case, preregistration was particularly attractive, as our 

experiment was specifically designed to be a confirmatory experiment (Wagenmakers, Wetzels, 

Box 1 | A ‘Registered Report’ at Cortex 

Registered Reports are format of the journal Cortex that is somewhat 

unusual in psychology. A manuscript is submitted and reviewed with just 

the introduction, methods and proposed analyses included, and before 

any data have been collected. After a regular review process, in-principle-

acceptance is given, and only then may data be collected. The finished 

article is then re-submitted after data collection and will be published 

barring gross negligence on the authors’ part. 

Our project was initially submitted in March 2014 with the title „The 

functional subdivision of the visual brain: Is there a real illusion effect on 

action? A multi-lab replication study“ and given in-principle-acceptance in 

September 2014. The full manuscript was resubmitted in September 29th, 

2015, and accepted for publication March 14th, 2016. 

The experiment was conducted in four laboratories: In the Department of 

General Psychology, University of Hamburg, as well as the groups of 

Constanze Hesse (University of Aberdeen), Nicola Bruno (University of 

Parma), and Thomas Schenk (University of Erlangen). I visited each 

laboratory to verify that the protocol was indeed executed in always the 

same way. 
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Borsboom, van der Maas, & Kievit, 2012) in a field where a large portion of the literature has 

come from a small number of laboratories with clear patterns in their results. 

It is important to note that replication is not necessarily a useful arbiter of the veracity of an 

effect. If we assume that the original experiment was done in a thorough and conscientious 

manner, that is if all questions were theoretically motivated and all corresponding tests were 

published, then the original data would not lose any of their value once a replication has been 

published. In this case, the replication can be considered simply as additional data and a meta-

analysis might be the best tool to examine the effect (Francis, 2013a, 2013b). If, however, we 

assume that the field suffers from a file-drawer problem (Rosenthal, 1979; Sterling et al., 1995), 

then indeed it is prudent to assign more weight to data from replications, as it is unlikely that the 

original data were truly selected randomly. This of course requires the replication to be free of the 

same file-drawer phenomenon, which is not necessarily the case, in which case meta-analyses 

become near-useless, as aggregating biased data will give you a biased aggregate (for an intuitive 

and vivid explanation, see Gelman & Loken, 2014). In our case, both approaches (more data, and 

confirmatory preregistered experiments) are satisfied: We chose to conduct a preregistered 

replication study, in which our sample was more than twice as large as the largest previously 

studied sample on the same question. 
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Figure 4: Setup used in study 1. a: Grasping task with the participant wearing LCD goggles (Milgram, 
1987) and infrared diodes on the wrist, index finger and thumb while grasping a white PVC disc. b: 
Graded series of comparators as used in the classic perceptual task in study 1.  

2.2.3 Power and Bayes factors 

Our large sample had another advantage in that is guaranteed sufficient power to reliably detect 

any effects of interest. This is especially relevant if we consider that the point of a confirmatory 

experiment like ours is to decide between two theories, one of which predicts a certain effect, 

while the other predicts the absence of the same effect. Thus, it is important to be able to draw 

strong conclusions in both directions, which in turn means doing at least one of two things: 

Controlling for both type I and type II errors, or using a measure that would allow us to measure 

evidence in favour of the H0. 

We controlled both error rates by ensuring a high statistical power, while also employing Bayes 

factors, calculated following the logic by Dienes (2008, 2011). These compare the likelihoods of 

two statistically modelled hypothesis (in our case: Normal or uniform distributions around certain 

values, see published article 1, section 2.4), which are divided by one another to compute a Bayes 

(a) (b) 
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factor, that is, a measure of how strongly prior beliefs about the effect should be updated because 

of the data. Bayes factors have been much discussed over the past few years (see e.g. Dienes, 

2011; Rouder, Speckman, Sun, Morey, & Iverson, 2009; Wagenmakers, Wetzels, Borsboom, & 

van der Maas, 2011; Wetzels et al., 2011) and promise multiple advantages over frequentist 

statistics, such as optional stopping, no need to correct for multiple comparisons, measuring 

strength of evidence directly, and the possibility of gathering evidence for the H0. This is not to 

say that Bayes factors are to be preferred in general: They rely on some additional assumptions 

such as assigning prior beliefs, do not control error rates, which is problematic and negates their 

advantages with regards to optional stopping and multiple comparisons if they are interpreted in a 

binary way (see e.g. Mayo & Spanos, 2011). Indeed, in practice Bayes factors also very often 

lead to the same inferences as frequentist tests (Wetzels et al., 2011, figure 3). The advantages of 

either method shall not be discussed here. However, our reasoning for including Bayes factors 

was that we wished to strengthen our methods by examining the data from multiple perspectives. 

Should these converge, this would give a clearer picture and strengthen our conclusions; if not, 

this would draw attention to the fact that the data may not be as clear as either analysis might 

indicate. 

2.2.4 Results and conclusions 

In our study, we found illusion effects in all tasks and in all comparisons of small and large 

illusory contexts. Importantly, this includes contrasts in grasping with a matched context circle 

distance (SF-LF and SN-LN) – results here did not differ significantly from those in the same 

contrasts in perceptual tasks, indicating that obstacle avoidance cannot explain these results. 
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Bayesian and frequentist analysis converged on this conclusion. Data, compared to the 

predictions, can be seen in Figure 5b. The second important test for a difference in illusion effects 

was the comparison of MGA for perceptually-matched discs. Here, we found no evidence of a 

difference in MGA, despite a physical difference of on average 1.15 mm. This is despite our large 

sample, and constitutes very strong evidence for the H0 under the Bayesian framework. Data can 

be seen in Figure 5a. Indeed, small, non-significant differences do exist; however, these are in the 

same direction, and of the same magnitude, as residual differences that also exist in perceptual 

tasks, indicating that our staircase procedure may have measured a slightly too large illusion 

effect. It follows from the fact that the physically larger object was also perceived to be slightly 

larger that object size differences in our perceptually-matched conditions were slightly too large. 

That is, the conditions were actually over-sensitive to detecting an effect of physical size over 

perceived size on MGA, emphasising that our non-finding indicates that such an effect did not 

exist. 

Thus, our study very strongly speaks for the notion that the Ebbinghaus illusion affects grasping 

just like perception, and that obstacle avoidance does not matter for this. However, grasping the 

Ebbinghaus illusion is only one of many possible paradigms to test grasping in visual illusions, 

which raises the question: What do our results mean for the debate on visual illusions in action? 
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Figure 5: Predictions and data from study 1. Relevant contrasts from our study, predictions and actual 
data. Curves in panels a and b indicate means and standard errors as measured in perceptual tasks and 
grasping; height chosen such that the area under each curve is constant. Thus, curves are a graphical 
representation of the hypotheses used for Bayes factor calculation. a: Illusion effect SF-LF, perceptually-
matched. b: SF-LF, physically-matched. c: Obstacle avoidance predictions tested by comparing new 
configurations LN and SF. 

2.3 Weighing the evidence and advancing the debate: What does grasping the Ebbinghaus 

illusion really tell us? Public debate about study 1 

What we are doing in investigating whether grasping is affected by the Ebbinghaus illusion is 

testing a prediction of the TVSH – namely, that this is not the case. Thus, it becomes clear that 

(a) (b) 

(c) 
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action-perception dissociations are not per se directly relevant to the TVSH, but only when two 

conditions are met: (a) The TVSH makes predictions as to whether to expect a dissociation or 

not, and (b) we can test for such a dissociation in a confound-free way.  

In the Ebbinghaus illusion, our arguments has been that both conditions are met and that this is 

why the paradigm lends itself well to testing TVSH predictions: It is very clear that the TVSH 

predicts a dissociation (Aglioti et al., 1995; Milner & Goodale, 2006), with a very explicit 

reasoning why (Milner & Dyde, 2003). There has also been a long discussion of methodological 

issues in grasping the Ebbinghaus illusion (Franz et al., 2003, 2000; Haffenden et al., 2001; 

Pavani et al., 1999), unearthing general pitfalls such as comparing dependent variables with 

different responsiveness, but also pitfalls specific to this design such as obstacle avoidance or 

superadditivity. Knowing these issues should make us more confident in our methods when using 

the Ebbinghaus illusion than we would be with less-studied distortions. Our study (in line with 

many before it, see Figure 6) now claims that even when avoiding these pitfalls, the illusion 

effect on grasping remains. 

However, in a commentary on our article Whitwell and Goodale (2016) argued, in essence, that 

condition (b) was not met in our study. In addition, they make the case that stronger tests of the 

TVSH’s predictions do exist in older studies, with results that are opposite to and cannot be 

explained by our study. We responded to this in another commentary (Kopiske, Bruno, Hesse, 

Schenk, & Franz, 2016a) by reanalysing data from these older studies and considering the 

methodological criticisms, which we do not consider problematic for our study. In the following 

sections, I will spell out the criticism as well as our response in more detail. 
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2.3.1 Did our study adequately test TVSH predictions? The Whitwell & Goodale arguments 

Whitwell and Goodale (2016) accept the conclusion that obstacle avoidance cannot explain our 

results in grasping (“The focus of the Kopiske et al. study was ostensibly on attempting to 

replicate two later studies that examined the obstacle avoidance explanation directly […] We 

actually have no issue with this aspect of their study.”), which moves the discussion solely to the 

perceptual processes underlying grasping and perceptual tasks. Here, however, they take issue 

with several points. Briefly, this concerns the use of a single-illusion display (see fig 2b), as 

opposed to the dual-illusion display used for example by Aglioti et al. (1995). Whitwell and 

Goodale (2016) claim that this creates problems with regard to (i) the phenomenology of the 

illusion, and (ii) the strength of the illusion effect. Further, they claim (iii) that some of the 

methodological advances have made it necessary to revisit some old data from a study by 

Haffenden and Goodale (1998), which show a very different pattern of results compared to our 

study (and other studies, see Figure 6). I will go through these points one-by-one. 
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Figure 6: Illusion effects in grasping and different perceptual measures. Bars in light grey show results 
from classic perceptual size-matching tasks, dark grey shows manual estimates. Error bars indicate 
within-participant S.E.M. Top row: Uncorrected illusion effects. Bottom row: Slope-corrected illusion 
effects (Franz, 2007; Franz et al., 2009). Slopes required to compute corrected illusion effects were not 
available for Aglioti et al. (1995) and Pavani et al. (1999). Included are studies using traditional 
configurations (SN, LF): Aglioti, et al. (1995), A95; Haffenden & Goodale (1998), H98; Haffenden, et al. 
(2001), H01; Pavani, et al. (1999), P99; Franz, et al. (2003, 2000), F00 and F03; Kopiske, et al. (2016b), 
K16. For H01, the S.E.M. could only be estimated as the formula for the taylor estimation uses the 
covariance between the slope and the illusion effect, which is not available. Two estimates are given: For 
a low correlation (r=-.5; larger estimate of the S.E.M.), and for a relatively high correlation (r=.5). 

In more detail, their claim that (i) the single-illusion display used in our study is 

phenomenologically different from the dual-illusion display is rather straightforward, but it is not 

clear why this would be problematic. Whitwell and Goodale (2016) point out that participants 

never got to experience the “striking, real-time phenomenology of the standard two- 

configuration Ebbinghaus illusion”. The use of ‘standard’ could be disputed, as a vast number of 

studies concerning grasping (Franz et al., 2000; Haffenden et al., 2001; Pavani et al., 1999) as 

well as perception only (Coren & Enns, 1993; Coren & Girgus, 1972; Girgus et al., 1972; Knol, 

Huys, Sarrazin, & Jirsa, 2015; Roberts et al., 2005) was conducted using single-illusion 

Ebbinghaus displays. Despite this, they argue that using the single-illusion display made the 

perceptually-matched condition obsolete, as no direct match was created, thus marring our 

attempts to create a good test for a dissociation with the TVSH as the H0. 

To this, there are several responses. It is doubtlessly true that the phenomenology as described 

by Whitwell and Goodale was not achieved in our study. However, the question remains why this 

should matter. Our goal was to replicate the studies by Haffenden, et al. (2001) and Franz, et al. 

(2003), as we considered these to be the methodologically superior, confound-free studies. We 

did not aim to include a replication of Aglioti, et al. (1995) or Haffenden and Goodale (1998). 

We did include a similar perceptual matching condition where two objects should be perceived as 
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equally large, with the purpose to include a condition with the TVSH as the H0; thus, the relevant 

question would be whether we succeeded in presenting participants with two discs they perceived 

to be equal in size. Data from our perceptual tasks indicate that this was the case. Indeed, our test 

was arguably more stringent in this than the methods used by Haffenden and Goodale (1998), as 

we employed a standard perceptual task which is much more sensitive than ME (used in 

Haffenden & Goodale, 1998).  

Now, one could argue that the difference in phenomenology matters beyond the sheer 

magnitude of the illusion effect by making the illusion qualitatively different. However, this 

would not only be a new, untested assumption, for it to undermine our study one would also have 

to assume that this other illusion would not be a ventrally processed illusion, which is 

inconsistent with Milner and Dyde’s (2003) claim that what matters is whether the illusion is 

contextual (and the single-illusion display still is contextual), but also with the way the single-

illusion Ebbinghaus display has been used to support the TVSH (e.g., Haffenden et al., 2001). 

As for their other claim that (ii) the strength of the illusion is critically diminished by the single-

illusion display, this is simply a matter of statistical power. We conducted an a priori power 

analysis as part of registering our design, in which we based our calculations on the effect size 

typically achieved in grasping a single-illusion Ebbinghaus display. Our calculations were based 

on wanting to be able to detect an effect only 70% as large as the typical effect, or around the 

smallest effect size found. For this, we still had over 99% power. Bayes factors provide 

convergent evidence that sensitivity was not an issue in our study. If we want to go into more 

detail, we know that due to superadditivity the effect tends to be approximately 1.5 times larger 
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in dual-illusion Ebbinghaus displays as opposed to single-illusion displays. Since the S.E.M. 

decreases with the square root of the sample size, to ‘compensate’ for an effect size reduced by a 

factor of 1.5, our sample would have to be 1.5^2 = 2.25 times as large to achieve the same power. 

Our sample was larger than the largest dual-illusion display study by a factor of 8, which 

reemphasises that power was not the problem and brings us to the next point. 

Finally, Whitwell and Goodale (2016) also note that (iii) other results need to be considered 

before drawing conclusions about grasping illusions in general. Specifically, they point to a study 

by Haffenden and Goodale (1998). This study is interesting, as it uses the classic, not distance-

matched illusion displays, as well as a dual-illusion display, and was therefore criticised as being 

potentially problematic from a methodological standpoint (Franz et al., 2000; Pavani et al., 1999). 

Indeed, it is only recent investigations that have shown that this criticism may not be so 

problematic after all: Foster and Franz (2014) investigated the conditions under which 

superadditivity applies, coming to the conclusion that superadditivity does not occur when a 

comparator (that is, the stimulus to be adjusted to the size of the target) is positioned outside of 

the illusion. Whitwell and Goodale (2016) argue that this can be taken to mean that manual 

estimation as used by Haffenden and Goodale (1998) – where the participant’s hand is the 

comparator – is not affected by superadditivity. Likewise, with our study (Kopiske, Bruno, et al., 

2016b) providing evidence that obstacle avoidance cannot explain Ebbinghaus display effect on 

MGA (see also figure 5c), the problem of interpreting effects on MGA also disappears. 

Haffenden and Goodale’s (1998) study, then, also provides a confound-free comparison of 

perception and grasping, and comes to the conclusion that illusion effects are larger in perception.  
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In response to this, two things should be pointed out. One is the fact that in their study, 

Haffenden and Goodale (1998) found very inconsistent illusion effect within their perceptual 

measures (this becomes very clear in article A.2, Figure 1). This (a) casts doubt on the validity of 

these measurements that are supposed to measure the same (i.e., perception), and (b) raises the 

question of which perceptual measure should be compared to grasping. As it stands, a 

dissociation is demonstrated between grasping and one measure (manual estimation) but not 

another (size matching). In our view, this does not support the conclusion that grasping and the 

general concept of ‘perception’ are dissociable. The second issue, as I have alluded to earlier, is 

the sample size. Even if one were to accept that the comparison between grasping and manual 

estimation should be the most decisive one (and for some reason ignore the classic size matching 

task), one would find a situation with one study, N=18 (Haffenden & Goodale, 1998) finding a 

dissociation that may or may not be a false positive, and on the other hand a preregistered study 

(Kopiske, Bruno, et al., 2016b), N=144, finding no dissociation.  

2.3.2 Why our study adequately tested TVSH predictions: Considering other data and designs 

As recurring theme has been the emphasis on our study being the best available test of the 

TVSH prediction that under the right conditions, grasping is unaffected by visual illusions. 

However, as Whitwell and Goodale (2016) correctly point out, there are other designs which may 

be considered good tests, and where the data may speak more strongly for a dissociation.  

To appraise the evidence, the criteria established above may be applied: Knowing how to test 

for a dissociation, and knowing that testing this is meaningful. This can be applied to many 

different illusions, but an especially interesting case is the Ponzo illusion (Fig 2c), where 
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dissociations have been demonstrated in several high-profile studies (Ganel, Tanzer, et al., 2008; 

Whitwell et al., 2016). Despite these studies, it is not clear of the Ponzo illusion is actually 

processed before or after the dorsal-ventral split in V1 (Murray, Boyaci, & Kersten, 2006; Schenk 

& McIntosh, 2010; but see also Goodale & Milner, 2010). The same argument can be used to 

question the validity of results from the empty-space illusion (Milner & Dyde, 2003). In fact, the 

Ebbinghaus illusion is one of the few where the prediction of the TVSH is entirely clear. In 

combination with our knowledge of specific methodological pitfalls, we argue that our study 

stands as a strong test of TVSH predictions in healthy participants. Criticism by Whitwell and 

Goodale (2016b) does not make a consistent case against this, and thus cannot explain our 

findings and should not weaken our conclusions.  

2.4 Object size in visual perception and action: Current state of the debate 

The TVSH (Goodale & Milner, 1992; Milner & Goodale, 1995, 2006) continues to be an 

influential theory, despite criticism. The question if object size is processed separately for 

perception and action has not been conclusively answered; at the same time, many predictions of 

the TVSH on this matter have not been confirmed (Schenk et al., 2011). Our study contributes to 

the debate by emphasising that illusory distortions of visual size information are found in 

grasping just like in perception. The pessimistic view that one would have to investigate 

separately whether each phenomenon of visual processing that could potentially be action-

relevant is actually processed by the dorsal stream is still a possibility; however, this may also be 

seen in a more optimistic light, in that the TVSH continues to provide a framework that can be 

useful to guide research on the visual control of motor actions (see Schenk et al., 2011, p. 802). 
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Chapter 3 – Nonsymbolic magnitude on the mental number line (studies 2 and 3) 

When talking about magnitude in the semantic domain, this will most commonly refer to 

numbers. These can be represented in several ways, be it symbolically through numerals (e.g., 5, 

or V, or 五, or a spoken word ‘five’) or nonsymbolically through the numerosity of items in a set 

(e.g., III, or 三, or three short ‘beep’ sounds, or three fingers held up on one hand). In spite of the 

differences between these types of number representation, the principles by which humans 

manipulate numbers remain the same. However, there are some robust interactions of numerical 

cognition and visuospatial processing of numerical stimuli, which raises the question of whether 

the semantic content and the visual appearance of numbers are truly independent.  

Two concepts have had a prominent position in the field of numeric cognition for the past 

twenty years: The mental number line (MNL; Dehaene, 1992; Moyer & Landauer, 1967), a 

metaphor of the representation of magnitude, and the SNARC effect (Dehaene et al., 1993), 

whereby numerical magnitude and spatial properties of responses are associated. While they have 

been much-studied, questions remain about the scope of these concepts: Do properties of the 

SNARC effect and the MNL that hold for symbolic representations of magnitude hold for 

nonsymbolic representations? And are these properties based on an automatic, general, amodal 

magnitude representation that is independent on sensory stimulus features? In two studies, we 

tried to approach these questions and tested properties of these two phenomena with regards to 

numbers, as well as non-symbolic magnitude. 
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3.1 The MNL and the SNARC effect  

The MNL as a metaphor has been used at least since the 1960s (Moyer & Landauer, 1967), but 

the version currently most referred to comes from Dehaene’s (1992) so called ‘triple code 

model’, which postulates three main representations of number: A visual digit form, a verbal 

number-word form, and an analog magnitude representation that may be conceptualised as a 

number line. The MNL’s function in this model is to enable estimation of numeric magnitudes to 

enable nonverbal manipulation or comparison. This may be relevant in approximate calculation 

with numbers (e.g., 17*21 is ‘about 350’), or in appraising and manipulating numeric magnitude 

that is not precisely known, such as the number of dots in a cloud. This feature is often called the 

stimulus’ numerosity (corresponding to the cardinality of elements contained in it - Butterworth, 

1999). Since the numerosity of a stimulus is indeed a way to represent a certain numeric 

magnitude that is not reliant on an arbitrary symbol, I will in this thesis use the more general term 

‘nonsymbolic magnitude’ to refer to numerosity, as well as other forms of numeric magnitude not 

represented by numbers or number words. 

The SNARC effect refers to a stimulus-response association of numeric magnitude and space 

(Dehaene et al., 1993). This association is most typically observed in classification tasks, such as 

pressing a button depending on the parity (Dehaene et al., 1993) or magnitude (Herrera, Macizo, 

& Semenza, 2008) of a number, which will typically show a speed advantage for small-left and 

large-right responses (but this depends on reading habit: Dehaene et al., 1993; Ito & Hatta, 2004; 

Shaki, Fischer, & Petrusic, 2009). Importantly, the association persists in tasks where numeric 

magnitude is not strictly relevant to the task, such as parity judgement (Dehaene et al., 1993). The 

association seems to extend to SNARC-like effects that have been observed in other tasks, 
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including grasping (Chiou, Wu, Tzeng, Hung, & Chang, 2012), although other associations that 

might be predicted from the MNL metaphor have not been found (like, e.g., number and 

movement direction – Santens & Gevers, 2008). The SNARC is most frequently taken as 

evidence for an MNL that organises magnitudes from different notations internally (and, 

importantly, spatially) and is accessed in tasks related to magnitudes (Dehaene, 1992; Feigenson, 

Dehaene, & Spelke, 2004). This is a core assumption of the triple-code model (Dehaene, 1992) or 

direct-mapping model (Santens & Gevers, 2008). However, other interpretation of the SNARC 

effect exist, some assuming a mental number line (e.g., the dual-route model postulating several 

routes of activation, a semantic route and an automatic route that has different properties than we 

numeric processing under most circumstances; Fias, 2001), while others explain it in terms of 

more general stimulus-response polarity effects (Cohen Kadosh & Walsh, 2009; Proctor & Cho, 

2006; Walsh, 2003; but see Santiago & Lakens, 2015). Recently, it has even been proposed that 

the effect can be explained in terms of language statistics (with more frequent words being 

associated with left responses; Hutchinson & Louwerse, 2014).  

3.1.1 The MNL as a link between input and output 

As reviewed above, the MNL’s is primarily seen as an analog representation of magnitudes 

(Dehaene, 1992). This representation is thought to be automatic when participants are presented 

with numeric stimuli, as can be seen by for example by the automaticity of the SNARC effect: 

There is no need for analog magnitude representation to judge a number’s parity, yet the effect 

occurs (Dehaene et al., 1993) in this task.  
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Thus, there has been a lot of research on what the properties of the MNL may be. For example, 

it can be shown that responses to quantities that cannot be assessed precisely (and thus should 

rely heavily on the MNL, according to Dehaene, 1992) follow a nonlinear function, that is a 

logarithmic or a power function. This is often taken as evidence that the representation of 

magnitudes is compressed logarithmically (e.g., Dehaene, 2003), with different shapes being 

explained by output demands (e.g., Izard & Dehaene, 2008, proposed an ‘output grid’ that could 

be adapted to the task that was being presented).  

However, it is quite difficult to uncouple the effects of input, internal representation, and output 

(in essence, the three components of the triple code model, Dehaene, 1992), which in turn makes 

it difficult to deduce MNL properties from number line tasks, as an example may illustrate: The 

interpretation of a logarithmic MNL was based mainly on results from one task – estimating the 

approximate number of dots in a cloud of dots (Dehaene, Izard, Spelke, & Pica, 2008; Gallistel & 

Gelman, 1992; Whalen, Gallistel, & Gelman, 1999). The problem is that it is quite possible to 

explain the shape as a consequence of a linear representation with scalar variability (Cantlon, 

Cordes, Libertus, & Brannon, 2009). That is, if the variability of responses increases 

proportionally with stimulus magnitude, then we should see more relatively small responses 

(because a higher proportion of relatively small magnitudes will lead to relatively small responses 

than the proportion of relatively large magnitudes leading to relatively large responses), making 

the response function look logarithmic without assuming a logarithmic representation. 

Importantly, this would be a property of the response, not of the MNL. Indeed, scalar variability 

of number line responses has been found (Dehaene, 1992; Gallistel & Gelman, 1992), leading to 

at least three possible conceptualisations of the MNL: A logarithmic function, a linear function 
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with scalar variability, or a third possibility of an internal representation that conforms to two 

psychophysical principles often found in sensory perception: Weber’s law (Fechner, 1860), in 

that it represents magnitudes with more uncertainty the greater they are, and Stevens’ power law 

used by Stevens (1957) to describe how participants match intensities in different senses, 

according to which the mapping of one sensory modality to another – in this case, visual input to 

magnitude – tends to follow a power function (Dehaene, 2003).  

Both Weber’s law and the response power function are typical of sensory perception and have 

been part of an argument that proposes that numeric magnitude may in fact be sensed directly 

from visual input, without it being transformed into a semantic representation (Arrighi, Togoli, & 

Burr, 2014; Burr & Ross, 2008; J. Ross & Burr, 2010), a hypothesis that has been further 

corroborated by results that nonsymbolic magnitude displays adaptation effects across sensory 

modalities (Arrighi et al., 2014; see Anobile, Cicchini, & Burr, 2015 for a recent overview of the 

argument). 

It should be noted at this point that methodology is quite central to these questions. For 

example, scalar variability of a response can only be taken as evidence for the existence of 

Weber’s law (Fechner, 1860) if the response is free of any systematic effects of response 

magnitude on response. Likewise, sensory matching in the manner of Stevens would not be 

immune to alternative explanations like the one by Cantlon, et al. (2009) that the characteristic 

shape may be a result of increasing uncertainty rather than compressive representation; indeed, it 

has been proposed for a long time that absolute judgements of noisy input may exhibit nonlinear 

properties as somewhat of a general rule (Haubensak, 1992; Parducci & Perret, 1971). Hence, it 
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is important to look at results from different methods to be able to draw conclusions about 

properties of the MNL. The most typical task is simple number estimation: Participants are 

presented with a nonsymbolic magnitude (like a cloud of dots) and asked to report the magnitude 

contained in the stimulus. However, it is also common to use an actual number line to measure 

the metaphorical mental number line. In such a task, participants move a cursor over a line and 

indicate where they think a given magnitude belongs on the line; this has been done with healthy 

Western adults (Siegler & Opfer, 2003), children (Barth & Paladino, 2011; Siegler & Opfer, 

2003), indigenous people who have no concept of verbal number (Dehaene et al., 2008), with 

results consistently showing a systematic nonlinearity that, however, has been interpreted in 

several different ways. It stands to reason that the properties of encoding and representation 

would be similar between these methods; however, output demands differ greatly. Hence, this 

warrants further investigation. 

3.1.2 The SNARC effect, Chinese characters, and visual features of notation 

The SNARC effect has been taken as a tool to deduce general properties about numerical 

cognition (Cohen Kadosh & Walsh, 2009; Dehaene, Piazza, Pinel, & Cohen, 2003; Fias, 2001; 

Santens & Gevers, 2008), primarily due to its considerable ubiquity and robustness, having been 

demonstrated in Arabic digits and written number words (Dehaene et al., 1993), non-Arabic 

digits (Hung, Hung, Tzeng, & Wu, 2008; Ito & Hatta, 2004), spoken words (Nuerk, Wood, & 

Willmes, 2005), hand signs for numbers (Bull, Blatto-Valle, & Fabich, 2006; Iversen, Nuerk, 

Jäger, & Willmes, 2006), dice patterns (Nuerk et al., 2005), letters (Gevers, Reynvoet, & Fias, 

2003), months (Gevers et al., 2003), and more (for a review, see Wood, Willmes, Nuerk, & 
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Fischer, 2008). Following this wealth of evidence for a SNARC effect in many conditions, it has 

been proposed that the SNARC effect is completely amodal and independent of notation 

(Dehaene, Molko, Cohen, & Wilson, 2004; Nuerk et al., 2005).  

However, there are certain exceptions where a SNARC effect could be reduced or reversed by 

visual properties, such as visual complexity (Chinello, de Hevia, Geraci, & Girelli, 2012), or the 

typical context of a notation (like Chinese characters that may be read vertically; Hung et al., 

2008). The latter is especially interesting, as there are several possible explanations that would 

warrant experimental testing: First, Chinese characters differ in visual complexity, too, and have 

been reported to be processed in different (and maybe multiple) stages (Cao, Li, & Li, 2010; Liu, 

Tang, Luo, & Mai, 2011), which is consistent with similar findings from Korean hand-sign 

number representations (Domahs et al., 2012). Second, reading habit may be different than for 

Arabic digits; however, this is only the case in Taiwan (where horizontal writing was not 

officially mandated until 2004), but not for Mainland China (where horizontal writing was 

mandated in 1955). Thus, reading experience – one of the key factors determining the SNARC 

effect (Dehaene et al., 1993; Shaki et al., 2009 - although there is evidence that this effect may be 

more unstable than previously thought, see Fischer, Shaki, & Cruise, 2009; Pfister, Schroeder, & 

Kunde, 2013) – is a confounding variable in Hung et al. (2008), but can potentially be controlled 

for by comparing Taiwanese participants with Mainland Chinese participants. This brings us to 

the questions of study 2: Does a horizontal SNARC effect persist in a visually complex notation 

where a SNARC effect has previously been questioned, that is in Chinese characters? And does it 

persist in a mixed symbolic-nonsymbolic notation with higher visual complexity, Chinese hand 
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signs? Both questions relating to the larger issue of whether the SNARC effect is indeed 

independent of notation, and what visual features may influence it. 

3.2 The SNARC effect in Chinese numerals: Study 2 

Our main question in study 2 (Kopiske, Löwenkamp, et al., 2016) was whether we would find a 

horizontal, left-to-right SNARC effect in Chinese characters and Chinese hand signs, as well as 

Arabic digits, testing participants from Mainland China. This was supposed to give us insight into 

two things: (a) Whether processing of numerical magnitude would should different patterns in 

Chinese participants, as has been suggested (Cao et al., 2010; Liu et al., 2011), and (b) whether 

the notation would matter with regards to the SNARC effect (Hung et al., 2008; Liu et al., 2011). 

This was especially interesting, as Chinese characters presented a notation that was similar to 

Arabic digits with regards to context, but differed with in visual complexity (Chinese characters; 

this has been proposed to influence numerical processing: Chinello et al., 2012), while Chinese 

hand signs not only differed in  visual complexity and context, but also presented a mixed 

notation of nonsymbolic (for numbers up to 5; see fig 1, article A.3) and symbolic magnitude 

representation (for higher numbers).  

3.2.1 Sample and design 

We ran two experiments: A standard parity judgement task, and a magnitude judgement task. 

Both were conducted at Tsinghua University in Beijing, with two samples of N=26 and N=25 

Mainland Chinese native speakers living in Beijing. In both experiments, participants were 

presented with one stimulus (a number between 1 and 9, with 5 being excluded) at a time, and 

asked to make a binary decision: Either whether this number was odd or even (experiment 1: 
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Parity judgement) or whether it was smaller or larger than 5 (experiment 2: Magnitude 

judgement). Each experiment consisted of six blocks: Three types of stimuli (Arabic digits, 

simple-form Chinese characters, and Chinese hand signs; see article A.3, Fig 1), each presented 

in two separate blocks that differed in response mapping (left-odd/right-even and left-even/right-

odd in experiment 1, left-small/right-large, left-large/right-small in experiment 2). We ran the 

second experiment since it was not clear whether the mapping of stimuli to responses was 

confound-free with regards to visual properties in the first experiment. Indeed, we do not 

consider the mapping to be confound-free in magnitude judgement, but would consider it 

stronger evidence if a SNARC-effect were to persist in two (albeit imperfect) conditions. It has 

also been shown that somewhat different resources are needed to complete parity judgement and 

magnitude judgement tasks, respectively (Herrera et al., 2008; van Dijck, Gevers, & Fias, 2009). 

Responses times (RTs) of button presses of the ‘s’ and ‘l’ buttons on a standard USB keyboard 

were recorded as the main dependent variable.  

3.2.2 Results and discussion 

From RTs as a dependent measure, a SNARC-effect can be investigated through the very 

simple process of subtracting for each number left-handed RTs from right-handed RTs and 

testing if the resulting differences of response times (dRTs) decrease with higher number. That is, 

it is typically tested if a linear regression of dRT over number has a negative slope (Fias, 

Brysbaert, Geypens, & d’Ydewalle, 1996). Indeed, this is equivalent to a repeated-measures 

ANOVA over RTs with factors ‘number’, and ‘hand’, another popular approach to test for a 

SNARC effect (Pinhas, Tzelgov, & Ganor-Stern, 2012; Tzelgov, Zohar-Shai, & Nuerk, 2013). 
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The two measures differ when it comes to quantifying the SNARC effect: Whereas the slope 

indicates the magnitude of the effect, with explained variance as a measure of how well dRTs are 

predicted by numeric magnitude, the ANOVA only provides a partial eta-squared as a measure of 

the effect size in terms of variance explained. Similarly, R² is typically given along with dRT-

slopes. At the same time, the ANOVA approach allows a rather straightforward way of 

comparing SNARC-effects in different notations by simply adding this as a factor. Ours was 

somewhat of a hybrid approach: For each experiment, we ran an omnibus-ANOVA over RTs 

with factors numeric magnitude, side, and notation, and conducted separate dRT analyses for 

each notation to confirm if a SNARC effect occurred there. 

Our results can be seen in Figure 7. Broadly speaking, we found a SNARC effect in both 

experiments and in all notations. In both ANOVAs, we found interactions between the factors 

hand and number, which indicated a possible SNARC-effect, and no interaction with the factor 

notation. Note that this only indicated a possible SNARC-effect. To investigate the association 

between number and space more closely, we looked at the results of the dRT ~ number regression 

which we ran for each notation, in each of the experiments. Here, results mirrored almost 

perfectly the typical slopes from a recent meta-analysis (Schiller, Eloka, & Franz, 2016), but 

were less clear with regards to differences between notations. While slopes in all three notations 

differed significantly from 0 in experiment 1 (see appendix, article A.3, Table 1 – note that there 

is a typesetting error in the published version, as the rightmost column and the note should read 

‘R²’ where it currently reads ‘R’) and not significantly from each other in parity judgement, they 

were still markedly different. Slopes were similar in experiment 2 (magnitude judgement), but in 

fact not significantly different from 0 for Chinese hand signs and Chinese characters. ANOVA 
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results mirrored those in experiment 1, in that the ‘SNARC-interaction’ hand * number, but no 

interaction with notation was statistically significant.  

 

Figure 7: The SNARC effect in our study. Mean RTs in ms of right-handed responses – mean RTs of left-
handed responses (i.e., dRTs, Fias et al., 1996) are shown. Lines indicate best linear fit of dRT ~ number, 
also given in Table 1 of appended article A.3. Results from experiment 1 (parity judgement) in the top row, 
experiment 2 (magnitude judgement) in the bottom row. Negative slopes are what we expect due to the 
SNARC effect. Error bars show pooled within-subject SEMs for the differences between numbers (see 
Franz & Loftus, 2012; Loftus & Masson, 1994). 

This may just be a matter of a lack of statistical sensitivity to detect relatively small differences; 

indeed, a Bayesian analysis (Dienes, 2011) reported just that, with Bayes factors close to 1 for 

comparisons between notations. It is certainly true that a USB-standard keyboard like we used is 

not ideal to measure RTs. The temporal precision of such devices is not very good, so that 

measurements may be off by typically around 30 ms, but up to 70 ms (Shimizu, 2002). Indeed, 
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our data were rather noisy, as indicated by the fact that although visual inspection shows a good 

fit (see Figure 7), the R² were not impressively high, (see article A.3, Table 1).  

So what do these results leave us with? Going back to the initial question of whether spatial 

properties known from Arabic digits hold for other notations, the evidence indicates that they do. 

At the same time, our data very much leave open the question of whether the effect was any 

different in nonsymbolic as opposed to symbolic stimuli.  

3.3 Modelling the MNL: Study 3 

In study 2, we found corroborating evidence for the ubiquity of spatial-numerical associations, 

emphasising the usefulness of the MNL metaphor. In a third study, we sought to investigate the 

mechanisms behind the number line’s nonlinearity more closely. 

To do this, we tested different modalities of input and output to get a better sense of which part 

of the input-output transformation gives rise to the characteristic number line shape, as well as 

testing for interaction effects between different modalities. Participants completed both a 

standard number estimation task, as well as a number line task, presented in different versions. 

Our stimuli consisted of Arabic digits, as well as clouds of dots where participants whose 

numerosity participants were asked to indicate. Feedback and stimuli were manipulated to 

highlight between-modality effects. 

3.3.1 Experimental design 

We conducted a total of five experiments. The first four served to investigate properties of a 

digital number line task, similar to the ones used in several previous studies (Arrighi et al., 2014; 
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Dehaene et al., 2008; Opfer, Siegler, & Young, 2011). In line with Dehaene’s (1992) idea of a 

non-veridical response grid, we tested how Arabic digits would be mapped onto such a number 

line (experiment 1; N=6), expecting a near-perfect linear relationship in this rather simple task 

(see Anobile, Cicchini, & Burr, 2012). In three further experiments, we investigated how 

nonsymbolic stimuli – clouds of dots of varying visual features (Gebuis & Reynvoet, 2011) – 

would be mapped to the same number line. This was tested in a task in which participants were 

presented with a number line bounded by traditional Arabic digits (experiment 2; N=8), as well 

as two further ones with a number line bounded by nonsymbolic magnitudes (experiment 3; 

N=8), and nonsymbolic magnitudes in a random order and with a random starting position, to 

prevent participants from learning motions instead of magnitude mapping (experiment 4; N=8). 

In each of experiments 2…4, mapping Arabic digits to the number line was included as a separate 

control condition, and in intermixed blocks to shed light on another important question: The 

question of whether, as proposed by Burr and Ross (2008; J. Ross & Burr, 2010) as well as 

Gebuis and colleagues (Gebuis, Gevers, & Cohen Kadosh, 2014), visual number is indeed better 

understood in terms of a sensory process that has little to do with semantic encoding – in which 

case we would predict no interaction between trials with symbolic stimuli and nonsymbolic 

stimuli. 

We also conducted a fifth experiment (N=36) for a more severe test of this relationship. In this 

experiment, we tested participants on both a number line task like in experiments 1…4, and on a 

classic magnitude estimation task in which they typed the number of dots they estimated to be in 

a cloud of dots. The presented magnitudes were all nonsyombolic. The key manipulation was that 

in this experiment, feedback was presented that was either veridical or systematically distorted. 
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This was done independently for both tasks, such that any effect that feedback for previous trials 

would have on a specific response would not transfer between tasks, but effects on the 

representation and mapping of magnitudes would.  

3.3.2 Modeling the number line 

In section 3.1, I have discussed several versions of the MNL as a representation of approximate 

magnitude that have been proposed to explain the shape of observed response function to 

nonsymbolic magnitudes. A schematic overview of how these internal representations could be 

conceptualised, along with simulated data that would follow from each model can be seen in 

Figure 8. However, looking at the bottom row (simulated responses) makes obvious the biggest 

problem in telling apart these models, which is that the predicted response functions are quite 

similar. This makes sense, of course, seeing that all models were derived from similar sets of 

observed data. At the same time, it emphasises the need for experimental designs that may enable 

us to tell apart the influence of different subcomponents of tasks that typically produce these 

response functions. 
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Figure 8: Models of the MNL, and the corresponding response functions. Models of internal magnitude 
representation (top row), response biases (midle row) and predicted response functions (bottom row). a: A 
logarithmic MNL with a nonlinear response grid (as posited by Dehaene, 1992), resulting in a power 
function with an exponent <1. b: Linear MNL with scalar variability and a bounded response range. c: 
Linear MNL with scalar variability and a tendency towards the mean. d: Linear MNL, scalar variability, and 
a response that is dependent on previous trials. This makes the response function dependent on previous 
trials and not clear what to expect. 

In our analyses of experiments 1…4, we fit the responses from each task to three basic models 

(roughly followed guidelines by Knoblauch & Maloney, 2012): A linear model of the form y = a 

+ b*x, a logarithmic model of the form y = a + b*log(x)), and a power function model of the form 

y = a*x^b (fit through a linear model log(y) ~ log(x) with a fixed intercept of 0 to conform with 

standard models of sensory matching, Stevens, 1957, 1959; Teghtsoonian, 1971). Thus, each 

model had two free parameters. This models were fit on a by-number basis, that is with responses 
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aggregated over trials and participants by numbers, for the sake of comparability with other 

studies. To investigate the effect of previous trials, we also compared these simpler models to a 

more complex model with the previous magnitude as an added linear predictor, as well as an 

interaction term of previous magnitude*previous type (coded as ‘same’ or ‘different’ relative to 

the current trialtype) to investigate if the effect would be moderated by whether the previous trial 

was of the same type. Here, we used Akaike’s Information Criterion (AIC; Akaike, 1974) as a 

means of comparing the explanatory power, since more complex models may explain more 

variance even when they do not add explanatory power, and indeed nested models will always 

explain at least the same amount of variance. 

This was all done in addition to a simpler approach of running a simple repeated-measures 

ANOVA on relative error (defined as (response(x)-x)/x) with the factors oddball and block type 

and, in the case of experiment 5, two ‘feedback’ factors for verbal und nonverbal feedback. These 

ANOVAs were then followed up with t-tests to examine the effects more closely. 

3.3.3 Results and discussion 

Fitting the models revealed three main findings. First, and unsurprisingly, the responses to 

symbolic stimuli were fitted best (and indeed almost perfectly) by a linear function. In all 

experiments, this was a function with a slope slightly larger than 1 and a negative y-intercept, 

indicating that while there was not a general bias in estimating the location of the stimuli, 

differences tended to be slightly exaggerated. Importantly, however, this finding also underlines 

that there is nothing inherent to this task that would produce a nonlinear response function.  
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Second, nonsymbolic stimuli were usually fitted best by a power function with an exponent 

smaller than 1, indicating the typical nonlinear shape with an overestimation in lower ranges, and 

underestimation for relatively large stimuli. It should be noted that in experiment 2, it was in fact 

the linear function that fit the data best, and differences in fit were quite small, so that this 

analysis can hardly serve as strong evidence of one model over another.  

Finally, in all but one experiment we found an improved fit (indicated by a negative AIC) when 

previous magnitude was included as a predictor, and in all experiments where mixed blocks were 

presented this fit was then improved further by including a previous magnitude*previous type-

interaction term. Previous magnitude generally was assigned a positive weight when trial type 

was the same, but not when a nonsymbolic trial was preceded by a symbolic trial or vice-versa. 

The last point is illustrated further by the ANOVA we ran on relative error with the three-level 

factor oddball. Results from this analysis show that there was indeed an effect of oddball on 

relative error in all experiments, but any effect of oddball was qualified by an oddball*block type 

interaction that was indicative of an oddball effect in homogenous, but not in mixed blocks, as 

running post-hoc t-tests showed. We also see no evidence for any transfer of calibration between 

tasks in experiment 5. This would have been expected if feedback had indeed functioned as a 

calibration of the input-to-representation mapping. Instead, it looks like it was the response that 

was calibrated. 
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Figure 9: Nonsymbolic (number line) and symbolic (verbal) number-line responses, and the effect of 
veridical feedback. Data from experiment 5 of study 3, veridical-feedback condition. Moving average (± 1 
cell) applied. Left: Number line responses, right: Verbal responses. In both cases, responses during and 
after feedback phase are closer to the veridical dashed line, but still exhibit the typical nonlinear shape.  

In summary, these results do not support the notion of a dynamic response to a general 

magnitude system, affected by feedback or through adapting responses to previous trials. Instead, 

we see effects of nonlinearity for nonsymbolic input that are independent of the task, as well as 

feedback given in experiment 5.  

3.4 The MNL – what do we know? 

Our results clearly indicate that the spatial associations and nonlinear response functions 

observed in magnitude tasks are robust phenomena that are not artifacts of tasks, nor of stimulus 

properties. A spatial-numerical association of response codes is as ubiquitous as previously 

thought and does not, as had been proposed (Hung et al., 2008) have exceptions to the rule based 
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on visual properties, although differences remain between notations, and it is not obvious what 

they tell us. Similarly, we found that response functions in judgements of nonsymbolic 

magnitudes followed the typical power function, which was influenced (but not brought about) 

by previous trial magnitude and, importantly, was relatively robust to feedback and calibration.  

A number of theories have tried to explain these phenomena. Some are incompatible with our 

data. For example, our results show that a nonlinear shape could be observed in the absence of 

Weber’s law (see figure 4 of article A.4), as well as in an unbounded task that included veridical 

feedback. Thus, they cannot be caused by a linear representation by simply assuming an increase 

in variability. Similarly, while there is no question that previous trials influence the next trial, 

nonlinear models achieved a good fit even on a per-trial level without including previous trials as 

predictors. Furthermore, previous trials of a different type seemed to have no impact on 

succeeding trials, yet the nonlinear shape did not differ between mixed and homogenous blocks. 

This would indicate that while previous trials do influence the response function of magnitude 

estimates, a theory relying on this influence cannot explain its shape. 

The model by Dehaene (1992) of a logarithmic mental number line with scalar variability can 

partially explain our results. This model successfully predicts the shape of the MNL-response 

function, although it generally assumes that the power-shape (instead of a logarithmic shape) is 

due to a variable response-grid. However, feedback did nothing to linearize the response function 

in either task in experiment 5 of study 3. A logarithmic representation would still predict data 

very similar to ours, and the fit of a power model is not that much better compared to a 

logarithmic model to conclusively rule out the latter; however, the hypothesis of a variable 
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response grid as a cause of the power-shape, a central point of Dehaene’s theory (Dehaene et al., 

2008; Izard & Dehaene, 2008) makes predictions that could not be confirmed. It should also be 

noted that the response function in the number line task with symbolic stimuli was almost 

perfectly linear, indicating that any nonlinearity arguably was wholly due to the internal 

representation. The response-grid, or more generally representation-to-output mapping, may be 

variable, but arguably not in the way predicted by this model. 

Indeed, the model that best predicted our results is that of a general tendency towards the mean. 

This model predicts the typical a logarithmic or power function (although it could be argued that 

its predictions may be modeled even better by a logistic model, see Figure 9), which is what we 

found. Fitting a linear function, a tendency towards the mean would predict a substantially 

positive intercept with a slope smaller than 1, which is exactly what we find for all responses to 

nonsymbolic stimuli. As the results showed this pattern not only in number line tasks, but also in 

the unbounded task in experiment 5, this theory relies strongly on the assumption that participants 

lean towards responding close to the mean of their previous responses. This is indeed one of the 

main propositions put forward by Haubensak (1992), and certainly warrants further examination.  

Chapter 4 – Summary  

We conducted three studies to investigate (1) visual perception of object size, and if this process 

differs depending on the task, leading to a debate about what results from study 1 can tell us 

about the streams of visual processing, (2) the ubiquity of an association between space and 

numbers, and thus the concept of the MNL, (3) what causes the nonlinear shape of the MNL. 
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These investigations were designed to investigate different aspects of visual and semantic 

magnitude representation, as well as possible interactions between the two.  

Our experiments (study 1; Kopiske, Bruno, et al., 2016b) showed that indeed the cortical 

processing of visual information in the context of a visual illusion appeared to be similar across 

tasks in our first study. This is not to say that the processing of visual information does not 

depend on the task. In fact, one of our main arguments is that the comparison between perceptual 

measures and action measures is so difficult because participants attend to  - and thus process – 

different bits of information in each task (see e.g. Franz et al., 2000), respectively. However, the 

evidence in favour of a theory of different cortical processing when the same information is 

presented and attended to is much weaker than sometimes presented (e.g., Goodale, 2014; 

Westwood & Goodale, 2011). Questions remain as to what this means for the TVSH (Milner & 

Goodale, 1995, 2006), since we tested and refuted one specific hypothesis of the larger theory, 

while there is still a large body of corroborating evidence on other predictions. We argue in 

another article (Kopiske, Bruno, et al., 2016a) that our experiment constitutes a strong test of a 

critical prediction – however, for the discussion to reach a conclusion, both the importance of the 

illusion literature for the theory, and likely the evidence in other domains would have to be 

examined, which was beyond the scope of our studies. 

We can also say that the MNL is as ubiquitous (see study 2) and its properties possibly even 

more robust (see study 3) than is sometimes assumed. We found the characteristic association of 

space and numbers even in notations where this association had previously been questioned 

(Hung et al., 2008; but see Kopiske, Löwenkamp, et al., 2016). This is especially interesting 
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considering that the effect occurred even when visuospatial properties of these notations made it 

possible to solve our number-related tasks without accessing numeric magnitude.  

With regards to the shape of the MNL, we found the classic power-function shape in both a 

number line task and a verbal estimation task. These are also classic examples of a bounded task 

and an unbounded task – we found the same nonlinearity in both, although it would be interesting 

to compare the shapes more precisely, as bounded responses are known to affect the response 

function exponent (but not the qualitative shape) in sensory matching (Stevens, 1959; 

Teghtsoonian, 1971). The nonlinearity also was not caused by sequential dependency effects, and 

did not seem to be a property of the response in general, as evidenced by the fact that responses 

to symbolic stimuli were linear, and that the shape of the response function was robust to 

calibration. In general, there seemed to be little interaction between trials with symbolic stimuli 

and trials with nonsymbolic stimuli. Responses appeared to be malleable to some degree, but this 

was specific to a stimulus type. Thus, we did not find much interplay between visual and 

semantic magnitude information – if anything, our data support theories that assume a separate 

processing for visual and semantic magnitude information, even when they concern the same 

type of magnitude. 
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It has often been suggested that visual illusions affect perception but not actions such as
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1. Introduction

1.1. Visual illusions and the two-visual-streams

hypothesis (TVSH)

Current theories on the fundamental architecture of the pri-

mate brain suggest that there are two functionally and

anatomically distinct cortical processing routes for visual in-

formation: the dorsal vision-for-action route and the ventral

vision-for-perception route. This two-visual-streams hypoth-

esis (TVSH, Goodale & Milner, 1992; Milner & Goodale, 1995,

2006, 2008) is supported by multiple lines of evidence,

including evidence from neuropsychology (e.g., action percep-

tion-double dissociations after brain damage) and from psy-

chophysics (e.g., action-perception double dissociations in

healthy participants responding to visual illusions). Neuro-

psychological evidence has come frompatientswith blindsight

(Weiskrantz, 1990), optic ataxia (Milner et al., 2001), as well as

visual form agnosia (Goodale & Milner, 1992; Goodale, Milner,

Jakobson, & Carey, 1991). However, there is an ongoing debate

on the question to which degree the neuropsychological data

support the TVSH (Milner, Ganel, & Goodale, 2012; Milner &

Goodale, 2008; Whitwell, Milner, Cavina-Pratesi, Byrne, &

Goodale, 2014), or allow for alternative interpretations

(Himmelbach, Boehme, & Karnath, 2012; Schenk, 2006, 2010,

2012). For recent reviews, see Schenk, Franz, and Bruno (2011),

Schenk and McIntosh (2010), and Westwood and Goodale

(2011). This debate suggests that patient studies may not pro-

vide conclusive evidence for the TVSH, so that evidence from

healthy participants becomes especially important.

Aglioti, DeSouza, and Goodale (1995) conducted a seminal

study that is often cited as key evidence that the TVSH also

holds for healthy human observers. In this study they inves-

tigated how perception and action are affected by size

contrast illusions (i.e., the Ebbinghaus or Titchner illusion). In

this illusion, a central disc is surrounded by larger (or smaller)

context circles, which creates a size-contrast illusion, mean-

ing that the central disc is perceived as being smaller (or

larger) than without context circles. Aglioti et al. (1995) found

that this illusion only affected the perceptual judgements of

the central disc, but not the maximum grip aperture (MGA)

when grasping the central disc. They argued that this disso-

ciation between perceptual and visuomotor tasks is best

explained by assuming that the Ebbinghaus illusion is gener-

ated in the vision-for-perception stream, whereas the vision-

for-action stream processes size independent of the context.

They further suggested that, when performing an action such

as grasping, our vision-for-action stream calculates a veridical

and metrically accurate representation of the target object

that is not accessible to our perceptual awareness. This notion

has been dubbed a “motoric zombie” (Ramachandran &

Blakeslee, 1999). In consequence, the perception-action

dissociation as observed in the Ebbinghaus illusion was

considered a strong argument in support of the TVSH (Carey,

2001).

However, since then other researchers have reported

different results based on which they have argued that the

effect of Ebbinghaus illusion displays on grasping may be

comparable to the effects observed in perceptual tasks (Franz,

Gegenfurtner, Bülthoff, & Fahle, 2000; Pavani, Boscagli,

Benvenuti, Rabuffetti, & Farn e, 1999). This seems contradic-

tory at first sight, but a closer look at the data across different

illusion studies suggests that the findings are relatively

consistent. In summary, the two key findings are that (a)

perceptual measures show large differences between illusion

effects (see Fig. 1a), and (b) grasping shows a consistent illu-

sion display effect across all studies (see Fig. 1b). We will first

discuss (a) and then (b). Furthermore, we will argue that after

careful analysis, the dissociation between perceptual mea-

sures and grasping disappears (Franz & Gegenfurtner, 2008).

1.2. Illusion effects on perception

The question of why perceptual measures yield such incon-

sistent effects was investigated in several studies by Franz

and colleagues (for a review, see Franz & Gegenfurtner, 2008).

In a nutshell, their main argument was that perceptual mea-

sures have varying response functions. Most importantly,

manual size estimation (ME), which has been used in many

studies, has been shown to differ from most other measures

(see Franz, 2003). When performing ME, participants indicate

the size of an object using their index finger and thumb. Pro-

ponents of the TVSH have interpreted this as a ‘manual “read-

out” of what participants perceive’ (Haffenden & Goodale,

1998, p. 125), i.e., a form of cross-modal matching (Stevens,

1959). In consequence, ME has been widely used in studies

on perception-action dissociations.

However, ME will typically exaggerate a physical change of

object size. For example, in the study by Haffenden and

Goodale (1998), a physical increase in object size of 1 mm led

to an increase of app. 1.6 mm in ME. We can therefore expect

that an illusionary increase in object size of 1 mm would also

result in a 1.6 mm (and not 1 mm) increase in ME. This is

different from more classic perceptual measures such as a

size adjustment task in which a physical increase in object

size of 1 mm typically also leads to app. 1 mm increase in a

size adjustment task (Franz, 2003). In consequence, we cannot

interpret raw illusion effects found in a ME1-task. We first

have to correct ME for the steeper response function. Because

ME depends linearly on object size, the correction can be done

by simply dividing themeasured illusion effect by the slope of

the response function (this corresponds to a calibration in

metrology, see also Bruno & Franz, 2009; Franz, Fahle,

Bülthoff, & Gegenfurtner, 2001; Franz, Scharnowski, &

Gegenfurtner, 2005; Glover & Dixon, 2002; Schenk et al., 2011

for details). Although correction may not be as necessary for

other measures, as the slopes of their response functions are

typically closer to one, we nevertheless performed such a

correction for all measures (for a detailed discussion of when

calibration is necessary and when it is optional, see Franz

et al., 2001). Once the correction is performed, the

1 It should be noted that ME does not always seem to exag-
gerate a physical change of size. If ME is performed closed-loop
such that the hand is seen all the time the exaggeration seems
to vanish. For an example, see de Grave et al. (2005). Because this
has not been investigated systematically, we include two ME
conditions in our experiment: One open-loop and one closed-
loop.
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perceptual effects become very consistent and can now be

compared to the (equally consistent) illusion display effects

on grasping (Franz & Gegenfurtner, 2008).

1.3. Illusion effects on grasping

For the Ebbinghaus illusion, reported effects on grasping range

from not significantly different from 0 (e.g., Haffenden &

Goodale, 1998) to significantly different from 0, but still

smaller than the perceptual effect (e.g., Aglioti et al., 1995;

Glover & Dixon, 2002) to significantly different from 0 and

comparable to the perceptual effect (e.g., Franz et al., 2000;

Pavani et al., 1999). However, unlike the perceptual effects

discussed above (see Fig. 1a), the absolute size of the motor

effect has not variedmuch between studies (Fig. 1b). This gives

a very consistent picture of the effect of illusion displays on

grasping. Since grasping shows a response function slope that

is similar to the slopes found for classic perceptual measures,

we can compare the raw illusion display effects between these

measures.2 Visual inspection shows that while statistical sig-

nificance varies, these illusion display effects are actually quite

similar in size between studies (Fig. 1b; see also Franz, 2003 and

Franz & Gegenfurtner, 2008). In conclusion, it seems that the

effects of the Ebbinghaus illusion displays on grasping might

be very similar to the observed perceptual effects. However,

the cause of the effect on grasping has been much debated.

1.4. Why do Ebbinghaus displays influence grasping?

If it was true that the Ebbinghaus illusion affects perception

and action similarly, then this would directly contradict the

notion of Aglioti et al. (1995) that grasping is immune to the

Ebbinghaus illusion as predicted by the TVSH. However, this

conclusion may be premature for two reasons.

First, Goodale (2008) suggested that some studies have

measured grasping in ways that are so intrusive that the

movement becomes awkward (Gonzalez, Ganel, & Goodale,

2006; Gonzalez, Ganel, Whitwell, Morrissey, & Goodale,

2008). According to the TVSH, awkward movements are

controlled by the vision-for-perception system and therefore

it would be no surprise that those studies found illusion

display effects on grasping. Although this argument has been

tested and refuted (Franz, Hesse, & Kollath, 2009), we took

great care in our study to measure grasping in exactly the

same way as done in the original study of Aglioti et al. (1995)

such that this concern cannot apply.

Second, Haffenden and Goodale (2000) argued that in the

Ebbinghaus display used by all studies in this field (starting

with the first study by Aglioti et al., 1995 and as used in all the

studies in Fig. 1), the context circles caused unexpected motor

effects on grasping. Specifically, they argued that, even

Fig. 1 e Results of previous studies on the Ebbinghaus/Titchener illusion with configurations identical to the original study

by Aglioti et al. (1995): (a) Illusion effects on perceptual measures. These are colour-coded as black: Manual size estimation

(ME) (open-loop). Dark grey: Perceptual comparison of a central target disc surrounded by illusion inducing circles to a

neutral comparison element; light grey: Perceptual comparison of a central target disc surrounded by small illusion

inducing circles to another central target disc surrounded by large illusion inducing circles, as used by Aglioti et al. (1995).

This method was criticised by Franz et al. (2000) because it overestimates the relevant part of the illusion for grasping by

app. 50%. It was therefore not used by subsequent studies and hence we will not discuss this measure in further detail here.

(b) Illusion display effects on MGA in grasping. A95: Aglioti et al. (1995), H98: Haffenden and Goodale (1998), H01: Haffenden,

Schiff, and Goodale (2001), P99: Pavani et al. (1999), F00 and F03: Franz et al. (2000; 2003). Error bars depict the SEM of the

illusion effect.

2 More specifically: Grasping has been found to have a response
function slope of app. .82 (Smeets & Brenner, 1999). If we perform
the correction discussed above, the raw illusion display effects
will be multiplied by roughly 1/.82 ¼ 1.22, to result in the cor-
rected illusion effects. For classic perceptual measures the
correction has hardly any effect (slope is close to 1), such that
overall the match between perceptual illusion and grasping illu-
sion is even better if we perform the correction. This better
comparison was done in the present study but is omitted for the
sake of brevity here.
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though these motor effects look like illusion effects, they are

in fact unrelated. Data supporting this notion was provided in

a subsequent study (Haffenden et al., 2001). The main idea of

Haffenden et al. (2001; Haffenden & Goodale, 2000) is that in

some conditions the context circles of the Ebbinghaus display

are treated as obstacles by the vision-for-action system. Such

an obstacle avoidance effect may look like a perceptual effect,

but would in fact be a motor effect. If obstacle avoidance can

indeed explain the effects of Ebbinghaus displays on grasping,

then the finding that grasping is affected by the illusion could

be reconciled with the TVSH. There is, however, some con-

tradictory data on this topic (Franz, Bülthoff, & Fahle, 2003;

Franz et al., 2001; Haffenden & Goodale, 1998; Pavani et al.,

1999). In the following section, we will discuss the sugges-

tion that obstacle avoidance may be the cause of illusion ef-

fects on grasping in more detail.

1.5. Can obstacle avoidance explain the effects of the

Ebbinghaus display on grasping?

According to the obstacle avoidance hypothesis by Haffenden

and Goodale (2000), the traditional distance between the

target and the large context circles (approx. 9.5…14 mm in

Aglioti et al., 1995, and Haffenden & Goodale, 1998) is just big

enough for participants to fit their fingers between the annulus

and the target, which reduces the in-flight aperture size.

Conversely, the traditional distance between the targets and

the small context circles (approx. 2…5 mm) is assumed to be

not big enough to fit the fingers in between. As a consequence,

participants tend to adjust their aperture size to fit around the

whole stimulus, including annulus (see Fig. 2 for details). Thus,

according to the obstacle avoidance hypothesis, the size of the

MGA in grasping for Ebbinghaus illusion displays depends on

annulus distance, rather than context circle size.

Haffenden et al. (2001) tested the obstacle avoidance hy-

pothesis by comparing three grasp responses: targets sur-

rounded by small context circles that were far away (Fig. 3:

small-far), targets surrounded by the traditional small-context

configuration (Fig. 3: small-near), and the traditional large-

context configuration (Fig. 3: large-far). They found that the

small-far responses were markedly different from small-near

responses, but almost identical to large-far responses, which

is precisely what the obstacle avoidance hypothesis would

predict.

Franz et al. (2003) repeated the study by Haffenden et al.

(2001) and added another condition (large-near: large context

circles, small distance; see Fig. 3). In this study, they found

that participants grasped smaller in conditions with large

context circles than in conditions with small context circles,

regardless of context circle distance, contradicting the pre-

dictions of the obstacle avoidance account. Instead, the effects

on grasping followed the same pattern as the perceptual ef-

fects. In conclusion, two studies (Franz et al., 2003; Haffenden

et al., 2001) obtained opposite results using the same condi-

tions. Importantly, this is the only case of obvious data

inconsistency in the visual illusions and grasping literature on

the Ebbinghaus illusion. Proponents of the obstacle avoidance

account argue that the results of Haffenden et al. (2001) are

more in line with results from other studies (Goodale, 2008;

Westwood & Goodale, 2011), while sceptics argue that the

study by Franz et al. (2003) hadmore statistical power due to a

larger sample size, as well as clearer predictions due to an

additional illusion condition (Franz & Gegenfurtner, 2008;

Schenk et al., 2011).

Another study that tested the notion of whether obstacle

avoidancemay influence grasping in Ebbinghaus displays in a

slightly different way was conducted by de Grave,

Biegstraaten, Smeets, and Brenner (2005). They rotated the

2D context elements of Ebbinghaus figures to manipulate the

extent to which the context elements might be perceived as

blocking the path between the fingers and the object during a

grasping movement and thereby manipulating the extent to

which the context elements might act as obstacles. The au-

thors found an effect of context element size on MGA,

consistent with an illusion effect on grasping. They also found

effects of context element rotation on several grasping pa-

rameters (grip orientation, final grip aperture), suggesting that

context elements affect grasping movements in several other

ways than just by altering perceived size. However, they did

not find an effect of context circle rotation on MGA (Fig. 5c of

de Grave et al., 2005). This is important, as MGA is the critical

dependent variable which has been used in all studies to test

for illusion effects on grasping. Moreover, the obstacle

avoidance hypothesis has been specifically suggested by

Fig. 2 e Obstacle avoidance as proposed by Haffenden and Goodale (2000) and Haffenden et al. (2001): The gap between the

target and the large context circles (left) is just large enough to fit fingers in. Conversely, the gap between the target and the

small context circles (right) is assumed to be too small to fit the fingers in and thereby causes a larger grip aperture.
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Haffenden and Goodale (2000) to account for the illusion effect

onMGA that was found in some studies. Given the fact that de

Grave et al. (2005) did not find an effect of context-rotation on

MGA, their results cannot be used to support the Haffenden

and Goodale (2000) claim that obstacle avoidance processes

account for illusion effects in grasping.

To summarise: according to de Grave et al. (2005) there are

obstacle avoidance effects of context elements on certain

grasping parameters, but not onMGA. Therefore, the question

of whether obstacle avoidance can reconcile the TVSH with

the effects of Ebbinghaus displays on grasping remains un-

resolved. At the core of this issue is an inconsistency in the

empirical data (Franz et al., 2003; Haffenden et al., 2001).

Resolving this issue is the main goal of our study.

1.6. How to test for a dissociation: the issue of

perceptually matched stimuli

Testing for a dissociation between perception and grasping re-

quires comparing the effects of the illusion on different

dependent variables. This is not trivial and is somewhat un-

usual. Illusion studies have employed three approaches to solve

this problem (of which we employed the first two in our study).

The most common approach is to use different illusion dis-

plays and keep the physical size of the target object constant

(“physically-matched condition”). The illusion effect is calcu-

lated by subtracting responses to the two different illusion con-

figurationswith the same target size (cf. Fig. 1). Although simple

and straightforward, this approach has one major drawback:

since theTVSHpredicts grasping tobeunaffectedby the illusion,

it predicts a null-effect (H0), which raises the problem of how to

argue in favour of a statistical null-hypothesis (Westwood &

Goodale, 2011; but see Schenk et al., 2011; Schenk & McIntosh,

2010). Some remedies can be used to tackle this issue, such as

the use of Bayes factors or methods that test the predictions of

the TVSH as the alternative hypothesis (H1). A prominent

method to achieve the latter is described in the following para-

graph and was employed together with Bayes factors and the

physically-matched condition in our study.

To create a situation in which the TVSH predicts the H1

and not the H0, some studies (Aglioti et al., 1995; Haffenden &

Fig. 3 e Stimuli and predictions of our study by context circle size and distance: small-near (SN), small-far (SF), large-near

(LN), large-far (LF). (a) Traditional Ebbinghaus configurations create a known effect: larger grasping (MGA) in the SN

condition than in the LF condition. This can be explained either by a single mechanism creating the illusion in grasping and

in perception (illusion effect hypothesis: IEH) or by an obstacle avoidance mechanism operating independently of the

perceptual illusion in grasping (obstacle avoidance hypothesis). We used a new set of conditions with oppositional

predictions for the competing hypothesis: (b) According to the IEH, varying the distance and size of the context circles

should have similar effects on grasping and on perception: large context circles lead to a smaller perceived size of the

central circle. Larger context circle distance also leads to a slightly smaller perceived size (cf. the quantitative model of

Roberts, Harris, & Yates, 2005,3). (c) According to the obstacle avoidance hypothesis, the gap between context circles and

central circle is the critical parameter for grasping, not the size of the context circles. Consequently, a small gap should

always lead to a large MGA, independent of the size of the context circles (compare SN and LN conditions), because the gap

is too small to fit the fingers in. A larger gap, about finger-width, should lead to relatively small MGA due to finger-fitting,

again independent of the size of the context circles (compare SF and LF conditions). Note the opposite pattern of predictions

in (b) and (c).

3 For our figure, we fit the data from Franz et al. (2003) to the
decay function proposed by Roberts et al. (2005): Illusion magni-
tude in mm ¼ !.07883 þ .37616 exp (!x/2.3076), where
x ¼ distance (in mm) from center of target to center of inducers.
Plotted are the best linear fits. For large context circles: Illusion
magnitude ¼ .02527 þ 2.0983*f(x), small context circles: illusion
magnitude ¼ .2004 þ 2.1475*f(x). Note that there is a typing error
in the published version of the original model, as it says !.7883
for parameter a, instead of !.07883. This being a typing error has
been confirmed by Brian Roberts and Mike Harris (personal
communication, January 10, 2014).
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Goodale, 1998) used a perceptual nulling method. Perceptual

nulling is done by selecting two targets that look perceptually

equal when embedded in different illusion configurations,

although they differ in physical size (“perceptually-matched

condition”). Because the TVSH assumes grasping to be

veridical, it should follow the physical size of the targets such

that the TVSH now predicts an effect (H1) between conditions

with different context circles, while the IEH predicts a null-

effect. Therefore, Westwood and Goodale (2011) argued that

this nulling procedure provides a better test of the TVSH.

Nevertheless, it also has its drawbacks: (a) because physical

size and illusion are confounded it is difficult to quantify the

illusion display effect if there is some effect on grasping that

needs to be compared quantitatively to the perceptual effect,

and (b) matching two targets in figure-surround configura-

tions to be perceptually equal is in principle very difficult to

do, especially when the surrounds have opposite effects (in-

cremental vs decremental). For an example from lightness

perception, see Jand o, Agostini, Galmonte, and Bruno (2003).

In practice, this presents even more of a problem since the

physical size of stimuli will always increase in steps, rather

than continuously (e.g., Aglioti et al. 1995 used step-sizes of

1 mm, which may be too coarse for a good perceptual match).

To partially account for this issue, we used smaller step sizes

of .25 mm and also tested for the consistency of the

perceptual matching by running the same perceptual tasks

on the selected pair of matched stimuli, thereby providing

additional information about the quality of the perceptual

match.

Ganel, Tanzer, and Goodale (2008) took the nulling para-

digm one step further in a study on the Ponzo illusion by

creating opposing predictions for TVSH and IEH. Starting

with perceptually-matched stimuli, reducing the size of the

physically larger stimulus will make it appear perceptually

smaller, such that TVSH and IEH predict opposite effects on

grasping: the TVSH predicts the physically larger object to

still be grasped with larger apertures (because TVSH assumes

no effect of the illusion on grasping), while the IEH predicts

smaller grip apertures for this object (because IEH assumes

grasping to follow perception).4 However, a problem arises

when neither hypothesis' “strong” version is true, i.e., when

there is a partial dissociation between perception and action:

then, if the physical change in size is larger than the differ-

ence between the illusion effect in perception and in

grasping, the results will seem to support the IEH; if it is

smaller, the TVSH seems to be supported. While this allows

for an upper (or lower) bound of the effect on grasping, this

method suffers from the same problems mentioned above:

the illusion effects are difficult to quantify due to the con-

founding of illusion size and physical size and the accuracy

of the method is limited by the step size of the targets. In fact,

the opposite effects procedure is equivalent to the nulling

procedure used by Aglioti et al. (1995): whenever nulling

works as proposed by the TVSH, it is possible to create an

opposite effect situation, and whenever an opposite effect

situation works as proposed by the TVSH, it is possible to

create a nulling situation. In our study, we therefore decided

to employ physically-matched conditions as well as

perceptually-matched conditions to cover and compare the

validity of the most widely used methods.

1.7. The present study

In the present study, we studied grasping movements using

Ebbinghaus illusion displays to investigate whether or not

actions are immune to visual illusions. We know of no study

that has tried to account for all points of criticism and to

identify the factors thatmay have led to the conflicting results

regarding the obstacle avoidance account. This makes it

difficult to interpret the studies in question (as shown in Fig. 1)

which constitute key evidence in the debate about the TVSH.

To solve this issue, we replicated the study by Haffenden et al.

(2001) and investigated existing data inconsistencies to test

the obstacle avoidance hypothesis. We also introduced some

additional conditions to better generalise to grasping overall.

Specifically, we aimed to assess to what extent Ebbinghaus

illusion displays affect grasping and whether the possible ef-

fects can be attributed to a size contrast illusion or an obstacle

avoidance strategy. Our main dependent variable was MGA.

Additionally, we report the relative time toMGA, as it has been

proposed that the presence of obstacles would result in a

relatively earlier MGA (Smeets & Brenner, 1999; Smeets,

Glover, & Brenner, 2003) and that MGA alone may not be suf-

ficient to investigate the influence of visual illusions on

grasping (Smeets& Brenner, 2006). An effect of visual illusions

on MGA would then have to be explained in terms of not just

size perception, but other grasping parameters as well.

This study includes a direct replication of the studies by

Haffenden et al. (2001) and Franz et al. (2003), the only studies

for which we identified contradictory results on effects of the

Ebbinghaus illusion and obstacle avoidance on grasping.

Hence, our stimuli were identical to those used by Haffenden

et al. (2001) and Franz et al. (2003). We used four different

conditions (see Fig. 3): the traditional Ebbinghaus conditions

SN (small context circles, annulus near target) and LF (large

context circle, annulus far from the target) to test the size of

the illusion effect, as well as two non-traditional conditions

(SF, “small-far” and LN, “large-near”), to test the proposed

obstacle avoidance account. For the latter two conditions, the

obstacle avoidance hypothesis and the IEH predict opposite

patterns of results in grasping: the obstacle avoidance hy-

pothesis predicts a distance effect (small distance / large

MGA), while the IEH predicts a context circle size effect (small

context circles / large MGA). Thus, the obstacle avoidance

hypothesis predicts a larger MGA in the large-near and a

4 Ganel et al. (2008) found opposite effects on grasping and
perception for the Ponzo illusion. They made use of the fact that
placing objects in contrasting illusory contexts can create a sit-
uation where the physically smaller object is perceived as being
bigger than the physically larger one. Nevertheless, the obtained
MGAs were larger for the physically larger (but perceptually
smaller) object and smaller for the physically smaller (but
perceptually larger) one. Discussion whether this result for the
Ponzo illusion constitutes evidence for the TVSH independent of
data from the Ebbinghaus illusion, would go beyond the scope of
this article. Such a discussion would need to resolve questions
similar to those discussed for the Ebbinghaus illusion. This in-
cludes issues such as whether the task-demands were well
matched, whether tasks should be performed in an open or
closed-loop fashion, and whether the Ponzo illusion arises before
or after the dorsal-ventral split (Murray, Boyaci, & Kersten, 2006).
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smaller MGA in the small-far condition (see Fig. 3c), while the

IEH predicts the opposite pattern (Fig. 3b).

Two different procedures were used to vary the size of the

central target: in one condition the physical size of the target

was controlled (physically-matched), and in the other condi-

tion the perceptual size of the target was controlled (percep-

tually-matched). These conditions complement each other

since the TVSH predicts differences in grasping in the

perceptually-matched conditions but not in the physically-

matched conditions, while the IEH predicts the opposite

pattern.

We used three different perceptual measures: matching

size perception to a graded series of stimuli (a classic

perception task), ME without visual online feedback (open-

loop), and ME with visual online feedback (closed-loop). We

expected ME open-loop, but not the other perceptual mea-

sures to have a slope larger than one (cf. Footnote 1). Testing

the variations in response functions of different perceptual

tasks also provides novel information on the appropriate-

ness of slope correction procedures as proposed by Franz

(2003). Finally, by measuring the responses to “perceptu-

ally-matched” configurations in multiple perceptual mea-

sures, we also assessed the validity of the perceptual nulling

procedure.

In addition to the overall size of the illusion effect, the

correlation between perceptual measures and the MGA can

provide information about the underlying visual represen-

tation. If grasping is guided by the same visual representa-

tion as perception, then one would predict a positive

correlation between grasping and perceptual measures

across participants. We tested this prediction, accounting

for the fact that noisy measures predict a reduced correla-

tion size (cf. Section 2.4).

We conducted the experiment in four different labs using

exactly the same procedures and stimuli. By doing so, we

obtained a precise estimate of the size of the illusion effect

that combines advantages of a meta-analytical approach

(large sample, multiple labs) with those of a single study

(carefully controlled and comparable conditions).

We tested the following key hypotheses: (1) In the

physically-matched conditions, participants grasp larger in

the large-near condition than in the small-far condition (a test

of the obstacle avoidance hypothesis; cf. Fig. 3). (2) In the

perceptually-matched condition, participants grasp larger for

the physically larger target (TVSHprediction: effect of physical

size, no effect of illusory size). (3a) There is an effect of the

Ebbinghaus illusion on grasping (IEH); (3b) This effect is

equally strong in grasping and in perceptual measures; (3c)

Across participants, the illusion effects in grasping and in

perceptual measures are correlated.

2. Methods

2.1. Participants

Participants were recruited by labs from the following in-

stitutions: Universit a di Parma (Dipartimento di Neuroscienze

e NB), University of Aberdeen (School of Psychology e CH),

University of Hamburg (Department of General Psychology e

KKK, VHF), University of Erlangen-Nuremberg (Department of

Neurology e TS). Participants were right-handed (Edinburgh

Handedness Inventory, Oldfield, 1971e L.Q.>þ47, decile R.1 or

higher), had normal or corrected-to-normal eyesight, and had

no history of neurological disorders. Participants' rights were

protected according to the 1964 Declaration of Helsinki, and

written consent was required from all participants. Ethical

approval was obtained from local ethics committees.

To determine the appropriate sample size, we conducted a

power analysis for an illusion display effect between two

conditions as to be tested in the obstacle avoidance hypoth-

esis (large-near > small-far; obstacle avoidance) and the IEH

(large-near < small-far; illusion effect). We aggregated illusion

display effects and standard deviations from previous studies

(using data from a total of 6 studies and 146 participants)

weighted by the number of participants to estimate Cohen's

d (Cohen, 1988) by the formula d ¼ IE/SD: d ¼ 1.38 mm/

1.90 mm ¼ .73 (Table 1).

Since a larger distance between target and context circles

might cause the target to appear smaller (Girgus, Coren, &

Agdern, 1972; Roberts et al., 2005), we might expect the illu-

sion effect in the non-traditional conditions (i.e., the differ-

ence SFeLN) to be smaller than the effect in the traditional

conditions (i.e., the difference SNeLF). Considering this and

some possible inter-lab variability, expecting the same effect

as found in previous studies may be an overestimation.

Hence, we think it is reasonable to base our calculations on an

effect 70% as large as the original one of d ¼ .73, as has been

done in a previous power analysis for the same effect (Franz

et al., 2003). Doing so would give us an effect of d ¼ .51. This

is close to the smallest illusion display effect observed in

previous studies (d ¼ .50 e Haffenden & Goodale, 1998).

We decided to aim for at least 1-b ¼ 80% power for each lab

to ensure that data can be interpreted separately, as well as to

account for possible systematic variations between labs. With

an alpha-level of a ¼ .05, this resulted in a desired sample size

ofN¼ 33 for each lab. The total ofN¼ 132 for all labs combined

would enable us to detect an effect of d ¼ .28 with a ¼ .05 and

b ¼ .10. To make counterbalancing easier, we tested N ¼ 36

participants per lab, for a total of N ¼ 144 participants. This

ensured that if an illusion effect on grasping exists, we should

Table 1 e Illusion display effects on grasping found in earlier studies, as summarised by Franz and Gegenfurtner (2008).

Study Aglioti et al.
(1995)

Haffenden and
Goodale (1998)

Pavani et al. (1999) Franz et al. (2000) Haffenden
et al. (2001)

Franz et al. (2003)

Effect 1.6 mm 1.0 mm .95 mm 1.47 mm 1.4 mm 1.55 mm

SEM .36 mm .47 mm .24 mm .38 mm .64 mm .26 mm

SD 1.35 mm 1.99 mm 1.00 mm 1.94 mm 2.71 mm 1.87 mm

N 14 18 18 26 18 52

d 1.19 .50 .95 .76 .52 .83
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be able to detect it. The power analysis was conducted using

the function t-test for difference from a constant of the pro-

gram G*Power 3.1.7 (Faul, Erdfelder, Buchner, & Lang, 2009).

2.2. Stimuli

We used four different versions of the Ebbinghaus illusion.

These differed in the distance between target and context

circles (“near” and “far”), and size of context circles (“small”

and “large”). The four resulting versions can be seen in Fig. 3.

In the “near” conditions, the inner diameter of the annulus

(i.e., the distance from middle point of the target circle to

closest point of the context circles) was 38 mm. In the “far”

conditions, the inner diameter of the annulus was 54 mm.

These distances are identical to those used by Haffenden et al.

(2001). In the “small” conditions, context circles were 10 mm

in diameter. In the “large” conditions, context circles were

54 mm in diameter. Target discs were white plastic discs of

3mmheight and 28, 30 and 32mmdiameter. These sizes have

also been used by Haffenden et al. (2001), although it should be

noted that those experiments also used target discs of 31 mm

diameter, which we omitted for symmetry and parsimony.

This resulted in distances between the central targets and the

annuli of the context circles of 3, 4 and 5 mm in the “near”

conditions, 11, 12 and 13 mm in the “far” conditions. Details

about measurements and distances are summarised in Table

2. Note that these values apply only for the physically-

matched condition, as target sizes for the perceptually-

matched condition were determined for each participant

separately (see 2.4: Procedure).

2.3. Apparatus

Participants sat comfortably on a chair in front of a table.

Their headwas at a height of 50 cm above the table to keep the

viewing distance constant and the viewing angle at about

80e90 . They were wearing PLATO liquid crystal shutter

glasses (Translucent Technologies, Toronto, Ontario, Canada

e Milgram, 1987) to control target visibility.

The stimulus set-up consisted of a piece of paper (A4 sized)

with the context circles printed on it, laid flat on the table,

such that participants viewed the targets from almost directly

above (80e90 ). In the physically-matched conditions, white

PVC discs of 3mmheight and 28, 30 and 32mmdiameter, with

a 1mmblack line drawn around the circumference, were used

as target stimuli and were positioned in the middle of the

context circles. These are the exact specifications of stimuli

used by Haffenden and colleagues (Haffenden & Goodale,

1998; Haffenden et al., 2001e31 mm stimuli omitted), as well

as Pavani and colleagues (Pavani et al., 1999e31 mm stimuli

omitted, 28 mm added). In the size matching task, white cir-

cles ranging from 23 mm to 37 mm in diameter (.5 mm steps,

29 circles total) with a 1 mm line around the circumference,

printed on a sheet of paper in ascending order, were used as a

graded series of comparison stimuli in the size matching task.

Pilot testing showed most responses to fall within this range,

see Appendix B. For the perceptually-matched condition, two

of 15 different discs of sizes ranging from 28 mm to 32 mm in

steps of .25 mm were used.

The starting position for the participants' response hand

was on the table, 20 cm from the target. For a schematic

depiction of the experimental set-up, see Fig. 4. Threemarkers

were attached to participants' right wrist, thumb, and index

finger (Fig. 4a). The trajectories of the digits were recorded

using appropriate motion tracking systems (see Table 3).

2.4. Procedure

There was a grasping task and three perceptual tasks: size

matching, open-loop manual estimation, and closed-loop

manual estimation. These tasks were presented in separate

blocks. For the perceptual tasks, there were 54 trials each: 36

in the physically-matched condition (4 illusion conditions*3

target sizes*3 repetitions presented in randomorder) and 18 in

the perceptually-matched condition. In the first perceptual

task (size matching), two perceptually-matched configura-

tions were created (SFx and LFy). They were tested the same

number of times as configurations SF and LF in the physically-

matched condition, which gave us an equally precise estimate

of the illusion display effect. In grasping, the participants

completed 90 trials (60 physically-matched: 4*3*5 þ 30

perceptually-matched: 2*3*5), resulting in a total of 252 trials

per participant.

The size matching task was always the first task. First, we

determined for both a SF and a LF configuration which target

sizes were required to create a perceptual match with a

reference circle of 30.5 mm diameter (presented on a A4 sheet

of paper). For both SF and LF, a 1-up, 1-down staircase pro-

cedure was conducted where participants had to indicate

whether the target disc appeared to be smaller or bigger than

the reference circle, using steps of .25 mm. The discs of cor-

responding target size were then used to create what we call

the perceptually-matched SFx and LFy configuration. It is to be

expected that the SFx and LFy vary between participants and

that the difference between those two configurations reflects

the extent to which the context influences the perceived size.

Table 2 e Sizes of and distances between the stimuli.

Diameter of
target (mm)

Number of
context circles

Diameter of context
circles (mm)

Inner diameter
of annulus (mm)

Min. distance
target e annulus (mm)

Small, near 28, 30, 32 11 10 38 5, 4, 3

Small, far 28, 30, 32 16 10 54 13, 12, 11

Large, near 28, 30, 32 5 54 38 5, 4, 3

Large, far 28, 30, 32 5 54 54 13, 12, 11

Note: Inner diameter is the diameter through the points of the context circles closest to the target. In the perceptually-matched condition,

diameter of the target and minimal distance target e annulus may be different.
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This means we can use this difference as a measure of the

individual illusion effect. For the second component of the

size-matching task, participants were presented with a target

stimulus surrounded by one of the four illusion contexts (LF,

LN, SF, SN), as well as an A4 sheet of paper containing a graded

series of comparison circles. This was located 20 cm to the left

of the target. Participants were asked to indicate verbally

which comparison stimulus they perceive as equal in size to

the target disc. This was done for all physically-matched (disc

sizes 28, 30, 32mm) and perceptually-matched configurations.

The open-loop manual estimation task started with partici-

pants resting their right hand at a starting position on the

table. When they saw the stimulus, they were asked to lift

their right hand and indicate the size of the target stimulus

with their right thumb and index finger. They were asked to

press a response button with the index finger of the left hand

when they felt satisfied with their estimation. The shutter

glasses closed when the right thumb or index finger had

moved 20 mm from their starting position to suppress vision.

Trials that took longer than 2500 msec from opening of the

shutter glasses to pressing the response button, or ended with

the button pressed while the participant's thumb and index

finger were still moving at more than 30 mm/sec relative to

each other, were counted as errors and repeated at a random

position within the same block. After this, participants were

asked to grasp the target disc and lay it on the table next to the

stimulus set-up. This was done to provide the same haptic

feedback as in the grasping trials, as was proposed by

Haffenden and Goodale (1998). The shutter glasses opened

after the experimenter had prepared the next trial. In the

closed-loop manual estimation task, participants were asked to

indicate the size of the target stimulus in the same way as in

open-loop manual estimation, except that participants had

full view of their hand and of the target throughout the trial.

In the grasping task, participants were asked to grasp the

target disc with their right hand and lay it on the table next to

Table 3 e Motion tracking systems used by each lab, including basic specifications.

Lab System Type Sampling
rate (Hz)

Spatial
resolution (mm)

Parma (NB) SMART System (BTS Bioengineering, Milan, Italy), Optical (infrared) 120 .3

Qualisys ProReflex MCU1000 (Qualisys AB, Gothenburg,

Sweden)

Optical (retro-reflective) 240 .4

Aberdeen (CH) Optotrak 3020 (Northern Digital, Waterloo, Canada) Optical (infrared) 200 .01

Erlangen (TS) Zebris CMS-70 (Zebris medical GmbH, Isny, Germany) Acoustic 50 .1

Hamburg (KKK, VHF) Optotrak Certus (Northern Digital, Waterloo, Canada) Optical (infrared) 200 .01

Fig. 4 e (a) Hand with three markers attached to thumb, index finger, and wrist. (b) Experimental set-up with a viewing

distance (vDIST) of app. 50 cm, viewing angle (a) of app. 80e90 , distance (dist) of 20 cm between starting point and stimulus.

The participant is sitting comfortably, so as not to fatigue over a large number of trials, and wearing LCD goggles with cloth

blinders attached to the bottom to prevent any view below the goggles.
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the stimulus set-up. The grasping task was performed under

open-loop conditions, as was proposed by Post and Welch

(1996) and as has been done in most previous experiments

(de Grave et al., 2005; Franz et al., 2003, 2000; Glover & Dixon,

2002; Haffenden & Goodale, 1998; Haffenden et al., 2001;

Pavani et al., 1999; for a comparison of open-loop to closed-

loop grasping in the Ebbinghaus illusion see: Franz et al.,

2005). The shutter glasses closed when the right thumb or

index finger had moved 20 mm away from the starting posi-

tion. Trials ended when the participant's thumb or index

finger touched the target object.

These four blocks were conducted for each participant.

Before each block, participants were asked to perform 5

pseudo-random practice trials. The order of blocks was

counterbalanced between participants, with size matching

always being the first task, so that each of the 6 (3!) possible

task orders was used six times per lab.

2.5. Data analysis

As dependent variables, we used the diameter of the selected

circle in the graded series for the size matching task, the

indicated distance between thumb and index finger markers

for themanual estimation tasks, and theMGA for the grasping

task. For eachmeasure, we eliminated outliers that weremore

than 2 SD above or below the participant's mean for each

condition.

For each dependent variable, a repeatedmeasures analysis

of variance (ANOVA) with the factors “target disc size” (three

levelse 28mm, 30mm, 32mm) and “context circle type” (four

levels e “small-near”, “small-far”, “large-near”, “large-far”) was

computed. We used t-tests to compare conditions separately,

correcting for multiple comparisons by applying a Holm-

Bonferroni correction (Holm, 1979). Wherever t-tests were

used, we also calculated Bayes factors (e.g., Dienes, 2011) and

denote evidence according to the thresholds proposed by

Jeffreys (1961). We used the following prior distributions: in

the physically-matched condition, the prior distribution for the

effect of the illusion on grasping for H1 (prediction of the IEH)

was a normal distribution with expected value and SD given

by the mean and the SEM of the grasp effect predicted from

the measured illusion effect in size-matching, taking into

account the necessary slope corrections, thereby corre-

sponding to equal effects of the illusion on perception and

grasping (predictedGraspEffect¼ graspSlope*perceptualIllusion/

perceptualSlope). The H0-prior (prediction of the TVSH) was a

point-hypothesis at 0, corresponding to no illusion effect in

grasping (predictedGraspEffect ¼ 0). For the perceptually-matched

condition, the H1-prior (prediction of the TVSH) for the effect on

graspingwas a normal distribution, with the expected value and

the SD specified by themean and the SEM of the predicted effect

in grasping based on the physical difference alone, without any

illusion effect (predictedGraspEffect ¼ graspSlope*physical

Difference). As H0-prior (prediction of the IEH), we used a

normal distribution with the expected value and the SD

given by the mean and the SEM of the residual perceived

differences in size between the two perceptually-

matched stimuli as measured in the size-matching task

(predictedGraspEffect ¼ graspSlope*residualPerceptualDifference/

perceptualSlope). Note that if our perceptual matching

procedure worked, mean and SEM should be close to 0. For the

Fisher-z-transform of the correlation between grasping and

perceptual measures, we used as H1-prior (prediction of IEH) a

normal-distribution with the expected value and the SD corre-

sponding to the z-transformed maximal expected correlation

and its SEM as given by standard BCa bootstrap (Efron &

Tibshirani, 1993). As H0-prior (prediction of the TVSH), we

used a point-hypothesis at 0, corresponding to no correlation

betweenperceptual effects andgraspeffectsof the illusion.This

allowedus togatherevidence in favourof thenull-hypothesis in

instances in which one theory predicts an effect and the other

onedoesnot.TheuseofBayes factors, alongwithhighstatistical

power and a setup inwhich both competing theories are tested

as H0 as well as H1, makes it easy to argue for the null-hypoth-

esis, should we obtain non-significant results.

To compare the illusion display effects between dependent

variables, we needed to calculate a corrected illusion effect for

each variable (Franz, 2003) to adjust the illusion effect for

different slopes between size and the outcome measure. To

make illusion effects comparable to other studies, we used the

formula employed among others by Bruno and Franz (2009) for

illusion effects as a percentage of the actual size:

icorr ¼ iraw=s*100=t;

with icorr ¼ corrected illusion effect, iraw ¼ mean raw illusion

effect, i.e., mean difference between responses of two condi-

tions, s¼ slope, t¼ target size. Standard errorswere calculated

using a Taylor-approximation (Franz et al., 2009):

SEicorr ¼ iraw=s*

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s
2
s

!

s2 þ s
2
i

.

i2raw " 2sis=ðiraw*sÞ

r

*100=t;

where SEicorr stands for standard error of corrected illusion

effect, with iraw ¼ mean illusion effect, s ¼ mean slope,

ss ¼ slope S.E.M., si ¼ illusion S.E.M., and sis ¼ illusion effect-

slope covariance. For details on this formula, see Franz et al.

(2005) and Franz (2007). This procedure requires the slopes

to be significantly different from 0, which we can reasonably

expect them to be.

Illusion effects were calculated as the difference between

two conditions. The three effects that are of the most interest

to us were the traditional illusion effect (small-near vs large-

far), the distance-matched illusion effects (small-far vs large-far

and small-near vs large-near), and the critical test condition for

the obstacle avoidance effect (large-near vs small-far).

To test the across-subject correlations between the illusion

effect on MGA and on perceptual measures, correlations were

computed between each perceptual measure and grasping.

These correlations were then compared to the upper bound of

the correlation predicted by the IEH and to 0 (as predicted by

TVSH) by submitting the Fisher-z-transformed correlations to

t-tests and calculating Bayes factors in the same fashion as

described above.

For the expected correlation between effects of the illusion

on perception and grasping, we can employ a formula from

classical test theory. We are interested in correlating two

latent variables (the “true” illusions in grasping and percep-

tion). This is analogous to the question in classical test theory

of howwell a “true” test value and a “true” value of an external

criterion will correlate (external validity). In classical test
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theory, an upper bound for themeasured correlation of a test-

score with an external criterion is given by:

rT;Tc ¼ rtc=
ffiffiffiffiffiffiffiffiffiffiffiffiffi

rtt!rcc
p

;

with rT,Tc ¼ the “true” correlation between latent variables. In

classical test theory, these are the “true” test valueandthe “true”

value of an external criterion. In our case, these are the “true”

illusions in grasping and perception. rtc¼ themeasured validity

of the test (classical test theory: measured correlation between

test score and external criterion; here: measured correlation

between grasp illusion and perceptual illusion), rtt ¼ the reli-

ability of the test (here: reliability of grasp illusion), rcc ¼ the

reliability of the criterion (here: reliability of perceptual illusion).

If the grasp illusion were perfectly based on the perceptual illu-

sion rT,Tc would be 1. Solving the equation for rtc, gives:

rtc ¼ rT;Tc!
ffiffiffiffiffiffiffiffiffiffiffiffiffi

rtt!rcc
p

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

rtt!rcc
p

:

This is the maximal correlation we can expect between the

measured illusions in grasping and perceptual tasks, given

their reliabilities. Because this prediction is based on strong

assumptions, we call it the maximal expected correlation.

This is the correlation that a strong version of the IEH would

predict. The strong version of the TVSH would predict a cor-

relation of 0. We also conducted a power analysis based on

data from a previous experiment (Franz et al., 2003) that gave

us split-half reliabilities of .22 and .47 for grasping and size

adjustment, respectively, resulting in a maximal expected

correlation of .32. With a ¼ .05 and N ¼ 144, we would have

98% power to detect this effect.

Our hypotheses, in statistically testable terms, were as

follows: in the physically-matched condition, we tested for a

significant main effect of the factor illusion condition on MGA

and all three perceptual measures. (1) Furthermore, we

examined whether the conditions large-near produce a larger

MGA than the conditions small-far (obstacle avoidance). (2) In

the perceptually-matched condition, we examined whether

we would find a difference between SFx and LFy in MGA, and

ME. (3a) We also tested whether the corrected illusion effects

in grasping differed significantly from 0 and (3b) from the

corrected illusion effects in any of the three perceptual mea-

sures, as well as (3c) whether there is a correlation between

illusion effects in grasping and perceptual measures.

For all of these comparisons, paired-sample t-tests were

employed, as well as a Bayesian equivalent, i.e., Bayes factors

for the null-hypothesis versus an alternative hypothesis. We

report Bayes factors and p-values as exact values when above

.001, and use a significance level of a ¼ .05 for all analyses.

95% confidence intervals are reported where applicable;

means are reported including the appropriate standard error

as M ± SEM.

3. Implementation of preregistered protocol

The introduction and methods section of the present study

were reviewed and accepted in-principle as a registered report

in September 2014 and were not modified after that (allowing

forminor languageadjustments).Wecollectedall dataafter in-

principle acceptance and finished data collection in May 2015.

3.1. Data collection: deviations frompreregistered protocol

During testing, the SMART system in Parma had technical diffi-

culties and had to be replaced with a Qualisys system (Table 3).

Because of this, the editor agreed to extend the time frame for

submission from 10 to 12 months. There were also a fewminor

inconsistencies in theexperimentalproceduresbetweenlabs: (a)

In theME-tasks in Erlangen, participants did not record theirME

by pressing a button (as in the other labs), but by keeping their

fingers still and indicating verbally to theexperimenter that they

were showing the perceived size. This meant that the pre-

registered time limit of 2500 msec was sometimes exceeded.

Both procedures are common practice. (b) Three participants

had a slightly smaller handedness score than pre-specified (but

were still classified as right-handed, LQ > 24 instead of LQ > 47).

Otherwise, we fully adhered to the registered protocol.

3.2. Post-hoc design critique: would a dual-illusion

display be a better test of TVSH predictions?

Afterwesubmittedourdata inphase 2of this registeredreport, a

reviewer worried that presenting observers with only one

Ebbinghaus figure at a time may not be a fair test of the TVSH.

The original studies of Aglioti et al. (1995) and Haffenden and

Goodale (1998) used a dual-illusion display, showing two

Ebbinghaus figures side-by-side, as is often used in textbooks to

demonstrate the illusion. In contrast, our design used only one

Ebbinghaus figure at a time, thereby employing a single-illusion

display that has typically been used in perceptual research (e.g.,

Coren& Enns, 1993; Coren&Girgus, 1972; Girgus et al., 1972).We

chose a single illusion design at phase 1 because it represents, in

our opinion, the optimal choice for testing our hypotheses. All

studies (independentofwhether theyusesingle-ordual-illusion

displays) have to ensure that the task demands are as similar as

possible in all conditions. However,when adual-illusiondisplay

is used, the magnitude of the illusion depends on whether the

targets in thetwoEbbinghausfiguresarecompared toeachother

(direct-comparison condition) or whether they are successively

and separately compared to a neutral disc (separate compari-

son). Specifically, in a direct comparison the effect is app. 50%

larger than the sum of the effects in two separate comparisons

(Foster & Franz, 2014; Franz et al., 2000). This raises an obvious

problem: in the perceptual task, participants can compare two

discs,whereas in thegrasping task, they typically grasponly one

target. Inotherwords,whenusingadual-illusiondisplay there is

a fundamental mismatch of task demands between the

perceptionandaction conditions, leading toanunderestimation

of theactioneffect relative to theperceptualeffect.Thishasbeen

known for some time (Franz et al., 2000; Pavani et al., 1999). In

consequence, it is common practice to use single-illusion dis-

plays in research on the TVSH, also by proponents of the TVSH

(e.g., Haffenden et al., 2001; for related work see Dewar& Carey,

2006; Foster & Franz, 2014; Foster, Kleinholdermann, Leifheit, &

Franz, 2012; for further discussion of the issue of task demand

mismatches in perception and action, see Bruno, 2016; Schenk

et al., 2011).
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4. Results

4.1. Frequentist analyses, Bayesian analyses, and open

data

Results of traditional frequentist tests are reported as usual

and accompanied (where appropriate) by corresponding

Bayes-factors. For the logic of Bayes factors, see Section 2.5

and Dienes (2011). In essence, the Bayes factor indicates the

relative likelihoods of two competing hypotheses, which we

stated for all our tests in Section 2.5, thus giving us a contin-

uous measure of how strongly either hypothesis is favoured.

The evidence for the H1 always equals 1/(evidence for H0).

Bayes factors may be interpreted following the guidelines

proposed by Jeffreys (1961), such that we can speak of strong

evidence for H0 for Bayes factors smaller than 1/10, substan-

tial evidence for H0 for Bayes factors between 1/10 and 1/3,

inconclusive results for Bayes factors between 1/3 and 3,

substantial evidence for H1 for Bayes factors between 3 and

10, and strong evidence for H1 for Bayes factors above 10.

We first report the results of the pre-registered analyses.

Then, inSection4.7,we report results of post-hoc analyses that

were not pre-registered. In some cases it seemed easier for the

reader that we also include post-hoc analyses before Section

4.7. These are clearly marked as not pre-registered analyses.

All data, analyses and materials for this study can be

downloaded via Mendeley Data at http://dx.doi.org/10.17632/

4676n2pdrf.3. After results were submitted in the stage 2

registered report, the study was reviewed by the same anon-

ymous reviewers as in stage 1. Below, we report minor

changes and issues related the design of the study that sur-

faced after in-principle acceptance.

4.2. Participants

We invited N ¼ 160 participants to the laboratory, 16 of which

were not included in the data analysis: 9 due to technical er-

rors (recording did not produce analysable data or could not be

finished), 3 due to experimenter errors (the experimenter

followed the wrong protocol), 4 because they were not

unambiguously right-handed (negative LQ or left-handed by

self-report; two of these were not tested further but had been

given an ID, two were tested because their handedness in-

ventories were evaluated after testing). Thus, we obtained and

included the data from N ¼ 144 right-handed participants,

N ¼ 36 in each lab. The order of blocks was counterbalanced

between these participants.

4.3. Overall data

Mean responses for all tasks and conditions are depicted in

Fig. 5. We will discuss the physically-matched condition and

the perceptually-matched condition successively. In both

conditions, participants completed the tasks: grasping, classic

perception (sizematching), closed-loopME, and open-loopME

as outlined in Section 2.4. For brevity, we will sometimes talk

about perceptual tasks in general, which comprises classic

perception aswell asME (because the TVSH assumes this to be

a perceptual task).

4.4. Physically-matched conditions

The physically-matched conditions consisted of three objects

(discs of 28, 30, 32 mm diameter), presented within four

context circle types (LF, LN, SF, SN; Table 2). We submitted the

results of each task to a 3 (target size)*4 (context circle type)

ANOVA. Results show that both factors affected all tasks

(Table 4). In some tasks, there was also a significant interac-

tion between target size and context circle type. Since such

small modulations of the context circle type effect are not

unusual (Franz et al., 2000) and do not change the overall

pattern of results (Fig. 5), these interactions will not be dis-

cussed further. Importantly, we found amain effect of context

circle type in grasping, meaning that the MGA in grasping was

affected by the illusion configuration. This is to be expected if

we assume that grasping follows the perceived size (IEH), but

needs to be explained by some other mechanism like obstacle

avoidance (Haffenden & Goodale, 2000; Haffenden et al., 2001)

if we assume that grasping is immune to illusions (TVSH).

To investigate these effects in more detail, we calculated

contrasts between specific illusion configurations in each

task. Most relevant are the contrasts SNeLF (the traditional

Ebbinghaus illusion contrast), as well as SFeLF and SNeLN

(the distance-adjusted conditions which should ameliorate

obstacle avoidance effects). If the effect of the illusion

configuration onMGA is indeed caused by obstacle avoidance,

then the TVSH predicts no difference in the adjusted con-

trasts, while the IEH predicts a difference. Results from our

study are depicted in Fig. 6a.

The strongest test of obstacle avoidance is comparing the

configurations LN and SF. Here, the IEH and the obstacle

avoidance hypothesis make opposite predictions (Fig. 3). We

found a larger MGA for the SF condition than for the LN con-

dition [t(143) ¼ 2.68, p ¼ .008; Fig. 7], which is consistent with

the IEH but not with obstacle avoidance.

Next, we compared the size of the illusion effects between

measures. For this, we calculated slope-corrected illusion ef-

fects (Fig. 6c) and compared grasping to the perceptual mea-

sures (Table 5).

Results show that all but one t-test indicate similar cor-

rected illusion effects for grasping and the different percep-

tual measures (all p > .15). Only one t-test is significant

(grasping vs closed-loop ME, SFeLF: p ¼ .044; Table 5, row 3).

However, this difference is not significant after applying the

Bonferroni-Holm correction.5 Such an alpha-correction is

needed if we wish to interpret the fact that only one out of

nine t-tests is significant as evidence that there is an effect.

Instead, it seems that the closed-loop ME simply showed an

unusually large illusion effect, as is also suggested by the fact

that the same contrast is also significantly different when

classic perception is compared to closed-loop ME

[t(143) ¼ 2.62, p ¼ .010, see also Table A.1 in the Appendix; this

5 In general, the Bonferroni-Holm correction is less conservative
than the classic Bonferroni correction (Holm, 1979). In our case,
however, both lead to the same result: in BonferronieHolm, the
divisor of the alpha level is initially the same as in the Bonferroni
correction. This divisor then decreases by one each time a signifi-
cant result is foundat the current alpha level. Thus, the corrections
are equivalent in our case of only one significant result.
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analysis was not pre-registered]. This interpretation is also

consistent with the Bayesian analysis because all Bayes fac-

tors strongly support the H1 (illusion effects in grasping are

comparable to illusion effects in other measures; Table 5).

Finally, we tested whether there is a correlation between

illusion effects in grasping and perception. According to the

IEH, participants with a relatively large perceptual illusion

should also have a large illusion effect in grasping. The TVSH

on the other hand predicts no correlation. The main problem

when testing for such a correlation is that grasping andME are

relatively noisy measures, such that a-priori the correlation

must be small, even if grasping and perception were based on

perfectly identical size representations and noise is only

generated when creating the actual response. Small correla-

tions require very large sample sizes to be detected reliably

(e.g., a correlation of r¼ .20 would requireN¼ 314 participants

to achieve 95% power). To estimate a lower limit for a mean-

ingful sample size, we used a formula from classic test theory

to calculate the maximal theoretically possible correlation

given the reliabilities of the measures (Section 2.4). Our sam-

ple is large enough to at least detect the maximum possible

correlation with sufficient power, while the usual smaller

sample sizes would not be able to detect even this upper limit

of the correlation with sufficient power.

Table 7 shows the reliabilities and correlations between all

illusion contrasts. As expected, the reliabilities are relatively

small for grasping and ME, because these measures are

affected by noise generated during hand and finger move-

ment. Classic perception is not affected by such movement

noise and therefore has considerably larger reliabilities.

Given the small reliabilities of grasping and ME, the correla-

tions are also small. Out of 9 correlations, 5 were significantly

Fig. 5 e Mean responses for each object size and context circle type. a: Classic perception task, b: closed-loop ME, c: open-

loop ME, d: grasping. The relative width of the bars corresponds to the number of trials in each configuration. Error bars

indicate between-subjects SEM. These SEM contain between-subjects variance and can therefore not be used to interpret

differences between conditions (because conditions were varied within-subjects). See the following figures for error bars

that allow such interpretations (cf. Franz & Loftus, 2012; Loftus & Masson, 1994).
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Fig. 6 e Mean illusion effects in the physically-matched conditions and differences between the perceptually-matched

conditions. a: Raw illusion effects for the traditional contrast (SNeLF) and the adjusted contrasts (SFeLF and LNeSN). b:

Slopes of the response functions. c: Corrected illusion effects (calculated by dividing each raw illusion effect by the

corresponding slope). Results show similar corrected illusion effects in all tasks. This is consistent with the IEH but not with

the TVSH. d: Differences between the perceptually-matched conditions (LFyeSFx). If a response followed perceived size (as

determined by our nulling procedure and as predicted by the IEH), the difference should be zero. If a response followed

physical size (as predicted by the TVSH), the difference should be equal to the hatched bars (this prediction is calculated by

multiplying the physical difference between LFy and SFx by the slope of each response). Results show similar small effects

in all tasks (indicating that nulling did not work perfectly). These small effects clearly differed from the no-illusion

predictions, indicating that all tasks (including grasping) follow perceived size and not physical size. Error bars depict the

within-subjects SEM. Because these SEM are for within-subject differences, they do not contain between-subjects variance

and are therefore consistent with the results of a t-test against zero (cf. Franz & Loftus, 2012).
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different from zero, indicating a relationship between

grasping and the perceptual measures. This is a pattern we

would expect given a small effect size and, accordingly,

relatively low statistical power: if we assume the factual

correlation to be r ¼ .2, with N ¼ 144 we achieved a power of

68% for each test of a correlation against 0. This would be a

small effect size according to Cohen (1988) and similar to

most correlations we found.

In our pre-registered Bayesian analysis, we contrasted the

hypothesis that there is no correlation (H0) with the hypoth-

esis that the correlation is equal to the theoretical upper

bound (i.e., the maximal expected correlation; H1). This gives

a somewhat mixed result, with 5 Bayes factors supporting the

H0, 2 supporting the H1, and 2 being inconclusive (BFn in Table

7). However, after pre-registration, we learned that this anal-

ysis is problematic and will discuss a more appropriate anal-

ysis in Section 4.7.2.

To summarise, we found illusion effects on grasping in

all relevant contrasts, including contrasts where the dis-

tance of context elements was matched, so that the

obstacle avoidance hypothesis as suggested by Haffenden

et al. (2001) cannot explain these effects. The illusion ef-

fects are of similar size as in the perceptual tasks (classic

perception, closed-loop ME, and open-loop ME) and most

effects correlate significantly between grasping and the

perceptual tasks.

4.5. Perceptually-matched conditions

For the perceptually-matched condition, we used two stair-

case procedures to determine a pair of target discs for each

participant such that the one presented within the SF

configuration and the one within the LF configuration would

be perceived as equal in size. We called these discs SFx and

LFy, respectively. Since the IEH assumes that grasping fol-

lows perception, it is now the IEH that predicts a null-

difference in grasping between SFx and LFy (H0), while the

TVSH assumes that grasping follows physical size and that

therefore the two discs should be grasped with different

MGAs (H1).

The LFy disc had an average diameter of 30.63 mm

(±.06 mm) and the SFx of 29.48 mm (±.08 mm), such that the

LFy disc was on average 3.91% larger than the SFx disc (Fig. 5).

As specified in Section 2.4, the two discs were included in all

perceptual tasks to confirm whether they were in fact

perceived as being equally large. In the grasping task, these

discs were used to detect influences of physical size on MGA

that cannot be explained by perceived size. We found a dif-

ference in perceived size in the classic perception task

[t(143)¼ 3.99, p < .001], indicating that the physically larger LFy

was also perceived to be slightly larger (Fig. 6d). The samewas

true in all other tasks, although these differences were not

significantly different from zero [open-loop ME: t(143) ¼ 1.95,

p ¼ .053; closed-loop ME t(143) ¼ 1.18, p ¼ .242; grasping:

t(143) ¼ 1.42, p ¼ .158]. Importantly, the MGA in grasping did

not differ between LFy and SFx.

Using thesameslopecorrectionas inthephysically-matched

conditions (Figs. 6d and 8), we found the difference between LFy

andSFx inMGAtobe1.01%± .71%of themeanobject size,which

maybe interpreted as the effect of physical size on grasping that

is not explained by perceived size asmeasured by our staircase.

Note that the observed difference is in the same direction as in

the perceptual tasks. Thus, the remaining perceptual difference

may still explain some of the difference in MGA, which makes

Table 4 e ANOVA results for all tasks in the physically-matched condition.

Task Main effect Interaction

Context circle type Object size Context circle type x object
size

F(3, 429) p F(2, 286) p F(6, 858) p

Grasping 17.10 <.001** 217.71 <.001** 1.36 .227 n.s.

Perception 218.52 <.001** 2304.89 <.001** 4.87 <.001**

ME CL 76.99 <.001** 401.86 <.001** 1.81 .094 n.s.

ME OL 36.84 <.001** 259.47 <.001** 2.53 .019*

Note: n.s. indicates non-significant, * indicates p < .05, ** indicates p < .001. Statistically significant p-values are given in italics.

Fig. 7 e Mean grasping responses for the physically-

matched conditions. Results for SN and LF replicate the

literature, LN and SF are the adjusted configurations

testing the obstacle-avoidance hypothesis. Results follow

the predictions of the IEH (Fig. 3b) but not the predictions of

the TVSH (Fig. 3c). Error bars indicate within-SEM for the

pooled difference between context circle types and can

therefore be used to interpret differences between

conditions (Franz & Loftus, 2012; Loftus & Masson, 1994).
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this a slight overestimate for the effect of physical size. Impor-

tantly, not only did the difference inMGAnot differ significantly

from0, the corrected residual differencewasalso almost exactly

the same as the LFyeSFx differences found in the classic

perceptual task (1.05%± .26%) and inME (open-loop: .93%± .47%,

closed-loop: .48% ± .41%).

These results are supported by Bayes factors: we compared

the hypothesis that MGA follows perceived size (H0) to the

hypothesis that MGA follows physical size (H1). As perceived

size, we used the results of our classic perceptual task as well

as the results of closed-loop ME and open-loop ME. All Bayes

factors decisively supported the H0 (grasping vs classic

perception task BF: 1/554, grasping vs open-loop ME BF: 1/490,

grasping vs closed-loop ME BF: 1/421), indicating that grasping

followed perceived size.

To summarise, the results in the perceptually-matched

conditions suggest that grasping follows perception and not

physical size. This is consistent with our results in the

physically-matched conditions.

4.6. Additional analyses

Our large sample size allowed us to run further pre-registered

analyses that were more exploratory in nature and concerned

general properties of our measures. Firstly, we analysed

response slopes (Section 4.6.1), which are the basis for the

corrected illusion effects. Secondly, we assessed grasping ki-

nematics, testing the predictions of another theory of obstacle

avoidance in grasping the Ebbinghaus illusion (Section 4.6.2).

4.6.1. Response slopes in different tasks

Our correction method takes into account the slopes of the

response-functions. Based on previous studies, we had antic-

ipated that grasping would show a response slope slightly

smaller than 1 (e.g., Smeets & Brenner, 1999, report .82), while

closed-loop ME (e.g., Dewar & Carey, 2006) and classic percep-

tion (e.g., Franz et al., 2000) should show a slope close to 1, and

open-loopME a slope larger than 1 (e.g., Haffenden& Goodale,

1998; Haffenden et al., 2001). In our data (Fig. 6b), we found

slopes of .92 ± .05 for grasping and 1.19 ± .02 for classic

perception, which are both very similar to previous results

(Franz et al., 2000; Smeets& Brenner, 1999). For closed-loopME

weobservedaslopeof 1.41± .06and for open-loopMEaslopeof

1.60 ± .09. Contrary to our expectations, the two ME slopes are

numerically quite similar, although statistically they differ

significantly [t(143)¼ 2.36, p¼ .020]. This is due to a larger than

expected slope in closed-loopME,while open-loopMEbehaved

roughly as we expected. Therefore, further research is needed

to elucidate the reason for the relatively small slope in closed-

loopME in studies like Dewar and Carey (2006). See also Foster

et al. (2012) for a further discussion of that study.

4.6.2. Grasping kinematics

In each grasping trial, we computed the time between the start

of the movement and the occurrence of the MGA (MGA time),

as well as between the start of themovement and touching the

target disc (movement time,MT). MGAwas reached on average

at 75.35% of the total movement duration. This is consistent

with classic studies on grasping (e.g., Jeannerod, 1984 reported

the typical time of MGA to be between 74% and 81% in his

participants, in one case earlier).

Analysing the grasping kinematics allowed us to test an

idea put forward by Smeets et al. (2003). Based on their

grasping model (Smeets & Brenner, 1999), they suggested that

grasping kinematics can be used to detect more general

obstacle avoidance mechanisms than those proposed by

Haffenden et al. (2001). Themain idea was that the cause of an

increase of MGA might either be different contact points on

the object (caused by a physical or illusory change of object

size) or a different approach of the objects (possibly caused by

obstacle avoidance mechanisms). While both effects could

increase the MGA in similar ways, their influence on the

relative timing of the MGA would be in opposite directions,

Table 5 e Comparisons between corrected illusion effects in grasping and in the perceptual tasks.

Comparison SN-LF SF-LF SN-LN

t(143) p BF t(143) p BF t(143) p BF

Grasping versus 0 5.63 <.001** - 2.95 .004* e 5.96 <.001** e

Perception versus grasping !0.07 .942

n.s.

>1000 0.65 .515

n.s.

51.7 !0.24 .813

n.s.

>1000

ME CL versus grasping 0.94 .347

n.s.

>1000 2.03 .044* 8.4 1.42 .157

n.s.

>1000

ME OL versus grasping !0.22 .823

n.s.

>1000 1.38 .169

n.s.

22.1 0.40 .689

n.s.

>1000

Note: The contrasts SNeLF (traditional Ebbinghaus contrast), SFeLF and SNeLN (adjusted contrasts with controlled context circle distance) are

tested for a difference against 0 in grasping (top row) and for a difference between each task and grasping (rows 2 to 4). We used slope-corrected

illusion effects for the comparisons between tasks. Bayes factors compare the hypotheses of illusion in grasping¼ 0 (H0) versus illusion in grasp-

ing¼ illusion in perceptual task (H1). CL and OL are used to abbreviate closed-loop and open-loop, respectively. n.s. indicates non-significant, *

indicates p< .05, ** indicates p< .001. Statistically significant p-values, aswell as Bayes factors smaller than 1/3 or larger than 3, are given in italics.

Table 6 e Grasp parameters in the physically-matched
condition by illusion condition and object size.

Context
circle type

MGA in
mm

MT in
msec

MGA time
in msec

Relative MGA
time in %

LF 67.97 ± .95 958 ± 45 691 ± 34 75.50 ± 1.09

LN 68.03 ± .95 951 ± 44 692 ± 34 75.83 ± 1.07

SF 68.53 ± .98 956 ± 46 686 ± 33 75.34 ± 1.09

SN 69.12 ± .97 975 ± 47 690 ± 34 74.67 ± 1.15

Object size in mm

28 66.48 ± .98 961 ± 46 690 ± 33 75.62 ± 1.11

30 68.60 ± .95 953 ± 45 688 ± 34 75.53 ± 1.06

32 70.16 ± .96 967 ± 46 690 ± 34 74.82 ± 1.09

Note: Between-subject standard errors are given for each cell.
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such that obstacle avoidance mechanisms would lead to an

earlier MGA, while a larger object would result in a later MGA.

Such opposite effects on the timing of MGA might serve as

evidence for obstacle avoidance mechanisms, although the

expected difference is small (Smeets & Brenner, 1999; Smeets

et al., 2003) and it is unclear whether these obstacle avoidance

mechanisms would be comparable to those proposed by

Haffenden et al. (2001). In their study, Smeets et al. (2003) did

not find any such effects and argued that the expected effects

are too small to be detected with the sample size and power of

Table 7 e Full correlation table between illusion effects, all measures.

SNeLF Grasping Classic perception ME closed-loop ME open-loop

Grasping Rel. ¼ .31 r ¼ .18 r ¼ .30 r ¼ .11

p ¼ .031* p < .001** p ¼ .170

MEC ¼ .62 MEC ¼ .51 MEC ¼ .52

BFn ¼ 1/41 BFn ¼ 103 BFn ¼ 1/112

BFu ¼ 3.0 BFu ¼ 355 BFu ¼ 1/1.2

Classic perception Rel. ¼ .71 r ¼ .20 r ¼ .34

p ¼ .014* p < .001**

MEC ¼ .69 MEC ¼ .68

BFn < 1/1000 BFn ¼ 1.7

BFu ¼ 5.0 BFu > 1000

ME closed-loop Rel. ¼ .39 r ¼ .27

p ¼ .001*

MEC ¼ .57

BFn ¼ 1/1.6

BFu ¼ 66

ME open-loop Rel. ¼ .40

SFeLF

Grasping Rel. ¼ .32 r ¼ .18 r ¼ .19 r ¼ .15

p ¼ .027* p ¼ .026* p ¼ .073

MEC ¼ .61 MEC ¼ .43 MEC ¼ .41

BFn ¼ 1/64 BFn ¼ 1.5 BFn ¼ 1/1.2

BFu ¼ 3.4 BFu ¼ 5.6 BFu ¼ 2.4

Classic perception Rel. ¼ .62 r ¼ .32 r ¼ .23

p < .001** p ¼ .006*

MEC ¼ .54 MEC ¼ .51

BFn ¼ 282 BFn ¼ 6.9

BFu ¼ 671 BFu ¼ 18

ME closed-loop Rel. ¼ .23 r ¼ .25

p ¼ .002*

MEC ¼ .36

BFn ¼ 42

BFu ¼ 61

ME open-loop Rel. ¼ .21

SNeLN

Grasping Rel. ¼ .27 r ¼ !.04 r ¼ .26 r ¼ .06

p ¼ .640 p ¼ .002* p ¼ .490

MEC ¼ .58 MEC ¼ .48 MEC ¼ .44

BFn < 1/1000 BFn ¼ 16 BFn ¼ 1/78

BFu ¼ 1/8.7 BFu ¼ 66 BFu ¼ 1/2.4

Classic perception Rel. ¼ .65 r ¼ .13 r ¼ .39

p ¼ .120 p < .001**

MEC ¼ .64 MEC ¼ .58

BFn < 1/1000 BFn > 1000

BFu ¼ 1/1.2 BFu > 1000

ME closed-loop Rel. ¼ .37 r ¼ .27

p ¼ .001*

MEC ¼ .48

BFn ¼ 30

BFu ¼ 82

ME open-loop Rel. ¼ .30

Note: MEC stands for “maximal expected correlation”, as described in Section 2.5. Rel. stands for ‘reliability’, r denote a correlation. P-values are

given for a t-test of each correlation against 0; Bayes factor BFn compares the hypotheses correlation¼ 0 (H0) versus correlation¼MEC (H1); Bayes

factor BFu is a non-preregistered analysis that compares the hypotheses correlation¼ 0 (H0) versus correlation is positive (i.e., between zero and

MEC, H1). n.s. indicates non-significant, * indicates p < .05, ** indicates p < .001. Statistically significant p-values, as well as Bayes factors smaller

than 1/3 or larger than 3, are given in italics.
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their study (p. 319). Given our very large sample size, we were

in a better position to test this idea.

We tested whether an increase of MGA due to a change of

physical size had opposite effects on MGA time than an in-

crease due to the illusion configuration. A 3 (object size)*4

(context circle type) ANOVA with relative MGA time as the

dependent variable revealed main effects of both factors: ob-

ject size [F(2, 286) ¼ 3.57, p ¼ .029] and context circle type [F(3,

429) ¼ 2.87, p ¼ .036]. However, the interaction was not sig-

nificant [F(6, 858) ¼ 1.80, p ¼ .096], thereby indicating that we

did not find the predicted opposite effects. Instead, we found

that no matter if MGA increased as a result of an increase in

object size or because of a change of the illusion configuration,

the MGA always occurred slightly earlier (Table 6). This is

surprising, given that previous research has generally found

largerMGAs to occur later (Jeannerod, 1984; Smeets& Brenner,

1999), but the finding remains that actual size and illusory size

did not impact the timing of the MGA differently.

In short, we found no evidence for general obstacle-

avoidance mechanisms as suggested by the grasping model

of Smeets and Brenner (1999). This is consistent with our

overall conclusions that the effects of Ebbinghaus illusion

displays on grasping cannot be explained by obstacle avoid-

ance (Haffenden & Goodale, 2000; Haffenden et al., 2001).

However, our study was not designed to test Smeets and

Brenner's model (1999). Therefore, our results do not consti-

tute evidence against it. Also, even if grasping perfectly fol-

lowed the perceptual effect of the Ebbinghaus illusion, this

does not necessarily contradict the Smeets and Brenner (1999)

model, as it is possible that the Ebbinghaus illusion affects

grasp position (the central variable in this model) in a similar

way as object size (the central variable in more traditional

accounts of grasping), such that the model could still be

consistent with our results and conclusions.

4.7. Post-hoc analyses

4.7.1. Comparing raw illusion effects

As has been laid out in Sections 1.2 and 2.5, we consider it

necessary to correct for the slope of the response function

before we compare illusion effects obtained from different

tasks. However, it may be interesting to also analyse the data

without these corrections, especially since some researchers

are sceptical of this procedure (Goodale, 2014; Westwood &

Goodale, 2011). Therefore, we also compared raw illusion ef-

fects for grasping and all perceptual tasks (cf. Table A.2 in the

Appendix).

In the physically-matched conditions, we found that for all

relevant illusion contrasts (SNeLF, SFeLF and SNeLN), there

was no significant difference between the illusion effects in

grasping and classic perception (all p > .08), while all com-

parisons of illusion effects in grasping andMEwere significant

(all p < .03). This is fully consistent with the literature, as

among studies that did not apply slope-correction, those that

compared grasping to ME (e.g., Haffenden & Goodale, 1998)

found significant differences between the measures, while

those that compared grasping to classic perception tasks

(Franz et al., 2001; Pavani et al., 1999) did not.

Interestingly, all ME versus classic perception comparisons

(SNeLF, SFeLF and SNeLN) also yielded significant differences

Fig. 8 e Mean responses to configurations LF and SF for physically-matched and perceptually-matched conditions. The x-

axis indicates object size in mm. SFx and LFy are the data from the perceptually-matched condition (depicted at the means

of the corresponding matched sizes, i.e., at 29.48 mm and 30.63 mm, respectively). The responses in the perceptually-

matched condition are fully consistent with the responses in the physically-matched conditions. This indicates that there is

no qualitative difference between perceptually-matched and physically-matched conditions. The regression lines were

obtained from the physically-matched condition. Error bars indicate between-subjects SEM.
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(all p < .002), except for one [open-loop ME e classic percep-

tion, SNeLF: t(143) ¼ 1.62, p ¼ .108]. Almost all of these

apparent differences between classic perception and ME

disappear when slope-correction is applied (see Tables A.1

and A.2 in the Appendix). This emphasises the importance

of the correction, as even tasks that are unambiguously

considered to be perceptual by the TVSH do not produce

coherent results without correction (for a similar argument,

see Hesse, Franz, & Schenk, 2016).

In the perceptually-matched conditions, we found no differences

between the LFyeSFx contrasts [grasping e open-loop ME:

t(143) ¼ .61, p ¼ .540; grasping e closed-loop ME: t(143) ¼ .31,

p ¼ .760; grasping e classic perception: t(143) ¼ .52, p ¼ .606] or

between LFyeSFx and 0. This is confirmedby the Bayes factor for

thecomparisonofH0:LFyeSFx¼0versusH1:LFyeSFx¼physical

difference (uncorrected), which also decisively supported the H0

(BF ¼ 1/1988). These results are fully consistent with the results

we found with slope correction (which is not surprising, as the

perceptually-matched conditions would not require a slope

correction if the perceptual match was perfect).

4.7.2. A better Bayesian analysis for the correlations between

measures

For the correlations between dependent measures (Section

4.4), we had pre-registered a Bayesian analysis that used a

normal-distribution centred at the maximal expected corre-

lation as the H1-prior. However, in the meantime we learned

that in a situation where one expects the effect to be larger

than 0 but smaller than an upper bound, it ismore appropriate

to specify a uniform distribution from 0 to the upper bound as

the H1 (Dienes, 2008, chap. 4). Because the maximal expected

correlation constitutes an upper bound (e.g., Nunnally, 1967;

Vul, Harris, Winkielman, & Pashler, 2009), we recalculated

the Bayesian analysis using a uniform distribution between

0 and the maximal expected correlation as prior, thereby

contrasting the hypothesis that there is no correlation (H0)

with the hypothesis that the correlation is between 0 and the

maximal expected correlation (H1). For the most interesting

correlations between grasping and the perceptual measures

we found support for the H1 in 5 cases, support for the H0 in

only one case and inconclusive data in 3 cases, (see BFu in

Table 7). This is consistent with the frequentist analyses (see

p-values in Table 7 and Section 4.4). Both results suggest that

the correlations between grasping and the perceptual mea-

sures are statistically reliable, as predicted by the IEH.

5. Discussion

We testedwhether there is an effect of the Ebbinghaus illusion

on grasping using a paradigm that accounted for the alter-

native explanation of obstacle avoidance. We took great care

to consider all methodological criticism raised in previous

studies. To this end, we replicated and extended two studies

that had previously reported inconsistent results on grasping

the Ebbinghaus illusion, and specifically on obstacle avoid-

ance (Franz et al., 2003; Haffenden et al., 2001). Also, we

created a symmetric situation with regard to the problem of

“proving the null-hypothesis”: in addition to calculating Bayes

factors, we employed both a standard physically-matched

design where we manipulated the perceptual context of the

target discs (IEH predicts a difference in grasping between

physically-matched but perceptually different discs), and a

perceptually-matched design similar to that used by Aglioti

et al. (1995), (TVSH predicts a difference in grasping between

perceptually-matched but physically different discs). The

experiment was run in four labs (Table 3) to achieve more

statistical power and to strengthen the generalisability of our

results. Together, these factors allow us to draw strong con-

clusions from our results.

Themain reasonwhywe focussedon theEbbinghaus illusion

are the many possible confounds and non-obvious methodo-

logical issuesdescribed inprevioussections.Whilesomeworkon

other illusions has reported dissociations between grasping and

perception (e.g., Ganel et al., 2008; St€ottinger et al., 2012), the

Ebbinghaus illusion is by far the most studied paradigm. In

consequence, the discussion has advanced to a point where po-

tential confounds related to this paradigm have been identified

and can thus be avoided. To the best of current knowledge, we

conducted a confound-free test of whether or not grasping is

affected by visual illusions in a similar way as perception.

5.1. Physically-matched conditions: grasping and

perception are affected by the illusion

Our results clearly show that there is an illusion effect on

grasping. In all labs, having discs surrounded by small context

circles (thus appearing larger in size) consistently caused a

larger MGA than having the same discs surrounded by large

context circles (thus appearing smaller in size).

Importantly, the effect on MGA persisted not only for the

SNeLF comparison, where an effect has been frequently re-

ported (for reviews, see Franz & Gegenfurtner, 2008; Schenk

et al., 2011; Schenk & McIntosh, 2010), but also for compari-

sons in which the contexteelement distance was equal for

small and large context circles, the SFeLF and SNeLN com-

parisons (Fig. 6 and Table 5). Hence, our study yielded results

similar to those reportedby Franz et al. (2003), but is in contrast

to the findings reported by Haffenden et al. (2001). Since the

distance between the context circles and target discs is equal,

these illusion effects can only be explained by the difference in

context circle size, thus matching the predictions of the IEH,

but not those of the obstacle avoidance hypothesis. The key

assumption of the obstacle avoidance hypothesis is that par-

ticipants fit their fingers between target and context elements

in the far conditions and grasp around the entire stimulus

display in thenear conditions (Fig. 2). Thus, findingadifference

in MGA between configurations using the same context circle

distance (SF and LF, SN and LN) as we did is incompatible with

the obstacle avoidance hypothesis. An even stronger demon-

stration that obstacle avoidance cannot explain these illusion

effects is obtained by comparing the SF and LN conditions

(Fig. 7). The perceived size of the disc in SF is larger than in LN,

which should result in a larger MGA in the SF condition ac-

cording to the IEH,while theobstacle avoidanceaccountwould

predict the opposite, a larger MGA in the LN condition (Fig. 3).

Wealso found, consistentwith the IEH, that illusioneffects in

perception and in grasping tend to correlate (Table 7). The cor-

relations are small, and only 5 of the 9 tested correlations are

significantly different from zero. However, this is to be expected
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whencorrelating twomeasureswith relatively lowreliability. To

reliablydetectsuchcorrelationsrequiresvery largesamplesizes,

even larger than the already unusually large sample size

employed in our study. Therefore, we interpret these results as

consistent with the notion that participants who displayed a

large perceptual illusion effect also tended to display a larger

illusion effect in grasping. This would be predicted if a common

size representation underlies both tasks. A similar result was

recently foundforperceptual illusionsandsaccades (Dassonville

& Reed, 2015). In addition to MGA, saccades are another promi-

nent actionmeasure thathasbeen frequentlyused to argue for a

functional subdivisionbetweenvision-for-actionandvision-for-

perception (but see Bruno, Knox, & de Grave, 2010; de Brouwer,

Smeets, Gutteling, Toni, &Medendorp, 2015).

5.2. Perceptually-matched conditions: physical size does

not trump perceived size

In the physically-matched condition, the strong version of the

TVSH predicts no illusion effect on grasping (H0), while the

IEH predicts an illusion effect (H1). Arguing for the H0 is often

seen as problematic (Westwood & Goodale, 2011), especially

since some effect of perception on grasping has been

demonstrated in many paradigms (Bruno & Franz, 2009;

McIntosh & Lashley, 2008) and may be compatible with a

weaker version of the TVSH (Goodale, 2008). Therefore, we

added the perceptually-matched condition: here, the TVSH

predicts a difference in grasping for physically different but

perceptually matched discs (H1), while the IEH predicts no

difference (H0).

Consistent with the IEH, we did not find a difference (Figs.

6d and 8). As our power-analysis and the Bayes factors reveal,

our sample is large enough to interpret these null results as

evidence that participants did not scale their grip to the

physical size of the discs but to the perceived size, thereby

indicating an illusion effect on grasping. Because the distance

between context circles and target discs was equal in the

perceptually-matched condition, these illusion effects cannot

be explained by the obstacle avoidance hypothesis.

Our results also indicate that the matching procedure did

not work perfectly, but this is unproblematic for our argument

for two reasons: firstly, the deviation from 0 in the classic

perceptual task was small. We argue that with a step size of

.25 mm, and controlling for the illusion's superadditivity (see

Foster & Franz, 2014), our match was close to optimal. As

explained in Section 1.6, we did not expect to be able to achieve

a perfect match. Secondly, the physically larger object was also

perceived tobeslightly larger in theclassicperceptual task.This

means that thephysicaldifferencebetween the two targetswas

larger than necessary to achieve perceptual equivalence.

Consequently, we should have found an even larger difference

in grasping than we would have had we been able to create a

perfect match. Thus, if anything, the perceptually-matched

condition was over-sensitive to detecting a dissociation. The

fact that this dissociation was not found suggests that the

illusion effect on grasping is sufficiently pronounced to elimi-

nate the physical difference of the target objects. In summary,

the results in the perceptually-matched condition are consis-

tentwith the resultsof thephysically-matchedconditions: both

indicate that the Ebbinghaus illusion affects grasping.

5.3. Is there no effect of obstacle avoidance at all?

For a reader with a background inmotor control, it might seem

implausible to argue that obstacle avoidance has no effect on

grasping. In fact, it is well known that distractors can affect

movements (e.g., Tipper, Lortie, & Baylis, 1992). However, what

we tested and argue against is only one very specific obstacle

avoidance hypothesis, namely the notion that the context cir-

cles produce distinct grasping behaviour identical to the

perceptual illusion in the “classic” illusion display (SNeLF) as

used by Aglioti et al. (1995) and many studies after that. This

specific obstacle-avoidance hypothesis assumes that in the far

condition participants aim to fit their grasping fingers between

target and context whereas in the near condition the fingers do

not fit in this space and therefore grasp larger. Haffenden and

Goodale (2000) and Haffenden et al. (2001) proposed this

obstacle avoidance mechanism in order to reconcile the exis-

tence of an effect of the Ebbinghaus illusion on grasping in the

traditional displaywith their notion that grasping is immune to

the illusion. They argued that the observed illusion effects on

grasping in those studies were methodological artefacts due to

imperfect stimuli. They suggested that if better stimuli were

usede such as stimuli with equated distance of the context el-

ementse theEbbinghaus illusionwouldnot affect grasping.We

tested this claim and can safely refute it.

Note that for our claim it is not necessary that the context

elements have no obstacle-like effects on grasping at all. For

example, de Grave et al. (2005) found (small) effects of rotating

Ebbinghaus displays on grasping parameters other than MGA.

What we do claim is that the context elements do not affect

MGA in a way that mimics the perceptual illusion effect. Even

with our very large sample, we did not find an obstacle avoid-

ance effect on MGA. Thus, it seems unlikely that we have

missed an effect large enough to be reliably detected by studies

withmuch smaller samples. Any obstacle effects of the context

circles on the MGA, if they exist, would be too small by far to

explain the illusion effects that were found in grasping.

6. Conclusion

In summary, we can draw the following conclusions: there is

no doubt that there is an effect of the Ebbinghaus illusion on

grasping. This effect correlates with the illusion effect on

classic perceptual measures as well as on manual estimation.

Crucially, this effect cannot be explained as an artefact of

obstacle avoidance. A dissociation between vision-for-

perception and vision-for-action when grasping the Ebbing-

haus illusion, as suggested by the TVSH, is not supported.
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Appendix A. Supplementary results tables

Appendix B. Pilot data

We tested 4 participants (mean age 33.5 years) on a simple

perceptual judgement task to examine two issues: First, we

considered including a “large-very far” (LVF) condition as an

extra test of obstacle avoidance and wanted to gauge the

perceptual illusion effect with different target-annulus dis-

tances. This condition was discarded during the review

process (and will not be reported in detail here). Second, we

wished to examine how large the illusion effects and variation

between responses would be, so that we would be able to

create a graded series of comparison stimuli that would not

result in floor or ceiling effects.

In this task, 8 different Ebbinghaus illusion displays were

displayed to the participants: SN, SF, LN, LF as described in

Section 1.6, and 4 versions of LVF, each with a different

annulus diameter (67, 82, 96 and 110 mm). Target circles were

28, 30, and 32 mm in diameter. Each of the resulting 24 con-

ditions was presented 6 times to each participant, resulting in

a total of 144 trials per participant. The task was to determine

which one of 8 comparison circles was equal in size to the

target circle and to press the corresponding number on the

numpad of a standard German QWERTZ-keyboard. The com-

parison circles were displayed on the left side of the screen,

sorted by size, ascending, in steps of 1.136 mm (4 pixels). The

sizes were pseudo-randomised, but always chosen such that

the smallest comparison circlewas at least 8 pixels (2.272mm)

smaller, and the largest comparison circle at least 8 pixels

larger than the target. The specifications and mean illusion

effects of interest can be found in Table B1.

Table A.1 e Corrected illusion effects tested against each other, all measures.

Comparison SNeLF SFeLF SNeLN

t(143) p t(143) p t(143) p

Grasping versus perception  .07 .942 n.s. .65 .515 n.s.  .24 .813 n.s.

versus ME CL .94 .347 n.s. 2.03 .044* 1.42 .157 n.s.

versus ME OL  .22 .823 n.s. 1.38 .169 n.s. .40 .689 n.s.

Perception versus ME CL 1.71 .089 n.s. 2.62 .010* 2.61 .010*

versus ME OL  .24 .810 n.s. 1.35 .179 n.s. .85 .398 n.s.

ME CL versus ME OL 1.34 .181 n.s. .73 .469 n.s. 1.09 .276 n.s.

Note: n.s. indicates non-significant, * indicates p < .05, ** indicates p < .001. Statistically significant p-values are given in italics.

Table A.2 e Uncorrected illusion effects tested against each other, all measures.

Comparison SNeLF SFeLF SNeLN

t(143) p t(143) p t(143) p

Grasping versus perception 1.55 .123 n.s. 1.76 .081 n.s. 1.35 .180 n.s.

versus ME CL 3.92 <.001** 4.27 <.001** 4.66 <.001**

versus ME OL 2.26 .025* 3.57 <.001** 3.18 .002*

Perception versus ME CL 3.26 .001** 4.15 <.001** 3.98 <.001**

versus ME OL 1.61 .108 n.s. 2.85 .005* 2.97 .003*

ME CL versus ME OL .71 .476 n.s. .05 .959 n.s. .31 .756 n.s.

Note: n.s. indicates non-significant, * indicates p < .05, ** indicates p < .001. Statistically significant p-values are given in italics.

Table B1 e Conditions and corresponding mean illusion effects in our perceptual pilot data.

Condition Number of
context circles

Diameter of context
circles (in mm)

Inner diameter of
annulus (in mm)

Mean illusion effect ± SD (in mm)

SN 11 10 38 1.42 ± .255

SF 16 10 54 .71 ± .586

LN 5 54 38  1.18 ± .626

LF 5 54 54  1.23 ± .673
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The observed illusion effects are in the expected range, with

97.1% of the responses being within 12 pixels (3.41 mm) of the

actual size. The remaining 2.9% of all responses were within 16

pixels (4.54 mm) of the actual size. Based on these results, we

felt confident that our comparison stimuli ranging from 5 mm

smaller than the smallest target to 5mm larger than the largest

target would produce no floor or ceiling effects.
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1. Our registered report and the illusion
debate

When we set out to perform our preregistered study (Kopiske,

Bruno, Hesse, Schenk, & Franz, 2016), our goal was to clarify

whether or not grasping is affected by the Ebbinghaus illusion.

This seemingly simple question has far-reaching theoretical

consequences for our understanding of the functional archi-

tecture of the visual brain, and in particular for the two-visual

systems hypothesis (TVSH; Milner & Goodale, 1995, 2006).

We preregistered our design before collecting any data,

painstakingly trying to avoid anymethodological pitfalls that

might compromise the interpretation. Two expert reviewers

(at least one of them being a strong advocate of the TVSH)

provided detailed input for improving our design and we

adapted our study accordingly. Only after the design had

been approved did we perform our large study with N ¼ 144

participants and collected data in parallel in four different

labs, intending to provide the best test to-date of whether or

not grasping is affected by visual illusions, as proposed by

the TVSH.

However, Whitwell and Goodale (in this issue) argue that

our studywasmethodologically weak andmisguided from the

outset because we presented only one Ebbinghaus display at a

time, while the predictions of the TVSH could only be tested

when simultaneously presenting a pair of two Ebbinghaus

displays. In consequence, they thinkwemissed our target and

failed to contribute anything new. Here, we argue that this is

far too grim a view. The methodological critique offered by

Whitwell and Goodale (in this issue) is not justified, and the

claim that nothing new has been contributed ignores that a

deefacto consensus has been reached on a number of facts, as

indirectly also acknowledged byWhitwell and Goodale (in this

issue). These facts will in the future facilitate the scientific

debate by narrowing down the contentious issues in need of

clarification. We will first describe this de-facto consensus

beforewe turn our attention toWhitwell and Goodale's (in this

issue) main critique.
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2. De-facto consensus: single Ebbinghaus
displays affect grasping as well as perception

In contrast to previous papers (e.g., Goodale, 2008, 2011),

Whitwell and Goodale (in this issue) no longer question that

there is a clear effect of a single Ebbinghaus display on

grasping and that this effect is of the same size as the effect on

perception. This is substantial progress, such that scientists

should be able to close the files on this question.

Whitwell and Goodale (in this issue) also concede that our

study rules out obstacle avoidance mechanisms as the reason

for the effects of single Ebbinghaus displays on grasping (“We

actually have no issue with this aspect of their study”). This

too is progress in the scientific debate, and notably so, given

that obstacle avoidance has been the most frequent expla-

nation of TVSH-advocates for why the effects of the Ebbing-

haus illusion on grasping should not be attributed to the same

processes as the effects of the illusion on perception (Goodale,

2008, 2011; Haffenden, Schiff, & Goodale, 2001; Milner &

Goodale, 2008). This also has consequences for the interpre-

tation of studies on other illusions. For example, Whitwell,

Buckingham, Enns, Chouinard, and Goodale (2016) used this

obstacle-avoidance hypothesis as an argument of why un-

wanted effects of the Ponzo illusion on grasping should be

attributed to different processes than the illusion in

perception.

3. Theoretical consequences of this
consensus

Despite this de-facto consensus, there is disagreement with

respect to its theoretical implications. While we have argued

that this finding is not consistentwith key notions of the TVSH

(see: Aglioti, DeSouza, & Goodale, 1995; Milner & Goodale,

2006, p. 242; Goodale & Ganel, 2016), Whitwell and Goodale

(in this issue) argue that single Ebbinghaus displays cannot be

used at all to test the validity of the TVSH, that therefore our

findings are irrelevant for the TVSH, and that the TVSH can

only be tested using dual Ebbinghaus displays.

Before discussing Whitwell and Goodale's (in this issue)

dual-Ebbinghaus-only-conjecture, let us point out that their

argument is inconsistent with earlier papers from the

Goodale-group such that it does not strike us as very

convincing. TVSH-proponents have themselves used single

Ebbinghaus displays (Haffenden et al., 2001) and concluded

that their single Ebbinghaus experiments provide “compelling

evidence that the size-contrast illusion elicited by the

Ebbinghaus display does not affect grasp scaling” (p. 180), a

statement echoed by Ganel, Tanzer, and Goodale (2008). Why,

if it was a-priori so clear that single Ebbinghaus displays are

not appropriate to test the TVSH, were those displays used in

those earlier studies with exactly that purpose? This concern

has only now been raised by Whitwell and Goodale (in this

issue). That is, after our results have clearly shown that there

is no dissociation between perception and action with single

Ebbinghaus displays.

However, such post-hoc reasoning is scientifically prob-

lematic (see, e.g., Kerr, 1998). In fact, precluding post-hoc

reasoning was one of the main reasons to implement pre-

registration in Cortex and other journals (Chambers, Dienes,

McIntosh, Rotshtein, & Willmes, 2015). Nevertheless, we will

consider below the suggested possibility that the TVSH can be

meaningfully tested only with dual Ebbinghaus displays, but

not with single Ebbinghaus displays.

4. Are dual-Ebbinghaus displays the only
valid tests of the TVSH predictions?

Whitwell and Goodale (in this issue) argue that the illusion

effects of single Ebbinghaus displays are too small to test the

proposed dissociation. However, the size of the illusion effects

cannot be the problem because many studies did find effects

of single Ebbinghaus displays on grasping as well as on

perception. Now, one could argue that the purported differ-

ences between illusion effects on grasping and on perception

are too small in single Ebbinghaus displays and that those

differences only show up reliably in dual Ebbinghaus displays.

However, the large sample size and corresponding a-priori

power analysis in our registered report (eight times as many

participants as in the largest dual display study; Haffenden &

Goodale, 1998), as well as using Bayes factors, and a condition

with perceptually matched discs designed specifically to be

sensitive to small differences, all rule out the size of the effect

or of the differences as potential problems.

In consequence, to make the case that our single-

Ebbinghaus-display data should be dismissed, Whitwell and

Goodale (in this issue) would have to assume that the disso-

ciation between perception and grasping only exists if we use

dual Ebbinghaus displays. By this they assume a qualitatively

different, new illusion process, which is active only in dual

Ebbinghaus displays, and only for this illusion process the

purported dissociation between perception and grasping is

existent.1 This would be a completely new assumption, and

we are unaware of any evidence that supports it. The

assumption would also be inconsistent with the logic of the

TVSH: The TVSH assumes that grasping is unaffected by the

Ebbinghaus illusion because it is a contextual effect (Milner &

Dyde, 2003). Why then should the single Ebbinghaus illusion

(which also is a contextual effect) be allowed by the TVSH to

affect grasping? Finally, we want to stress that single

Ebbinghaus displays have been typically used in classic

studies of the perceptual illusion (e.g., in Coren & Enns, 1993;

Coren & Girgus, 1972; Girgus, Coren, & Agdern, 1972), so why

should they be inappropriate to test for a possible dissociation

between perception and grasping?

However, again, it is a logical possibility that for some

hitherto unknown reason the dissociation between percep-

tion and grasping can only be detected with dual Ebbinghaus

displays but not with single Ebbinghaus displays. Therefore,

1 Note that this process cannot be the superadditivity of the
Ebbinghaus illusion (cf. Foster & Franz, 2014; Franz et al., 2000),
because superadditivity can be switched on and off in perceptual
measures depending on the task demands (cf. Experiment 3 of
Franz et al. (2000). If task demands are matched for perceptual
measures and grasping there is no difference between illusion
effects on perception and grasping; see also our discussion of
superadditivity in the next paragraphs.
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let us briefly review whether there is empirical evidence for

this notion.

AsWhitwell and Goodale (in this issue) point out, there are

two prominent grasping studies that used dual Ebbinghaus

displays: Aglioti et al. (1995) and Haffenden and Goodale

(1998). Both have been taken as evidence for a dissociation

between grasping and perception. However, in the first study

(Aglioti et al., 1995), task demands were not well matched

between grasping and perception (Franz, Gegenfurtner,

Bülthoff, & Fahle, 2000; Pavani, Boscagli, Benvenuti,

Rabuffetti, & Farn�e, 1999): In grasping, participants operated

on only one Ebbinghaus display at a time, while in perception

they performed a direct comparison between the target discs

of the two Ebbinghaus displays, thereby simultaneously

operating on both Ebbinghaus displays. This mismatch is

knowndas also acknowledged by Whitwell and Goodale (in

this issue)dto create an increase of the illusion effect of about

50% (Franz et al., 2000, see also Foster & Franz, 2014), which

corresponds well to the difference Aglioti et al. (1995) found

between perception and grasping. Therefore, Aglioti et al.

(1995) cannot be considered strong evidence for the TVSH.

This leaves the Haffenden and Goodale (1998) study, which

will be discussed in the next section.

5. Is Haffenden and Goodale (1998) the most
decisive study?

Whitwell and Goodale (in this issue) suggest that the study by

Haffenden and Goodale (1998) is currently the best test of the

TVSH. They argue that the problem of mismatched task de-

mands was avoided in that study (despite using a dual illusion

display) by using manual size estimation (ME), where partici-

pants indicate the size of an object with index finger and

thumb. ME is interpreted as a perceptual measure in the

framework of the TVSH.2 Because participants estimated only

one of the central discs of the dual Ebbinghaus display at a

time (operating on only one disc, just as in grasping),Whitwell

and Goodale (in this issue) argue that there was no mismatch

of task demands. Furthermore, Whitwell and Goodale (in this

issue) present a reanalysis of the data of Haffenden and

Goodale (1998), and calculated for the first time the slope-

corrected illusion effects for grasping and ME. They demon-

strate that even after slope correction, the illusion effects in

ME are much bigger than in grasping.

It is commendable that the appropriate quantitative esti-

mates for the illusion effects are now available for Haffenden

and Goodale's (1998) study. However, there are problems that

make us reluctant to accept these recalculations as a strong

argument for the proposed dissociation between perception

and grasping in visual illusions:

Firstly, the study is only one of multiple studies that

investigated the predictions of the TVSH for the Ebbinghaus

illusion. If the other studies were now essentially to be

ignored, this would constitute a strategy that vastly increases

the chances of finding support for just about any given hy-

pothesis (see e.g., Wagenmakers, Wetzels, Borsboom, van der

Maas, & Kievit, 2012). If, therefore, Haffenden and Goodale's
(1998) study should from now on be the most central argu-

ment for the proposed dissociation between grasping and

perception in the Ebbinghaus illusion, it would need to be

replicated and tested. In Kopiske et al. (2016) we did such a

replication and test of Haffenden et al. (2001), another study

that was considered to be decisive evidence. Haffenden et al.'s
(2001) conclusions did not stand the empirical test e as also

acknowledged by Whitwell and Goodale (in this issue) (most

notably the idea that the effects of a single Ebbinghaus display

on grasping are caused by obstacle-avoidance mechanisms

independent of perception).

Secondly, a serious problem of the Haffenden and Goodale

(1998) study are the discrepant findings obtained for the two

perceptual measures Haffenden and Goodale (1998) measured

not only ME, but also a standard perceptual size-matching

task. In this task, participants directly compared and

matched two central discs in the dual Ebbinghaus displays

until they perceived these discs to be equal in size. This yiel-

ded a perceptual illusion effect of approximately 2.4 mm. In

comparison the newly calculated illusion effect in ME is

almost twice as big: About 4.7 mm (our Fig. 1 and Figure 2 of

Whitwell & Goodale, in this issue).3

This strong inconsistency between the two perceptual

measures is even more surprising if we take into account that

inME there is no superadditivity to be expected (as also argued

by Whitwell & Goodale, in this issue). This is so, because

participants operated on only one of the two Ebbinghaus

displays at a time (just as in grasping). In the standard

perceptual size-matching task, on the other hand, the illusion

effect should be increased by approximately 50% due to the

superadditivity induced by the direct comparison of the two

illusory displays (as also acknowledged by Whitwell & Good-

ale, in this issue). If we take into account thismismatch in task

demands, we obtain an illusion effect of approximately

1.6 mm for standard perception (2.4*100/150¼ 1.6) as themost

appropriate value to be compared to the illusion effect in ME

(cf. Fig. 1). This demonstrates that the two measures of

perception in Haffenden and Goodale's (1998) study are

dramatically different. In contrast, studies that systematically

compared ME to standard perceptual measures (Franz, 2003;

Kopiske et al., 2016) obtained similar illusion effects for both
2 We will not discuss the question of what exactly MEmeasures

in further detail here. It seems clear, however, that if ME is a
perceptual measure, it should yield results consistent with
traditional perceptual measures as, e.g., the methods of adjust-
ment or constant stimuli. To our knowledge, the only systematic
investigations into this question have been performed by Franz
(2003) and Kopiske et al. (2016), who show that ME can respond
with quite a different gain (slope) to a variation of physical size
than traditional perceptual measures. In these cases, we need to
accurately measure and correct for the response-slope, as now
seems to be acknowledged by Whitwell and Goodale (in this
issue) (but was questioned in earlier publications of this group).

3 The slopes of standard perception were not measured in
Haffenden and Goodale (1998), therefore it is not possible to
slope-correct those standard-perception illusion effects. Howev-
er, we know that the slope of standard perception is typically
close to 1; therefore we can use the uncorrected data as a fairly
good approximation and can compare this approximation to the
slope-corrected illusion effects of ME.
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measures, as long as the slope correction was performed and

task demands were matched (cf. Fig. 1).

So what do Haffenden and Goodale's (1998) unusual

perceptual illusion effects mean for the comparison to

grasping? It is clear that no matter whether we take into ac-

count superadditivity or not, the difference between the illu-

sion effects in grasping and standard perception is much

smaller than that between standard perception and ME

(Fig. 1). Therefore, even this data provides no evidence for a

“perceptual cluster” (guided by the ventral stream) versus a

“motoric cluster” (guided by the dorsal stream). If anything,

Haffenden and Goodale's (1998) data (but not those of the

other studies) suggests that grasping and standard perception

are similar but different from ME. Thus, before drawing

farereaching conclusions from this data it will be necessary to

clarify why the ME data of this study is so unusual and un-

expected e even from the viewpoint of the TVSH.

6. Did we ignore the perceptually-matched
condition?

Before closing, we want to discuss a more specific issue:

Whitwell and Goodale (in this issue) argue that, historically,

we simply ignored the perceptually-matched condition of

Aglioti et al. (1995) and Haffenden and Goodale (1998), thereby

ignoring a substantial part of the data of those studies. In

consequence, it would be no surprise if we came to wrong and

biased conclusions. This argument has been brought up

repeatedly before and has been responded to (e.g., Franz &

Gegenfurtner, 2008). It also seems ironic that it is now raised

against Kopiske et al. (2016), a study in which we took great

care to laboriously implement such a perceptually-matched

condition.

Before describing this condition in Kopiske et al. (2016), let

us first comment on the perceptually-matched condition in

general: The perceptually-matched condition is a nulling-

procedure: A pair of discs is selected that appears perceptu-

ally equal in size if one of the disc is surrounded by the

enlarging context of the illusion and the other by the shrink-

ing context. If the condition works as intended and perception

is equalized, then we can attribute differences in grasping the

discs to a different size of the illusion effect between grasping

and perception.

However, the perceptually-matched condition has a big

disadvantage: Because physical size and illusion are

confounded, it is not easy to quantify the size of the illusion

effect in grasping. This is a problem if wewant to quantitatively

compare illusion effects between perception and grasping.

Such a quantitative comparison is necessary because studies

typically did find at least some illusion effects on grasping

(even Aglioti et al., 1995), thereby ruling out ‘strong’ versions

of the TVSH that would state complete immunity of grasping

to those illusions (as opposed to just a smaller illusion effect in

grasping than in perception, as ‘weaker’ versions of the TVSH

would state).4 Thus, all studies (including Aglioti et al., 1995

and the recalculations in Whitwell & Goodale, in this issue)

used the physically-matched conditions to quantify the illu-

sion effect, such that quantitative estimates of the illusion

effect are only available for this condition. Note, however, that

this is not very critical because there is no reason to assume

the illusion effect to be drastically different between
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Fig. 1 e Illusion effects in studies comparing grasping

(MGA) to manual estimation (ME) as well as a standard

perceptual measure. Illusion effects are in percent relative

to the physical size of the stimuli; all illusion effects are

slope-corrected (Bruno & Franz, 2009; Franz, 2007; Franz,

Scharnowski, & Gegenfurtner, 2005; Hesse, Franz, &

Schenk, 2016; Kopiske et al., 2016, p. 139); except for

standard perception of HG98 (see footnote 3). All studies

used roughly similar Ebbinghaus displays (HG98: SN/LF,

F03: SN/LN, Kopiske et al., 2016: SN/LF, see Kopiske et al.,

2016 for nomenclature). Aggregated data for HG98 were

kindly provided by M. Goodale and R. Whitwell (personal

communication, July, 29th and Aug, 19th, 2016). Error bars

indicate the SEM of the corrected illusion effect, estimated

using a Taylor-approximation (cf. Kopiske et al., 2016, p.

139 and Hesse et al., 2016, p. 94 for an equivalent but

simplified formula). Note, that Whitwell and Goodale (in

this issue) used in their Figure 2 the problematic ‘zero-

variance method’, that in general underestimates the size

of the SEMs. Although for Whitwell and Goodale (in this

issue) this effect is not dramatic, we show here the more

appropriate Taylor-approximated SEMs (cf. Franz, 2007;

Franz et al., 2005 for a discussion of the zero-variance

method).

4 Another reason for a quantitative comparison is that the task
demands in Aglioti et al. (1995) were such that we expect a-priori
a larger illusion effect in the perceptual measure than in grasping
(because only the perceptual measure employed a direct com-
parison; due to the superadditivity of the Ebbinghaus illusion, this
increases the illusion effect by approximately 50%, cf. Experiment
3 of Franz et al., 2000). Therefore, only a quantitative comparison
allows assessing whether the larger illusion effect in the
perceptual measure can be explained by this mismatch in task
demands (which would be no evidence for the TVSH), or whether
it is truly larger (which would be evidence for the TVSH).
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perceptually-matched and physically-matched conditions.

This is so because (a) the conditions are very similar (the only

difference is that one disc has a slightly different size in the

perceptually-matched condition to achieve perceptual equiv-

alence), and (b) we explicitly tested for such a difference be-

tween perceptually-matched and physically-matched

conditions in Kopiske et al. (2016) and found no differences

(Figure 8 of Kopiske et al., 2016).

Finally, let us comment on the perceptually-matched

condition of our study: We included this condition for many

methodological reasons (as detailed in Kopiske et al., 2016)

and as suggested by one reviewer. This condition was per-

formed in a much more controlled way than in Aglioti et al.

(1995) and in Haffenden and Goodale (1998): (a) The earlier

studies selected the pair of matched discs in a pilot phase by

the experimenter using trial and error, while in Kopiske et al.

(2016) we used a psychophysical constant stimuli method. (b)

Previous studies did not quantitatively test whether the

matching actually worked or whether there was a residual

mismatch of the pair of discs. We tested this laboriously in a

second condition. (c) In those earlier studies, participants

could only choose between discs that varied in 1 mm steps.

This is much too coarse for an illusion effect of, on average,

only 2.4 mm (Haffenden & Goodale, 1998). We used step sizes

of .25mm (which is still not perfect, butmuch better). Given all

these advantages, it is quite surprising that Whitwell and

Goodale (in this issue) seem to dismiss the relevance of our

perceptually-matched condition.

7. Summary and conclusions

Whitwell and Goodale (in this issue) concede that single

Ebbinghaus displays seem to affect grasping to a similar de-

gree as perception and that these effects cannot be attributed

to non-perceptual, purely motor processes (obstacle avoid-

ance, awkward grasping). However, they argue that a test of

the TVSH can only and exclusively be performed using dual

Ebbinghaus displays but not with single Ebbinghaus displays.

They therefore suggest that Haffenden and Goodale (1998) is

the decisive study to test for a dissociation between grasping

and perception. However, as we discussed here, this study has

serious problems, because the perceptual measures yielded

highly inconsistent illusion effects. Future research should

first focus on finding consistent perceptual illusion effects in

the Haffenden and Goodale (1998) paradigm before these can

be meaningfully compared to grasping data.

In contrast, the extensive tests in Kopiske et al. (2016) have

demonstrated consistent illusion effects across a wide variety

of perceptual measures and also between perception and

grasping. The design of Kopiske et al. (2016) was the result of

intensive efforts of four independent research groups and en-

detail critique by two anonymous expert reviewers. Here we

have outlined why we think that Whitwell and Goodale's (in

this issue) methodological critique is post-hoc and not

convincing, and why we believe that Kopiske et al. (2016)

provides a strong and valid test of the claim that certain illu-

sions affect perception more than grasping. The outcome of

this test suggests that there is no difference in the effects of

the Ebbinghaus illusion on grasping and perception.
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Abstract
The SNARC effect refers to an association of numbers and spatial properties of responses

that is commonly thought to be amodal and independent of stimulus notation. We tested for

a horizontal SNARC effect using Arabic digits, simple-form Chinese characters and Chi-

nese hand signs in participants from Mainland China. We found a horizontal SNARC effect

in all notations. This is the first time that a horizontal SNARC effect has been demonstrated

in Chinese characters and Chinese hand signs. We tested for the SNARC effect in two

experiments (parity judgement and magnitude judgement). The parity judgement task

yielded clear, consistent SNARC effects in all notations, whereas results were more mixed

in magnitude judgement. Both Chinese characters and Chinese hand signs are repre-

sented non-symbolically for low numbers and symbolically for higher numbers, allowing us

to contrast within the same notation the effects of heavily learned non-symbolic vs. sym-

bolic representation on the processing of numbers. In addition to finding a horizontal

SNARC effect, we also found a robust numerical distance effect in all notations. This is par-

ticularly interesting as it persisted when participants reported using purely visual features to

solve the task, thereby suggesting that numbers were processed semantically even when

the task could be solved without the semantic information.

1 Introduction

1.1 The SNARC effect: Description and models

The SNARC (SpatialNumericalAssociation of ResponseCodes) effect refers to a proposed
association between numbers and space. This was originally put forward by Dehaene, Bossini
and Giraux [1], who found that European participants responded quicker to relatively smaller
numbers with a response button on the left than on the right, and vice-versa for relatively large

PLOS ONE | DOI:10.1371/journal.pone.0163897 September 29, 2016 1 / 19

a11111

OPENACCESS

Citation: Kopiske KK, Löwenkamp C, Eloka O,

Schiller F, Kao C-S, Wu C, et al. (2016) The SNARC

Effect in Chinese Numerals: Do Visual Properties of

Characters and Hand Signs Influence Number

Processing? PLoS ONE 11(9): e0163897.

doi:10.1371/journal.pone.0163897

Editor: Bert De Smedt, Katholieke Universiteit

Leuven, BELGIUM

Received: January 11, 2016

Accepted: September 18, 2016

Published: September 29, 2016

Copyright: © 2016 Kopiske et al. This is an open

access article distributed under the terms of the

Creative Commons Attribution License, which

permits unrestricted use, distribution, and

reproduction in any medium, provided the original

author and source are credited.

Data Availability Statement: Data are available via

the Open Science Framework at https://osf.io/

pjxgu/.

Funding: Karl K. Kopiske, Christian Löwenkamp
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numbers, despite number magnitude being irrelevant for the task. This association is thought
to be automatic [2]. The SNARC effect is found in a number of tasks (e.g., judgement of parity
[1] or magnitude [3], but even unrelated tasks like finger tapping [4] have been shown to elicit
SNARC-like effects). The most common task is a parity judgement task with horizontally sepa-
rated response buttons: Participants are asked if a number is odd or even, and respond by
pressing one of two buttons either on the left or on the right. The mapping of odd and even to
buttons on the left and on the right will change during the experiment, so that for each number,
left and right responses are given. The variable of interest then is the difference between right-
handed and left-handed response times for each number. Statistically speaking, this is some-
times referred to as difference of response times, or dRT [5], where a systematic linear relation-
ship between number magnitude and dRT indicates a SNARC effect.

Severalmodels have been put forward to explain the effect. The most prominent explana-
tion has been the following: during number processing, an internal mental number line is auto-
matically activated. In Western participants, number magnitude will ascend from left to right
on this line so that small numbers will be on the left and large numbers on the right [6–9]. The
mental number line is mapped into external space; the better mapping location and response
location correspond, the faster the response, giving rise to the SNARC effect. In Western par-
ticipants, for example, small numbers will be mapped to the left of the number line and larger
numbers to the right of the number line. This has also been called the direct mapping account
[9], since it suggests a direct relationship between numbers and space. However, competing
accounts exist. For example, the dual-route explanation [10,11] proposes that the activation of
the mental number line is not necessary in numerical cognition and that humans may manipu-
late numbers without accessing their semantic meaning, purely through automatic activation
of a response associated with the word or symbol. According to the dual-route explanation, the
SNARC effect can also arise, but only when it is necessary to extract the meaning of a number
word, which would then activate the number line. A more general approach than that of a
mental number line was put forward by Proctor and Cho [12,13]. They assume that each num-
ber and response to some extent has a positive or negative polarity, and that the SNARC is a
congruency effect of polarities. For a summary of the ongoing debate about which model best
describes the SNARC effect and related findings, see van Dijk, Gevers, Lafosse and Fias [14].

1.2 To what degree does the SNARC effect depend on notation?

A large number of notations and modalities have been found to elicit a SNARC effect or
SNARC-like effects. These include, besides Arabic digits, visual and auditory number words,
dice patterns [15], letters of the alphabet, months [16], learnedmagnitude relations [17], Ger-
man Sign Language hand signs [18], as well as Japanese [19] and Chinese characters, although
the strength and direction of a SNARC effectmay differ [20]. Thus, it is often claimed that the
SNARC effect is amodal and independent of notation [15,21]. However, studies have reported
results that the direction of number-space mapping depends on interpretation of the numbers
[22], typical context of a symbol [20] or even single number words in a language written in a
different direction presented in a previous trial [23], which has prompted others to say that the
effectmay be more dependent on the particular stimuli and experimental design used. For
reviews on this issue, see Gevers and Lammertyn [24] or Wood, Willmes, Nuerk and Fischer
[25].

Indeed, where a SNARC effect can and cannot be found has informed several hypotheses
about underlyingmechanisms of the effect. One example is the common notion that the effect
is strongly influenced by reading habit (see e.g. [24,26]). This was already hypothesised in the
original paper [1], which reported a strong left to right SNARC effect in French participants,
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but a significantly weaker effect in Iranians (whose native language is written right-to-left) liv-
ing in France, with the strength of the SNARC effect possibly related to the length of time since
moving to France. This influence is thought to hold for both reading habit of numbers and of
words, as Shaki, Fischer and Petrusic [27] found by testing Israeli (reading habit for words:
right to left, numbers: left to right; no clear SNARC effect) and Palestinian participants (words
and numbers: right to left; clear right to left SNARC effect). Similar findings have supported
this idea, as a vertical SNARC effect (speed-advantage of top-small and large-bottom responses
over top-large and small-bottom) has been demonstrated in Taiwanese participants [20], who
may read a significant portion of text vertically. A vertical SNARC effect was also demonstrated
in Japanese participants [19], although the direction was reversed here, with smaller numbers
being responded to faster when the response was on the lower of two vertically separated
response buttons. This is interesting since reading habit would be the same in the samples stud-
ied by Hung et al. [20] and Ito and Hatta [19], and indeed Ito and Hatta do not cite reading
habit as an explanation for their vertical effect at all, but rather explain it in terms of a separate,
general association of magnitude and space [19].

This idea of a general magnitude-space association is supported by findings that a vertical
SNARC effect can also be found in European and American participants [28–30], although it
appears to be less automatically activated than the horizontal SNARC in tasks where the mag-
nitude of the stimulus or the vertical dimension of the response is irrelevant [28,29]. Such asso-
ciations in a direction that does not correspond with typical reading habit are central evidence
for the notion of a general magnitude-space association, although they have also been taken as
evidence that the effectmay bemore dependent on short-term influences as opposed to long-
term habits than previously assumed [23].

These associations are also very relevant to the question of whichmechanisms might be
behind a general association of space and magnitude. In addition to the polarity account of Proc-
tor and Cho [12], it has also been related to grounded cognition by Fischer and Brugger [31],
who proposed three levels of stimulus-dependent space-magnitude associations: (a) Grounded
representations, in which basic properties of the world determine the associations (e.g., the fact
that stacking objects creates increasingly higher piles would contribute to a large-upwards associ-
ation) (b) embodied cognition, where representations are influencedby associations with body
parts, such as hands or fingers (c) situated cognition,with the representation being dependent on
the context. Evidence for this view has come for example from Bächtold et al. [22], where concep-
tualising numbers as a ruler or a clock produced opposite results. Additionally, finger counting
habit has also been found to affect the SNARC effect (e.g. [32]; see [33] for a review and [34] for
an imaging study reporting consistent modulations of neural activation), in that the strength of
the SNARC effect differed between participants that start counting on their left hand and those
that start on their right hand. Within such a framework [31], studying effects of numerical cogni-
tion and specifically the SNARC effect in hand signs is especially interesting, as the notion of
embodied cognitionwould predict properties of these hand signs to directly influence the spatial
representation of magnitude presented through hand signs.

1.3 Our study: Employing Chinese characters to investigate notation

dependence

Our study tested whether or not a horizontal SNARC effect can be found for Arabic digits, sim-
ple-form Chinese characters, and Chinese hand signs in participants living and raised in Main-
land China. The Arabic digits notation was included to measure the well-known horizontal
SNARC effect as a baseline to compare the other notations to, while each of the other notations
allowed us to test specific predictions.

The SNARC Effect in Chinese Numerals

PLOS ONE | DOI:10.1371/journal.pone.0163897 September 29, 2016 3 / 19



It has been proposed that generally, number processing in Chinese speakers may differ fun-
damentally from number processing inWestern participants [35]. It has also been suggested
that the semantic processing of Chinese characters differs from that of Arabic digits [35,36],
specificallywith regard to its temporal properties.More specifically, whileMainland Chinese
and Taiwanese participants display a horizontal SNARC effect in Arabic digits [20,37], Tai-
wanese participants may not display a clear horizontal SNARC effect for Chinese characters
[20]. The main difference between participants from Taiwan and Mainland China is that
whereas horizontal writing was formally introduced in mainland China in 1955 and used
henceforth, in Taiwan a similar guideline was introduced for official documents in 2004 (see
[38], accessed via [39]), and there remain texts (including e.g. books, textbooks) that are writ-
ten vertically. Thus, the exposure to vertical text would be greatly different, despite the charac-
ters being the same. Finding a clear horizontal SNARC effect for Chinese characters in our
Mainland Chinese participants would emphasise the importance of reading and writing experi-
ence and provide more evidence for it being independent of notation, while the opposite find-
ing would point towards there being an effect of notation.

Chinese hand signs were included to test for the effect in a neither purely symbolic, nor
purely non-symbolic notation in which the effect had never been tested before. It has been
shown that notations defined by numerosity (e.g. dice patterns, [15]) can evoke a SNARC
effect, as can hand signs[18,40]. However, in Western sign languages, numbers tend to be rep-
resented by the same number of fingers, making it a non-symbolic representation based on fin-
ger numerosity. Chinese hand signs, on the other hand, are represented through finger
numerosity for numbers 1. . .5, and purely symbolically for numbers 6. . .10 (displayed through
different signs using one, two, or three fingers–see Fig 1), which means that one cannot assume
that the same effect will necessarily be present. Finding a SNARC effect in this notation, and
especially in the higher (symbolically represented) range, would indicate that indeed the mag-
nitude displayed in hand signs can elicit the effect independently of the number of fingers seen.
Such a finding would also make this notation potentially a beneficial, confound-free embodied
notation to test predictions of embodied cognition with regards to participant counting prefer-
ences or body postures. On the other hand, a difference between symbolically and non-symbol-
ically represented numbers would reinforce the notion that hand signs where the number of
fingers represents magnitude are susceptible to a confound of magnitude and numerosity.

Fig 1. The stimuli used in our experiments. (a) Arabic digits, (b) simple-form Chinese characters, (c) Chinese

hand signs as used in Chinese Sign Language. Stimuli in each column represent identical numbers. Note that the

number 5 is omitted in all notations. This enabled us to use it as the standard for the magnitude judgement task.

Hand signs images retrieved from https://en.wikipedia.org/wiki/Chinese_number_gestures, created by Wikipedia

user Ningling, and used under the terms of the GNU Free Documentation License.

doi:10.1371/journal.pone.0163897.g001
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1.4 Our study: Methodology and research questions

We tested the effect in the two most common tasks in the SNARC literature: Parity judgement
(i.e., judging if a number is odd or even) and magnitude judgement (i.e., judging if a number is
smaller or larger than a standard, in this case 5). Beside the obvious difference between the
tasks, they may also differ with regards to the information that is activated, as previous studies
have shown that secondary tasks that tax workingmemory suppress the SNARC effect in parity
judgement when verbal resources are required for the secondary task, whereas the SNARC
effect in magnitude judgement is suppressed by visuospatial secondary tasks [3,41]. If parity
judgement and magnitude judgement depend primarily on verbal and visuospatial informa-
tion, respectively, it would be plausible for magnitude judgement to be more affected by the dif-
ferences in visual complexity between the notations. We also tested for a numeric distance
effect in the magnitude judgement task (i.e., faster response times when the numerical distance
between the stimulus and the standard is larger), a commonmarker of semantic processing
[7,42], to test whether the magnitude judgement task was indeed executed based not on purely
visual features but based on magnitude information, which would be a prerequisite to interpret
the results from it as indicative of a space-number association.

In summary, we tested for the existence of a horizontal SNARC effect in native Chinese par-
ticipants living in Beijing using three different notations and two tasks. These notations and
tasks allowed us to (a) investigate the processing of a mixed symbolic and non-symbolic
(numerosity-based), embodiednotation (b) separate reading habit and notation for Chinese
characters by comparing our results to those of a study conducted with Taiwanese participants,
and (c) test if our results would persist under different task demands inherent to parity judge-
ment and magnitude judgement.

2 Experiment 1: Parity judgement

A classic parity judgement paradigmwas used in experiment 1, in the three different notations
Arabic numbers, Chinese characters, and Chinese hand signs. The goal was to test for the exis-
tence of a horizontal SNARC effect in native Chinese speakers who grew up in Mainland
China, using the most common task for SNARC experiments.

2.1 Participants

Twenty-six native Chinese speakers (all at least 18 years old, age: M = 22.5, SD = 2.0), recruited
September 2011, participated voluntarily for an agreed pay of 50 RMB. All were right-handed
by self-report, 12 were female. All had normal or corrected-to-normal vision. All were students
of Tsinghua University, Beijing, and naive to the purpose of the task.

All participants were adults, 18 years or older, recruited from the Tsinghua University Bio-
medical Engineeringdepartment. Participants gave written, informed consent. They were com-
pensated by a previously agreed amount (see specifics for each experiment in the manuscript)
that reflected the standard payment in the department. Participants signed their name on the
consent sheet, but no identifying information was contained in the experimental data itself,
and the consent sheet could not be linked to any data. On the consent sheet, participants also
confirmed that they had normal or corrected-to-normal vision and hearing, as well as no atten-
tion disorders. Participants that did not meet all of these criteria were not tested, and no data
or records of any kind were recorded of them. The information was also not linked to any
information in the data, and no furthermedical information was collected. Consent sheets are
being stored in a locked cabinet at the University of Hamburg Psychology department that is
only accessible to members of the department.
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Both experiments were conducted in accordance with to the 1964 Declaration of Helsinki,
and following ethical guidelines of the German Psychological Society (DGPs) and the Profes-
sional Association of German Psychologists (BDP) (2005, C.III). The study was conducted
within the International Graduate Research Group "Cross-modal Interaction in Natural and
ArtificialCognitive Systems" (CINACS) that was reviewed and approved by the German
Research Foundation (DFG, project number IGK-1247) which did not require further Institu-
tional ReviewBoard approval. The reviewed description of this research group included
response time tasks like the ones conducted for this study.

Our experiments lasted at most 65 minutes, during which participants were allowed to
take as many breaks as they wished. They consisted of standard two-alternative-forced-
choice response time tasks that required quick button presses in response to numbers dis-
played on a standard computer screen. For these experiments, no particular risk of harm or
stress was apparent to us, other than the possibility that participants may find the monoto-
nous task somewhat tedious. Thus, we did not seek further ethical approval for this particu-
lar study. We retroactively asked the Local Ethics Committee of the Faculty for Psychology
and Human Movement Science, University of Hamburg to assess whether ethical review
would have been necessary. The committee came to the conclusion that this was not the
case.

2.2 Stimuli and apparatus

Participants were seated approximately 60 cm in front of a 19” LCDmonitor (effective screen
diagonal: 48 cm) using a resolution of 1024 � 768 pixels with a refresh rate of 60 Hz and gave
responses via a standard QWERTY USB-keyboard. They were presented with the numbers
1. . .4, 6. . .9 in three different notations: Arabic numbers, Chinese characters, and Chinese num-
ber gestures as used in Chinese Sign Language and displayed with the left hand, see Fig 1. Num-
bers were presented as 225 pixel � 225 pixel tagged image file (tif) images, centrally displaying
Chinese and Arabic characters of font size 60 and images of hands of approximately equal size
(app. 24 mm � 24 mm, corresponding to about 2.3 degrees of visual angle). The stimuli were
presented in a customMATLAB program using Psychophysics Toolbox 3 [43].

2.3 Procedure

The experiment was segmented into 6 blocks: Two blocks for each parity mapping, that is,
left = even; right = odd and left = odd; right = even, for each of the three notations Arabic dig-
its, Chinese characters, and Chinese hand signs. Each block consisted of practice trials until 8
correct responses were given, followed by 288 experimental trials (8 numbers � 36 repeti-
tions). This resulted in at least 1776 trials total, and 1728 experimental trials. The order of
blocks was counterbalanced between participants, with blocks of the same notation pre-
sented consecutively and each participant being assigned to one of 12 groups (6 sequences
of blocks � 2 sequences of mapping). The numbers within each block were randomised.
Before each block, participants were instructed which of the buttons “s”and “l”on the key-
board was to be pressed for even numbers and which for odd numbers. In each trial, a fixa-
tion cross (font size 40) appeared for a mean duration of 500 ms (400 ms + random value
from an exponential distribution with mean = 100 ms), followed by the stimulus presented
until a response button was pressed, but at most 2000 ms. This was followed by a pause of
250 ms. After every error, the participants saw the word “wrong!”written in red, font size
40, centrally on the screen for 250 ms. In total, the experiment lasted between 50 and 65
minutes.
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2.4 Data analysis

A total of four participants had to be excluded from data-analysis: Two because of the number
of errors made (more than 2 SD above the mean), one for being unfamiliar with some stimuli,
and one because of technical difficulties.This left us with 22 participants for analysis. Response
times were trimmedwith 200 ms as the lower cut-off and each participant’s median RT for
each notation plus three standard deviations as upper cut-offs, respectively, which eliminated
1.7% of trials from analysis.

We ran two main types of analysis: First, we ran a 3 (notation) � 2 (side of response) � 4
(numerical magnitude) � 6 (order) ANOVA over RTs. The factor order was a between-subject
factor that coded the order of blocks. Numbers were assigned to four magnitude bins (1 and 2,
3 and 4, 6 and 7, 8 and 9) to control for confounding effects like the MARC effect (markedness
association of response codes [44]) and to keep the analyses in line with recently proposed
methodology [45,46]. Note that markedness, the property of beingmarked as unique, or
uncommon [47], is a linguistic concept in which the English words “odd” and “even” differ,
but not the Chinese equivalents. Thus, we did not expect the same mechanism to have an effect
here. However, a similar effect would have been plausible: In Chinese,奇偶, literally “odd
even”, means parity. Hence, we tested for an advantage of “left-odd” and “right-even”
responses. Greenhouse-Geisser-correctedp-values [48] along with Greenhouse-Geisser epsilon
(εGG) are given for factors with more than two levels. Second, we computed response time dif-
ferences between right-handed responses and left-handed responses (dRTs) for each partici-
pant, number and notation, which we then used to compute linear regression slopes of dRT
over number and magnitude bin (in ms per digit or ms per bin, respectively, see Table 1). For
each notation, these slopes were then submitted to t-tests against 0 to clarify if the SNARC
effect persisted in each notation. Third, we submitted these dRT slopes to a Bayesian analysis
that can have some advantages over frequentist statistics (e.g., Dienes [49,50]) and allowed us
to disambiguate whether non-significant results when testing for a SNARC effect, or for a dif-
ference between SNARC effects, should be interpreted as evidence for the absence of an effect
or as a consequence of inconclusive data. We followed the guidelines proposed by Jeffreys [51]
for the interpretation of Bayes factors (BFs). In short, throughout this paper we refer to BFs
below 1/100 as decisive evidence for the H0, BFs below 1/10 as strong evidence for the H0, and
BFs below 1/3 as substantial evidence for the H0. BFs between 1/3 and 3 indicate that the data
are not sensitive enough to draw strong conclusions. BFs above 3, above 10, and above 100 rep-
resent substantial, strong, and decisive evidence in favour of the H1, respectively.

2.5 Results

There was a significant main effect on RTs for numerical magnitude (F(3, 48) = 24.281, pGG

< .001, εGG = .712) and notation (F(2, 32) = 72.226, pGG < .001, εGG = .803). There was no

Table 1. Regression coefficients of dRT over number and dRT over magnitude bins.

Notation Regression dRT by number R Regression dRT by magnitude bins R

Digits exp. 1 y = 26.4–5.1x±0.9 .101 y = 31.3–12.2x±2.3 .096

Digits exp. 2 y = 28.9–7.5x±1.6 .246 y = 36.6–18.1x±3.9 .239

Characters exp. 1 y = 16.1–3.7x±1.1 .068 y = 20.2–9.0x±2.6 .067

Characters exp. 2 y = 12.8–4.5x±2.3 .080 y = 18.0–11.0x±5.4 .080

Hand signs exp. 1 y = 14.2–3.2x±1.1 .039 y = 15.7–7.0x±2.5 .032

Hand signs exp. 2 y = 7.8–2.6x±2.8 .021 y = 11.6–6.8x±6.8 .023

Note: Mean coefficients of the linear regression are given as y in ms, x in ms/digit and ms/bin, respectively, ± SEM. R indicates explained variance.

Experiment 1: Parity judgement, experiment 2: Magnitude judgement.

doi:10.1371/journal.pone.0163897.t001
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main effect of side (F(1, 16) = .496, p = .491), but a significant interaction side � numerical
magnitude (F(3, 48) = 14.076, pGG < .001, εGG = .598), indicating a possible SNARC effect.
We also observed a significant notation � numerical magnitude interaction (F(6, 96) =
11.556, pGG < .001, εGG = .564), as larger numbers were processed slower in all notations,
but especially so in Chinese hand signs and Chinese characters, which may reflect the fact that
visual complexity increases in these notations. Crucially, the three-way notation � numerical
magnitude � side interaction that would have indicated a different SNARC effect depending
on the notation was not significant (F(6, 126) = 1.427, pGG = .232, εGG = .716), and no main
effect (F(5, 16) = 0.515, p = .761) of factor order was significant, with the only significant
interaction being order � side (F(5, 16) = 6.498, p = .002; all other interactions n.s., p > .13),
indicating that participants were faster in the mapping they had learned first. Left-handed
and right-handed RTs from this task are plotted in Fig 2.

We then computed dRTs for each number and used these to run regressions of dRTs by
number, see Table 1. The resulting slopes were tested for difference against 0 to investigate if a
SNARC effect existed in each notation, as negative slopes would indicate smaller dRTs (i.e., rel-
atively faster right-handed responses) the larger the number. They revealed a SNARC effect for
Arabic digits (t(21) = -5.461, p< .001),Chinese characters (t(21 = -3.395, p = .003), and for Chi-
nese hand signs (t(21) = -2.879, p = .009. BFs were calculated following the logic proposed by
Dienes [49,50], comparing the likelihoodof a point-hypothesis at 0 to that of a uniform distri-
bution ranging from 0 to the dRT slope reported in a meta-analysis by Schiller et al. [54] of
-5.74 ms/digit. They confirm that the effect in Arabic digits (BF> 1000; decisive evidence), as
well as both Chinese characters (BF = 147.6; decisive evidence) and Chinese hand signs
(BF = 30.2 strong evidence) are robust effects. Bayes factors testing for a real difference between
dRTs obtained from our experiment by comparing likelihoods of a point-0 H0 to an H1 of
slope(dRTnotation1) = slope(dRTnotation2) reported strong or decisive evidence for the H1 in all
cases (all BFs> 10), indicating that dRT slopes were comparable and the non-significant
three-way interaction indeed pointed towards no difference. Testing for a MARC-like effect of
an advantage for left-odd and right-even responses revealed no evidence of such an effect, as
dRTs did not differ between odd and even numbers (t(21) = -0.799, p = .433). For comparabil-
ity with other studies, we calculated slopes for both dRT by number and dRT by magnitude
bin, see Table 1.

2.6 Discussion

Our results from a parity judgement task indicate that there was a clear horizontal SNARC
effect in all notations. Importantly, and unlike previous results [20], this includes Chinese char-
acters. This could be explained by differences in reading habit between participants from Tai-
wan [20] and mainland China (this study). But it should also be noted that this is the first time
that a SNARC effect could be demonstrated in Chinese hand signs. The slope of -5.1 ms/digit
for Arabic digits compared well to a recent meta-analysis of SNARC parity judgement experi-
ments found inWestern participants (-5.74 ms/digit [54]). The effect was not significantly
smaller in other notations (all p> .06, which according to our Bayes factors was not just a
product of insensitive data, although the explained variance varied somewhat, see Table 1. This
is supported by the fact that BFs gave strong evidence in favour of a horizontal SNARC effect
in all notations.

3 Experiment 2: Magnitude judgement

Experiment 2 used the same procedure as experiment 1, with the main difference that we used
a magnitude judgement paradigm. That is, participants judged whether a given number was
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smaller or larger than 5. We chose to conduct another experiment since some participants told
us during experiment 1 that they used visual features of some of these notations to complete
the task. Thus, we used a different task with a different grouping of numbers, and additionally
presented participants with a self-designedquestionnaire following the experiment in which
we asked them about any strategies used, allowing us to test if any SNARC effect we would find

Fig 2. Left-handed and right-handed responses to each number in each notation, parity judgement task. SNARC effect: Right-

handed responses slower than left-handed responses for small numbers, faster for large numbers. Error bars indicate within-subject

SEMs for each number, pooled across each contrast of numbers [52,53]. Horizontal dashed lines indicate grand means of RTs for each

notation.

doi:10.1371/journal.pone.0163897.g002
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would be robust to such strategies that might not rely on processing numerical magnitude (i.e.,
the main driver of the SNARC effect).Since the stimulus features would still allow completing
the magnitude judgement task in Chinese hand signs based primarily on visuospatial features
(see Fig 1), and it has been suggested that semantic processing of Chinese characters and Chi-
nese hand signs may occur slightly later in processing than for Arabic digits [35], we also
included analyses of numerical distance effects. A numerical distance effect suggests semantic
processing of the stimuli [7,42], since it can best be explained by numerical magnitude, which
is to say the meaning of a numerical stimulus.

3.1 Participants

Twenty-five native Chinese speakers (at least 18 years old, age: M = 24.4, SD = 2.6), recruited
September and October 2013, participated voluntarily for an agreed pay of 30 RMB. All were
right-handed by self-report, 11 were female. All had normal or corrected-to-normal vision. All
were university students, 18 years or older, either enrolled or doing project work at Tsinghua
University, Beijing and naive to the purpose of the task. Written, informed consent was
obtained prior to the experiment from each participant according to the 1964 Declaration of
Helsinki. Data were kept anonymously and could not be linked to names on the consent
sheets–see section 2.1 for details.

3.2 Stimuli and apparatus

Participants were seated approximately 60 cm in front of an Acer (Acer Inc., New Taipei, Tai-
wan) laptop computer with a 15.6” flat screen (effective screen diagonal: 40 cm) running at
1024 � 768 pixel with a refresh rate of 60 Hz. Responses were given via an integrated German
QWERTZ-keyboard. The stimuli used were identical to those in experiment 1. Due to the dif-
ferent screen, the size was slightly different at app. 20 mm � 20 mm, or approximately 2 degrees
of visual angle. The main difference to experiment 1 was that participants now had to decide
whether a given number was smaller or larger than 5 (magnitude judgement task). After test-
ing, we administered a self-designed 9-item questionnaire containing mainly multiple-choice
questions about their perception of the experiment and, crucially, about whether or not they
used strategies other than number processing in any of the conditions. The question on the use
of strategies was split between one multiple-choice item asking whether or not strategies were
used, and an open-ended question asking participants who answered “yes” what strategies they
used.

3.3 Procedure

The experiment was segmented into 6 blocks: Two blocks (left = small and left = large) for each
of the three notations, Arabic digits, Chinese characters, and Chinese hand signs. The blocks,
groups, instructions and feedback were analogous to experiment 1. Following the experiment,
participants filled out the questionnaire. In total, the experiment lasted between 50 and 65
minutes.

3.4 Data analysis

One participant had to be excluded from analysis due to the number of errors made (more
than 2 SD above the mean), leaving 24 participants for analysis. The data were analysed in the
same way as in experiment 1 by computing an ANOVA, followed by dRTs and slope analyses
over trimmedRTs, see section 2.4 for details.We also computed BFs for comparing a point-
hypothesis at 0 to a uniform distribution from 0 to the mean dRT slope for magnitude
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judgement experiments (-7.9 ms/digit) reported in a recent meta-analysis [54], see section 2.5.
1.7% of trials were excluded through the trimming procedure. To test for distance effects, we
ran another ANOVA with the factors notation (3 levels) and distance from comparison (i.e., |
x-5|, 4 levels) over response times, followed by regression analyses of dRT by number for each
notation, see section 2.4.

3.5 Results

Again, we found a significantmain effect for numerical magnitude (F(3, 54) = 56.607, pGG <

.001, εGG = .761) and notation (F(2, 36) = 88.489, pGG < .001, εGG = .932), and this time also
for side (F(1, 18) = 8.159, p = .010) on RTs. There were also significant interactions side � mag-
nitude (F(3, 54) = 9.586, pGG < .001, εGG = .521) and notation � magnitude (F(6, 108) = 15.022,
pGG < .001, εGG = .774), the former indicating a SNARC effect. Again, no three-way interaction
of side � magnitude � notation was observed (F(6, 108) = 1.973, pGG = .130, εGG = .491). Similar
to Experiment 1, the order of the tasks had hardly any effect on these results: There was no sig-
nificant main effect of the factor order (F(5, 18) = 0.597, p = .703) and only the 3-way interac-
tion of the factors order � side � magnitude (F(15, 54) = 2.681, εGG = .521, pGG = .026) was
significant. All six other interactions with factor order were not significant (all p> .05). Future
research and replications will need to clarify whether this significant 3-way interaction indi-
cates a modulation of the SNARC effect by order of blocks, or whether this is a false positive
due to testing of multiple interactions [55].

As in experiment 1, we computed regressions of dRTs by number (see Table 1). There was a
significant SNARC effect for Arabic digits (t(23) = -4.770, p< .001), a trend for Chinese charac-
ters (t(23) = -1.958, p = .062), and no significant SNARC effect for Chinese hand signs (t(23) =
-0.943, p = .356). Similarly, our Bayesian analysis shows decisive evidence for a SNARC effect
in Arabic digits (BF> 1000), substantial evidence for a SNARC effect in Chinese characters
(BF = 4.5), but inconclusive data regarding the effect in Chinese hand signs (BF = 1.1). RTs for
left-handed and right-handed responses from this task can be seen in. Bayes factors testing for
differences between dRTs in the data from this experiment were much less clear in experiment
2, giving substantial evidence for the notations Arabic digits and Chinese characters being simi-
lar (BF = 3.1), but showed that the data were in fact insensitive to detect a difference or absence
thereof on the other comparisons (Arabic digits vs. Chinese hand signs: BF = 0.4; Chinese char-
acters vs. hand signs: BF = 1.1).

An ANOVA with factors notation and distance over RTs revealedmain effects of distance
(F(3, 69) = 93.289, pGG < .001, εGG = .828), notation (F(2, 46) = 71.528, pGG < .001, εGG =
.990), as well as a notation � distance interaction (F(6, 138) = 4.001, pGG = .003, εGG = .751).
Regression slopes of distance by RT were significant for all notations (Arabic digits: t(23) =
-6.823, p< .001; Chinese characters: t(23) = -16.218, p< .001; Chinese hand signs: t(23) =
-5.674, p< .001).

Asking participants about their use of strategies other than number processing (see section
3.1 for the motivation, 3.2 for details on the questionnaire) revealed that 8 of 24 participants
had used some visual strategy. One strategy was reported by multiple participants: 6 partici-
pants stated having categorised the shape of hand gestures by visual features, such as complex-
ity or “straightness” of fingers to decide if numbers were smaller or larger than 5. We re-
analysed the notation Chinese hand signs separately for participants who used this visual strat-
egy and for those who did not. Grouping participants like this gave us mean regression coeffi-
cients of dRT by number of y = 65.3–11.6x for participants who reported having used
categorization based on visual features, and y = -11.3 + 0.4x for participants who did not. Both
of these slopes were not significantly different from 0 (both p> .19). However, the Bayesian
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analysis revealed substantial evidence for the effect being truly non-existent in participants not
using a strategy (BF = 0.3), while the data were insensitive for participants using a visual cate-
gorisation strategy (BF = 1.9). Interestingly, the distance effect was present for both groups
(visual strategy: -4.3 ms/digit; no visual strategy: -7.2 ms/digit), see Fig 3.

Fig 3. Left-handed and right-handed responses to each number in each notation, magnitude judgement. SNARC effect: Right-

handed responses slower than left-handed responses for small numbers, faster for large numbers. Distance effect: Increased responses

times for numbers closer to the middle. Bottom right: Participants who reported using visual categorisation (per our questionnaire; plotted

in grey) vs. those who did not. Note the slightly compressed y-axis in this plot. Error bars indicate within-subject SEMs for each number,

pooled across each contrast of numbers [52,53]. Horizontal dashed lines indicate grand means of RTs for each notation.

doi:10.1371/journal.pone.0163897.g003
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3.6 Comparing the experiments

Running a 3 (notation) � 2 (side) � 4 (numerical magnitude) � 2 (experiment) ANOVA over
RTs revealed a significantmain effect for experiment. Participants responded faster in magni-
tude judgement (F(1, 44) = 6.655, p = .013). This was the case for all notations, as supported by
the fact that there was no experiment � notation interaction (F(2, 88) = 0.495, pGG = .609, εGG =
.987). However, there was no interaction of either side � numerical magnitude � experiment
(which would indicate a different SNARC effect for each experiment–F(3, 132) = 0.460, pGG =
.577, εGG = .499) or side � numerical magnitude � notation � experiment (which would indicate
that notational differences in the SNARC effect depend on the type of experiment–F(6, 264) =
0.442, pGG = .748, εGG = .568).

As it has also been suggested that space-number associations becomemore salient the lon-
ger a participant takes to react [56], we conducted an analysis in which we aggregated RTs by
latency bins. For this, we vincentized the data, such that for each quantile of the RT-distribu-
tion, separate means were computed [57,58]. We applied this procedure by calculating in each
experiment vincentizedRTs for each experimental condition (i.e., 2 side x 2 number x 3 nota-
tion). These vincentizedRT were then used to calculate dRTs and the corresponding dRT
slopes in the usual fashion (Fig 4). As expected [56], in both experiments and for all notations,
dRT slopes decreased by bin (i.e., becamemore strongly negative, indicating a stronger
SNARC effect). A 2 (experiment) � 3 (notation) � 4 (bin) ANOVA over dRT slopes revealed
that this effect was statistically significant (main effect of bin: F(2, 88) = 29.177, pGG < .001,
εGG = .557), in a way that could not be explained by any interaction with another factor (inter-
action bin � notation: F(4, 176) = 2.365, pGG = .087, εGG = .613; interaction bin � experiment: F
(2, 88) = 0.454, pGG = .524, εGG = .557; all other interactions also n.s., all p> .3).

3.7 Discussion

In the magnitude judgement task, our regression analysis showed a clear horizontal SNARC
effect in Arabic digits (-7.5 ms/digit; again very similar to the -7.90 ms/digit found for magni-
tude judgement by a recent meta-analysis [54]) a trend towards a SNARC effect in Chinese
characters, and no significant SNARC effect in Chinese hand signs. Still, while the t-tests failed
to reach significance, the ANOVA revealed no significant interaction between the SNARC
effect and notation, indicating that these data do not support the non-existence of a horizontal
SNARC effect. Bayes factors revealed that our data were too noisy to take this as strong evi-
dence either for or against differences in the strength of the SNARC effect. In fact, even t-tests
comparing regression slopes over dRT directly did not provide evidence for a difference in
effects (all p>.10), and Table 1 shows the slopes to be quite similar. This is consistent with the
Bayesian results, which indicate that there was a horizontal SNARC effect in Chinese charac-
ters, and the data were insensitive in the case of Chinese hand signs, rather than there being no
effect.

4 General Discussion

For the first time, we demonstrated a horizontal SNARC effect in Chinese characters and Chi-
nese hand signs. The only other study known to us that used Chinese characters was conducted
in Taiwan, and no horizontal SNARC effect was found [20]. However, participants in this
study were assumed to have different experiences of reading and writing in Chinese from our
participants in Mainland China. Our results thus indicate that not finding a SNARC effect for
Chinese characters in Taiwanese participants cannot be attributed to the notation alone. We
also found a horizontal SNARC effect for Chinese hand signs, consistent with the idea that the
spatial mapping of numbers is independent of notation and an integral part of number
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processing [59]. At the same time, it is worth mentioning that some previous studies have pro-
posed a qualitatively different processing of Chinese characters and by Chinese speakers in
general [35,36], in which case it is by no means obvious to expect similar effects. The SNARC
effect was also less robust in Chinese hand signs than in other notations. Our data allow us
only to speculate why this might be the case, but it is possible that this was due to a confound-
ing influence of visual features like finger numerosity, which has been proposed to evoke
space-number association [18] and could have interfered with a SNARC effect of number mag-
nitude. Indeed, participants responded faster with the right hand to hand signs for 3 and 4
(represented through relatively high numerosities within our stimulus range). Still, the overall
result is that the SNARC effect persists in Chinese characters and hand signs, with minor dif-
ferences depending on experiment or notation. This emphasises that it may be a promising

Fig 4. dRTs computed from vincentized RTs. Colours indicate the three notations, Arabic digits, Chinese characters, and Chinese hand signs.

Bins in ascending order by RT (i.e., bin 1 contains the fastest responses). Note the more strongly negative dRT slope in bins with slower RTs.

doi:10.1371/journal.pone.0163897.g004
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tool to further investigate the mechanisms involved in the processing of Chinese numerals, and
of numbers by Chinese speakers regardless of notation. Further research may also investigate
which resources are used in the processing of these different notations. Finding a SNARC effect
in Chinese hand signs makes this notation a potential tool to investigate phenomena of embod-
ied numerical cognition. Our experiments do not allow such tests, as we did not manipulate
any features of the hand signs, but there are some predictions of the embodiment theory that
could be tested [31]: This theory predicts that finger-counting habits would impact the associa-
tion of space and number, as should the orientation or posture of the hands. Finally, hand
signs above 5 also offer the possibility of testing numerical cognition in hand signs that are not
defined by finger numerosities, thus separating embodiment and numerosity.

Considering that the mechanisms giving rise to the SNARC effect likely differ somewhat
betweenmagnitude judgement and parity judgement [3,41], it was not clear whether to expect
a similar effect in both our experiments. Our analyses revealed no quantifiable effect of the task
on the SNARC effect, indicating that task differencesmay not have a big influence on the size
of the effect. However, other properties of the data reflect the differences between the two
tasks, as we found that there was vastly more inter-individual variability in the magnitude
judgement task, which also led to the fact that SNARC effects in Chinese hand signs and Chi-
nese characters failed to reach significance in magnitude judgement but not in parity judge-
ment. We also observed the typical shape of the SNARC effect with almost constant dRTs on
each side of the standard, but a big offset between the two sides (compare the distance between
lines in Fig 3 to e.g. Fig 2 of [56]). These dRTs, along with dRTs split by latency quantile, can
be seen in Fig 4. We split responses into four quantiles by latency to test for the time course of
the SNARC effect in our experiment, as it has been proposed that the magnitude of the effect
may increase for slower responses [56]. Splitting responses into bins by latency following the
vincentizing procedure proposed by Ratcliff [57], we observed that in both experiments, slower
responses showed a markedly stronger SNARC effect. This is consistent with previous results
[56] and the time course of several other similar effects [60]. Gevers et al. [56] suggested that
this may be due to weak activations taking longer to take effect, so that they would not influ-
ence relatively fast responses, which would in consequence show an on average weaker SNARC
effect than slower responses. Our experiments did not test this prediction, but our results are
verymuch in line with it.

It may be interesting in future studies to use these two Chinese notations to study the under-
lying mechanisms of the SNARC effect. Our finding of a robust distance effect across all partic-
ipants, notations and number ranges in magnitude judgement represents evidence that
numerals were indeed processed semantically in all these conditions, compatible with Liu
et al.’s [36] view that Chinese numerals are encoded in parallel in multiple modalities. Of
course, it is not surprising for Chinese native speakers to automatically process the meaning of
hand signs–what is interesting is that processing to this level was fast enough to be detected in
our task, as evidenced by the strong numerical distance effect.

This distance effect was present even when participants employed a visual categorisation
strategy, and there was no significant speed difference between the two groups (p = .524, mean
RT without strategy: 544 ms, with strategy: 521 ms). Indeed, this may serve as one possible
explanation why somewhat counter intuitively and contrary to what we would have predicted,
the SNARC effect was notably stronger instead of weaker in participants using a categorisation
strategy vs. those who did not. If semantic processing occurred even when participants
employed visual categorization, then it is not surprising to find the usual SNARC effect, in
addition to a possible amplification of the typical offset [56] between two sides of a standard in
magnitude judgement. In fact, the difference between these two groups was so large that partic-
ipants who did use a strategy displayed the largest SNARC effect we found in our experiment,
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while the participants who did not showed no SNARC effect at all. This is certainly compatible
with the idea that in each task, different mechanisms beyond semantic processing (verbal in
parity judgement, visuospatial in magnitude judgement) contribute to the effect, although the
small number of participants reporting categorisation gives us only rather noisy data on this.

5 Conclusion

We found a horizontal SNARC effect in all three notations. For Chinese characters and Chi-
nese hand signs, this is the first time that we know of that a horizontal SNARC effect has been
demonstrated. These effects were slightly smaller than in Arabic digits. The effect persisted in
all notations in the parity judgement task, with more mixed results in magnitude judgement.
This speaks for the ubiquity of the SNARC effect in number representation and can be used in
further research on differences in number processing betweenChinese speakers and Western
participants.
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26. Göbel S. Up or down? Reading direction influences vertical counting direction in the horizontal plane—

A cross-cultural comparison. Front Psychol. 2015; 6: 1–12. doi: 10.3389/fpsyg.2015.00228 PMID:

25852583

27. Shaki S, Fischer MH, Petrusic WM. Reading habits for both words and numbers contribute to the

SNARC effect. Psychon Bull Rev. 2009; 16: 328–331. doi: 10.3758/PBR.16.2.328 PMID: 19293102

The SNARC Effect in Chinese Numerals

PLOS ONE | DOI:10.1371/journal.pone.0163897 September 29, 2016 17 / 19

http://www.ncbi.nlm.nih.gov/pubmed/9751438
http://dx.doi.org/10.3389/fnhum.2011.00182
http://www.ncbi.nlm.nih.gov/pubmed/19447752
http://www.ncbi.nlm.nih.gov/pubmed/15082328
http://dx.doi.org/10.1016/0010-0277(92)90049-n
http://www.ncbi.nlm.nih.gov/pubmed/18313655
http://www.ncbi.nlm.nih.gov/pubmed/17723063
http://www.ncbi.nlm.nih.gov/pubmed/15478760
http://dx.doi.org/10.1016/j.cognition.2008.01.002
http://dx.doi.org/10.1016/j.cognition.2007.04.017
http://dx.doi.org/10.1016/0010-0277(92)90049-n
http://dx.doi.org/10.1016/j.cognition.2007.06.004
http://www.ncbi.nlm.nih.gov/pubmed/12684205
http://dx.doi.org/10.1027/1618-3169.56.5.361
http://www.ncbi.nlm.nih.gov/pubmed/11789429
http://dx.doi.org/10.1080/02643290244000239
http://dx.doi.org/10.1037/0278-7393.33.5.832
http://www.ncbi.nlm.nih.gov/pubmed/16076066
http://dx.doi.org/10.1080/135467996387552
http://dx.doi.org/10.1080/135467996387552
http://www.ncbi.nlm.nih.gov/pubmed/21298424
http://www.ncbi.nlm.nih.gov/pubmed/22291629
http://dx.doi.org/10.3758/bf03193988
http://www.ncbi.nlm.nih.gov/pubmed/20957581
http://dx.doi.org/10.1037/a0026729
http://dx.doi.org/10.1007/s00221-011-2562-x
http://dx.doi.org/10.3758/bf03193988
http://dx.doi.org/10.1037/0278-7393.33.5.832
http://dx.doi.org/10.3758/PBR.16.2.328
http://dx.doi.org/10.1016/s0010-0277(02)00234-2
http://www.ncbi.nlm.nih.gov/pubmed/22288694
http://dx.doi.org/10.3758/bf03195857
http://www.ncbi.nlm.nih.gov/pubmed/1511583
http://www.ncbi.nlm.nih.gov/pubmed/19293102
http://dx.doi.org/10.3389/fpsyg.2015.00228
http://dx.doi.org/10.1027/1618-3169.53.1.58
http://dx.doi.org/10.1007/s004260100065
http://www.ncbi.nlm.nih.gov/pubmed/17678639
http://www.ncbi.nlm.nih.gov/pubmed/17572403
http://www.ncbi.nlm.nih.gov/pubmed/16719568
http://dx.doi.org/10.1037/0033-2909.132.3.416
http://www.ncbi.nlm.nih.gov/pubmed/25852583
http://dx.doi.org/10.1016/s0028-3932(98)00002-5
http://dx.doi.org/10.1027/1618-3169.52.3.187
http://www.ncbi.nlm.nih.gov/pubmed/16610273
http://www.ncbi.nlm.nih.gov/pubmed/17201377
http://dx.doi.org/10.1016/j.cognition.2007.06.004


28. Gevers W, Lammertyn J, Notebaert W, Verguts T, Fias W. Automatic response activation of implicit

spatial information: Evidence from the SNARC effect. Acta Psychol. 2006; 122: 221–233. doi: 10.

1016/j.actpsy.2005.11.004 PMID: 16423320

29. Holmes KJ, Lourenco SF. Orienting numbers in mental space: Horizontal organization trumps vertical.

Q J Exp Psychol. 2012; 65: 1044–1051. doi: 10.1080/17470218.2012.685079 PMID: 22630356

30. Schwarz W, Keus IM. Moving the eyes along the mental number line: Comparing SNARC effects with

saccadic and manual responses. Percept Psychophys. 2004; 66: 651–664. doi: 10.3758/bf03194909

PMID: 15311664

31. Fischer MH, Brugger P. When digits help digits: Spatial-numerical associations point to finger counting

as prime example of embodied cognition. Front Psychol. 2011; 2: 1–7. doi: 10.3389/fpsyg.2011.00260

PMID: 22028696

32. Fischer MH. Finger counting habits modulate spatial-numerical associations. Cortex. 2008; 44: 386–

392. doi: 10.1016/j.cortex.2007.08.004 PMID: 18387569

33. Previtali P, Rinaldi L, Girelli L. Nature or nurture in finger counting: A review of the determinants of the

ditrection of number-finger mapping. Front Psychol. 2011; 2: Article 363. doi: 10.3389/fpsyg.2011.

00363 PMID: 22319502
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ABSTRACT – The mental number line (MNL) is a popular metaphor for magnitude 1 

representation in numerical cognition and is often assumed to represent numerical input for 2 

manipulation whenever a transformation between magnitude formats is required. The shape of 3 

the MNL has been much investigated and has frequently been reported as being nonlinear. We 4 

investigated whether this shape reflects a phenomenon of the mapping from stimulus to internal 5 

magnitude representation or of the mapping from internal representation to response. In five 6 

experiments (total N = 66), participants adjusted the location of magnitudes on a ruler-like 7 

response bar. Magnitudes were either presented symbolically to the participants (i.e., as arabic 8 

number), or nonsymbolically (i.e., as clouds of dots). Responses to symbolic stimuli were 9 

linear, while responses to nonsymbolic stimuli were power-shaped. This suggests that the 10 

nonlinearity is due to the mapping from stimulus to internal representation. We also investigated 11 

whether the nonlinearity could be explained by effects of previous trials, but such effects were 12 

(a) not strong enough to explain the nonlinear responses, and (b) existed only between trials of 13 

the same input notation, corroborating the notion that the nonlinearity is due to input 14 

transformations. Introducing veridical or distorted feedback affected the responses, but only 15 

temporarily and responses to nonsymbolic stimuli remained nonlinear. We conclude that the 16 

nonlinearity is a phenomenon of the mapping from nonsymbolic input format to internal 17 

magnitude representation and that the phenomenon is surprisingly robust to calibration 18 

 19 

Keywords: Numerical cognition, nonsymbolic magnitude, number line, calibration 20 

  21 
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1 Introduction 1 

The model of the mental number-line (MNL) for an internal scale of numerical magnitude has 2 

been around at least since the 1960’s (Moyer & Landauer, 1967), but was in its current form 3 

postulated by Dehaene (1992). Dehaene proposed the MNL to be one element of a model of 4 

number representation that sought to explain, among other things, the ability of neurological 5 

patients to make approximate, but not exact judgements based on simple verbal input, as well as 6 

spatial-numerical stimulus-response associations (SNARC - Dehaene, Bossini, & Giraux, 1993). 7 

In this view, the MNL determines the internal mapping between numbers and other forms of 8 

magnitude. In this article, we use the MNL in a similar sense to refer to the internal 9 

representation that gives rise to an observable response function. Our goal was to investigate 10 

encoding mechanisms and representation-to-output transformations that may give rise to 11 

particular attributes of this response function, in particular its nonlinear shape (Dehaene, 2003).  12 

1.1 The shape of the MNL, and its relation to non-symbolic number 13 

Dehaene (̛1992) noted that the mapping of non-symbolic magnitude to symbolic magnitude 14 

(e.g., numbers) tends to be non-veridical, showing systematic underestimation for large 15 

magnitudes; a finding that caused him to propose a MNL that was compressed and possibly 16 

logarithmic in shape: response(x)~log(x), with x being the numerical magnitude of the stimulus. 17 

Two things should be noted with respect to the shape of the MNL.  18 

Firstly, the MNL is not the same as this response function. The MNL refers to the internal 19 

representation of magnitude, the response function to the output generated by a participant in a 20 

task. While the response function might be nonlinear, the internal representation might still be 21 

linear. A related point is that the origin of both the shapes of the MNL and the response function 22 

has been much debated (Barth & Paladino, 2011; Cantlon, Cordes, Libertus, & Brannon, 2009; 23 
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Cicchini, Anobile, & Burr, 2014; Cohen & Blanc-Goldhammer, 2011; Dehaene, 2003; 1 

Dehaene, Izard, Pica, & Spelke, 2009; Siegler & Opfer, 2003), as has the question whether 2 

testing one allows inferences about the other. Drawing conclusions from a response about an 3 

internal representation requires knowledge of the mapping between the two, and of potential 4 

response biases. For example, it has been argued that in a classic  task of locating numbers (or 5 

other forms of magnitude) on a horizontal line akin to a ruler, participants actually perform a 6 

proportion judgement, which in turn relies heavily on reference points (Barth & Paladino, 2011; 7 

but see also Opfer, Siegler, & Young, 2011). At the same time, this ruler-like task is one of the 8 

few tasks that allow a non-symbolic output of magnitude, which bypasses a non-symbolic-to-9 

symbolic transformation that is required for other tasks as, for example, verbalising magnitude. A 10 

recently proposed potential solution to the problem of proportion judgments is allowing 11 

participants to go beyond the presented ruler, thereby effectively allowing a judgement of 12 

multiples (Cohen & Blanc-Goldhammer, 2011; Link, Huber, Nuerk, & Moeller, 2014). Another 13 

potential confound that may bias responses independently of internal representation is the known 14 

tendency towards the mean, be it of a scale or of previous responses. This has recently been 15 

brought up as criticism of the notion that a compressed response suggests a compressed 16 

representation of magnitude (Cicchini et al., 2014), and has been applied to other judgements for 17 

a long time (Haubensak, 1992; Parducci & Perret, 1971). 18 

 Secondly, the systematic underestimation in numerical estimation for large magnitudes can be 19 

explained in several ways that do not assume a logarithmic transformation. A fairly similar view 20 
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is that of the response being a power function1 of x, which is indeed what even proponents of 1 

an internal logarithmic MNL have argued (Izard & Dehaene, 2008). This will often result in very 2 

similar fits in behavioural data (indeed, the models may be virtually indistinguishable unless the 3 

number range is extended to include very large numbers, see Opfer et al., 2011), and fit similarly 4 

well to the corresponding neural activation (Nieder & Miller, 2003). That said, the two are based 5 

on slightly different classic concepts with slightly different implications, as a logarithmic 6 

function implies an additive effect when stimulus magnitude is increased by a given factor 7 

(Fechner, 1860), while a power function implies a multiplicative effect of the same increase 8 

(Stevens, 1957). Finally, in designs employing a bounded response, a linear internal 9 

representation may also be compatible with a compressed response function if another 10 

assumption is made, that of size-dependent variability (see Weber’s Law, Fechner, 1860; such a 11 

relationship has also been found for transformations between symbolic and non-symbolic 12 

magnitudes, see e.g. Cordes, Gelman, Gallistel, & Whalen, 2001; Dehaene, 1992; Whalen, 13 

Gallistel, & Gelman, 1999): If variability increases with the response, a larger tail of the 14 

distribution for large responses would be truncated by the bound than for smaller response, 15 

resulting in a systematic underestimation of large magnitudes (see e.g. Cantlon et al., 2009).  16 

                                                 

1 Such a function has the form response(x) = b * xa and is often modeled and plotted as log(response(x))= 

a*log(x)+b, taking advantage of the fact that a*log(x) = log(xa) and log(b) + log(x) = log(b*x). In other words, a 

power function can be fitted linearly when a logarithm is applied to both sides of the equation, and therefore looks 

linear in a log-log plot. 
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1.2 Our study 1 

Our goals were twofold: Firstly, to investigate which step of an input-output transformation 2 

gives the MNL its characteristic nonlinear shape – that is, whether the same shape would be 3 

achieved with not only symbolic-output measures, but also different variations of a non-symbolic 4 

number estimation task. To do this, we compared number lines obtained from symbolic-to-5 

nonsymbolic, as well as nonsymbolic-to-symbolic transformations, having participants map 6 

different types of input to the same output measure, as well as the same input to different output 7 

measures.  8 

Secondly, we wanted to find out if previous-trials effects and calibration (or a lack thereof) 9 

could explain the shape of the responses, and if so if any effects of previous trials and of 10 

calibration would persist between trials of different input types, as well as different output 11 

measures.  12 

To test this, we employed two methods: A nonsymbolic response, in which participants were 13 

asked to indicate the magnitude represented by the stimulus on a response bar akin to a ruler 14 

(similar to previous studies, e.g. Cicchini et al., 2014; Dehaene, Izard, Spelke, & Pica, 2008; 15 

Siegler & Opfer, 2003), as well as a simple numeric response, in which participants typed the 16 

corresponding number on a keyboard. The ruler-based task was performed with both Arabic 17 

numbers (experiments 1-4) and clouds of dots as nonsymbolic stimulus magnitudes (experiments 18 

2-5). We also varied features of the response bar between experiments to rule out alternative 19 

explanations (e.g., we employed both numerosities and numbers as endpoints). The number 20 

response task was performed only in experiment 5. In this experiment, participants received both 21 

veridical as well as perturbed feedback in order to investigate the mechanisms behind calibration 22 

of the MNL. For an overview of all conditions and experiments, see Table 1.  23 
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 Table 1: Tasks and stimuli used in our experiments. 1 
Experiment Input Output Endpoints Comment 

Exp. 1 symbolic response bar symbolic  

Exp. 2a symbolic response bar symbolic  

Exp. 2b non-symbolic response bar symbolic  

Exp. 3a symbolic response bar symbolic starting position 
random 

Exp. 3b non-symbolic response bar non-symbolic starting position 
random 

Exp. 4a symbolic response bar symbolic endpoints & 
starting position 
random 

Exp. 4b non-symbolic response bar non-symbolic endpoints & 
starting position 
random 

Exp. 5a non-symbolic response bar non-symbolic with feedback; 
otherwise like 3b 

Exp. 5b non-symbolic typed number none with feedback 
 

Note: Details about the response bar are described in section 2.1.2. Detail about the stimuli used as non-2 
symbolic endpoints given in section 3.2.2. For each experiment, conditions a and b were presented in a 3 
blocked design that included both separate and interleaved blocks. 4 

 5 

For each experiment and each type of input and output, we fit separate linear, logarithmic and 6 

power functions to assess the shape of the response function. Our predictions were as follows: 7 

We expected the response function for Arabic digits to be almost linear, and the response 8 

function for nonsymbolic magnitudes to be better fitted through a logarithmic or power-function 9 

model. We expected this relation to hold true for both the ruler-based task (experiments 1 … 4) 10 

and the number-response task (experiment 5). We also expected dependencies between 11 

consecutive trials. If these were equally strong between different types as within types, this would 12 

speak for a calibration of the mapping from internal magnitude to the number line, or a 13 

calibration of nonsymbolic magnitude-to-internal magnitude mapping. These two possibilities 14 

were investigated in experiment 5, where the latter would predict a calibration effect between 15 

tasks. 16 
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2 Experiment 1: Testing the response function 1 

In the ruler-based task employed in all experiments, participants clicked on a response bar 2 

displayed horizontally on a computer screen. A similar method has been used in numerous 3 

experiments (e.g., Cicchini et al., 2014; Dehaene et al., 2008; Nieder & Miller, 2003). To verify 4 

that this method was not in itself susceptible to artefacts, we tested it in experiment 1 with the 5 

simplest, most straightforward number line task we could find: Mapping Arabic numbers to a 6 

horizontal ruler marked on the left and on the right by Arabic numbers (see Figure 1).   7 

2.1 Methods 8 

2.1.1 Participants 9 

Six participants (age range: 25 to 39 years, mean age 32.2, 4 female) took part in the 10 

experiment. All participants were volunteers taking part without compensation, consisting of 11 

graduate students and faculty members of the University of Hamburg Department of Psychology. 12 

In this and all following experiments, participants gave written, informed consent and their data 13 

were protected according the 1964 Declaration of Helsinki. 14 

2.1.2 Apparatus  15 

Sitting in front a 21’’ LCD monitor (effective screen diagonal: 52 cm), participants were 16 

presented with a centrally displayed number (font size 60 pixel, app. 2° of visual angle). Below 17 

the number, a response bar was displayed (located near the bottom of the screen, centrally on the 18 

x-axis, app. 20° of visual angle). In the middle of the response bar was a black block (a square of 19 

20 px * 20 px, corresponding to approx. 6 mm * 6 mm). The block could be moved horizontally 20 

by the participants using a standard USB mouse. Participants were asked via on-screen 21 



SYMBOLIC AND NONSYMBOLIC NUMBER LINES 9 

instructions to move the block to the location that they perceived as the position the number 1 

belonged to and then click the mouse button to register this position (see Figure 1).  2 

 2.1.3 Procedure 3 

In each trial, the number was displayed until the participant either performed the mouse click or 4 

a maximum of three seconds had elapsed; after which a fixation cross appeared for on average 5 

500 ms (inter-stimulus-interval was defined as 400 ms + a pseudo-random value from an 6 

exponential distribution with m = 100 ms) until the next trial. Trials that were not completed in 7 

time were repeated at a random time later during the experiment and a corresponding error 8 

message ("Please answer within 3 seconds!") appeared on the screen. At the start of the 9 

experiment, a response bar was presented on the screen below the instructions to let participants 10 

familiarise themselves with the bar and the adjustment block for as long as they liked, while 11 

clicking was disabled. All experiments were implemented in a custom MATLAB program using 12 

Psychtoolbox 3 (Kleiner, Brainard, & Pelli, 2007). 13 

 To be able to verify the results from our models and to enable easier detection of previous-trial 14 

effects, the experiment was conducted in a blocked design, with one block containing pseudo-15 

random numbers (in which stimuli were randomly drawn from numbers 1…200, with no 16 

duplicates), as well as two oddball blocks. These were included to test specifically to what degree 17 

responses would be influenced by the trials directly preceding them, as is often found in repeated-18 

measures designs (Haubensak, 1992) and has been proposed specifically for processing of 19 

nonsymbolic number (Cicchini et al., 2014). In these blocks, either were 87.5% of trials high 20 

numbers (from top third, 134…200) and 12.5% of trials numbers from the opposite end of the 21 

range (1…66), or vice-versa for high and low numbers. All participants started with a random-22 

number block, followed by two oddball blocks. The order of oddball-up and oddball-down blocks 23 
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was counterbalanced between participants. Each block consisted of 64 trials, resulting in a 1 

total of 192 trials for the whole experiment.  2 

2.2 Data analysis 3 

Our main dependent variable was the location of the click on the response bar. This was coded 4 

as the relative position on the response bar, with 0 corresponding to a click on the left-most end 5 

of the response bar and 1 to a click on the right-most end. Responses given after less than 200 ms 6 

were eliminated. Outliers were eliminated according to the following method: For each presented 7 

magnitude x we linearly interpolated the ‘expected’ response based on responses to stimuli [x-10, 8 

x+10] (truncated for responses near the top or bottom end of the stimulus range). We determined 9 

the SD of the residuals of the linear interpolation for all responses excluding the response to x. 10 

Responses greater than 3 SD removed from the ‘expected’ response for considered outliers. In 11 

experiment 1, this applied to 28 trials (2.4% of all trials).   12 

Responses, aggregated by numeric values, were fitted to three models: A linear function (y = a 13 

+ b*x), a logarithmic function (y = a + b*log(x)), and a power function (y = a*x^b), with x being 14 

the numeric value of the stimuli and y the response of the participants. Note that the intercept for 15 

the power function was fixed at 0, since (a) we wanted to fit the same number of parameters in all 16 

models, and (b) this form is the classic power function common in research on human perception 17 

(Stevens, 1957; Teghtsoonian, 1965). 18 

 Coefficients for the models were fit for each participant. The best-fitting model type, as 19 

indicated by the lowest Akaike information criterion (AIC; Akaike, 1974; see Burnham & 20 

Anderson, 2004, for guidelines on the interpretation of AIC and ΔAIC), was selected. This model 21 

was then used to investigate if previous-trial effects would explain more variance in the data. To 22 

do this, we fit a linear, logarithmic or power model to the trial-–by-trial data, and compared the 23 
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fit of this simple model to a model that included the numeric magnitude in the previous trial 1 

as an additional predictor. We also conducted a repeated-measures ANOVA with relative error 2 

(defined as: (response(x)-x)/x) as the dependent variable and the 3-level factor oddball 3 

(‘up’/’down’/’no oddball’) to investigate if oddball-trials displayed a systematically different 4 

error to other trials, that is, whether responses would be affected by preceding trials. Greenhouse-5 

Geisser correction (Greenhouse & Geisser, 1959) was applied in all situations where sphericity 6 

could be violated. Bonferroni-Holm correction was applied to all t-test (Holm, 1979). 7 

2.3 Results and Discussion 8 

We found that the data were fit best by a linear model of y = 1.07x – 7.90, explaining 99% of 9 

the variance. Including the magnitude presented in the previous trial created a slightly better fit 10 

(ΔAIC = -2.71), with the predictor having a negative weight (b = -0.0139). Detailed descriptions 11 

of all models can be seen in in Table 2, visualisations of the models can be seen in Figure 2. 12 

Our ANOVA revealed a main-effect of the factor oddball (F(2, 10) = 28.01, pGG < .001, eGG = 13 

.83), although post-hoc t-tests (comparing relative error in oddball-trials to relative error in all 14 

range-matched non-oddball trials) indicated that while descriptively, oddball trials where the 15 

oddball was smaller produced a smaller response than non-oddball trials and vice-versa for 16 

oddball-trials ‘upwards’, these were not statistically significant differences (t(5) = -1.228, p = 17 

.274 and t(5) = 1.153, p = .301, respectively).  18 

The main goal of experiment 1 was to ascertain that the mapping of numbers to our response 19 

bar was relatively accurate. This was indeed the case: The mapping was almost perfectly linear, 20 

and the slope of the model was close to 1. Thus, we felt confident using this condition as a 21 

control in the following experiments. With regards to previous-trial effects, a positive coefficient 22 

in the model for previous magnitude indicates that relatively larger previous trials would lead to 23 
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somewhat larger responses, while the analysis of oddball trials hinted towards the opposite 1 

pattern. These were exploratory analyses, however, and we aimed to test this in the experiments 2 

that followed. 3 

3 Experiment 2, 3, and 4: Nonsymbolic magnitude and its relation to symbolic magnitude 4 

Experiments 2, 3, and 4 incorporated not only symbolic, but also nonsymbolic magnitudes as 5 

stimuli. That is, half of the trials consisted of participants being presented with Arabic digits and 6 

clicking on the respective position on the response bar, the other half consisted of the same task 7 

but with participants being presented with clouds of dots instead of digits. They were instructed 8 

to assess the number of dots in these clouds, and select the appropriate location on the response 9 

bar in the same way as with Arabic digits.  10 

The experiments differed only in subtle, but nevertheless important details (see Figure 1, Table 11 

1). Experiment 2 employed a response bar with numerical endpoints, for both symbolic and 12 

nonsymbolic stimuli. These were presented in a blocked design that included both blocks of one 13 

notation only and mixed blocks containing both notations. This gave us a first idea if our method 14 

was appropriate for nonsymbolic stimuli, and whether our results would be in line with the 15 

literature. In experiment 3, we employed a response bar with endpoints defined by nonsymbolic 16 

numerosities for nonsymbolic stimuli (so that the mapping from nonsymbolic magnitude to 17 

output did not involve a symbolic notation). In Experiment 4, we used the design of experiment 18 

3, but flipped around the response bar in half of the trials, such that the upper end would now be 19 

on the left side. We also randomised the starting position of the adjustment block on the response 20 

bar, which had previously always been in the middle, to prevent participants from learning to 21 

execute movements rather than performing an estimate for each trial. Each participant took part 22 
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in only one of the experiments 1…4. The purpose of these experiments was to investigate 1 

whether (a) the typical MNL shape could reliably be found in number line tasks with symbolic 2 

and nonsymbolic input, even when controlling for possible confounds, and (b) whether there 3 

would be previous-trial effects within, or even between trial-types. 4 

  5 

Figure 1: Schematic depiction of our experiments. Top left: Experiment 1. Top right: Experiment 2, 6 
nonsymbolic stimuli. Middle left: Experiment 3, nonsymbolic stimuli. Middle right: Experiment 4, 7 
nonsymbolic stimuli. Bottom: Experiment 5, response bar (left) and number-response (right). The red 8 
block indicates the feedback that was given after a trial.  9 

3.1 Experiment 2: Symbolic and nonsymbolic magnitude on a standard response bar 10 

In experiment 2, we introduced nonsymbolic stimuli in addition to symbolic stimuli (numbers). 11 

Thus, we were able to compare the responses in the same task – that is, responses on a ‘ruler-like’ 12 

response bar – for symbolic and nonsymbolic stimuli.  13 
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3.1.1 Methods 1 

3.1.1.1 Participants 2 

Eight participants (students of University of Hamburg, aged between 19 and 26 years, mean age 3 

= 22.9; 6 female) were tested. Each participants received course credit or 8€/hr.  4 

3.1.1.2 Apparatus 5 

The same setup as in experiment 1 was used. The main difference was that we employed not 6 

only symbolic, but also nonsymbolic stimuli. These non-symbolic stimuli were generated using a 7 

modified version of a program developed by Gebuis and Reynvoet (2011) that will generate 8 

clouds of dots and was designed to keep visual stimulus properties uninformative about the 9 

number of dots in a certain design. In our design, keeping visual dimensions completely 10 

uninformative about number would have been impossible, since nonsymbolic magnitude is 11 

ultimately defined by visual features, and all of our stimuli differed in magnitude. Thus, we 12 

settled for a compromise in which the visual features total area of the clouds of dots (r = .41), 13 

density (r = .28), surface are of the dots (r = .57) and circumference of the cloud (r = .77) were 14 

all imperfectly correlated with nonsymbolic magnitude. 15 

3.1.1.3 Procedure 16 

As in experiment 1, participants indicated the position of a symbolic or nonsymbolic stimulus 17 

on a response bar presented horizontally between the numbers 1 and 200 (in all tables and 18 

figures, the symbolic condition is indicated as Exp. 2a and the non-symbolic as Exp. 2b; the same 19 

nomenclature is used for experiments 3 and 4). Symbolic and non-symbolic stimuli were 20 

presented in a counterbalanced blocked design that contained single-type, random magnitude 21 

blocks, single-type, oddball blocks, and mixed-type, oddball blocks. Blocks were randomised in 22 

the same manner as in experiment 1, with the order of symbolic, nonsymbolic and mixed blocks 23 
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counterbalanced between participants. The random-number block was always the first for 1 

each stimulus type, and the mixed blocks were always at the end of the experiment. In total, 2 

participants completed 11 blocks of 64 trials each, for 704 trials overall.  3 

3.1.2 Data analysis 4 

Analyses mirrored those from experiment 1, with the addition of stimulus type as another 5 

independent variable. Because of this, we fit the same three models (linear, logarithmic, power) 6 

to responses to each of the stimulus types (symbolic and nonsymbolic). To be able to investigate 7 

previous-trial effects between stimulus types, we added an interaction term to the previous-trial 8 

model that allowed for a differential effect of ‘same type’ or ‘different type’ previous trials. We 9 

also included ‘stimulus type’ as an additional 2-level factor in the ANOVA, and conducted 10 

separate post-hoc t-tests for each type when testing for oddball-effects.  11 

3.1.3 Results & Discussion 12 

A total of 114 trials (2%) had to be removed, as participants had not given an answer. A further 13 

83 trials (1.5%) were excluded as outliers (see section 2.2). Of the remaining data, trials that 14 

contained symbolic stimuli and trials that contained nonsymbolic stimuli were each separately 15 

fitted to three models (linear, logarithmic, power model; see Figure 2). For the symbolic stimuli, 16 

the best fit was again a linear model (y = 1.06x -8.23; R2 = .99). The same was true for the 17 

nonsymbolic stimuli, although the model was markedly different (y = 0.69x + 17.88) and the fit 18 

was not as good (R2 = .91). The data were fitted better when the model included the previous 19 

magnitude as a predictor with a positive weight (ΔAIC = -7.65, b = 0.0344). Introducing an 20 

additional interaction between previous trial magnitude and previous trial type improved the fit 21 

marginally (ΔAIC = -2.01) and revealed that the weight for previous trials was somewhat smaller 22 

when the trial type was different to the current trial (bdiff = 0.0041, bsame = 0.0380). 23 
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A 2 (trial-type: symbolic or nonsymbolic) * 2 (block-type: mixed or homogenous) * 3 1 

(oddball) factor repeated-measures ANOVA on relative error indicated only one interaction: 2 

Trial-type * oddball (F(2, 14) = 19.26, pGG = .003, eGG = .53). All other effects were non-3 

significant (ps > .12). Post-hoc t-tests gave only tentative evidence, as only comparing ‘upwards’ 4 

oddballs with regular trials gave some indication of an effect (t(7) = -3.82, p = .007; all other ps > 5 

.2).  6 

 7 

Figure 2: Data from experiments 1…4, compared to linear, logarithmic, and power models. Left to right: 8 
Experiments 1…4. Top row: Symbolic stimuli. Bottom row: Nonsymbolic stimuli. For details on the 9 
experiments, see Table 1. 10 

To summarise, our results from experiment 2 also showed that response-bar responses to 11 

symbolic magnitudes (numbers) were almost perfectly linear and veridical. Responses to 12 

nonsymbolic magnitudes showed the characteristic underestimation for relatively large numbers, 13 

but interestingly still were fit better by a linear function than a logarithmic or power function.  14 
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Additionally, larger magnitudes displayed in previous trials seemed to correlate with slightly 1 

larger responses. 2 

3.2 Experiment 3: Symbolic and nonsymbolic magnitude on a response bar with nonsymbolic 3 

endpoints 4 

A potential drawback of experiment 2 was its use of numeric endpoints, which means that one 5 

could argue that the output measure was in fact not really nonsymbolic. To remedy this, we 6 

conducted experiment 3, in which we used nonsymbolic magnitudes as endpoints to the response 7 

bar.  In all other respects the experiment was identical to Experiment 2. 8 

3.2.1 Methods 9 

Again, we recruited eight participants from the same pool as in experiment 2 (aged between 20 10 

and 29 years, mean age = 23.9; 6 female). As in experiment 2, all participants indicated the 11 

position of a symbolic or nonsymbolic stimulus on a response bar. The only difference to 12 

Experiment 2 being that the endpoints of the response bar for the nonsymbolic stimulus now were 13 

a single dot on the left and a cloud of 200 dots on the right instead of Arabic numbers. 14 

3.2.2 Results & Discussion 15 

We removed 76 trials (1.3%) because of a lack of a valid answer, and 73 trials (1.3%) as 16 

outliers. The remaining data were modelled in the same fashion as in experiment 2, indicating a 17 

linear model as the best, and once again near perfect, fit for symbolic responses (y = 1.07x – 18 

10.74; R2 = .99). Responses to nonsymbolic stimuli were fit best by a power model (y = 12.66 * 19 

x^0.48), which explained 82% of the variance. The data were not fit better when previous number 20 

was included as a predictor (ΔAIC = 0.71, b = 0.0183), but slightly better when accounting for 21 

previous number split up by previous trial type (ΔAIC = -1.75, bdiff = -0.0273, bsame = 0.0241). 22 

The usual 2*2*3 ANOVA on relative error revealed no interactions between factors (all p > .13) 23 
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and no main effects, either (all p > .16). However, when oddball trials were tested against 1 

magnitude-matched non-oddball trials, this showed a significant difference between upwards 2 

oddball trials with nonsymbolic stimuli (t(7) = -3.92, p = .006), while other differences were not 3 

significant when correcting for multiple comparisons (downwards oddballs, nonsymbolic: t(7) = 4 

2.55, p = .038; upwards symbolic: t(7) = -2.61, p = .035; downwards symbolic: t(7) = 0.86, p = 5 

.421), although they all pointed in the same direction: Oddball trials tended to err more towards 6 

the middle than other trials in the same number range, consistent with the fact that previous trials 7 

had a positive weight in the model. 8 

Again, we found a virtually veridical response function to symbolic magnitudes, with a notable 9 

underestimation and previous-trial dependency present for responses to nonsymbolic magnitudes. 10 

This was fit best by a logarithmic model. Responses to nonsymbolic stimuli were generally not 11 

predicted as well by the actual magnitude presented as in experiment 2 (see Table 2), perhaps 12 

indicating that the response-bar task was more difficult with nonsymbolic endpoints. Still, the 13 

response function was quite similar to the response function in experiment 2b (see Figure 2). 14 

3.3 Experiment 4: Symbolic and nonsymbolic magnitude with left/right flipped endpoints 15 

In experiment 4, we wanted to preclude that what participants had been giving were stereotyped 16 

responses. To prevent them from using such a strategy, we slightly increased the difficulty of the 17 

task and introduced another input-response mapping by (a) flipping randomly the response bar in 18 

half of the trials, thus displaying the largest magnitude on its left side and the smallest magnitude 19 

on the right (b) randomly varying the starting position of the adjustment block in each trial. 20 

3.3.1 Methods 21 

Eight participants from the same pool as in experiments 2 and 3 (aged between 20 and 32 years, 22 

mean age = 25.7; 4 female) took part in the experiment. The task was mostly the same as in 23 
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experiment 3, but in 50% of the trials (randomly distributed within each block), the response 1 

bar was flipped, such that the lower end was on the right and the higher end was on the left. 2 

Additionally, the starting position for the adjustment block was randomized, such that the block 3 

was equally likely to appear anywhere on the response bar at the start of each trial.  4 

3.3.2 Results & Discussion 5 

We had to remove 38 trials (0.7%) for a lacking valid answer, and 102 trials (1.8%) as outliers. 6 

Modelling the responses to symbolic stimuli, the best model was a linear fit of y = 1.02x – 6.26, 7 

explaining 99% of the variance (Figure 2). The nonsymbolic responses were once again fit best 8 

by a power model (y = 32.50* x^0.26; R2 = .54). Including the magnitude of the previous trial did 9 

not improve the fit (ΔAIC = 0.99), although including an interaction term did (ΔAIC model with 10 

interaction vs. simple model: -5.19), indicating that previous trials actually had a negative weight 11 

if they were of a different type (bdiff = -0.0777), and much smaller negative weight when they 12 

were of the same type (bsame = -0.0061). The standard 2*2*3 repeated-measures ANOVA on 13 

relative error revealed a main-effect of oddball (F(2, 14) = 20.20, pGG = .003, eGG = .51), but no 14 

other main effect (all p > .6), with statistically significant interaction of oddball*trial-type (F(1, 15 

7) = 7.23, p = .031) and the three-way interaction (F(2, 14) = 7.89, pGG = .025, eGG = .51). No t-16 

test comparing oddball-trials to range-matched regular trials indicated any significant difference 17 

(ps > .6). 18 

As was found in previous experiments, responses to symbolic stimuli were fit best by a linear 19 

function with a slope close to 1, while responses to nonsymbolic stimuli resembled a logarithmic 20 

function. This strengthens the results from experiments 2 and 3, as the results were similar even 21 

when the experiment was designed to prevent participants from learning mouse movements as 22 

opposed to considering the desired location of the click.  23 
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Table 2: Linear, logarithmic and power models fit to data from all experiments. 1 
Exp Condition lin log power Previous trial 

weight 
Previous trial 
weight by 
type 

1 Symbolic 1.07x-7.90 60.85*log(x) – 
163.28 

0.27*x^1.27 B = -0.0139  
- 

  R2 = .99 R2 = .80 R2 = .98 ΔAIC = -2.71  

2 Symbolic 1.06x-8.23 60.23*log(x) – 
161.93 

0.32*x^1.23 B = 0.0344 
 
 
ΔAIC = -7.65 

Bsame = 
0.0380 
Bdiff = 0.0041 
 

 R2 = .99 R2 = .81 R2 = .99 

Nonsymbolic 0.69x+17.88 42.67*log(x) – 
96.12 

1.10*x^0.94 

  R2 = .91 R2 = .87 R2 = .89  ΔAIC = -9.66 

3 Symbolic 1.07x-10.74 60.15*log(x)-
163.82 

0.31*x^1.23 B = 0.0183 
 
 
ΔAIC = 0.71 

Bsame = 0.241 
Bdiff = -0.0273 
  R2 = .99 R2 = .79 R2 = .99 

Nonsymbolic 0.58x+49.50 37.34*log(x)-
53.17 

12.66*x^0.48 

  R2 = .77 R2 = .80 R2 = .82  ΔAIC = -1.75 

4 Symbolic 1.02x-6.26 58.02*log(x)-
154.57 

0.43*x^1.16 B = -0.0193 
ΔAIC = 0.99 

Bsame = -
0.0061 
Bdiff = -0.0777 
 

 R2 = .99 R2 = .79 R2 = .99 

Nonsymbolic 0.36x+67.13 
 

23.04*log(x)+ 
3.09 
 

32.50*x^0.26 
 

  R2 = .50 R2 = .52 R2 = .54  ΔAIC = -5.19 

5 response 
bar, pre-FB 
 
 
response 
bar, FB 
 
response 
bar, post-FB 

0.65x+32.13 41.03*log(x)-
80.84 

4.69*x^0.66 
 

B = 0.0424  
- 

R2 = .84 
 

R2 = .78 R2 = .85 ΔAIC = -
11.43 

0.82x + 17.59 59.92*log(x)-
163.15 

2.97*x^0.77 B = 0.2398 

R² = .93 R² = .88 R² = .94 ΔAIC = -
314.70 

0.79x+24.85 49.29*log(x)-
109.54 

1.56*x^0.91 B = 0.0440 

R2 = .93 R2 = .91 
 

R2 = .91 ΔAIC = -
26.86 

Number-
response, 
pre-FB 
 
 
Number 
response, FB 
 
 

Number 
response, 
post-FB 

0.50x+16.13 
 

30.91*log(x)-
67.22 

1.91*x^0.77 
 

B = 0.0579 
 

R2 = .88 
 

R2 = .83 R2 = .89 ΔAIC = -
35.32 

0.84x +8.59 59.77*log(x)-
170.18 

2.10*x^0.83 B = 0.3258 

R² = .94 R² = .86 R² = .94 ΔAIC = -
463.97 

0.64x+21.63 40.20*log(x)-
87.54 

2.10*x^0.81 B = 0.0648 

R2 = .89 R2 = .86 R2 = .90 ΔAIC = -
39.36 

       
Note: Italics indicate the best-fitting model. ΔAIC given relative to the simplest model. FB: feedback, AIC: 2 
Akaike information criterion (Akaike, 1974; Burnham & Anderson, 2004).  3 
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3.4 Discussion of Experiments 2-4 1 

Two findings appeared robustly in all experiments: Responses to symbolic stimuli had an 2 

almost perfectly linear shape, and responses to nonsymbolic stimuli tended to overestimate low 3 

magnitudes and underestimate higher magnitudes. The former is readily explained by the 4 

proficiency of participants: Despite having limited time available, the symbolic magnitude task 5 

was overall not very difficult. Responses to nonsymbolic stimuli, on the other hand, mirror 6 

known patterns of nonlinearity (Dehaene, 2003; van Oeffelen & Vos, 1982) that is robust across 7 

different variants of the task. Notably, the responses were in all cases fit better by a power 8 

function that by a logarithmic function (see Table 2), which is corroborated by the fact that when 9 

plotted in a log-log graph, the functions appear roughly (Figure 3). These results are also quite 10 

compatible with Dehaene’s notion of a logarithmic number line (Dehaene, 1992) with an ‘output 11 

grid’ (Izard & Dehaene, 2008) transformation. It is also compatible with a dynamic encoding 12 

mechanism as proposed by Cicchini et al. (2014). Notions such as a linear response function with 13 

scalar variability, however, can be dismissed; while the variability does reach a ceiling of sort in 14 

response-bar tasks (Figure 3), this model would predict underestimation for higher numbers, but 15 

not overestimation for smaller numbers.  16 
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 1 

Figure 3: Exploring variability in responses to nonsymbolic stimuli. Left: Responses in a log-log plot. A 2 
power function would be linear in such a plot. Right: Standard deviation by number, for all experiments.  3 

For the explanation of dynamic encoding mechanisms based on previous stimuli to be plausible, 4 

it is a prerequisite that sequential dependencies exist, which was the second question our 5 

experiments sought to answer. Indeed, this was the case, as the fitting of previous-trial models 6 

found a positive relationship between the magnitude of the previous trial and the response in the 7 

current trial, which was consistent with the analysis of oddball trials.  8 

4 Experiment 5: Does calibration of symbolic responses calibrate nonsymbolic responses? 9 

In our final experiment, we sought to explore whether the responses to nonsymbolic stimuli 10 

could be linearized through calibration, and if this could be done for symbolic and nonsymbolic 11 

responses independently. This served the broader purpose of testing if the observed shape of the 12 

responses is better understood as a phenomenon of encoding or of representation-to-response 13 

mapping by comparing sequential effects between stimulus types to calibration effects between 14 
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tasks. To this end, we conducted an experiment in which participants conducted both a 1 

response-bar task like the one described in experiment 3 but with randomised starting positions, 2 

and a classic numerosity-judgement task in which they typed in the estimated number of dots for 3 

each stimulus. Both tasks included feedback blocks to allow participants to calibrate their 4 

responses, with feedback being either (a) veridical, (b) systematically lower, or (c) systematically 5 

higher than the actual magnitude. 6 

4.1 Methods 7 

4.1.1 Participants 8 

Due to the larger number of conditions, we increased the number of participants to a total of 36 9 

(mean age = 24 years, age range 18 to 36; 26 female) from the same participant pool as in the 10 

experiments 2-4. 11 

4.1.2 Procedure 12 

All participants completed two numerosity-estimation tasks: A response-bar task like the one 13 

used in experiment 3, and a simple number-response task, in which participants entered their 14 

estimate via a standard computer keyboard. Stimuli were the same nonsymbolic stimuli as in 15 

experiments 2, 3, and 4. Participants were allowed 3 seconds to respond in the response-bar task 16 

and 4 seconds in the number-response task, as typing the answer was typically somewhat slower 17 

than clicking. 18 

For both the response-bar task and the number-response task, we included a block where 19 

participants received feedback about the correctness of their response. This feedback could be 20 

either veridical (reflecting a 1-to-1 mapping of stimulus to the position on the response bar or the 21 

number to be entered), or distorted by an amount of 15. This distortion (or lack thereof) was 22 

consistent across all trials within one block, but varied independently for the two tasks, and 23 
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distortions were counterbalanced between participants. The order of tasks was also 1 

counterbalanced. Feedback in the number-response task was presented as a red number appearing 2 

on the screen once the participant hit the return key, to the right of the number the participant had 3 

just entered. In the response-bar task, feedback was given through a red square block of the same 4 

size as the adjustment block, appearing on the horizontal bar at the location corresponding to the 5 

correct magnitude (or the correct magnitude +15 / -15).  Participants received 10 practice trials 6 

with feedback on a response bar right before the response-bar task, along with instructions on 7 

how the feedback worked. In the -15 and +15 feedback blocks, stimuli were restricted so that 8 

feedback fell in the 15…85 and 115…185 ranges, such that feedback was never too close to the 9 

bounds of the response bar, or on the ‘wrong’ side of the mid-point, so as to not make the 10 

manipulation too obvious (see Barth & Paladino, 2011). No oddball blocks were included. Each 11 

block consisted of 120 trials, resulting in a total of 720 trials per participant.  12 

4.2 Results 13 

Over both tasks combined, 859 trials had to be removed because no valid answer had been 14 

given (3.3%). A further 330 trials (1.3%) were excluded as outliers. One participant had to be 15 

removed from analysis for not understanding the task. During debriefing, all participants were 16 

asked if they had considered the feedback to be accurate. Six out of 36 participants said that they 17 

had not, which included one participant who had received veridical feedback. Removing these 18 

participants from analysis did not substantially change the results (the following analyses include 19 

those participants). 20 

Similar to the analysis of the other experiments, we first investigated how to best model the data 21 

from each task. We fit separate models for responses given in blocks prior to feedback, during 22 

feedback, and after feedback had been presented. In the number-line task, pre-feedback data were 23 
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fitted best by a power model (y = 4.69*x^0.66; R2 = .85), which fit marginally better than a 1 

linear model (R2 = .85 to .84), with post-feedback data being better fit linearly (y = 0.79x + 2 

24.85; R2 = .93). As was the case in most previous tasks, the data were fit better when including 3 

previous trial magnitude as predictor, both before (ΔAIC = -11.43; b = 0.0424) and after 4 

feedback (ΔAIC = -26.86; b = 0.0440). During feedback, a linear function gave the best fit (y = 5 

2.97*x^0.77; R² = .94), and unsurprisingly there was a very strong previous-trial effect (ΔAIC = -6 

314.70; b = 0.2399). In all three phases, the differences in goodness-of-fit between the power 7 

model and the linear model were marginal, with the logarithmic function doing substantially 8 

worse, see Table 2. For the number-response task, the data were fit best by a power function, in 9 

both the pre-feedback (y = 1.91 * x^0.77; R2 = .89) and post-feedback blocks (y = 2.10 * x^0.81; 10 

R2 = .90). Including the previous trial also improved the fit, pre-feedback (ΔAIC = -35.32, b = 11 

0.0579) and post-feedback (ΔAIC = -39.36, b = 0.0648). With feedback, the linear model did best 12 

(y = 8.59 + 0.84x, R² = .94), and showed a very strong effect of previous trials (ΔAIC = -463.97; 13 

b = 0.3258). Again, model fits were virtually equally good for linear and power functions, but 14 

worse for logarithmic fits. 15 

 To investigate further the effects of feedback on relative error, and to see if the feedback in the 16 

respective other task mattered at all, we further conducted a mixed ANOVA with between-factors 17 

symbolic feedback and nonsymbolic feedback (4 levels each: +15, -15, 0, none), as well as the 18 

within-participant factor trial-type (‘response-bar response' or ‘number response’). 19 

Unsurprisingly, this revealed a main effect of trial-type (F(1, 27) = 33.24, p < .001) but, perhaps 20 

surprisingly, no interaction of trial-type and either feedback factor (trial-type*verbal feedback: 21 

F(2, 27) = 1.35, p = .275; trial-type*nonverbal feedback: F(2, 27) = 0.30, p = .746), which would 22 

have indicated a general impact of feedback on the response. Post-hoc two-sample t-tests 23 

revealed that no response was influenced by feedback in the other task (ps > .24), but indeed also 24 
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that there was only very weak evidence, if any, for an effect of same-task feedback (number-1 

line task, feedback +15 vs. 0: t(20.20) = 0.92, p = .370; feedback -15 vs. 0: t(21.26) = -0.56, p = 2 

.580; verbal task, feedback +15 vs. 0: t(20.95) = 0.38, p = .706; feedback -15 vs. 0: t(15.94) = -3 

2.57, p = .021). This is supported by inspection, see Figure 4.  4 

 5 

Figure 4: Number lines from experiment 5, by feedback. Black: Veridical feedback; light grey: Feedback 6 
distorted by -15; dark grey: Feedback distorted by +15. Pre-feedback panels show data from all groups. 7 
Dashed lines depict identity. Top row: Response-bar task, bottom row: Typed number response. 8 

4.3 Discussion 9 

We conducted experiment 5 for two main purposes: To be able to compare responses obtained 10 

from different tasks with nonsymbolic stimuli, and to investigate the effect of different types of 11 

feedback on the shape of the response functions. The shape we found for the number-response 12 

tasks was indeed different from what was found in previous experiments, in that the best fitting 13 
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model was clearly a power function, as has been proposed by several authors (Izard & 1 

Dehaene, 2008; Krueger, 1972; Nieder & Miller, 2003). We can also see (Figure 3) that this was 2 

the only task where variability increased almost linearly with stimulus magnitude – a typical 3 

feature of magnitude estimation. In the response-bar task, we found a similar, albeit somewhat 4 

steeper and more linear response function than in previous experiments, even before any 5 

feedback had been given. It is possible that the added practice trials had an effect here, although 6 

another possibility is that the lack of a nonsymbolic response-bar task played a role. 7 

With regards to feedback, we can see that response functions were markedly steeper after 8 

feedback was given. Feedback linearized the responses somewhat, although the response function 9 

was still quite far from a veridical function, and the effect did not appear to be permanent. Still, 10 

response-bar responses were also fit better after feedback was given. This was not true of number 11 

responses. . Importantly, feedback effects did not transfer between tasks, indicating that any 12 

calibration was task-specific as opposed to a more general calibration. 13 

5 General discussion 14 

Two classic findings were reproduced in our experiments: response-bar responses to symbolic 15 

magnitude stimuli exhibited a linear shape in adult participants (Anobile et al., 2012; Siegler & 16 

Opfer, 2003), and typed responses to nonsymbolic magnitudes were fit best by a power function 17 

(Izard & Dehaene, 2008; Krueger, 1972; Nieder & Miller, 2003). Still, it should be noted that the 18 

predictions of these models were remarkably similar, as exponents of the power functions tended 19 

to be close to 1 and intercepts of the linear functions close to 0. We also investigated the 20 

response-bar responses to nonsymbolic magnitudes, which were best fit by a logarithmic 21 

function.  22 
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What remains to be explained is the cause of the shape of these responses. Our experiments 1 

(see Table 1, Figure 1) were designed to investigate three questions: Namely, whether responses 2 

would depend on previous trials and whether this could explain the response function shape, 3 

whether response functions for different input (in the same task) and output (with the same input 4 

type) would differ, and whether giving feedback to calibrate the response would linearize the 5 

response function.  6 

With regard to the first question of whether these were dynamic effects brought about by the 7 

effects of previous trials, we found the strongest effects to be mostly static: While we found 8 

previous-trial effects, these were not strong enough to explain much of the variance – and, 9 

importantly, not robust to variations (such as flipping the response bar or randomising the starting 10 

position in experiment 4) that the shape of the response function was robust to.  It is interesting, 11 

however, that the previous-trial effect we found virtually disappeared when the current and 12 

previous trial were of different types. This touches on another debate:  The question whether a 13 

single semantic representation is underlying the processing of magnitudes of different kinds 14 

(Dehaene, 1992; Walsh, 2003), or whether some magnitudes may be explained as sensory 15 

features (Arrighi, Togoli, & Burr, 2014). Our data not speak strongly against either hypothesis, 16 

although a strong version of an underlying magnitude representation would probably predict less 17 

distinct interaction patterns between trials of different and the same type.  18 

Regarding the second question (telling apart the different roles of encoding and output mapping 19 

in creating the typical shape of response functions): While a lot of research has focussed on the 20 

different properties of symbolic and nonsymbolic magnitude processing, the contribution of 21 

output format has not been investigated as much beyond the question of methodological 22 

confounds (Barth & Paladino, 2011; Cohen & Blanc-Goldhammer, 2011). Although using a 23 
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response-bar task may have some problems, it is also quite clear that it provides the 1 

possibility of a useful, very direct instrument of measuring responses to symbolic and 2 

nonsymbolic stimuli in a comparable way. In this study, we have laid out some key differences 3 

between response-bar task and verbal or typed number-response tasks, finding that both the mean 4 

responses (see Figure 2) and the measured variability (Figure 3) differ between the two. 5 

However, we also found that effects of input type are much more pronounced than effects of the 6 

output measure (compare top and bottom row, Figure 2). 7 

We also used the two different tasks to investigate whether calibrating one output measure 8 

would have any effect on responses in another output measure, which we did in experiment 5, 9 

thus trying to answer the third question: Can we linearize responses to nonsymbolic magnitudes 10 

through calibration, and if so, what do we calibrate? We found some, but not very strong 11 

linearization (Figure 4), and no impact of calibration from one task to the other task. As this was 12 

not the case, we can quite confidently draw the conclusion that what is calibrated is not the input 13 

mapping from stimulus to internal representation, but the output mapping from internal 14 

representation to response. We also see that this is not sufficient to completely linearize the 15 

response. Our data also allow us the conclusion that the nonlinear shape is arguably a function of 16 

encoding mechanisms, as it is seen in both tasks, and we have demonstrated that the response-bar 17 

task in itself does not lead to a nonlinear response function.  18 

We should also offer a word of caution on our stimuli. It should be noted that, as mentioned in 19 

section 3.1, several sensory stimulus features were somewhat informative about the numerosities 20 

presented. However, we do not believe this to be problematic, as none of these explained more 21 

than 61% of the variance, whereas all but one of our models explain substantially more variance 22 

(see Table 2). Of course, we cannot rule out the possibility that a combination of sensory cues 23 
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might have been used (see e.g. Gebuis, Gevers, & Cohen Kadosh, 2014). However, the result 1 

of such a combination of cues would be a sort of nonsymbolic magnitude, and while the 2 

discussion about how to define nonsymbolic magnitude is an interesting one, it is beyond the 3 

scope of this paper. 4 

We conclude that the nonlinear shape of the number line is largely robust to calibration even 5 

through direct, veridical feedback, and that features of both stimuli and output measures 6 

contribute to it. Mechanisms seem relatively separate for different types of tasks, as well as 7 

different types of magnitude representation. Serial dependencies exist between trials, but are too 8 

weak to explain the shape of the responses in such tasks.  9 
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