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Abstract

ENGLISH
Mutations that lead to altered Kv7/M-currents result in an epileptic phenotype in human patients.
Investigation of the effect of Kv7/M-currents on neuronal and network function in adult animals
is limited to short-term pharmacological in-vitro or in-vivo manipulation and electrocorticogram
(ECoG) recordings from genetic mouse models. This thesis investigates the effect of chronic M-
current deficiency on intracranially recorded local field potentials (LFPs) from the hippocampus in
adult mice, in the absence of confounding gross morphological abnormalities. Through the trans-
genic expression of a dominant-negative Kv7.2 subunit via a Tet-Off system, M-current-deficient
mice are compared to control mice with respect to their hippocampal CA1 electrophysiological
parameters during several behavioral states. Theta (4-12 Hz) and gamma (30-100 Hz) oscilla-
tions during paradoxical/rapid eye movement (REM)-like sleep and sharp wave-ripple (SW-R)
complexes during slow wave sleep (SWS) were analyzed off-line from recordings made both prior
to and after performing behavioral tasks. Unit spiking was analyzed from pre-task sleep. The
selected behavioral paradigms included open field, spatial novelty, a single trial spatial memory
(STSM) task, and Y-maze. Theta and gamma oscillations were also analyzed during running.
Kv7/M-current deficient mice showed significant changes in their LFP, ranging from theta and
gamma power reductions to smaller sharp waves and ripples. No change was seen in basic prop-
erties for unit spiking. Speed modulation of theta and gamma power and pre- to post-task sleep
changes in LFPs were similar between controls and mutants. Behavioral testing showed reduced
performance for the Y-maze, with a tendency toward reduced performance during the 24h-STSM
recall. The electrophysiological changes presented here and the hyperexcitability previously shown
in-vitro together suggest a homeostatic compensatory mechanism, which may also include changes
at the synaptic level. The results reported in this thesis contribute to the overall understanding of
the effect of chronic Kv7/M-current deficiency on the mammalian brain and provide suggestions
for further experiments.

DEUTSCH
Mutationen in Genen, die zu veränderter Kv7/M-Kanalaktivität führen, sind mit Neugeborenene-
pilepsiesyndromen beim Menschen assoziiert. Untersuchungen über elektrophysiologische Effekte
eines normalen oder veränderten Kv7/M-Stroms in adulten Tieren beschränken sich bisher auf
akute pharmakologische Manipulationen in-vitro und in-vivo, oder Elektrokortikogrammaufnah-
men (ECoG) genetischer Mausmodelle. Hier wird der Effekt einer chronischen M-Stromdefizienz
auf intrakranial aufgenommene lokale Feldpotenziale (LFP) im Hippocampus adulter Mäuse, die
dabei keine störenden morphologischen Abnormalitäten aufweisen, untersucht. Durch transgene
Expression einer dominant-negativen Kv7.2 Porenmutante mit einem Tet-Off System werden hip-
pocampale elektrophysiologische Parameter Kv7/M-Strom-defizienter Mäuse mit denen von Kon-
trollmäusen verglichen. Theta- (4-12 Hz) und Gammaoszillationen (30-100 Hz) während Rapid
eye movement (REM)-Schlafs, sowie Sharp-Wave Ripple (SW-R)-Komplexe im Tiefschlaf (slow
wave sleep (SWS)) werden off-line analysiert in Ableitungen von schlafenden Tieren vor und nach
Verhaltenstests. Einzelzellaktivitäten wurden in Aufnahmen von Schlafphasen vor Verhaltenstests
analysiert. Die Verhaltenstests umfassten sog. spatial novelty Tests, einen Ein-Trial-Test für
räumliches Gedächtnis (single trial spatial memory – STSM) und das Y-Labyrinth. Theta- und
Gammaoszillationen während des Laufens wurden ebenfalls analysiert. Die LFP Kv7/M-Strom-
defizienter Mäuse sind signifikant verändert und zeigen verminderte Theta- und Gammainten-
sitäten, sowie kleinere sharp-waves und ripples. Die grundlegenden Eigenschaften der Einzelzel-
laktivitäten waren unverändert. Die geschwindigkeitsabhängige Theta- und Gammamodulation,
sowie die Veränderungen der LFP im Schlaf vor und nach Verhaltenstests waren vergleichbar zwis-
chen den Gruppen. In Verhaltensexperimenten zeigten Kv7/M-Stromdefiziente Tiere schwächere
Leistungen im Y-Labyrinth mit einer Tendenz zu verschlechtertem Gedächtnis nach 24 Std im
STSM Test. Als umfassende Erklärung sowohl für die elektrophysiologischen Befunde, als auch für
die bereits beschriebene Übererregbarkeit wird ein homöostatisch kompensierender Mechanismus
vorgeschlagen, der zumindest zum Teil auf synaptischer Ebene wirkt. Die Ergebnisse dieser Ar-
beit tragen somit zu dem generellen Verständnis der Effekte chronischer M-Stromdefizienz auf das
Säugerhirn bei und bieten Anregungen für weitere Experimente.
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Introduction

1.1 Origin of transmembrane ionic currents

For all cells, a membrane consisting of a hydrophobic, ion-impermeable lipid bilayer separates the

intracellular and extracellular spaces of neurons (121). Ion pumps actively transport ions across

this membrane and, due to selective passive permeability, create a concentration gradient-induced

force towards the Donnan equilibrium (60; 87). A second force at play is that of the electric

repulsion/attraction forces on the charged ions. These two forces taken together create an ion-

specific electrochemical gradient, that is, an electromotive force (EMF), driving ionic fluxes across

the membrane through selective ion channels (60; 87). Upon the opening of an ion channel, the

EMF for any ion is determined by the difference between the instantaneous membrane potential

and the ion’s equilibrium potential, or Em,ion, calculated according to the Nernst equation,

Em,ion =
RT

zF
ln

[ion]o
[ion]i

(1.1.1)

where R is the ideal gas constant, T is the temperature, z is the charge of the ion, F is the Faraday

constant and [ion]i and [ion]o are the intra- and extracellular ion concentrations, respectively.

The neural equilibrium potential, or Em,neuron, mostly depends on Na+, K+ and Cl- according

to the Goldman equation (64),

Em,neuron =
RT

F
ln
PK [K+]o + PNa[Na+]o + PCl[Cl

−]i
PK [K+]i + PNa[Na+]i + PCl[Cl−]o

(1.1.2)

where Pion is the respective ionic permeability, set by ion channels. In the absence of extracellular

input, Em,neuron equals the resting membrane potential (RMP).

While equation 1.1.2 can be used to calculate the RMP, Figure 1 utilizes a model derived from

electrical circuits to allow calculation of how quickly a neuron can reach the RMP, intrinsically

representing ion channels with current conductance gion.The total conductance, G - a linear addi-

tion of individual components - is the inverse of the neuron’s input resistance R and related to the

membrane potential Vm according to Ohm’s law,

G =
I

V
, R =

V

I
(1.1.3)

where I is the total ionic current across the neuron. Currents can be either repolarizing, hyperpo-

larizing or depolarizing, where I > 0 for inward currents.

Central nervous system (CNS) neurons are synaptically excited or inhibited. The main ex-

citatory neurotransmitter glutamate can evoke an excitatory postsynaptic potential (EPSP) by

stimulating an influx of Na+ and/or Ca2+ through ionotropic receptors such as those for N-

methyl-D-aspartic acid (NMDA), α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA)

and kainate (43; 113; 130; 160). Release of γ-aminobutyric acid (GABA), the main inhibitory neu-

rotransmitter in the adult brain, can evoke an inhibitory postsynaptic potential (IPSP) through

Cl- permeable GABA-receptors (98; 135; 163). As Em,Cl− is close to the RMP, only low Cl- cur-

rents occur in resting neurons. However, increased chloride permeability leads to shunting, which

7



Modified from (87)

Figure 1: An equivalent electrical circuit representing the main contributors to the establishment of the
membrane potential. Cm is the membrane capacitance which is proportional to the cell surface area, Eion

represent the equilibrium potentials for individual ions according to eq. 1.1.1 and gion are the conductances,
variable by ion concentrations, ligand-binding, voltage-gating, expression patterns, second messengers, etc.
Note the inverted direction for IK and INa.

decreases EPSP amplitudes. Synaptic input is, therefore, able to induce changes in Vm through

excitatory postsynaptic currents (EPSC) and inhibitory postsynaptic currents (IPSC) generated

by ionotropic receptors, as well as through other ion channels opened secondarily by metabotropic

receptors.

1.1.1 Voltage-gated ion channels

Transfer of received information to another neuron or muscle requires a second class of ion channels

that undergo a conformational change when exposed to a change in Vm (25). Upon a ∆Vm, such

as is caused by EPSPs or IPSPs, the channel’s time constant τc determines how quickly it can

adjust its open probability P (77) according to

P (t) = P (0) + [P (∞)− P (0)][1− e
−t
τc ] (1.1.4)

where P0 is the initial open probability and P∞ is the steady state open probability for the new

Vm. The kinetics of voltage-gated ion channels determine how fast the channels open or close

upon a change in the membrane potential. If the membrane potential changes transiently and

more quickly than the activation time constant of a particular ion channel, it will not change its

open probability. For temporal EPSP summation, the timing of stimulation is similarly important

because subthreshold EPSPs can sum up to cross the threshold necessary for action potential (AP)

generation, i.e. they can create a superthreshold stimulation. Most voltage-gated ion channels pass

Na+, K+, Ca2+ and/or Cl- (32; 146), where a channel’s ion selectivity allows permeability for one

ion to be higher compared to others (76). Their overall activity and voltage dependent response

can be controlled by G-protein coupled receptor mediated phosphatidylinositol-4,5-bisphosphate

(PIP2) and second messengers such as cyclic adenosine monophosphate (cAMP) (62) or pH (27).

In hippocampal neurons, four major repolarizing voltage-gated K+ currents have been de-

scribed: IK, IA, ID and IM (76; 172), the last being the subject of this thesis.
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1.2 The Local Field Potential

Intracranial neural oscillatory activity in rodents was first recorded in 1964 (183) by using trans-

membrane currents to induce a change in the extracellular potential difference Vex, referred to

as the local field potential (LFP), between a measuring electrode and a reference. Usually, there

are three types of electrodes used to measure the LFP: glass electrodes (95), wires (single wires,

stereotrodes (114) and tetrodes (66)) and silicon probes (14). Simultaneously recording from the

same position with multiple, closely spaced electrodes increases the chance of recording APs from

many different neurons. In addition, these recordings allow computer algorithms to cluster similar

APs in order to more successfully isolate the spikes of individual neurons (70). Linear silicon probes

with less densely spaced recording sites, on the other hand, allow anatomically distinct regions to

be recorded.

1.2.1 Physiological contributions to the LFP

It is important to understand which transmembrane currents contribute most to the recorded LFP.

Single fast events like APs show high enough currents to be measurable. However, the extracellular

space serves as a low-pass filter, so that APs are only measurable close to their respective somas

or dendrites (6). Individual PSCs are too small for detection but provide a broad enough time

window to superimpose with co-occurring synaptic events, which increases total transmembrane

current flow.

The main physiological contributor to the LFP is still debatable, with one review suggesting

synaptic activity is the main contributor (21) and a more recent neocortical modeling approach

suggesting that active currents dominate the generation of LFPs (143). Volume conduction, con-

sidered in more detail below, also contributes to the recorded LFP.

1.2.2 Volume conduction

As current passes into a neuron, e.g. during an EPSC, ∆Vex is less than 0, which is termed a sink

(Figure 2). This depolarizing current leaks out of the neuron away from the site of the sink, so

here, ∆Vex is positive: a passive return current - or source - can be measured (87). The presence

of spatially separated sinks and sources results in a dipole or even tripole, which gives rise to an

electric field passing through the brain tissue; this is referred to as volume conduction, and is

depicted in Figure 2 (6; 105; 88). This effect complicates measurement of local currents, and tends

to blur evoked currents and overshadow smaller neighboring events. It is, however, indispensable

for recording an electroencephalogram (EEG). The sinks and sources in the signal are approximated

by calculating the current source density (CSD) (57). Volume conduction does not seem to be only

an epiphenomenon of synchronous activity as the endogenous volume-conducted field can affect

neighboring neurons and, for example, increase their synchronous firing (83).

In summary, synaptic and intrinsic currents and the volume conduction they generate are the

main components of the LFP. To measure an LFP, the total transmembrane current, Itot, must be

sufficiently large. Therefore, several criteria need to be met. [1] If two neighboring neurons have

current flows that are similar in amplitude but are inverted in direction, then Itot will equal 0. Local

currents, therefore, should be unidirectional or separated in time. [2] Even if the first criterion

is met, in an arbitrarily arranged neural network, sinks and sources would cancel each other out.

Therefore, the existence of a layered structure is an additional requirement (47; 49; 93). Still,

9



Figure 2: Volume conduction of ionic currents. A:
Current inputs (negative sink) into the dendrite of
a schematic pyramidal neuron generate an instanta-
neous outward current away from the injection site
(positive source). B: Sinks and sources create a elec-
tric field that travels through the brain tissue.

caution is required if attempting to translate calculated currents into a local membrane potential

change, since a source at the soma might reflect active local inhibitory synaptic conductance or

passive return currents of excitatory inputs along the dendritic arbor (21).

1.3 Resonance

Oscillations of the membrane potential arise predominantly due to synchronous synaptic activity

(21). Some neurons can tune their membrane response to specific stimulation frequencies when

their cellular features display resonance (173). In this case, a fixed amplitude stimulation at the

neuron’s resonance frequency will induce the largest change in the membrane potential, i.e. the

change in the neuron’s membrane potential becomes a non-linear sum of individual events.

Resonance in neurons can be divided into two categories, each with their own set of proper-

ties: dendritic resonance, when synapses show a preference for a specific presynaptic firing rate;

and somatic resonance, when summed transmembrane currents attuned to the neuron’s resonance

frequency induce a maximum change in the membrane potential. Since Kv7/M-current-generating

channels localize to somas and axons, only neural resonance need be considered further as it ap-

plies to changes in the membrane conductance in an oscillatory manner. This will then result in

a larger change of the membrane potential, if the input current follows the resonant frequency. A

schematic depiction of a resonant electrical circuit is shown in Figure 1.3A.

In neurons, current injections are non-continuous, hence the frequency of the current fi is larger

than 0. In this case, eq. 1.1.3 becomes

G(fi) =
∆Itot(fi)

∆Vm
, Z(fi) =

∆Vm
∆Itot(fi)

(1.3.1)

where Z(fi), impedance, is the common term for frequency dependent resistance (2).

Passive membrane properties, present in all neurons, serve as the low-pass component. A

passive neuron consists of a membrane and a persistent leak resistance, Rleak, which behaves like

a capacitor and a resistor, respectively, set in parallel (Figure 1.3). When a voltage is applied to

the neuron, current flows through the capacitor according to

I(t) = I(0)e−t/τm (1.3.2)

where I(0) is the initial current according to I(0) = V/R1 and τm is the membrane time constant

according to τm = Cm ∗R1. After an infinite amount of time, the current reduces to 0: current can

no longer flow through the fully charged capacitor, but rather only through Rleak. Therefore, if
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Figure 3: Inductive and conductive properties can result in a resonant circuit. A: An electrical circuit
representation for a bandpass filter. Red box: Passive membrane properties. Applying a voltage across
the membrane will cause a current to flow which charges the capacitor. After an infinite amount of
time (t → ∞) the voltage across the capacitor equals the applied voltage. Current can now only flow
through the leak channels Rleak. Therefore, for low frequency currents (fi → 0), the membrane impedance
Zm(fi → 0) = Rleak. If the applied voltage’s polarity switches infinitely fast back and forth, there is no
time available for a current to charge the membrane, which, as a result, has a resistance of 0. Therefore,
for high frequency currents (fi → ∞), Zm(fi → ∞) < Rleak. Green box: An inductor, representative of
inductor-like properties of certain voltage-gated channels, has an impedance which is positively correlated
with the frequency of the current through it, so Zc(fi → 0) = 0 and thus for Zc(fi → ∞) = ∞. B: This
neural circuit acts as a band-pass filter due to its inductive and capacitive properties, where impedance is
highest at the resonance frequency fres.

the input frequency fi approaches 0, the impedance Zm equals Rleak. For an infinitely high input

frequency, the capacitor doesn’t charge and so offers no resistance. Current can now flow through

both Rleak and R1, reducing the total resistance. Therefore,

Zm(fi →∞) =
Rleak ∗R1

Rleak +R1
< Rleak (1.3.3)

Applying the membrane’s impedance properties to eq. 1.3.1 shows that low frequency currents

induce a higher ∆Vm.

Voltage-gated ion channels can give rise to a high-pass component if they conform to several

principles (82). First, they must not inactivate. Second, their open probability P and ion specificity

must be such that if the change of the membrane potential, Vm, is positive, then the change in

the conducting current, Ic, must be negative and vice versa, i.e. they must have inductor-like

properties. Suppose that at Vm = -50 mV and t = 0 the ion channel’s resistance is Rc(0). If

Vm oscillates around -50 mV a lot faster than τc (see eq. 1.1.4), ion channels will not show any

significant changes in P, which results in channel resistance remaining close to Rc. Therefore,

as the input frequency approaches infinity, the impedance equals Rc(0). In contrast, at slower

frequencies, P does change. The membrane will now become leaky and so the resistance at lower

frequencies is less than Rc(0). In Figure 1.3, this is represented by an inductor Lc which has

reduced resistance at lower frequencies.

A neuron’s conductive property is a weighted average of both passive membrane properties and

voltage-gated ion channels,

Zneuron =
Zm ∗ Zc
Zm + Zc

(1.3.4)

If the third condition for voltage-gated ion channels is met, namely that τc > τm, Zneuron is

reduced at low and high frequencies, but peaks in-between at resonant frequency fres, depicted in

11



B. As a result, the neurons acts as a band pass filter. Kv7/M-channels meet these three criteria

(non-inactivated, inductor-like properties and τc > τm) and therefore contribute to establishing a

resonance frequency (81; 80).

Output networks tune their response to the synchronous input from modeled feedforward net-

works (1), allowing subthreshold membrane oscillations to task-dependently gate information be-

tween neural structures by increasing their coherence (5; 8; 67; 118).

One brain region that is being intensively studied by measuring the LFP and intrinsic neural

resonances is the hippocampus, due both to its layered structure and connectivity as well as its

role in behaviorally relevant paradigms.

1.4 The hippocampus

Located beneath the cortical surface within the medial temporal lobe in primates, the hippocampus

is part of the limbic system (3). It has been implicated in several processes including memory and

spatial orientation (18; 20; 24; 84; 188), and is a well-studied structure with respect to short- and

long-term synaptic plasticity – processes that are thought to be important for learning and memory

(10; 109). The hippocampus forms a curved structure and an extension of the cortex. Due to its

curvature and inverted position found particularly in rodents, anatomists describe more superficial

layers of the hippocampus as located “further away” or “distal”, while deeper layers are considered

“closer” or “proximal” to the neocortical surface. In this thesis, the terms used to describe the

relative position of the hippocampal layers are geometrical in nature, such that ’up’ or ’above’

means closer to the cortical surface.

The structure of the hippocampus resembles two half-circles enveloping each other (Figure 4).

Along the neocortex-CA1-dentate gyrus (DG) axis, the order of the hippocampal layers are (from

top to bottom): stratum oriens (str. Or), which contains the basal dendrites; stratum pyramidale

(str. Pyr), a dense pyramidal cell body layer; stratum radiatum (str. Rad), which contains the

apical proximal dendrites; and stratum lacunosum moleculare (str. LM), with the apical distal

dendrites.

The main hippocampal input comes from the entorhinal cortex (EC) through the perforant path

(PP), which innervates the distal dendrites of the DG, CA3, and CA1. The DG projects towards

area/layer CA3 through mossy fibers to the CA3 proximal dendrites. From CA3, projections

are made through the Schaffer collateral (SC) onto the proximal dendrites of CA1 in str. Rad,

through the commissural fibers to the contralateral hippocampus as well as recurrent connections

back to CA3. CA1 gets its input from CA3 in str. Rad and from the EC into str. LM. The main

hippocampal output is guided through axons that initiate from the str. Pyr and terminate in deep

EC layers. The EC-DG-CA3-CA1 path is often referred to as the trisynaptic pathway.

1.4.1 Hippocampal oscillations

Neural oscillations are classified according to their frequency bands (23). Neighboring frequency

bands within the same neuronal network are typically associated with different brain states and

compete with each other (36; 96). However, several rhythms can temporally coexist in the same

or different structures and can interact with each other (36; 106; 176).

Several types of oscillations are observed within the hippocampus (178). This thesis is focused

on two distinct oscillatory patterns of the hippocampus in CA1. The first is the co-occurrence of
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Figure 4: A representation of the subareas of the hippocampus. The entorhinal cortex (EC) is the main
input into the hippocampus through the perforant path (PP). Layer II projects towards dentate gyrus
(DG) and CA3. DG outputs through mossy fibers (MF) into CA3, where it is combined with the direct
PP input and in its turn outputs to itself through strong recurrent loops and towards CA1 through Schaffer
collaterals (SC). CA1 combines both SC and PP input and outputs back to layer V/VI of the EC. The
EC-DG-CA3-CA1 is referred to as the trisynaptic pathway. The red bar indicates the position of a linear
probe, inserted along the neocortical CA1-DG axis. Layers from top to bottom: cx-cortex, or-oriens,
pyr-pyramidale, rad-radiatum, lm-lacunosum moleculare. Modified from (134).

theta (4-12 Hz) and gamma (30-100 Hz) oscillatory rhythms. The second is the co-occurrence of

high-frequency ripples (100-250 Hz) together with a sharp wave (SW), which is referred to as a

sharp wave ripple (SW-R) complex.

1.4.2 Theta and gamma oscilations

Investigation of theta oscillations in CA1 in-vivo and in-vitro has shown that two relatively in-

dependent forms of theta exist: an acetylcholine-induced atropine-sensitive theta rhythm that is

thought to be intrinsically generated in CA3 that projects to CA1 in str. Rad and a non-cholinergic

atropine-insensitive oscillation, generated in EC, that projects to CA1 in str. LM (19; 94; 177).

The existence of the CA3-generated theta current was seen after removal of the EC, which strongly

decreased but did not completely abolish theta current generation in CA1 (15; 89). When the depth

profile of theta oscillations is observed along the neocortical-CA1-DG axis, a gradual 180◦ phase

shift can be seen between str. Pyr and str. LM. The gradual shift, rather than an abrupt 180◦

inversion, confirms the presence of several phase-shifted dipoles (15; 22).

Intrinsic resonance in pyramidal cells allows them to follow theta-modulated synaptic input

more closely (172). The medial septum is required as a theta rhythm generator, as a lesion

of the medial septum activity can abolish all theta oscillations in all cortical regions (136). The
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activity of CA1 neurons is rhythmically modulated by the direct afferent input from glutamatergic,

cholinergic, and GABAergic neurons of the medial septal nucleus and the nucleus of diagonal band

(165; 115). Medial septal neurons target hippocampal interneurons, a subgroup of which project

back to the medial septum (44). Indeed, glutamatergic medial septal input corresponds to the

emergence of theta band oscillations prior to and during locomotion (59). The theta susceptibility

of neurons is shown by the possibility that a robust long-term potentiation (LTP) can be induced

when the neuron is stimulated at theta frequencies (50).

The generation of the gamma rhythm is different (101), and strongly correlates with the actions

of perisomatic inhibitory interneurons (31; 58; 167). In contrast to CA1, CA3 can internally

generate a gamma frequency oscillation by a recurring pyramidal cell (PC)-interneuron circuitry

(110; 187) and project this frequency to CA1 via the SC, as cholinergic stimulation in CA3-CA1

lesioned hippocampal slices results in abolished gamma oscillations in CA1 but leaves them intact

in CA3 (53).

In contrast to theta oscillations, gamma oscillations are not continuous, but wax and wane

with theta frequency (15; 30; 168). Gamma oscillations in the hippocampus are strongest when

co-occurring with the theta rhythm (15; 102; 174), as seen by an increase in gamma power in the

dentate gyrus during theta-associated tasks (36). Not all neurons fire APs phase locked to gamma

oscillations, as only coherent groups of neurons are selected by gamma oscillations on each theta

cycle (154).

During spatial navigation, a subpopulation of CA1 pyramidal cells act as place cells (125; 124),

i.e. they specifically fire at a place within the animal’s environment, phase locked to the trough

of the measured theta rhythm. Place cells show phase precession (126): when the animal passes

through their place fields, they fire APs on increasingly earlier theta phases; their maximum firing

rate is reached at the center of the place field on the trough of the str. Pyr LFP theta cycle. During

a single theta cycle, assemblies of place cells sequentially fire by the order along the animal’s path

(164), which can be used to predict future planning (131; 138). This, together with many later

discoveries, gives rise to the hypothesis that hippocampal CA1 place cells and theta rhythm are

important in spatial navigation (24; 184).

1.4.3 Sharp-wave ripples

During rest, while awake or during slow-wave sleep (SWS), CA1 shows short-lived SW-R complexes

(Figure 5). Ripple generation occurs in CA2/CA3, where reciprocal connections exist between

pyramidal cells (127; 189). Here pyramidal cells initially fire non-synchronously, but when a critical

firing rate is reached a local circuitry involving both pyramidal cells and PV-positive interneurons

generates the typical high–frequency pattern seen in the CA3 pyramidal layer (148). Additionally,

an increase in neural excitability in an in-vitro setup is positively related to ripple occurrence (148).

The output from CA3 travels to CA1 through the Schaffer collaterals and generates a large sink

in CA1 str. Rad (28; 193) where the local interplay between pyramidal cells and various types

of interneurons (92; 145) contribute to the generation of the typical 100-250 Hz ripples in CA1

str. Pyr. Only pyramidal neurons that are sufficiently depolarized to overcome the simultaneous

inhibition will fire on the troughs of str. Pyr ripples (37).
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1.4.4 Memory and oscillatory patterns

Both ripples and theta/gamma oscillations are involved in proper memory formation. Rapid eye

movement (REM) sleep deprivation has been shown to negatively affect memory-based tasks in

rodents (55; 141). A modeling approach to REM sleep suggests neuronal reactivation (72), but

empirical evidence during REM sleep is ambigious - while a few studies favor neuronal reactivation

(74; 107; 132; 140), others do not (16; 99), and many studies do not include analysis of REM

sleep. Several studies found that impairment of memory correlated with a decrease in theta and/or

gamma oscillations (4; 58; 97; 123; 142; 184). A recent study designed to suppress theta oscillations

Figure 5: Schematic diagram of a conceptual SW-R model, including pyramidal cells (PC), basket cells
(BC), bistratified cells (BS), axo-axonic cells (AAC) and oriens-lacunosum moleculare cells (OLM). Thin
lines represent dendritic arborizations, and thick lines arerepresent the axonal ones. Dashed lines represent
inputs coming from CA3 through the Schaffer collaterals (blue) or the medial septum (MS, purple). The
representative spiking activity of BS, BC and PC cells during SW-Rs is shown above the corresponding
cells. In the model, the BS cells will respond to the CA3 input by fast-spiking, which abolishes dendritic
electrogenesis and somatic bursting in the PCs. BC cells also spike fast, and due to their recurrent
inhibition, synchronize their firing in ripple frequencies, imposing this rhythm on the BS population as
well (red and green ripple-frequency spikes). Hence, PCs receive synchronous ripple-frequency inhibitory
inputs in their dendritic and perisomatic areas (green and red ripples), along with excitatory input in their
apical dendrites (blue, sharp-wave), yielding ripple-frequency intracellular oscillations and ripple phase-
locked sparse firing (black trace). A schematic SW-R LFP that would result from this activity is shown
on the left. Top timescale corresponds to LFPs; bottom one to all spiking and synaptic traces. All traces
are conceptual and start at the same time point. Reprinted from (37).
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specifically during REM sleep showed impaired contextual memory in mice (13).

During SW-Rs, ensembles of place cells acquired during exploration replay their sequential

activity at a faster timescale (42; 45; 164). A large number of simultaneously recruited PCs render

the SW-R suitable for inducing LTP in their downstream targets (7; 46). Electrical disturbance of

the neural network for inhibition of ripple formation during post-task sleep results in a decreased

performance in subsequently performed memory-dependent tasks (63; 48), lending credibility to

the claim that SW-Rs are necessary to transfer short-term memories to into long-term cortical

memories (112; 170).

1.5 Kv7/M-channels

In humans and in mice, the five distinct subunits used for the constructions of tetrameric Kv7/M-

channels, encoded by five genes (KCNQ1-5 ), are part of the Kv7 family. Each subunit has six

transmembrane domains, a voltage sensor and pore loop/selectivity filter (Figure 6). Kv7.1 is

highly expressed in cardiac tissue, where it plays a crucial role in shaping the action potential

(86). Neural Kv7.2-5 subunits form either homomeric or heteromeric Kv7/M-channels. These are

pharmacologically modulated to varying extents according to their subtype composition (75; 104;

191), but not all combinations are capable of interacting with each other in vitro. Kv7.2 and 7.3

are most abundantly expressed across the brain and form heteromeric channels, whereas Kv7.3

additionally forms heteromeric channels with the lesser-expressed Kv7.5 (150; 157). This results in

stoichiometrically heterogenic Kv7/M-currents (100; 85). Exclusive expression of either Kv7.2 or

7.3 shows reduced currents when compared to co-expression of both (158). The higher amplitudes

of Kv7.2/7.3 heteromeric channels is mediated by increased transport to the plasma membrane

(152) together with a higher single channel conductance (153).

Kv7/M-channels are localized to the axon initial segment (AIS) and to nodes of Ranvier of

Figure 6: Schematic representation of a single Kv7.2 subunit. The W at position 236 in the S5 domain
is the main binding site for retigabine (whose chemical structure is shown next to the binding site). sid:
subunit interaction domain; CaM: calmodulin; AKAP: A-kinase-anchoring protein; pK-C: protein kinase
C; Ank-G: ankyrin-G. The approximate position of the binding domain for PIP2 in the C-terminus is also
indicated. The C-terminal end of a second subunit, including the sid, is shown by a dotted line. Reprinted
from (116).
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principal neurons and parvalbumin (PV)-positive interneurons (29; 34; 41), where they pass a

non-inactivating re- or hyperpolarizing K+ current. Kv7/M-channels activate slowly (100ms<

τM <200ms) at depolarized potentials from about -60 mV. These channels are therefore capable

of suppressing continuous AP generation in a process called spike frequency adaption (171; 108).

They also close slowly, thereby contributing to the medium/slow afterhyperpolarization (AHP)

(182; 68). Additionally, because the open probability of Kv7/M-channels does not equal 0 around

-60 mV, they likely contribute to setting the RMP and resting conductance. The Kv7/M-channel

activity is regulated by the concentration of membrane-bound PIP2, which is hydrolyzed by phos-

pholipase C upon muscarinic acetylcholine (ACh) Gq-coupled receptor stimulation (hence the name

M-current) (17; 103). They can be pharmacologically blocked by XE991 or linopirdine and acti-

vated by retigabine or flupirtine (116). Intracellular Ca2+ inhibits Kv7/M-channel activity through

Calmodulin binding in the C-terminus (61).

1.5.1 Kv7/M-channels in epilepsy

An epileptic seizure is defined as a transient occurrence of signs and/or symptoms due to abnormal

excessive or synchronous neuronal activity in the brain (54). Epilepsy is defined as a disorder of

the brain characterized by an enduring predisposition to generate epileptic seizures, and by the

neurobiological, cognitive, psychological, and social consequences of this condition. The definition

of epilepsy requires the occurrence of at least one epileptic seizure (54). Approximately 60% of

epilepsies are idiopathic, i.e. they can likely be attributed to a genetic disposition (90), whereas

acquired epilepsies can be caused by tumors, cerebral hypoxia, trauma, infections, or neurological

diseases (190).

Proper Kv/M-channel function is shown to be highly relevant for neural circuit excitability, due

to its relation to epilepsy. Kv7/M-channels are the target of the new anticonvulsant retigabine,

which increases their activity (38). Decreased Kv7/M-currents in patients with mutations in either

Kv7.2 or Kv7.3 subunits can lead to benign familial neonatal convulsions (BFNC) (186), which

is inherited in an autosomal dominant pattern (85). Mutations in KCNQ2 can also cause Kv7.2

epileptic encephalopathy (186), also in the case of a gain-of-function mutation (40).

Case studies suggest most BFNC mutations are not dominant-negative, but rather dosage

dependent (9; 162). Full-term infants with BFNC experience seizures during the first postnatal

weeks after which they remit. Although there is an increased risk of epileptic seizures during

adulthood, BFNC is considered to be a self-limiting condition. Some patients, however, show

a more severe form of epileptic encephalopathy and mutations may exhibit a dominant-negative

effect, indicating that the exact position of the mutation strongly affects a patient’s prognosis

(128). Pre-term infants show a delayed onset and remission, suggesting a development-dependent

epileptogenic effect of Kv7/M-current deficiencies (144). Seizures that are not primarily caused

by Kv7/M-channel mutations do not cause a change in Kv7/M-current due to seizure activity

(35; 155), although Kv7 expression can be regulated by neuronal activity (194).

1.5.2 Mouse models for Kv7/M-current deficiencies

To generate a rodent model for Kv7/M-current deficiencies, several approaches are available. Ge-

netic deletion of Kv 7.2 in mice is lethal (185). Heterozygous Kv7.2 animals do not show an epileptic

phenotype, despite expressing only half of the Kv7.2 protein, although a decreased seizure thresh-

old was observed (185). A mouse model of a temporally controlled neuron-specific expression
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of a dominant-negative Kv7.2 pore mutant (133), developed in our lab, showed that suppression

of Kv7/M-currents solely during the first two postnatal weeks was sufficient to induce epileptic

seizures and cerebral morphological abnormalities. This developmental implication of Kv7/M-

currents was discovered upon expressing the pore mutant from conception throughout adulthood

except for the critical period of two weeks postnatal, which resulted in morphologically similar

hippocampi (133). Mice with a V182M mutation in the S3-helix of Kv7.2 died during the first

postnatal weeks, which could be partially rescued by application of retigabine (117). Other genetic

missense mutations linked to human BFNC showed reduced seizure thresholds and spontaneous

generalized tonic-clonic seizures (161).

1.5.3 Kv7/M-currents and neural resonance

Neural resonance requires that voltage-gated ion channels meet three criteria: (a) they must not

inactivate, (b) their open probabilities and passed current should be such that they oppose a

change of the membrane potential, and (c) their activation constant τc has to be longer than the

membrane constant τm (See Chapter 1.3).

Kv7/M-channels meet all three criteria, or rather, neurons expressing functional Kv7/M-channels

show somatic subthreshold resonance (81). It is, therefore, understandable that blocking Kv7/M-

channels by application of XE991 abolishes the resonance peak seen at subthreshold depolarized

potentials (80). XE991 application suggests a decrease in hippocampal theta oscillations in live

mice (56), and leads to a decrease in both theta and gamma oscillations in slices (11; 139).

1.6 The project

Patients carrying KCNQ2 mutations may show cognitive problems and mental retardation (12;

186). However, it is unclear whether retardation is a side effect of the seizures to which these

individuals were exposed, a reduction in Kv7/M-currents during development, a reduction in

Kv7/M-currents in adulthood, or any of these factors combined. In contrast, acetylcholine release-

increasing, Kv7/M-channel-suppressing linopirdine has been considered a cognition enhancer (33)

and attenuation of Kv7/M-channel activity by application of XE991 shows cognitive improvement

in a novel object recognition task. Additionally, application of XE991 in urethane-anesthetized

rats makes CA1 not only more susceptible to LTP induction, but the degree of LTP induction

increases as well (169). The opposing effects of an acute attenuation of Kv7/M-currents, that is,

the improvement of cognition vs. clinical observation of reduced cognitive function in KNCQ2 -

mutated patients (12; 186) might be related to a prolonged reduction in Kv7/M-current activity,

which may induce a compensatory mechanism. Furthermore, acutely abolishing Kv7/M-currents

through application of XE991 (56) neither mimics Kv7/M-current deficiencies during learning nor

during post-task sleep as one would expect in chronic Kv7/M-current patients.

Non-epileptic, morphologically similar mice chronically deficient in Kv7/M-currents can be

generated using the temporally controlled Kv7.2 dominant-negative approach (133). Single-cell

recordings in these mice have shown that pyramidal cells in CA1 are hyperexcitable due to a

loss of Kv7/M-current, because XE991 application cannot increase firing rates in mutants any

further when a depolarizing current is applied, in contrast to controls (133). Admittedly, this

genetic approach does not accurately reflect the situation in human patients affected by BFNC: a

temporally controlled dominant-negative subunit expressed in addition to endogenously ecxpressed
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subunits (mouse model) vs. a permanently present dosage-dependent mutation (patients) (9; 162).

However, it is not the goal of this thesis to mimic a KCNQ2 -mutation related encephalopathic

phenotype. Rather, the purpose is to try to further understand the function of Kv7/M-currents

during adulthood, their contribution to recorded LFPs, and their effect on behavior. To this end,

the use of this mouse model is ideal because suppression of the expression of the dominant-negative

subunit solely during the first two weeks of life shows no evidence of developmental constraints

on the maturation of the brain and abolishes epileptic seizures (which can both have a secondary

effect on neural function and obscure the readout of behavioral tests), while Kv7/M-currents are

strongly impaired in adults (133).

1.6.1 Hypotheses

These previously generated mice (133) revealed a cognitive deficit in a hippocampus-dependent

water maze test (119). The reason for the observed cognitive deficiencies are unclear. Several

possibilities are listed below: (a) Due to an increased excitability, ripple occurence may increase.

This however would suggest an increased memory consolidation, inconsistent with the poorer per-

formance in the Morris Water Maze; (b) Kv7/M-currents contribute to theta range resonance.

Blocking of these channels leads to decreases of theta and gamma oscillatory amplitudes in slices.

As these are a prominent LFP feature during spatial navigation, it might be that spatial naviga-

tion itself is impaired. (c) In the hippocampus, REM sleep also shows similar theta and gamma

oscillatory patterns. As REM sleep has a role for proper memory function, disruption of the net-

work might be involved in an impaired consolidation of novel experiences into long-term memory.

(d) During SW-R, pyramidal cells are strongly excited which may be dampened by the Kv7/M-

current due to its role in spike frequency adaptation. By removing this dampening, SW-Rs may

be disturbed and consolidation of experiences into memory may be further impaired. (e) Retrieval

of memory during recall trials may be impaired, due to similar deficiencies as expected during

spatial navigation. Of course, the actual answer may be any combination of these. It is therefore

highly interesting to correlate hippocampal network patterns to behavioral paradigms in these

Kv7/M-current-deficient mice.

These deliberations lead to the following hypotheses: [1] Kv7/M-current-deficient mice used for

this study survived and did not show evidence of marked behavioral changes in their home cage.

It is, therefore, hypothesized that typical patterns of hippocampal oscillations seen in controls are

also seen in mutants. [2] Kv7/M-current deficiency throughout adulthood should result in reduced

theta and gamma power during theta-associated behaviors such as running and REM sleep. [3] No

literature was found on the contribution of Kv7/M-currents on either sharp waves or ripples, but

due to the expected hyperexcitability, the occurrence of ripples might increase and [4] ripple shape

may be altered. It is therefore unclear how Kv7/M-currents deficiency affects ripples. [5] Unit

firing rates are expected to be increased due to the higher excitability and [6] their phase locking

to the theta rhythm is expected to be decreased, due to the abolished Kv7/M-current resonance.
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Methods

2.1 Animal model

Mice, used for this thesis, were generated previously (133). Under the control of the prion pro-

tein promoter (179), a tetracycline sensitive transactivator (tTA; Tet-off system, (65)) drives the

expression of a hKCNQ2 pore mutant construct with known dominant-negative properties (hQ2-

G279S) (151), fused to a tetracycline-responsive element (TRE) (65). All C57BL/6 mice used were

positive for tTa. Mice carrying the dominant-negative transgene are labeled mutants. Mice not

carrying the dominant-negative transgene are labeled as controls.

All mice were bred and housed under a reversed day-night cycle at 23o C and 50% relative

humidity. Food (ssniff Spezialdiäten GmbH) and water was given ad libitum. To prevent trans-

gene expression during the initial neonatal period, doxycycline was mixed into the food pellets at

200mg/kg for weaning dams until pup-parent separation around P21.

2.2 Electrode implantation

Male mice (>5 weeks old) were anesthetized by 4% isoflurane in humidified 100% oxygen and kept

at 1-2 % isoflurane throughout the operation. Mice were injected with 0.05 mg/kg buprenorphine

(Temgesic), 7.5 mg/kg Enrofloxacin (Baytril) and 5 mg/kg Carprofen (Rimadyl), and placed in a

stereotaxic apparatus (Stoelting). Body temperature was maintained at 36.5oC using a homeother-

mic heating pad and rectal thermometer (WPI). A midline skin incision was made on the top of

the skull. 10% H2O2 was applied to the skull to remove residual tissue. A single-component

self-etching dental adhesive (OptiBond) was applied to the skull surface and allowed to harden

for 20 sec by UV-illumination (Woodpecker). Two stainless steel screws (SmallParts) - implanted

at 1.0 mm anterior to bregma/1.0 mm lateral to the midline and 1.5mm posterior to lambda/1.0

mm lateral to the midline - were used for ground and reference electrodes, respectively. A single

hippocampal silicon probe was implanted at 2.0 mm posterior to bregma/1.5 mm right to the

midline, in a 0.8 mm wide burr hole. The probes used include a linear 16-site silicon probe with

an interelectrode distance of 100 µm, and a 12-site 3-shank silicon probe with an interelectrode

distance of 25 µm. All electrode surfaces were 177 µm2 (NeuroNexus Technologies). The 3-shank

probes were mounted on a custom-built drive prior to implantation. The 16-site linear probes were

inserted vertically into the dorsal hippocampus (2.2 mm deep) along the CA1–dentate gyrus axis.

The 3-shank probes were initially implanted 1.2 mm deep and slowly lowered post-op. Probes and

drives were attached to the skull by a wooden framework and dental cement (Caulk Dentsply).

The probe’s reference wire was soldered to the wire pre-attached to the respective screw. Paraffin

(Merck) was mixed with mineral oil (Sigma) and used to seal the hippocampal burr hole. A thin

copper mesh was wrapped around the implant, to which both the ground wire from the probe as

well as the respective screw were soldered. Skin was sutured together (Ethicon) and attached to

the copper mesh with a tissue adhesive (3M VetBond). Mice were allowed to recover for at least

three days, and were monitored closely during this time.
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2.3 Data acquisition

2x or 20x amplifying headstages (Plexon) were attached to the probe and connected by a home-

made cable to the recording setup (Neuralynx). Data were digitally filtered (0.5–9000 Hz band-

pass) and digitized as 16-bit integers with a sampling rate of 32552 Hz using a Digital Lynx 4SX

data acquisition system (Neuralynx). A 25 Hz color camera simultaneously recorded positional

data from a red and a green LED that were attached to the headstage. Video threshold detection

was performed online and saved to disk. LFPs were downsampled to 1252 Hz from raw traces. All

in-vivo data were analyzed and visualized in MATLAB (MathWorks) or NeuroScope (73). Using

a Minirator MR1 (NTI) to apply a 20 Hz 0.5mV root-mean-squared sinusodal test signal to the

headstage, the signal was calibrated. Amplifications were set such that the measured signal in

Neuroscope had the same peak-to-peak amplitudes as when the Minirator signal was used as an

input on an oscillator (TDS2014, Tektronics).

2.4 Behavioral paradigms

On each day where mice were exposed to behavioral paradigms, home cage rest was recorded

for at least 1.5 hrs both before and afterwards. Each individual open field, new objects, moved

object, and single trial spatial memory (STSM) session lasted 30 minutes. Breaks in between

sessions lasted 10 minutes, with mice in their home cage, unless otherwise mentioned. In between

each session, mazes were cleaned with 70% ethanol. The mice were exposed to these behavioral

paradigms in the order listed below. Mice were given 1-2 days between behavioral paradigms to

recover.

2.4.1 Open Field and spatial novelty

On day 1, mice were allowed to explore an asymmetric circular open field (Figure 7, left) twice. On

day 2, mice were re-exposed to the open field once. Afterwards, two different objects X and Y were

placed inside the open field (Figure 7, middle). Mice were now allowed to explore this open field

twice. On day 3, they were re-exposed to the open field once with the same object configuration

as on day 2. Then, they were allowed to explore the open field twice after object X was moved to

the contralateral side (Figure 7, right). Interest in an object was defined as the time spent within

5 cm distance of that object. The relative interest for object X is defined as the interest ratio X/Y.

Spatial memory was assessed by the change of the relative interest for object X between the first

and second sessions on day 3.

On day 1, mice were allowed to explore an assymetric circular open field (Figure 7, left) twice.

On day 2, mice were reexposed to the open field once. Then, they were allowed to explore the open

field twice in which two different objects X and Y were placed (Figure 7, middle). On day 3, they

were reexposed to the open field once with the same object configuration as on day 2. Then, they

were allowed to explore the open field twice, where object X was moved to the controlateral side

(Figure 7, right). Interest in an object was defined as the time spent within 5 cm distance of that

object. The relative interest for object X is defined as the interest ratio X/Y. Spatial memory was

assessed by the change of the relative interest for object X between the first and second session on

day 3.
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Figure 7: Open fields and spatial novelty mazes. A: A semi-circular open field, where a wall was added
to create asymmetry. The red dot indicates the mouse’s entry point. B: Mice were subsequently exposed
to two different objects, placed against the wall of the open field opposing and to the left of the asymmetric
side, respectively. C: Eventually, object X was moved to the contralateral side. The change in relative
interest for object X was used as a measure for spatial memory.

2.4.2 Single trial spatial memory (STSM)

The STSM (51) consisted of a 80cm x 80cm square open field with three corners made inaccessible

by 10 x 10 cm walls (Figure 8A). On day 1, male mice were exposed once to the field, while one

of the three inaccessible corners contained 4-5 females. Holes near the bottom of each walled-off

corner allowed the male mouse to smell, but not touch, the female mice. Afterwards, the male

mouse was left to rest for 75 minutes in its home cage, during which the STSM maze was replaced

with an identical ”clean” version to completely prevent any residual scents from interfering with a

purely spatial paradigm.

Mice were then tested for their spatial memory while they re-explored this female-free STSM

open field. Interest in a corner was defined as the time spent within a 5 cm distance of that

corner. Spatial memory is assessed by the relative interest the male mouse has in the female

corner. After this short-term recall, mice are re-exposed to females in the ”dirty” maze twice to

further consolidate the female’s position and to oppose possible memory extinction due to short-

term recall. On day 2, mice were allowed to explore the female-free ”clean” STSM maze twice for

long-term recall.

2.4.3 Y-maze

On a single day, mice were tested twice in a Y-maze (Figure 8B) until within a single session they

either made 46 transitions - exiting one arm and entering another- or spent 20 minutes in the maze.

As mice tend to be exploratory creatures, they slightly prefer to visit the arm that had not recently

visited. A correct transition occurs when the mouse visits an arm it had not been in prior to the

previous transition. For each mouse, the performance from two Y-maze sessions were averaged.

The number of correct transitions to total number of transitions (50% being chance level) was used

as a measure to asses the working memory.
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Figure 8: The STSM open field and Y-maze investigate spatial navigation and memory. A: In a STSM
open field, three corners are barred by plastic walls with holes at the bottom. One of three corners,
marked ”F”, contains 4-5 females. After exposure to females, male mice are retested in the STSM open
field without females to observe their preferences for either corner. The red dot indicates the mouse’s
entry point. B: In a Y-maze, three equally spaced arms are used to assess the mouse’s working memory.
A correct transition was defined when the mouse visited an arm it had not been in prior to the previous
transition. The red dot indicates the mouse’s entry point.

2.5 Data analysis

The 32552 Hz broadband raw signal was downsampled to 1252 Hz to speed up analysis. CSDs

were calculated by applying the inverse of the electrostatic forward solution (137). This procedure

calculates how currents would be volume conducted through the brain, assuming an extracellular

conductivity of 0.3 S/m (69) and a source diameter of 0.5 mm. This is then applied to the measured

LFP to estimate local currents, basically by calculating the answer to the question ”What currents

would have been necessary to create the recorded LFP, based on the volume conduction of the

surrounding tissue?” These estimated currents are expressed in A/m3. Multitaper spectrograms,

power spectra and coherences were computed using Chronux (www.chronux.org; nFFT 4096 points,

sliding window 2048 points).

2.5.1 Ripples

During home cage sleep sessions, ripples were semi-automatically detected. From the spectrogram,

a period (>100 sec) characterized by both immobility and increased occurrences of ripples repre-

senting power spikes within 100-250 Hz was selected as a representative SWS-epoch. First, the

instantaneous ripple amplitude from this epoch was calculated by the absolute of the Hilbert trans-

form on a ripple band filtered signal (Butterworth; 14th order, 100–250 Hz) from which the mean

and standard deviations (SD) were extracted. Second, throughout the entire recording, ripples

were defined as periods during which the peak instantaneous amplitude exceeded four times the

SD above the mean. The borders on the left and right side of this peak were defined as the time

points where the instantaneous power dropped below 1.75 SD above the mean. Events shorter than

25 ms and those during non-SWS periods were excluded. These non-SWS periods included epochs

[1] of continued 4-12 and 30-100 Hz oscillations without movement (paradoxical/REM sleep); [2]

where low occurrence of ripples was quickly alternated with movement and 4-12 and 30-100 Hz

bouts (awake behavior); and, [3] periods of high frequency non-oscillatory noise on all channels

simultaneously (EMG-noise). Events whose borders were separated by 8 ms or less were combined
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Figure 9: Calculation of ripple properties. The
raw trace from str. Pyr (blue) is filtered in ripple
range (red). The minima and maxima are then
detected (red dots). The average time between
subsequent troughs (dark green arrows) is used
to estimate its frequency. The average of the
peak-to-peak potential differences (light green
arrows) is used to calculated its amplitude.

as one event.

For detected ripples, several parameters were calculated (Figure 9). For each individual rip-

ple, the average peak-to-peak amplitude on the bandpass-filtered signal was calculated. Ripple

frequency was estimated by calculating the mean inverse distance between subsequent troughs.

To obtain the ripple amplitude and frequency per session, a mean was calculated for all detected

ripples throughout a recording. Ripple occurrence was defined as the number of ripples per second

of SWS brain state.

Retrograde inspection was used to verify that the channel with the largest ripple amplitude

was used for ripple detection. This channel was then defined as str. Pyr. From the CSD-profile

for linear probes, the minimum and maximum during each ripple was detected on the wide-band

signal. The median of these minima and maxima was calculated for all channels. The most negative

minimum during ripples 100-300 µm below str. Pyr was defined as the sharp wave amplitude and

the channel on which this occurred was defined as str. Rad. During ripples, the sharp wave creates

a return current in both str. Pyr and str. LM. The channel that showed the largest return current

100-300 µm below str. Rad was defined as str. LM. Layer identification during behavioral trials

were based on each individual pre-task sleep session, adjusting for possible probe shifts.

Ripple detection performance was estimated by identifying ripples from the CSD by eye on a

5 min period of SWS and counting the correct, false positive and false negative detected events.

2.5.2 Theta/gamma epochs

Paradoxical/REM-like epochs during sleep were manually selected from the LFP and characterized

by the presence of theta (4–12 Hz) and gamma (30–100 Hz) oscillations during immobility. Epoch

selection occurred mostly on spectrograms from the putative str. Pyr. During open field/spatial

novelty and STSM, running epochs were automatically detected by extracting those where the

mouse continuously ran at least 10 cm/s for at least 1 sec long. Detected running epochs were

manually corrected for recording artifacts. Phase and instantaneous amplitude of the signal were

calculated by the angle and the absolute value, respectively, of the Hilbert transform on a band

filtered signal (Butterworth; 3rd order for 4–12 Hz, 6th order for 30-100 Hz).

All theta and gamma properties mentioned below were calculated for both the LFP and CSD.

For each session, average theta and gamma powers were calculated for all epochs by integrating

the area below the theta and gamma ranges in the power spectra. Any possible power cycle peaks

were removed from the power spectrum by linearly interpolating between 48.5 - 51.5 Hz. Theta

and gamma peak frequency was achieved by finding the maximum power peak with the respective

frequency ranges after whitening the spectrum in order to get rid of the 1/fn power law.

Modulation of gamma power by theta phase was calculated by first binning theta phase in 18

blocks of 20 degrees each. The mean instantaneous gamma amplitude within each theta phase
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block was calculated and normalized according to

γamp, norm(i) =
γamp(i)
N∑
i=1

γamp(i)

(2.5.1)

where N denotes the number of bins and i denotes the i-th bin. The modulation index (MI) for the

modulation of gamma amplitude by theta phase was then calculated by comparing γamp, norm(i)

to a uniform distribution, using an adaptation of the Kullback–Leibler divergence (175), according

to

MI =
1

N

N∑
i=1

γamp,norm(i) log
γamp,norm(i)

1/N
(2.5.2)

Dividing the sum by the number of bins scales the MI between 0 (no modulation) and 1 (perfect

modulation).

Theta wave asymmetry was determined as follows. First, minima and maxima were detected on

the 4-12 Hz filtered signal. Between two subsequent maxima from the 4-12 Hz signal, a minimum

was detected for a 1-50 Hz signal (Butterworth; third order). Concordantly, between two subse-

quent minima from the 4-12 Hz signal, a maximum was detected for a 1-50 Hz signal. The median

distance (in seconds) between a detected 1-50 Hz minimum and the following 1-50 Hz maximum

was divided by the median distance between a detected 1-50 Hz maximum and the following 1-50

Hz minimum. If this ratio is > 1, then the descending phase is longer than the ascending phase,

and vice versa.

For running epochs, speed modulation of theta and gamma amplitude was calculated by ap-

plying a linear fit to a matrix where theta or gamma amplitude (the absolute value of Hilbert

transform, as mentioned before) at each time point was paired with the corresponding speed. A

value of 5% means that the amplitude of the linear fit at 30 cm/s changed with a factor of 1.05

compared to the amplitude at 10 cm/s.

For theta/gamma epochs depth profiles, recordings were aligned such so that every recording

had exactly one channel between str. Pyr and str. Rad and between str. Rad and str. LM.

Exceptions to this were aligned according to Figure 10. Please note that averaging channels during

alignment is not the same as the calculation of an average CSD-trace from which the relevant

parameters were extracted. Instead, all parameters were extracted from the original CSD-traces

and, if realignment required it, subsequently averaged.

Figure 10: Alignment of depth profiles. Most recordings have one channel both
in between str. Pyr and str. Rad and between str. Rad and str. LM. If a recording
does not show a channel in between these regions – like for example if str. Pyr and
str. Rad’s were anatomically adjacent – the intermittent channel was averaged
between the two. If two channels were recorded in between either aformentioned
pair (for the example between str. Rad and str. LM), the intermittent channel
was averaged from both two channels.
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2.5.3 Neural firing

Since the waveform of the spike is dependent on the position and orientation of the neuron relative

to the electrode and is similar to other spikes coming from the same neuron, it can be used

to identify single units from spiking data. In order to do this, the broadband signal was high-

pass filtered (Butterworth; 11th order, 800 Hz cutoff). Any spikes that exceeded the mean by 4

standard deviations were recorded. Three principal components were calculated from the spike

waveform for each of the channels of the shank on which the spike occurred. Clustering was then

performed with KlustaKwik software (71), using the principal components for each detected spike

to determine whether they are likely to belong to the same neuron. Clean units were defined as

those where the number of spikes within 2ms (the refractory period) was lower than 1% and the

height of the center autocorrelation bars were lower than the average firing rate, depicted by the

calculated assymptote for δ → ∞. This clustering procedure overclustered, so manual correction

using Klusters was necessary (73). Clean clusters were merged if waveshapes were similar and if

the firing cross-correlation between them showed a clear refractory period.

Neural phase locking to either theta oscillations during REM sleep or to ripples during SWS

was determined by calculating the oscillatory phase (angle of Hilbert transform) for each spike

and subsequently calculating the circular concentration coefficient (ccc) in a Rayleigh test for the

appropriate epoch. Units with less than 150 spikes during REM and ripples were excluded. Since

the calculation of the ccc is biased by the number of spikes that are used, 150 spikes were randomly

selected from the ones available and calculated for their ccc. The random selection and subsequent

calculation of the ccc was repeated 1000 times (’bootstrapping’), after which the mean was taken

as the representative ccc for the analyzed unit.

2.6 Further Y-maze analysis

Running in the Y-maze, in contrast to in open fields or STSM, is highly similar throughout the

paradigm. Mice do not have the opportunity to use external landmarks to identify which of the

three arms they are currently visiting, and freedom of movement is restricted due to narrow Y-maze

arms. Each run towards the center may therefore be seen as similar.

Electrophysiological data from Y-maze runs was collected as follows (Figure 11): each run

toward the center that started at least 50% of an arm distance away from the center and resulted

in a clear and direct decision for a new arm was marked. In MATLAB, the center and each arm

of the Y-maze was identified from the running path throughout the entire recording. The x- and

y-coordinates were then rotated such that each new x-axis was parallel to an arm. All distances to

the center were then normalized to the longest detected run of the respective session and binned

into 6 equidistant bins. A linear fit was applied to the mean gamma amplitude for each bin, the

resulting slope normalized by the offset, and this was repeated for each layer. Coherences between

str. Pyr and str. Rad as well as between str. Pyr and str. LM were calculated for the starting,

middle, and final third of each run.

2.7 Statistics

The following statistics were performed using Prism5 and Statistica: [1] the 2-tailed Mann-Whitney

test for the differences of one variable, which does not presuppose a normal distribution of the data;

26



Figure 11: X- and y-coordinates from the original
recording (red lines) were rotated into [x’ , y’], [x” ,
y” ] and [x”’ , y”’ ]] (dashed blue lines), such that each
recalculated x-axis was parallel to arm A, B, and C,
respectively. Distance to the center was then normal-
ized to the start of the run that started from the point
located furthest away (green arrow).

[2] the Wilcoxon signed rank test to determine whether a groups median is significantly different

from a hypothetical value; [3] a repeated measures ANOVA with a post-hoc Newman-Keuls (when

interaction between two variables was significant). Each data point is shown as the mean, and

error bars represent the standard error of the mean. Significant difference is denoted by *: p<0.05

(significant), **: p<0.01 (very significant), or ***: p<0.001 (highly significant).

The repeated measures ANOVA test with a post-hoc Newman-Keuls is only applied to depth

profiles where a parameter, e.g. theta power, is calculated along all anatomical layers for both wild

type and M-current deficient mice. However, this test is not perfectly applicable, since each param-

eter measurement is done in a different layer, and so, theoretically, is not repeated. Nevertheless,

layers are anatomically connected and influence each other, and, therefore, the measurements are

not completely independent from each other either. An additional problem with the post-hoc test

for repeated measures is that it assumes a similar variance between comparisons, and since it has

already been shown that theta oscillations in str. LM are the higher than in other layers, the

variance in str. LM will also be higher, and as such, dominate any post-hoc test. These results

are therefore shown where applicable, but their outcome may not be a representative result of the

dataset.
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Results

In this thesis, the effect of a reduction in Kv7/M-currents in adult mice was investigated. The

mutant mouse model expressed, via a Tet-off system, a dominant-negative Kv7.2 subunit under the

prion protein promoter. Incorporation of this subunit into a tetrameric Kv7/M-channel renders

this channel non-functional. Prevention of expression during the first weeks of life by addition

of doxycycline to the animals’ chow previously showed prevention of morphological abnormalities,

epileptic seizures, and behavioral hyperactivity (133). These mice, hereafter referred to as mutants,

were tested against a littermate control group: mice that only expressed the tTa-element under

the prion protein promoter and received doxycycline during the same period, but did not express

the dominant-negative Kv7.2 subunit. Differences between controls and mutants in hippocampal

CA1 LFP recordings were obtained during basic sleep (see Chapter 3.1), spatial navigation in an

STSM test (see Chapter 3.2), Y-Maze (see Chapter 3.4), and a spatial novelty task (see Chapter

3.5).

3.1 Basic sleep

During handling, mutant and control mice showed no apparent behavioral phenotype, nor did they

exhibit differences in their response to isoflurane anesthesia or their recovery after surgery. The

implantation sites were histologically verified post mortem (Figure 12). After five to seven days of

recovery, the home cage recordings allowed mice to get used to the implanted silicon probe being

connected by a cable. Qualitatively, home cage recordings looked similar between controls and

mutants (see Chapter 3.1.1), but showed quantitative differences.

3.1.1 Sleep from home cage recordings progresses similarly between con-

trols and mutants

As a result of analyzing electrophysiological recordings during home cage sessions prior to any

behavioral activity, this chapter demonstrates that basic neural networks that are active during

paradoxical and SWS are present in Kv7/M-current-deficient mice.

After recording a home cage session, depth profiles of the LFPs were investigated in order

to see whether typical oscillatory patterns seen in WT mice with basic network activity were

present in Kv7/M-current-deficient mice. In general, control and mutant mice showed qualitatively

similar network activity. From the channel located closest to str. Pyr, as determined by the

Figure 12: Histological verification of probe inser-
tion coordinates. A Nissl stain of the dorsal hip-
pocampus, showing a trace of the insertion path of
an implanted probe.
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occurrence of short (± 50 ms) high-frequency (±150 Hz) ripples, spectrograms were calculated

from the downsampled LFP signals. In Figure 13A, several electrophysiologically different epochs

can be observed: SWS is characterized by immobility and the occurrence of high-frequency ripples;

paradoxical sleep is characterized by immobility and continuous theta and waxing and waning

gamma oscillations; awake behavior is characterized by intermittent bursts of theta and gamma

oscillations during movement, sparse ripples during immobility, and high-frequency EMG noise,

the latter appearing simultaneously on all channels.

The duration of sleep spent in a SWS state was longer than that spent in paradoxical sleep,

both in mutants and controls. As the duration ratio of paradoxical sleep/SWS varied strongly,

even within multiple recordings of individual mice, no differences could be identified. Ripples also

occurred during awake behavior, but their occurrence was far lower than during SWS.

Figure 13: Data obtained from exemplary home cage sessions. A: Whitened time-frequency spectrogram
of color-coded LFP power during a home cage epoch. Several SWS epochs with a high incidence of high-
frequency ripples are visible (Boxes labeled 1), paradoxical sleep with increased theta (Box 2), and gamma
(Box 3) frequencies, awake activity with sporadic bursts in theta (Box 4), gamma (Box 5), and ripple
frequency ranges (Box 6), and occasional EMG noise (Box 7). Paradoxical sleep states are discerned from
awake behavior by verifying the absence of movement. B: Exemplary raw data traces showing paradoxical
sleep states. C: Exemplary raw data traces showing SWS sleep with ripples in str. Pyr.
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With all home-cage recordings, sleep after a period of awake behavior is characterized by the

occurrence of SWS. Furthermore, as can be seen from Figure 13A, there were short intermittent

periods during which no 150-Hz oscillations occurred, e.g. at around 180 s of the excerpt/epoch

shown. These periods did not conform to any of the three non-SWS epochs mentioned in Chapter

2.5.1. As they were still regarded as periods during which ripples could have occurred, their

occurrence was calculated for the entire duration of the boxes labeled 1 in Figure 13.

Ripple detection performance in a control mouse showed that about 3.4% of the ripples detected

were false negatives, indicating that practically all detected events can be classified as SW-ripple

complexes. Visually, ripples were more easily identified from the CSD by the high frequency ripple

oscillation in str. Pyr together with the occurrence of sharp waves in str. Rad, whereas the

algorithm used was based solely on ripple amplitudes in the LFP. Smaller amplitude ripples were

therefore not considered by the algorithm, which resulted in a false-negative detection of 23.8%.

Of note, the relatively long time spent in SWS epochs and the regular occurrence of SW ripples

throughout the epochs made the collection of a large number of events (100-3000) possible, despite

the definition used (see Chapter 2.5.1)

Paradoxical sleep starts off slowly from SWS and takes a few seconds to form clear continuous

theta oscillations. Throughout a paradoxical sleep phase, amplitude and frequency of both the

theta and gamma bands fluctuate, but a temporal trend was not observed. The end of such a

phase is a rather clear-cut ablation of oscillatory activity within 100 ms. Within a few seconds

after the abrupt end of paradoxical sleep, EMG noise can often be observed, and is accompanied

by either complete awakening of the mouse or a return to SWS. In cases in which paradoxical

sleep epochs were difficult to determine due to small LFP amplitudes, the putative layer for str.

LM, where theta oscillation amplitudes are higher, was additionally used to visualize the emergent

theta and gamma bands.

Not every home cage session contained a paradoxical sleep epoch. First, this is a matter of

chance because the duration of sleep during a home cage session varied strongly from one recording

to the next. Second, not every period of sleep contained a paradoxical sleep epoch because these

phases tend to occur irregularly. Third, after a behavioral task, paradoxical sleep occurred more

towards the end of the recording, favoring SWS epochs at the beginning, which further reduced

the chance of recording paradoxical sleep during post-task sleep.

3.1.2 Slow wave sleep epochs reveal altered ripple and sharp wave am-

plitudes

SW-R complexes are important for a proper consolidation of memory (see Chapter 1.4.4), and any

alteration in them may contribute to memory deficits, which has already been shown in water maze

experiments (133). From raw traces (Figure 13C), it was observed that ripples did occur in the

mutant. However, the analysis presented in this chapter revealed quantitative differences between

controls and Kv7/M-current-deficient mutants.

The parameters of ripples that were investigated were their amplitude, as calculated by the

peak-to-peak voltage, their frequency, as calculated from the time between subsequent ripple

troughs, and their occurrence, by dividing the total number of detected ripples by the total time

determined to be SWS (see Chapter 2.5.1). Peak-to-peak voltages for ripples were used to confirm

post-hoc that the selected channel for ripple detection, and hence the channel defined as being

closest to str. Pyr, indeed had the highest amplitudes compared to anatomically adjacent chan-
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Figure 14: Ripples that occur during SWS in controls differ from those detected in mutants. A: Peak-
to- peak amplitude calculation of detected ripples reveal that Kv7/M-current-deficient mice tend to have
reduced amplitude when compared to control littermates. B-D: Frequency, length, and occurrence of
ripples are similar between controls and mutants (p=0.32, p=0.15, p=0.30, respectively).

nels. A comparison of parameters between control and mutant mice (Figure 14) showed similar

frequencies, lengths, and occurrences, but mutants tended to have smaller ripples: peak-to-peak

voltages for controls show an average of 4.2 * 10-4 V, compared to 3.4 * 10-4 V for mutants, p=0.11.

The tendency for reduced ripple amplitudes can be due to a decreased excitatory input from

CA3 into CA1. This can be further investigated by calculating the CSD. A CSD is used to assess

the currents that are passing into and out of a separate layer along the vertically inserted electrode’s

axis, here calculated by using the inversion of the electrostatic forward solution (see Chapter 2.5),

and to improve identification of the anatomically distinct layers (see Figure 15). The current

sink in str. Rad from excitatory CA3 activity, the driving force behind the emergence of a high

frequency ripples in CA1 str. Pyr, is clearly visible two channels below str. Pyr. This channel

indicates the recording of the largest cumulative EPSCs during a ripple. Therefore, it is assumed

to be located closest to the dendritic section, where Schaffer collaterals terminate onto CA1, and

hence represents str. Rad. The return current can also be seen as sources in str. Pyr and two

channels below str. Rad. The channel with the largest source below str. Rad is defined as str.

LM. In agreement with the tendency towards smaller amplitude ripples in mutants (Figure 14),

sharp-wave amplitudes were significantly reduced from 4.4 *104 to 3.0*104 A/m3, p<0.05.

Together, Kv7/M-current-deficient mice showed reduced ripple amplitudes, possibly due to a

reduced excitatory drive from CA3. This may contribute to a reduced memory performance.

3.1.3 Paradoxical sleep in mutants show decreased theta and gamma

power and modulation index

As proper paradoxical sleep influences memory performance (see Chapter 1.4.4), the electrophysi-

ological properties were investigated.

Fourier analysis of two exemplary paradoxical sleep traces showed the typical 1/fn power law,

where amplitude generally decreases with increasing frequency. Paradoxical sleep epochs showed

distinct activity within the theta and gamma frequency bands (Figure 16A). For some recordings,

an additional peak occurred at a frequency two times the frequency of the theta peak. Fourier

analysis sometimes generated second harmonics, but the specific properties of this second harmonic

were not investigated. Since the 1/fn power law caused the gamma band activity to show a change

in slope, rather than a peak, it could not be used to estimate the peak frequency of the gamma
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Figure 15: Examplary CSDs during SWS. A: The same examples as shown in Figure 13 are shown here
after calculating their CSDs. Both CSD profiles show high frequency ripples in str. Pyr. The channel with
the largest co-ocuring sink, depicted by the black circles, is defined as str. Rad, while the channel with
the largest source below str. Rad was labelled str. LM. B: The maximum negative deflection during the
detected ripples in str. Rad, i.e. sharp waves, are significantly smaller for mutants, compared to controls.

band. Whitening the signal (Figure 16B) resulted in a clear peak for the gamma band. However,

the whitening procedure was based on a fit that was dependent on the signal’s content, i.e. changes

in one frequency band can affect the shape of other bands after whitening. Therefore, whitening

was only used for peak detection, whereas integrated powers were calculated from the unwhitened

spectra. In both Figure 16A and B, the linear interpolation between 49 and 51 Hz, which was

performed to remove 50 Hz power cycle noise when present, can be seen in the power spectra by

the short straight line. The gamma amplitude as a function of theta phase (Figure 16C) shows a

flatter distribution for a mutant mouse compared to a control mouse.

Mutants showed a reduction in both theta power (Figure 17A, control: 1.0*10-8 V2, mutant:

6.7*10-9 V2 , p<0.05) and gamma power (Figure 17C, control: 2.2*10-9, mutant: 1.0*10-9, p<0.01),

whereas the peak position in both bands (Figure 17B, D, respectively) remained the same. When

the modulation indices are calculated for all animals (Figure 17E), a highly significant reduction

of gamma modulation is seen in mutants (control: 1.4*10-2 mutants 7.8*10-3, p<0.001).

Theta wave asymmetry, which is caused by the dynamics of local synaptic currents (Figure

17F), provides a measure for the shape of the theta wave by the calculation of a ratio between the

lengths of its ascending and descending portions. A comparison of theta wave asymmetry between

both groups of mice did not reveal differences. As this ratio is less than one, it indicates that the

ascending phase in str. Pyr was shorter than the descending phase.

In summary, Kv7/M-current deficiency leads to reduced LFP theta and gamma power in str.
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Pyr. Additionally, a lower modulation index indicates that the coordination of the gamma rhythm

with the theta rhythm is weaker. However, it remains unclear whether the reduced power values

and the reduced modulation index are causally related. From a mathematical point of view, the

modulation index is not dependent on the absolute power of either the theta or gamma band, but

physiologically there may be a connection. Additionally, based solely on LFP recordings performed

for this thesis, it is not possible to determine whether the power loss is due to a general reduction

in activity or whether there is a reduced EPSC synchrony.

3.1.4 Depth profiles show layer-specific differences of hippocampal LFP

properties during paradoxical sleep

In Figure 17, paradoxical sleep analysis shows the parameters only for the LFP and only for str.

Pyr. Since the linear probe allows us to record across multiple lamina (22), it is important to

investigate whether the transmembrane currents at the dendrites are disturbed, as was done for

determining the sharp wave size for SW-R complexes in Figure 15.

The CSD depth profiles for theta and gamma powers, modulation index, and theta wave asym-

metry during paradoxical sleep are shown in Figure 18. These profiles show that the reduction of

theta and gamma powers (Figure 18A, B) are not limited to str. Pyr, but span the entire CA1

axis. The modulation index is also reduced in many layers. However, there does not seem to be a

direct link between theta/gamma power loss and a reduction of the modulation index for individual

layers, since in str. Pyr and between str. Pyr and str. Rad, where theta and gamma powers are

clearly reduced, there is no change in the modulation index.

For theta power, a repeated mesures ANOVA reveals highly significant influence of interaction

and layer (p<0.001) and significant influence of genotype (p<0.05). The post-hoc Newman-Keuls

test, reveals highly significant differences for str. LM (p<0.001). Similarly, a repeated measures

ANOVA analysis for gamma power reveals a very significant influence of genotype (p<0.01) and

a highly significant influence of layer and interaction (p<0.001). A post-hoc Newman Keuls test

however reveals no single layer to be significantly different.

A repeated measures ANOVA on the theta wave asymmetry depth profile (Figure 18C) reveals

a highly significant influence of layer (p<0.001). This was to be expected due to the phase reversal,

visible between the upper and lower CA1 layers (Figure 13B). Indeed, above the phase reversal, the

Figure 16: An exemplary power spectrum from paradoxical sleep showing two individual recordings from
a control (blue) and mutant mouse (red). A: An unwhitened power spectrum shows activity in both the
theta (4-12 Hz, green shading) and gamma frequency ranges (30-100 Hz, yellow shading). Due to the
1/fn power law, the activity in the gamma band did not show a peak. B: After whitening the signal, the
activity in the gamma band clearly showed a peak. C: The modulation of gamma amplitude by theta
phase showed similar profiles in both mutant and controls, but modulation was weaker in mutants. The
modulation index for the control example is 1.69*10-2, and 4.52*10-3 for the mutant example.
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Figure 17: Paradoxical epoch LFP results from str. Pyr showing reduced theta (A) and gamma power
(C) and modulation indices (E), whereas theta and gamma peak frequencies (B, D, respectively), as well
as theta wave asymmetry (F), were similar in controls and mutants.

Figure 18: Depth profiles for paradoxical sleep CSD results. These depth profiles indicate a decrease
of theta (A) and gamma powers (B) across almost all layers, according to Mann-Whitney tests. The
symmetry of the theta wave (C) is similar for both groups and clearly shows the abrupt phase reversal
between str. Rad and str LM. The modulation index (D) seems reduced for str. Ori, the deepest cortical
layer, str. Rad and str. LM. Significance levels as analyzed using Mann-Whitney tests.

asymmetry index lies around 0.8 – below the phase reversal around 1.25. These values perfectly

show a complete phase reversal as they are each other’s inverse. No differences between mutants

and controls were found, neither with the repeated measures ANOVA nor separate Mann-Whitney

tests for each comparison.

Modulation indices (Figure 18D), analyzed with a repeated measures ANOVA shows a signifi-

cant interaction (p<0.05), a highly significant difference for layer (p<0.001), and a trend towards
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a difference for genotype (p=0.05). A post-hoc Newman-Keuls test does not identify any layer as

being significantly different, though a trend exists for str. Rad (p=0.06).

3.1.5 Coherence depth profiles for paradoxical sleep reveal layer speci-

ficity, sparse changes for theta coherence and decreased gamma

coherences

Coherence is a measure that indicates how transmembrane currents recorded in one layer relate to

those recorded in another layer. When measuring multiple positions along the same neural struc-

ture, as is done here, one can calculate the coherence between transmembrane currents measured

at for instance str. Rad (where CA3 inputs into CA1) to any other layer.

In Figure 19, the theta and gamma coherence is calculated for each channel towards str. Pyr

(Figure 19A, B, respectively), str. Rad (Figure 19C, D, respectively), and str. LM. (Figure 19E,

F, respectively). For all shown graphs, a repeated measures ANOVA reveals, unsurprisingly, a

highly significant influence of the layer measured (p<0.001). Theta coherence (Figure 19A, C,

E) statistical analyses reveal no significant changes for any measured coherence, whether when

tested with a repeated measures ANOVA followed by a post-hoc Newman-Keuls test, or when

tested with individual Mann-Whitney tests. When each channel’s gamma coherence with str. Rad

was calculated (Figure 19D), a repeated measures ANOVA revealed a very significant interaction

(p<0.01), but a post-hoc Newman-Keuls did not indicate any specific layer.

The above analyses were performed on the LFP and CSD, which mainly reflect synaptic inputs.

The output of the hippocampus is determined by the firing of hippocampal CA1 pyramidal cells.

Therefore, spiking data was extracted from the recordings to see whether hippocampal pyramidal

cells fire differently in Kv7/M-current-deficient mice compared to controls.

3.1.6 Neural spiking data show very similar spiking for mutant and con-

trol neurons

Neural spiking (unit activity) of hippocampal CA1 pyramidal cells allows the processed input

from EPSCs to transfer back to cortical regions. Some of the earlier recordings were obtained

from implantations of a 12-site silicon probe with three shanks and four electrodes per shank,

with a 25 µm spacing between electrodes. However, these recordings were from a separate set

of mice who did not go through the behavioral battery of STSM, open field, spatial novelty and

Y-maze: behavioral recordings were exclusively performed with linear 16-site silicon probes. These

recordings have poor unit separation as explained earlier (see Chapter 1.2). Therefore, only units

from basic sleep recordings from 3-shank probe implanted mice were analyzed. To identify a

potential change in the firing pattern of CA1 pyramidal cells, individual unit activity was obtained

by high-pass filtering the recorded data and clustering the data points according to their wave

shapes (see Chapter 2.5). These results reveal that neurons from mutant mice have very similar

firing rates and phase locking characteristics to controls, shown in Figure 20.

Summarizing, Kv7/M-current-deficient mutants show several differences in LFP properties dur-

ing sleep, both for SWS and paradoxical sleep when compared to controls. Though low in animal

numbers, unit spiking data does not suggest a change in unit activity, neither in their firing rates

nor in their phase locking.
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Figure 19: Depth profiles for coherences during paradoxical sleep. A, B: Coherences between each
channel and str. Pyr suggest similar theta coherence for all layers, whereas gamma coherences suggest
a trend at str. Rad. C, D: Coherences between all channels and str. Rad. suggest decreased theta
coherence for the deepest cortical layer. Str. Ori and the deepest cortical layer are suggested to have
decreased gamma coherence. E, F: Coherences with str. LM. show no significance, though the trending
increases in theta coherence for the upper layers, whereas gamma coherence suggests a decrease.
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Figure 20: Neural unit spiking results for individual animals. A,B: Firing rates during ripples and
paradoxical sleep show high variability between units and mice. No trend towards a change in firing rates
was observed. C, D: Despite a trend for smaller ripples and a reduction in theta power, no trend was seen
for phase locking either during ripples or theta oscillations in paradoxical sleep. E: Firing rates during
ripples generally is higher than before or after ripples. The increase in firing rates between controls and
mutants did not show a trend in any direction.
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3.2 Single trial spatial memory (STSM) test

The STSM maze is a square maze with 80 cm sides (see Figure 8). In one of three blocked corners,

females are present. During the first exposure, the male mouse is supposed to explore the maze and

remember the location of the females. During a recall session, spatial memory is tested by observing

their preference for the now empty female corner. Preference is calculated by their occupancy of

an area 5 cm around the edges of the blocked corners. Electrophysiological recordings were made

in their home cage before the exposure (i.e. basic sleep (see Chapter 3.1), during the exposure,

and in their home cage afterwards. The following sections show the behavior and network patterns

during the initial exposure trial.

3.2.1 STSM exposure induces similar behavior for both controls and

mutants, but reveals theta frequency decrease in running mutants

For the STSM behavioral test, each animal is identified by a combination of a color (which signifies

either a control or mutant animal) and a symbol. This allows each animal to be tracked for behavior

during exposure, certain electrophysiological parameters and recall performance. In Figure 21, all

animals, except for one mutant, preferred to spend their time at the female corner, separated as

the total time spent at the corners as a percentage of the entire 30min recording (Figure 21A). If

their total presence near any of the three corners would be set to 100%, animals would on average

spend 33% of their time at each corner if they didn’t have any preference. As expected, their

preference for the female corner was above chance level for all mice (Figure 21B).

The total distance ran during a certain period can answer the question of hyperactivity, as was

seen in the open field test for mutant mice with permanent Kv7.2 dominant-negative expression

(129). In contrast to the hyperactive epileptic mice, there might be even a slight tendency for

these Kv7/M-current-deficient mice to run less (Figure 21C). However, running states are defined

as epochs where the mouse’s speed is at least 10 cm/s for a duration of at least 1s long (manually

corrected for recording artifacts). During these states, the mutants’ speed is similar to controls

(Figure 21D) and therefore running states can be compared. Interestingly, theta frequency during

these running states (Figure 21E) shows a significant reduction in mutants, something that was

not observed during paradoxical sleep (Figure 17). Gamma frequency (Figure 21F) on the other

hand is unchanged.

3.2.2 Depth profiles show layer specific deficits during running

Running epochs from the STSM exposure session were pooled per mouse and analyzed for the same

parameters as those from paradoxical sleep. The results are shown in Figure 22, where theta and

gamma powers and modulation index deficits are seen (Figure 22A, B, D). A repeated measures

ANOVA again reveals a highly significant influence of layer (p<0.001) for all graphs. For theta

power, genotype only has the tendency for a significant influence (p=0.09), but does show an

actual significant interaction (p<0.05). A Newman-Keuls post test only reveals a tendency for a

reduction for str. LM (p=0.05). Gamma power also shows a tendency to be influenced by genotype

(p=0.06), but no significant interaction.

In the recordings made during paradoxical sleep, genotype showed no effect on theta asymmetry

(Figure 18C). Though no significant difference for genotype was found during running (Figure 22C,
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Figure 21: Behavior and electrophysiological parameters during STSM exposure. Each mouse is identified
by a color (blue for control, red for mutant) and a symbol. A: Except for one mutant mouse, the total
time spent at the female corner was similar between mutants and controls. B: The probability of choice
for either corner was again similar, where all preferences for the female corner were above chance level
(dashed line). C: There might be a trend towards a reduced path length. D: The mice’s speed during the
detected running epochs is similar between both groups. E: Theta frequency is significantly reduced for
mutants throughout these running epochs. F: Gamma frequency remains unaltered.

p<0.05) in a repeated measures ANOVA, Mann-Whitney tests do suggest an alteration between

str. Pyr and str. Rad and for str. LM.

The increased theta symmetry for both significantly different layers (Figure 22C) is investigated

more closely in Figure 23. Here, it is clearly shown that the reason for the increased symmetry

is due to a lengthening of the ascending phase in the layer between str. Pyr and str. Rad and

of the descending phase in str. LM. The other phases are similar between mutants and controls.

This lengthening of one phase, and hence the lengthening of a single theta cycle, correlates to the

decreased theta frequency during running, as shown in Figure 21.

Theta coherences during running (Figure 24A, C, E) show similarities with those during para-

doxical sleep (Figure 19A, C, E) to the extent that they show only minor changes between mutants

and controls. Unsurprisingly, a repeated measures ANOVA revealed all theta coherence graphs to

be significantly influenced by layer (p<0.001). No difference was found was found for genotype,

though an interaction was identified for when all coherences were compared to str. Rad (p<0.05)

and the post-hoc analysis identified the lowest layer as being different (p<0.05).

For gamma coherences, a repeated measures ANOVA didn’t reveal a significant influence of

genotype for the coherences to either str. Pyr or str. Rad (Figure 24B, D, respectively), but did

39



Figure 22: Depth profiles for running CSD results. These depth profiles for running epochs indicate
a decrease for theta and gamma power (A,B) across most layers, though they are similar in str. Pyr.
The assymetry index (C) shows significant increased symmetry (values closer to 1) between str. Pyr and
str. Rad and at str. LM. The modulation index (D) seems reduced around str. Pyr, str. LM and the
deepest recorded layer. Significant differences for individual layers were detected with Mann-Whitney test,
*: p<0.05, **: p<0.01, additional p-values shown for p<0.15.

when coherences of all channels with str. LM were calculated (Figure 24F, p<0.05).

Summarizing, these results indicate that what Kv7/M-current-deficient mice may show in al-

tered network patterns during paradoxical sleep does not necessarily predict similar alterations

during another theta/gamma-characterized behavioral state like running: some parameters, like

theta and gamma powers and modulation index, were reduced for both theta/gamma behavioral

states, whereas theta frequency and theta wave asymmetry was only altered during running.

3.2.3 Speed modulates theta and gamma amplitudes, but varies per

session

As mentioned before, control and Kv7/M-current-deficient mice have similar speeds during running

sessions. This similarity in speed is important as speed can influence the amplitude of theta and

gamma oscillations (Figure 25). Since theta and gamma amplitudes during running are suggested

to be reduced in mutants for several layers (Figure 22A, B), speed modulation of these amplitudes

is expressed as the percentage of change of instantaneous amplitude from a speed of 10 cm/s to

a speed of 30 cm/s for any of the shown parameters, to remove this bias. This analysis shows

that speed dependency of theta and gamma amplitudes is not straightforward. There are positive
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Figure 23: Theta asymmetry changes in str. Pyr-
Rad and str. LM. As seen from Figure 22C, the layer
between str. Pyr and str. Rad and str. LM. reveal
a more symmetric theta wave. Here it can be seen
that the reason for the mutants’ increased symmetry
is due to the lengthening of the ascending phase in
str. Pyr-Rad (Asc. PR) and the descending phase in
str. LM (Desc. LM). The descending phase in Str.
Pyr-Rad (Desc. PR) and ascending phase in str. LM
are similar between mutants and controls.

and negative amplitude changes for theta amplitudes with increased speed across str. Pyr, str.

Rad, and str. LM (Figure 25A-C). Gamma amplitudes for str. Pyr and str. Rad (Figure 25D,

E, respectively) consistently increase with speed, with a possibly minor increase in str. Rad for

mutants.

It was noticed, however, that the values obtained from this speed modulation varied strongly

per session. Whereas Figure 25 only shows the results for the first exposure session, Figure 26 shows

the averaged speed modulation for each animal throughout all six STSM sessions, i.e. exposure,

short-term recall, 2x consolidation, and 2x long-term recall. Please note the different y-axis ranges

between Figures 25 and 26.

Here, theta amplitude is positively correlated with speed in str. LM (Figure C). This correlation

seems to be absent in str. Pyr and str. Rad (Figure A, B, respectively). Gamma amplitude is

positively correlated with speed in str. Pyr and str. Rad (Figure D, E, respectively), whereas no

clear speed correlation is seen in str. LM (Figure F). Comparing these speed-amplitude correlations

between mutants and controls, we see no apparent phenotype for Kv7/M-current-deficient mice,

indicating that modulation by speed of theta and gamma amplitudes is not affected in Kv7/M-

current-deficient mice.

3.3 Pre- versus post-task sleep

As sleep has been shown to be important for memory consolidation, the electrophysiological pa-

rameters during post task sleep were investigated. As before, both theta and gamma oscillations

during paradoxical sleep and SW-R complexes during SWS were investigated.

3.3.1 Pre-post sleep does not show changes for paradoxical sleep in con-

trol mice

To understand how experience changes paradoxical sleep, many parameters were checked for control

mice between pre- and post-task sleep. However, not each sleep session contains a paradoxical

sleep phase, especially during post-task home cage sessions when paradoxical sleep occurs later.

Therefore, Figure 27 shows all recordings, both for STSM and Open field sessions, where control
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Figure 24: Depth profiles for coherences during running. A, B: Coherences for all channels compared
with str. Pyr show no changes for mutants, whereas gamma coherence suggests a decrease around str.
LM and deeper. C, D: Theta coherence to str. Rad trends towards a decrease between str. Pyr and str
Rad, together with a significant decrease approximately 300 µm below str. LM. Gamma coherence seems
to be reduced for str. LM. E, F: Theta coherences with str. LM shows a trend for a decreases coherence
approximately 300 µm below str. LM. Gamma coherence seems reduced for a number of layers. Significant
differences for individual layers were detected with Mann-Whitney test, *: p<0.05, **: p<0.01, additional
p-values shown for p<0.15.

42



Figure 25: Speed modulation of theta and gamma amplitudes during the first exposure in the STSM
maze. Using the same symbols as in Figure 21, the theta and gamma amplitudes at 30 cm/s are normalized
to the mouse’s theta and gamma amplitudes at 10 cm/s, respectively, and depicted for the three identified
CA1 layers.

mice had a paradoxical sleep phase both before and after the behavioral paradigm. Not each mouse

had the same number of pre-post comparisons, e.g. the mouse symbolized by the triangle pointing

down had four comparisons, while the mouse symbolized by the star had only two. No single mouse

had a clear increase or decrease of any parameter that could not be attributed to chance. Since

changes in paradoxical sleep parameters for controls did not show a result in any direction, this

level of analysis was not repeated on mutant mice.

3.3.2 Pre-post sleep reveals similar changes for ripple parameters in

control and mutant mice

Open Field behavior tests consisted of three adjacent days of exploration. For a description of

behavioral paradigms for each day, see Chapter 2.4.1. In Figure 28, all four depicted SWS param-

eters were normalized to the first day pre-sleep and show a clear influence of experience. With few

exceptions, ripple occurrence, amplitude, frequency and sharp wave amplitude increased during

post-task sleep and clearly dropped before pre-task sleep on the following day, indicating that

the initial increase in any of the aforementioned ripple parameters decays back to baseline during

Figure 26: Speed modulation of theta and gamma amplitudes averaged from all exposures to the STSM
maze. Using the same symbols as Figure 21, the theta and gamma amplitude at 30 cm/s was normalized
to the mouse’s theta and gamma amplitude at 10 cm/s and depicted for the three identified CA1 layers.
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Figure 27: Changes between pre- and post-task paradoxical sleep. Since not every sleep session contains
a paradoxical sleep phase, all open field and STSM related sleep recordings from control mice that contain
both a pre- and post-task paradoxical sleep phase are compared for several parameters. None of these
show a clear tendency for increase or decrease between pre- and post task. Symbols are the same as Figure
21.

post-task sleep. Unsurprisingly, 2-way ANOVA confirmed that the session had a highly significant

influence on all four parameters (p<0.001). For both ripple and SW amplitude, a significant inter-

action was calculated (p<0.05). It is important to note though, that any possible difference might

be due to temporal trends throughout the three days of open field trials. This is likely the case for

ripple amplitude: the values of the peak-to-peak voltages show a trending increase for each of the

three pre-task sleep sessions – a phenomenon less clear for sharp-wave amplitude. To remove any

temporal trend, the pre-post ripple parameters were reviewed after each post-task sleep parameter

was normalized to its respective pre-task sleep directly (Figure 29), which is in contrast to Figure

28 where all parameters were normalized to the first pre-task sleep session. In the new analysis,

no difference can be seen between mutants and controls, indicating that the interaction seen for

ripple and sharp wave amplitude may indeed have been due to temporal trends.

Importantly, though baseline ripple and sharp wave amplitudes are reduced in Kv7/M-current-

deficient mice, they are similarly increased during post-task sleep and show similar trends through-

out the three-day open field task. Frequency and occurrence also increase similarly during post-task

sleep and return before pre-task sleep on the following day. This leads to the conclusion that ex-

perience induced network activity changes seem to be unaffected in Kv7/M-current-deficient mice.

3.3.3 STSM recall trials suggest a long-term memory deficiency

It is important to verify whether the changes in network parameters can be directly linked to

behavior. As memory fades over time, we checked two separate time points for whether mice

remembered in which corner the female mice were located during the exposure trial. During

short-term recall trials, performed after being put into the home cage for 75 min, mutant mice

did not show a clear deficit (Figure 30A). As preferences for the female corner can be interpreted
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Figure 28: Ripple properties during pre- and post-task sleep in the Open Field maze, normalized to the
1st day pre-task sleep (see Methods 2.4.1 for behavioral paradigms for each day). Differences between
mutants and controls may be observed for ripple amplitude post task-sleep on the 2nd and 3rd day and
ripple frequency for post task sleep on the 3rd day.

as a measure for memory performance, one mutant performed surprisingly good and one control

performed surprisingly bad. It is important to note that performance in a memory task may not

solely be due to a fading memory, but also memory extinction (120), where a conditioned response

gradually diminishes over time as an animal learns to uncouple a response from a stimulus. As

the same group of mice is to be tested for both short-term (75 min) and long-term (24 h) recall,

mice were re-exposed to the females in two 30 min sessions after the short-term recall. Then, 24

hours later, these mice were tested for long-term recall. For this test, results were slightly more

pronounced, but due to one poorly performing control mouse and the low number of mice overall,

no significant difference could be detected (Figure 30B).
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Figure 29: Ripple properties during post-Open Field sleep, normalized to the pre-task sleep of that
same day (see Methods 2.4.1for behavioral paradigms for each day). Whereas possible trends were visible
throughout the 3-day open field paradigm in Figure 28, no (significant) trends are visible between mutants
and controls when one compares individual pre-post task sleep sessions.

3.4 Y-maze

Mice naturally explore their surroundings. In order to explore new environments, they need to

remember where they already have been. In the Y-maze (see Figure 8B), mice alternate between

three arms. If they remember from which arm they came, they are more likely to choose the other

arm when making the next alternation. A decrease in the percentage of choosing the novel arm

may indicate a deficit in the working memory.

After being exposed to the Y-maze twice, performing transitions up to a maximum of either

46 transitions or 20 min of exposure, whichever was achieved first, both groups retained a certain

degree of working memory, since performances were significantly above chance level (Wilcoxon

signed rank test for control and mutant, p=0.06). However, despite the fact that mutant mice took

similar times to reach 46 transitions, they were shown to perform significantly worse, choosing a

novel arm less often than the control mice (Figure 31A).

Additional investigation into gamma amplitude during a run towards the center of the Y-maze

(Figure 31B) does not reveal differences between mutants and controls in any of the three defined

46



Figure 30: STSM trials. A: After exposure to females for 30 min and a subsequent 75 min home cage
rest, mutant mice do not reveal a clear deficit in selecting the female corner. One mutant mouse performed
better than all other mice, and one control mouse performed poorer than three mutant mice. Even though
median performance is better for controls than for mutants, the variance is too large for any statistical
difference to be detected. The additional X’s represent mice that did perform the STSM paradigm, but
did not have usable electrophysiological data. B: Long-term recall is slightly clearer in its results, but one
poorly performing control mouse prevented the achievement of significance.

layers. Coherence measurements between str. Pyr and str. Rad. and between str. Pyr and

str. LM for the starting, middle, and final third of the runs (Figure 31C) also did not reveal a

difference between mutants and controls. However, the ratios of those coherences (Figure 31D) do

show that during the ending third of the run, all control mice have a higher Pyr-Rad / Pyr-LM

coherence ratio than all mutants. This may indicate that control mice hippocampal CA1 neurons

’listen’ better to CA3-related inputs compared to Kv7/M-current-deficient mice upon approaching

the choice point.

3.5 Spatial Novelty

Moving an object within a previously familiarized maze should increase the mouse’s interest in

it, as it is a form of novelty. Recognizing that an object has been moved requires the mouse to

contrast the map it has in its memory with the changed layout. A relatively reduced interest in a

moved object compared to controls, therefore, may reflect an inherent problem with either creating

or recalling spatial maps.

The spatial novelty paradigm result is shown in Figure 32, in which an interest shift of 1 means

that the relative interest of object X over object Y did not change after object X was moved to

the contralateral side (see Chapter 2.4.1). Despite having been exposed to objects X and Y three

times prior to moving object X, the interest in the moved object did not increase in all control

mice afterwards (interest shift <1). All mutant mice, however, did seem to notice that the object

was moved (interest shift >1), indicating that they retained spatial memory (Wilcoxon signed rank

test, p=0.06).

3.6 Summary of results

Kv7/M-current-deficient mice show changes in several electrophysiological parameters of the hip-

pocampal LFP, which could contribute to the poorer performance in the Morris Water Maze,
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Figure 31: Gamma properties during Y-maze. A: Control mice entered an arm not visited prior to
the previous transition significantly more often than mutant mice did (dashed line indicates chance level).
Symbols are identical to those in Figure 21. The additional X’s represent mice that performed the Y-maze
paradigm, but did not have usable electrophysiological data. B: There was no difference in the change of
gamma amplitudes during Y-maze runs in str. Pyr, Rad, and LM when comparing mutants and controls.C:
Coherences between str. Rad and str. LM during the initial, middle, and final thirds of their Y-maze runs
showed no clear distinction between mutants and controls. D: Coherence ratios might suggest a difference
between the two groups.

Figure 32: Exposure to a moved object did not in-
crease the interest for the control mice overall, and
the interest shift for two control mice dropped be-
low 1 (dashed line). The interest level for all of the
mutant mice increased regarding the moved object,
suggesting that they noticed a change in the spatial
layout of the maze.
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observed before (133), the poorer performance in the Y-maze shown in this thesis, and a tendency

toward a poorer performance in the STSM task as shown in this thesis. Surprisingly, however, no

indication of changes in basic firing properties of CA1 neurons was seen to correlate with these

putative cognitive deficits. Interestingly, running epochs revealed a theta frequency reduction and

theta wave asymmetry not previously observed during paradoxical sleep. The influence of ex-

perience on electrophysiological parameters during SWS for SW-R complexes is very similar to

controls. An additional Y-maze analysis suggests that CA3-CA1 communication is impaired in

Kv7/M-current-deficient mice when a spatial choice must be made, as can be seen from a reduced

Rad-to-Pyr / LM-to-Pyr coherence ratio upon approaching the choice point.
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Discussion of methods

Several methods applied in this thesis are relatively new. A large part of the MATLAB scripts

used were self-written, including [1] the analysis of behavioral parameters during open field, spatial

novelty, STSM, and Y-maze tasks from positional data extracted from the Neuralynx system,

[2] detection of running states, [3] speed versus theta/gamma amplitude correlations, [4] ripple

detection and analysis, [5] sharp-wave analysis, [6] theta wave asymmetry, [7] implementation

of the Kullback-Leibler divergence, [8] implementation of the Rayleigh test for analysis of phase

locking, [9] implementation of the electrostatic forward solution for CSD calculation, [10] additional

Y-maze analysis, and [11] plotting tools. These scripts are now available for application to other

similarly recorded datasets for quick processing.

Although there is no doubt about the accuracy of these scripts and their output, the conclusions

drawn from them are subject to interpretation. Below, several points of discussion about the

methods applied are listed.

4.1 Genetic mouse model

The expression of a dominant-negative Kv7.2 subunit allows for non-functional Kv7/M-channels.

This approach is better than a Kv7.2 KO model, because then the absence of Kv7.2 subunits

would not prevent Kv7.3 and Kv7.5 to form functional channels at the AIS. In the model used

in this thesis, there is still an expression of endogenous Kv7.2 subunits, but from the reduction

of Kv7/M-currents seen in vitro (133), this does not seem to be a hindrance to Kv7/M-current

suppression.

Kv7.2 is expressed both in pyramidal cells and interneurons (29; 34; 41). The change in ex-

citability due to the expression of the dominant-negative transgene (133), together with histology

confirming the transgene’s expression (unpublished results), was verified only in pyramidal cells.

However, from the genetic model, i.e. expression under the prion protein promoter, it is assumed

that this transgene may similarly affect interneurons. Importantly though, heteromeric Kv7.3/7.5

channels are not affected and so care should be taken on whether there is a functional signifi-

cance between them. Since Kv7.5 expression is more abundant in CA3 of the hippocampus, our

approach might have created an imbalance between CA1 and CA3 excitability, with a more sig-

nificant reduction of Kv7/M-currents in CA1. However, Kv7.5 subunits are found both at the AIS

and, uniquely, at the postsynapse (52). The lack of colocalizing Kv7.3 subunits at the postsynapse

suggests that these Kv7.5 channels are homomeric. This might be related to the fact that Kv7.5

subunits do not have an ankyrin-G binding motif (129), which guids Kv7 channels to the AIS (156).

First, this suggests that pairing a Kv7.5 with a 7.3 subunit overwrites the localization from the

postsynapse to the AIS. Second, it also suggests that Kv7.5 might have a postsynaptic targeting

motif, since disruption of ankyrin-G binding does not result in postsynaptic relocalization of Kv7.3

to the postsynapse, but rather a lack of specific targeting (156). Furthermore, it might be that

the increased expression of Kv7.5 in CA3 will increase the likeliness of forming Kv7.5 homomeric

channels specifically and so the observed unique role of Kv7.5 homomeric channels might be more

significant in CA3, compared to CA1.

Expression of a dominant-negative Kv7.5 subunit has been shown to create an imbalance in
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excitation/inhibition (52), where spontaneous IPSCs on pyramidal cells were increased both in

amplitude and occurence due to increased interneuron firing. Kv7.5 colocalization with gephyrin

suggests that Kv7.5 homomeric channels are located at inhibitory synapses (52). Importantly, the

electrophysiological results that were found in this approach included decreased ripple occurence

and a lack of theta power loss. These results are very interesting, underlying the importance of

distinguishing invidual subunits and affecting the conclusions to be drawn from the results after

genetic interference.

In our approach we are expressing an additional subunit on top of the endogenously present

channels. Because Kv7.2 only binds to Kv7.3, the now more abundant (endogenous plus transgene)

Kv7.2 expression increases binding to the endogenous Kv7.3. This reduces the likeliness of a Kv7.3

binding with a Kv7.5, which in turn makes homomeric Kv7.5 channels more likely. Similarly, the

expression of the dominant-negative Kv7.5 approach (52) could shift the balance in the opposite

direction, where Kv7.3 now binds more to the abundantly present Kv7.5, reducing the number of

functional channels at the AIS. To what extent this happens is unclear as stochiometric information

on endogenous and trangene expression levels is not available. However, if such a shift would be

significant in the case of the dominant-negative Kv7.5 - significantly fewer functional Kv7 channels

present at the AIS - then it would be expected to see some similarities between those results (52)

and the results presented in this thesis, like loss of theta power. This was however not reported in

the dominant-negative Kv7.5 approach (52). Similarly, if the dominant-negative Kv7.2 approach in

this thesis would cause a significant shift towards more functional Kv7.5 channels, our results should

possibly contrast those obtained from a lack of functional Kv7.5 channels (52): we should have

seen an increased ripple occurence, yet we don’t. Therefore, it is assumed that the conclusions

drawn on this data cannot be attributed to interference with specific Kv7.5 function. The last

point is that the genetic approach in this thesis clearly reveals a critical developmental period

(133), something not taken into account in the dominant-negative Kv7.5 approach. This makes

it even more difficult to compare results and should be kept in mind when conclusions are drawn

from the results presented here.

4.2 CSD calculation

The CSD calculation presupposes the insertion of a recording probe perpendicular to a parallel set

of spatial planes. However, the dorsal hippocampal CA1 str. Pyr has a curved structure, like an

inverted U, along the mediolateral axis. Therefore the exact insertion site may have varied from

animal to animal, resulting in increased CSD variability between mice. This variability appears

to not have been, in fact, very strong because in several layers mutants showed significant power

reductions. Likewise, it is not assumed that differences in CSD-calculated currents between controls

and mutants occurred as a result of anatomical distinctions because none were previously found,

nor were obvious differences seen in brain sections analyzed in this study.

For CSD calculation, conductivity is assumed to be homogeneous along the CA1 axis, although

some inhomogeneity is likely to exist (79). These conductivity differences across the hippocampal

layers may confound results from CSD analyses when comparing control and mutant mice. How-

ever, as the genotype-specific theta and gamma power changes, shown in Figure 18A and B, are

significantly altered in several anatomically adjacent layers, local conductivity inhomogeneities are

unlikely to systematically contribute to the effects observed.
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4.3 Ripple detection

The method for setting detection and border thresholds (deviations from the mean by a certain

number of SDs) should be carefully applied since most ripple parameters are interconnected. For

example, if ripple length was significantly increased in mutant mice, the SD of the signal could

potentially also increase. As a consequence, higher SDs could shift the detection limit towards

higher-amplitude ripples. Another possibility is that a significantly reduced occurrence of ripples

in mutant mice would reduce the SD of the signal and shift the detection limit down to include

lower-amplitude ripples. The advantage of this SD-based detection method, however, is that

the varying amplitudes, based on non-physiological parameters such as exact probe position or

electrode impedance, for both individual recordings and specific mice are taken into account. This

results in a less variable occurrence. Conversely, using a fixed detection threshold – measured

in Volts rather than in multiples of SD – would ensure the detection of ripples within a certain

amplitude range. However, if that amplitude were decreased in mutants (as was the case in this

study), this method would detect fewer ripples.

Since the tendency toward reduced ripple amplitude is in agreement with a significant decrease

in sharp-wave amplitude and no other ripple parameters were significantly different between the

genotype groups, the interdependency of the parameters tested is not likely to cause a detection

bias with respect to the method applied.

Detection of SWS periods in this study may be limited because, due to depth-profile record-

ing across hippocampal layers, no cortical LFPs were available that could have provided direct

information about the occurrence of spindles or low-frequency delta waves. The short ripple-free

periods, mentioned in Chapter 3.1, could be a different sleep state. If these ripple-free periods

do not reflect SWS, the total duration of ‘real’ SWS will be strongly reduced compared to what

was used in this thesis. Therefore, it may be possible that ripple occurrence continued to be un-

derestimated in addition to the estimated 23.8% false-negative detection. However, since sleep

progression was unrelated to genotype, the bias that may have been inherent to the method used

is assumed to have equally affected both groups.

4.4 Modulation index

The present adaptation of the Kullback-Leibler divergence is used to measure the flatness of the

distribution of gamma amplitudes during the theta cycle, where 0 is a completely flat distribution

and 1 means that gamma amplitude is 0 in all except one bin. The MI is based on theta phase, but

not on theta amplitude. It is furthermore based on gamma amplitude, which, for the purpose of this

calculation, was normalized to 1 for a 360-degree cycle. Therefore, from a purely analytical point

of view, neither theta nor gamma amplitude influences the MI. It is unlikely that the detection

of theta phase at lower amplitudes was distorted, because theta oscillations were clearly visible in

the raw LFP traces and theta wave asymmetry was similar in both groups. Therefore, the reduced

MI is assumed to be a physiological phenomenon. One point of interest in this context is that the

reduced theta power input will result in a less phasic excitation of interneurons due to the loss

of functional Kv7/M-current and, in a less synchronized gamma rhythm, lead to both a reduced

theta phase relationship and an overall reduced gamma power. At first glance, it might appear

that the data obtained contradict this oversimplified view: Figure 18 clearly reveals that despite

significant theta and gamma power decreases in almost all layers, modulation indices were reduced
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in only one subset. However, interneurons in CA1 are diverse and include populations whose

dendrites, soma, and axon terminals span from str. Or to str. LM. (92). Therefore, the theta band

currents recorded in a single layer do not necessarily reflect the input into the interneurons that

give rise to the gamma band currents in that same layer. Furthermore, each recorded potential is

a superimposition of local synaptic input, return currents from synaptic input elsewhere, intrinsic

currents, etc. Interference between them could therefore counteract a loss of modulation.

4.5 Speed modulation of theta and gamma amplitude

The method to analyze the changes in theta and gamma amplitudes during different running speeds

(Figure 25 and 26) showed strong variability between sessions, but it is unclear whether this is

due to analytical or physiological reasons. It is possible that if a mouse runs at a reduced speed,

the linear fit on a scatter plot with amplitude vs. speed would bias itself, because the fit might

actually not be linear: speeds between 10 and 20 cm/s might not increase in amplitude as much

as speeds above 30 cm/s. However, no correlation or trend was seen when comparing individual

speeds (Figure 21C) with their amplitude changes.

4.6 Statistics

Statistical differences between groups in a single parameter were calculated with Mann-Whitney

tests. For the analysis of depth profiles, one can argue that a 2-way ANOVA would be the ap-

propriate test because there are two variables, genotype and layer, that could influence a third

variable, e.g. theta power. Furthermore, there is a degree of matching: the paradoxical sleep theta

power of one mouse in str. LM may be predictive of its theta power in str. Pyr due to propagation

of electrical signals through the neurons. Therefore, a repeated measure 2-way ANOVA, rather

than a regular 2-way ANOVA without matching, would be more appropriate.

In contrast, layers are anatomically distinct from each other, receiving different synaptic inputs,

i.e. CA3 input through the Schaffer collaterals into str. Rad and entorhinal cortical input into

str. LM, not to mention the different classes of interneurons that terminate along the entire CA1

axis. Therefore, layers may be regarded as separate. Indeed, from literature it is evident that

the measure of theta power in str. LM, though predictive, is not similar to that in str. Pyr:

power in str. LM is far higher than in str. Pyr. Therefore, the absolute variability of the data

is also highest in LM and any post-hoc test will therefore be influenced by the results from str.

LM. Though it is generally agreed that 0.05 is the threshold for significance in post-hoc tests,

individual Mann-Whitney tests might suggest a change between controls and mutants. Therefore,

non-significant post-hoc results may therefore still be physiologically relevant, especially if there

are several, anatomically adjacent layers with similar trends.

4.7 Theta wave asymmetry

LFPs measured in one layer represent an integrated signal that includes local synaptic input,

return currents from synaptic currents in other layers, intrinsic currents, and volume-conducted

fields. The gradual phase shift between str. Pyr and str. LM reveals the existence of multiple

theta dipoles. In general, asymmetry can be established by a single dipole if the depolarization
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resulting from synaptic input takes a shorter amount of time than the repolarization back to the

RMP. Indeed, EPSPs are generally not symmetrical.

For the running session during STSM exposure (Figure 22), Mann-Whitney tests revealed a

significant difference in theta wave asymmetry for the layer spanning str. Pyr and str. Rad, and

for str. LM. One might argue that a significant difference detected with a Mann-Whitney test

on a depth profile is too weak, but other tests that take into account the variance from all layers

and simply do not detect this difference. Furthermore, the reduced asymmetry in mutants, both

above and below the phase reversal, indicates that this is not just a matter of chance or analytical

bias, but spans anatomical layers. Of note, theta wave asymmetry per mouse was calculated from

the average asymmetry of all theta cycles within its running states, which reduced the variability

within a single recording.

In addition, dissection of the asymmetry ratios in the ascending and descending parts of the

waves (Figure 23) clearly shows that only one phase of the theta wave is significantly affected

between mutants and controls. Furthermore, the lengthening of one of the phases for mutants

corresponds to the decreased theta frequency (Figure 21). Therefore, the reduced asymmetry

detected in mutants is deemed to be physiological.

4.8 Behavioral paradigms

For open field sessions, initial trials were performed differently. Several days before any behavioral

test was conducted, a small enclosure (20 cm x 10 cm) was filled with bedding and nesting material

and placed inside the home cage in order for the mice to become acclimatized to it. This small

enclosure was then placed within the same circular open field as in Figure 7A, across from where

object Y would be placed, but without a wall added.i The mouse was allowed to exit the enclosure

and to explore the open field. The inclusion of the small enclosure was to help relate the likelihood

of the mouse exploring the environment with its level of fear of a novel environment. Furthermore,

if a mouse decided to explore the environment, the decision to do so would be spontaneous rather

than forced, as it would be when placing a mouse inside a maze without the familiar enclosure, e.g.

during an STSM session. With this familiar enclosure, mice were allowed to overcome their fear

of a novel environment so that their motivation for exploration was similar across trials, thereby

possibly reducing the variability in recorded brain activity. Additionally, if the mouse wanted to

explore, then the interest it showed in an object – the duration of the mouse’s presence within a

5-cm border around the object – was more likely to be real and less affected by stressors.

However, mice often preferred to stay within their enclosures, resulting in short exploration

periods, which made the spatial novelty test difficult to interpret and highly variable. Sufficient

exploration is required to map and remember the environment and to notice subtle changes, such

as the changed position of an object. Therefore, the use of the enclosure was discontinued. As the

open-field experiments were no longer conducted under ‘free-choice’ conditions, the presence of the

mouse near an object did not necessarily reflect interest or motivation, and stress levels may have

been increased, making the performance of control mice in the spatial novelty task more variable

(Figure 32). This is also applicable to the STSM paradigm where a mouse may have been resting

near the non-female corners by chance due to its relatively safe position close to the wall, rather

iThe wall was added later to induce an asymmetry in the maze to make the spatial novelty paradigm possible. The
placement of the enclosure already induces an asymmetry, which therefore would not have required the additional
wall.
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than being interested in that specific corner. This additional variability may have been the reason

why one control mouse failed to show a higher than chance level interest in the female corner

during the 24 hr recall (Figure 30B).
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Discussion of results

Do the results in this thesis show relevant changes in electrophysiological or behavioral parameters

that could support the previously found cognitive deficiencies? Furthermore, do these results point

to a mechanistic change of underlying neurophysiological processes of cognition upon ablation of

Kv7/M-currents? Despite some reservations about the applied methods, this chapter encompasses

conclusive confirmation of both and suggests additional analytical and experimental efforts to

strengthen the conclusions made and to investigate this topic further.

5.1 Theta and gamma power

The contribution of Kv7/M-channels to theta frequency resonance could help explain the observed

reduction of theta power in practically all CA1 layers during paradoxical sleep (Figure 18A, B)

and in several layers during running (Figure 22A, B) in Kv/M-channel-deficient mice. The level

of contribution from specific sources to the recorded LFP is debatable (21; 143). However, the

finding that a change in dendritic RMP was reduced compared to the soma upon application of

Kv/M-channel blockers (156) and that at distal dendrites Kv/M-channel-mediated resonance was

not found (80) suggests that reduced theta power in CA1 str. LM is unlikely to be the direct

consequence of an intrinsic CA1 Kv/M-current deficiency. Therefore, the most likely reason for

the lowered theta power is a reduced strength and/or less synchronized synaptic input into the

distal apical dendrites via the perforant path. Since the prion protein promoter is active in the

entire brain (179), structures that target the CA1 region are also deficient in Kv/M-currents if they

form tetramers with the dominant-negative Kv7.2 subunit. Indeed, Kv7/M-currents were found

in entorhinal cortex layers II and III (122). It is therefore very well possible that those structures

have an altered output towards the hippocampal CA1.

The reduction in theta and gamma power reveals a possible correlate of the impaired perfor-

mance of Kv7/M-current-deficient mice in the water maze (133), as theta and gamma oscillations

are thought to be associated with navigation, learning, and memory (24). In addition to epilepsy-

associated memory impairment, Kv7 dysfunction-induced changes in hippocampal theta/gamma

oscillations may also contribute to cognitive problems in human patients with mutations in KCNQ2

(12). Indeed, a loss of theta and/or gamma power was found to correlate with deficiencies in learn-

ing and memory when considering several functionally distinct factors like age (4), a metabotropic

glutamate receptor (78), chemotherapy (123), gap junctions (149) or a metalloproteinase (142).

Additionally, both in-vitro and in-vivo experiments have shown a reduction in theta/gamma am-

plitude when Kv7/M-current activity is acutely reduced (11; 56; 81; 80; 139).

5.2 Coherences

Coherence analysis for basic sleep reveals sparse changes: only gamma coherences with str. Rad

and the upper channels suggest a change for mutants (Figure 19). Since there is no indication that

the coherence between str. LM and these upper layers is disturbed, the loss of coherence between

these channels and str. Rad for mutants suggests a reduced common input from CA3 onto str.
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Rad and onto the basal dendrites. On the other hand, the soma from Kv7/M-current-deficient

mice may be less leaky which may result in a change in the propagation of electrical signals from

str. Rad across the soma towards the basal dendrites. Since recorded currents are affected by both

factors, a direct conclusion on the changes in coherences is difficult to draw.

5.3 Theta frequency and asymmetry

The data presented here reveal a significant reduction in theta frequency in the CA1 pyramidal

layer during running (Figure 21), despite similar speeds overall between groups. Even though CA1

pyramidal neurons are resonant in the theta range, the rhythm is proposed to be generated in

the medial septum (59; 136). Since the dominant-negative transgene is expressed under the prion

protein promoter, medial septal neurons are also likely to be Kv7/M-current deficient. A lack of

Kv7/M-current-mediated subthreshold theta resonance in these neurons might be responsible for

reduced theta frequency.

The change in theta frequency and theta wave asymmetry was found during running. In a

recent study, a correlation was found between theta frequency, or theta wave asymmetry, and

speed (159). From this study, however, it is not clear whether the local CA1 circuitry, when driven

at a higher theta frequency by the medial septum, is the causal factor underlying the occurrence

of a more asymmetric wave, whether medial septal input itself becomes more asymmetric upon an

increase in theta frequency, or whether both phenomena are generated separately. An optogenetic

approach aimed at stimulating the medial septum at several theta frequencies would allow the

theta asymmetry of an emerging oscillation in str. Pyr to be investigated and might reveal a

causal link.

Also of interest is the fact that the lower theta frequency and changed asymmetry only oc-

curred during running and not during paradoxical-sleep. This may be suggestive of evidence that

paradoxical sleep theta oscillations are generated through different mechanisms. However, in this

context it is important to note that paradoxical sleep occurs at a lower frequency (7.6 Hz) than

running (9.6 Hz). It may therefore be hypothesized that a similar theta-generator is used during

paradoxical sleep and running, and that the Kv7/M-current deficient mice have a frequency cap.

Future research might look for a within-animal correlation between instantaneous speed and cycle

lengths. This could give insight into whether Kv7/M-current deficient mice have similar theta

frequencies at lower speeds where theta frequency is more similar to how it presents during para-

doxical sleep, and whether their theta frequencies lags behind at higher speeds. If this is not the

case, and theta frequency is lower during all speeds, including approximate paradoxical sleep fre-

quencies, the findings would point towards different theta generating mechanisms for paradoxaical

sleep and running. An additional analysis of the within-animal correlation between cycle-length

and cycle-asymmetry would also be able to determine whether frequency and asymmetry are two

separate phenomena or whether they are more directly related.

5.4 SW-R complexes

Ripples are generated in CA3 when desynchronous firing of pyramidal cells crosses a critical thresh-

old that through recurring connections leads to further recruitment of pyramidal cells. This will

then generate a gradual EPSC buildup which subsequently recruits interneurons to create the

typical high frequency oscillation (148). As mentioned before, no literature is available on the
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contribution of Kv7/M-currents to ripples. Although in-vitro work in these mice reveals hyperex-

citability (133) and another study showed a relationship between excitability and ripple occurrence

(148), the data in this thesis do not confirm this association, as ripple occurrence in mutants is

comparable to controls. Also, the role Kv7/M-currents might play in spike frequency adaptation

to limit ripple length is not confirmed as ripple lengths are similar between mutants and con-

trols. Instead, the results in this thesis reveal a reduction in ripple and sharp-wave amplitudes in a

Kv7/M-current-deficient mouse model, but it remains unclear whether Kv7/M-currents are directly

involved in the amplitude reduction of both ripples and sharp waves, or whether the underlying

reason is due to a secondary compensatory mechanism. It would be interesting to use a specific

hippocampal slice preparation for the induction of spontaneous ripples in vitro (75), and to apply

Kv7/M-channel blockers to see whether an acute effect on ripple parameters is induced by acute

Kv7/M-current ablation. This could partly answer the question of whether Kv7/M-currents are

directly involved in ripple generation. If no acute involvement can be confirmed, a compensatory

effect may be the more likely factor contributing to the reduced ripple and sharp-wave amplitudes

in this thesis.

5.5 Unit spiking

Firing activity from neurons isolated from Kv7/M-channel deficient mice does not show a tendency

toward either higher or lower firing rates, in contrast with patch-clamp experiments previously per-

formed using this mouse model, which revealed that hippocampal CA1 neurons are hyperexcitable

(133). However, the increased firing rates of the patch-clamp experiments were based on the

application of the same level of current. As can be seen in this thesis, dendritic currents were sig-

nificantly reduced due to an altered dendritic input, which could normalize the hyperexcitability

in neurons. This compensatory effect could possibly be explained by the presence of a homeo-

static process. Indeed, homeostatic mechanisms that rectify a chronic change in neural firing are

well-known (180; 181).

An unexpected finding of this thesis was that CA1 pyramidal neurons of control and mutant

mice showed similar phase locking both during theta and ripple oscillations. Reduced oscillatory

strength might suggest that, on the level of individual neurons, the signal- (synchronous input)

to-noise (desynchronized/asynchronous input) ratio is decreased. As such, at least a tendency

toward less clear phase locking to both theta and ripple oscillations is expected. However, if the

asynchronous input decreases as well, the signal-to-noise ratio remains the same and phase locking

remains unaltered. Therefore, future studies might dissect the total CA1 input into a synchronous

and asynchronous input to verify whether the asynchronous input has decreased as well; however,

it is currently unclear how this might be achieved.

5.6 Electrophysiology and behavior

It is difficult to correlate a lack of changes in unit spiking to apparent behavioral deficiencies, as

seen in the Y-Maze (Chapter 3.4) and in the Morris Water Maze tasks (133). However, unit analysis

was only analyzed from baseline sleep recordings and from the activity of each individual neuron.

Of course, individual neurons must coordinate their activity with each other for proper cerebral

function. This coordination was not investigated in this study since the recording configuration

did not allow the required number of individual units to be recorded during behavioral tasks. It
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is therefore possible that these interactions were altered, but not recorded. The amount of unit

activity recorded during behavior was very limited due to the fact that these recordings were

performed with linear silicon probes. Since all of the behavioral paradigms used in this thesis had

a spatial component, future studies might perform recordings in animals during a spatial task with

probes optimized for unit recordings. This would allow characterization of place cells and their

properties, such as their place field size, the control of firing rates in their place field including

phase precession, and their occurrence when an animal explores a novel environment.

The recorded parameters were only obtained from actively running mice. Hippocampal LFP

activity during immobility and investigation of corners, either with or without females, was not

analyzed. Of course, decision making itself is a complex interaction between several brain regions

besides than the hippocampus (26; 91; 192), making the behavioral read-out more variable. In-

terestingly though, it seems that once the decision to navigate the STSM maze was made, the

hippocampal oscillations generated during navigation are similar enough between mice of the same

genotype for statistically significant differences to appear between groups.

The STSM paradigm does show a trend towards reduced performance of mutant mice and,

in agreement with the Morris water maze results (133), suggests a general deficiency in long-term

spatial memory. It is therefore expected that repetition of the STSM paradigm with a larger cohort

of mice will make this cognitive deficit statistically significant. The additional reduced performance

shown in the Y-maze working memory task (Figure 3.4) suggests that Kv7/M-channel deficient

mice are cognitively impaired across several behavioral paradigms. It would be highly interesting

to test these mice in other behavioral tests such as fear conditioning or conditional taste aversion

to see whether implicit memories are similarly affected.

5.7 Homeostatic mechanisms

Three properties of a homeostatic mechanism might be involved in counteracting chronic hyperex-

citability: attenuation of intrinsic excitability, changes in neurotransmitter receptor expression, and

altering presynaptic neurotransmitter release probability (39). Attenuation of intrinsic excitabil-

ity cannot completely explain the observed phenotype, since the in-vitro work on CA1 pyramidal

cells from Kv7/M-current-deficient mice revealed that, despite chronic Kv7/M-current deficiency,

neurons were still hyperexcitable and membrane resistances, resting membrane potentials, and a

possible compensatory effect through theta-resonant HCN channels was unaffected (133). Fur-

thermore, data from this thesis reveal normal unit spiking properties despite a decreased synaptic

input, which indicates that a certain level of hyperexcitability persisted. These findings, therefore,

suggest that a homeostatic mechanism is at least partially achieved at the synaptic level.

The hypothesis of increased ripple occurrence was not confirmed in this thesis. However, the

recordings of unit activity were performed in CA1, and not in CA3 where ripple generation takes

place. Still, if one extrapolates the CA1 unit spiking results to CA3 and assumes that CA3

neurons also fire at normal rates, the normal ripple occurrence could be explained. A normal

ripple occurrence with a normal CA3 output would only be in line with smaller sharp waves in the

presence of a reduced synaptic transfer, either by a reduced release of excitatory neurotransmitters

at the presynapse or by a reduced surface expression of postsynaptic receptors (39). A reduction

of all synaptic input would also ensure that the ratio between synchronous and asynchronous input

is unchanged, which could also explain the similar unit phase locking.

An electrophysiological experiment to confirm or refute the hypothesis of a reduced synaptic
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transfer in the mice in this thesis would be a standard in-vitro setup in which Schaffer collaterals

would be stimulated and the resulting sink in CA1 str. Rad recorded. A consistently lower field

EPSP (fEPSP) would then confirm this hypothesis. Further experiments would then include a

histological or pharmacological analysis to see any changes in postsynaptic receptor density, such

as AMPA or NMDA receptors.

Additionally, keeping mutant mice on doxycycline until adulthood and then record them before,

during and after a doxycycline-free period would allow to follow the timeline of the effect of Kv7/M-

current ablation on changes in electrophysiological parameters, which might happen sequentially:

first an increase in neural firing rates, then a homeostatic mechanism which scales down synaptic

transfer.

Mice that express the dominant-negative Kv7 transgene throughout their entire lifespans (133)

may show an epileptic phenotype and abnormal cerebral morphology. Whether this is the direct

consequence of hyperexcitable neurons or a secondary effect of a homeostatic mechanism that tries

to compensate this hyperexcitability is unclear. Mutants show altered unit activity during this

neonatal period (111). This suggests that homeostatic normalization of unit activity is incomplete,

though it should be mentioned that the reported unit activity was altered in the occurence of spike

doublets and triplets, an analysis not shown in this thesis. Reduction of excitability through

manipulation of intracellular chloride levels with bumetanide normalized gross morphological and

behavioral abnormalities, correlating with a normalization of neonatal unit activity (111). It would

be interesting to see whether adult hippocampal network patterns in these bumetanide treated

Kv7/M-current deficient mice mimics the results found here. If so, this would even more strongly

suggest that prevention of neural hyperexcitability during this critical period by counteracting the

induced hyperexcitability activity through chloride level manipulation is an effective therapeutic

strategy. Such a study, comparing doxycycline with bumetanide application during the ciritical

period in the mouse model used in this thesis, with WT mice and vehicle treatment as controls,

might be more easily achieved in acute recordings under urethane anesthesia.

5.8 Conclusion

As hypothesized in Chapter 1.6.1 [1], typical hippocampal CA1 LFP activity patterns, such as

theta/gamma oscillations and SW-R complexes, are present in Kv7/M-current deficient mice. [2]

A reduction in theta and gamma power during theta-associated behaviors was identified as hypoth-

esized, although this may be due to a secondary homeostatic mechanism rather than the direct

involvement of Kv7/M-currents. [3] This thesis shows, for the first time, the effect of reduced

Kv7/M-current on the SW-R complex (although this may again be due to a secondary homeo-

static mechanism). [4] Sharp-wave/ripple properties were altered, but not as expected. Due to the

role of Kv7/M-currents in spike frequency adaptation and the high firing rates during ripples, an

increase in length and amplitude was expected, but not found.

Although the genetic model used does not precisely reflect a patient with a KCNQ mutation,

it does contribute to the ability to distinguish developmentally related alterations of brain wiring

from effects found in adults. This model also clearly puts forward the notion that evidence from

transient pharmacological interventions, such as the application of XE991, either in-vivo or in-

vitro, may not be directly transferred to long-term effects because compensatory mechanisms are

likely to be upregulated to counteract chronic exposure. This may also be the reason why short-
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term application of Kv7/M-current inhibitors can lead to cognitive improvement, whereas long-

term Kv7/M-current suppression leads to cognitive deficits. The results in this thesis therefore

substantially contribute to the understanding of the effect of chronic Kv7/M-current deficiency in

the mammalian brain. Furthermore, since neural hyperexcitability is reported in pain (166) and

after stroke (147), this mouse model may provide additional insight into homeostatic adaptation

mechanisms upon induction of hyperexcitability beyond epilepsy related channelopathies.
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Abbreviations

AAC Axo-axonic cell

AIS Axo-initial segment

AHP Afterhyperpolarization

AKAP A-kinase-anchoring protein

AMPA α-amino-3-hydroxy-5-methyl-4- isoxazolepropionic acid

Ank-G Ankyrin-G

ANOVA Analysis of variance

AP Action potential

BC Basket cell

BFNC Benign familiar neonatal convulsionsl

BS Bistratisfied cell

CA Cornu Ammonis

CaM Calmodulin

cAMP Cyclic adenosine monophosphate

ccc Circular concentration coefficient

CNS Central nervous system

CSD Current source density

Cx Cortex

DG Dentate gyrus

EC Entorhinal cortex

EEG Electroencephalogram

EMF Electromotive force

EMG Electromyogram

EPSC Excitatory postsynaptic current

EPSP Excitatory postsynaptic potential

fEPSP Field excitatory postsynaptic potential

GABA γ-aminobutyric acid

LFP Local field potential

LM Lacunosum moleculare

LTP Long term potentiation

IPSC Inhibitory postsynaptic current

IPSP Inhibitory postsynaptic potential

MI Modulation index

NMDA N-methyl-D-aspartic acid

Or Oriens

PC Pyramidal cell

PIP2 Phosphatidylinositol-4,5-bisphosphate

pK-C Protein kinase C

PP Perforant path

PSC Postsynaptic current

PV Parvalbumin

62



Pyr Pyramidale

REM Rapid eye movement

RMP Resting membrane potential

SC Schaffer collaterals

SD Standard deviation

str. Stratum

STSM Single trial spatial memory

SW Sharp wave

SW-R Sharp wave - ripple

SWS Slow wave sleep

TRE Tetracycline-responsive element

tTA Tetracycline-senstive transactivator
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